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Preface

We are proud to present the set of final accepted papers of the 12th edition
of the IWANN conference—International Work-Conference on Artificial Neural
Networks—held in Puerto de la Cruz, Tenerife (Spain), during June 12–14, 2013.

IWANN is a biennial conference that seeks to provide a discussion forum for
scientists, engineers, educators, and students on the latest ideas and realizations
in the foundations, theory, models, and applications of hybrid systems inspired
on nature (neural networks, fuzzy logic and evolutionary systems) as well as in
emerging areas related to the above items. It also aims to create a friendly en-
vironment that could lead to the establishment of scientific collaborations and
exchanges among attendees. The proceedings include all the presented commu-
nications at the conference. The publication of an extended version of selected
papers in a special issue of several specialized journals (such as Neurocomputing,
Soft Computing and Neural Proccesing Letters) is also foreseen. Since the first
edition in Granada (LNCS 540, 1991), the conference has evolved and matured.
The list of topics in the successive Call for Papers has also evolved, resulting in
the following list for the present edition:

1. Mathematical and theoretical methods in computational intelli-
gence. Mathematics for neural networks. RBF structures. Self-organizing
networks and methods. Support vector machines and kernel methods. Fuzzy
logic. Evolutionary and genetic algorithms.

2. Neurocomputational formulations. Single-neuron modelling. Perceptual
modelling. System-level neural modelling. Spiking neurons. Models of bio-
logical learning.

3. Learning and adaptation. Adaptive systems. Imitation learning. Recon-
figurable systems. Supervised, non-supervised, reinforcement and statistical
algorithms.

4. Emulation of cognitive functions. Decision making. Multi-agent systems.
Sensor mesh. Natural language. Pattern recognition. Perceptual and motor
functions (visual, auditory, tactile, virtual reality, etc.). Robotics. Planning
motor control.

5. Bio-inspired systems and neuro-engineering. Embedded intelligent
systems. Evolvable computing. Evolving hardware. Microelectronics for neu-
ral, fuzzy and bioinspired systems. Neural prostheses. Retinomorphic sys-
tems. Brain-computer interfaces (BCI). Nanosystems. Nanocognitive sys-
tems.

6. Advanced topics in computational intelligence. Intelligent networks.
Knowledge-intensive problem-solving techniques. Multi-sensor data fusion
using computational intelligence. Search and meta-heuristics. Soft comput-
ing. Neuro-fuzzy systems. Neuro-evolutionary systems. Neuro-swarm. Hy-
bridization with novel computing paradigms.
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7. Applications. Expert Systems. Image and Signal Processing. Ambient intel-
ligence. Biomimetic applications. System identification, process control, and
manufacturing. Computational Biology and bioinformatics. Parallel and dis-
tributed computing. Human-computer Interaction, Internet modeling, com-
munication and networking. Intelligent systems in education. Human-robot
interaction. Multi-agent Systems. Time series analysis and prediction. Data
mining and knowledge discovery.

At the end of the submission process, and after a careful peer review and eval-
uation process (each submission was reviewed by at least 2, and on average 2.9,
Program Committee members or additional reviewers), 116 papers were accepted
for oral or poster presentation, according to the recommendations of reviewers
and the authors’ preferences.

It is important to note, that for the sake of consistency and readability of
the book, the presented papers are not organized as they were presented in the
IWANN 2013 sessions, but are classified into 16 chapters. The organization of
the papers is in two volumes arranged following the topics list included in the call
for papers. The first volume (LNCS 7902), entitled Advances in Computational
Intelligence. Part I is divided into nine main parts and includes the contributions
on:

1. Invited Talks to IWANN 2013
2. Applications of Computational Intelligence
3. Hybrid Intelligent Systems
4. Kernel Methods and SVM
5. Learning and Adaptation
6. Mathematical and Theorical Methods in Computational Intelligence
7. Data Mining with Evolutionary Computation and ANN
8. Self-Organizing Network
9. Advances in Computational intelligence

In the second volume (LNCS 7903), entitled Advances in Computational Intel-
ligence. Part II is divided into seven main parts and includes the contributions
on:

1. Metaheuristics
2. Bioinformatics/Biomedicine in Computational Intelligence
3. Fuzzy Logic and Soft Computing Applications
4. Artificial Intelligence and Games
5. Biological and Bio-inspired Dynamical Systems for Computational Intelli-

gence
6. Brain-Computer Interfaces and Neurotechnologies
7. Video and Image Processing

The 12th edition of the IWANN conference was organized by the University
of Granada, University of Malaga, Polytechnical University of Catalonia, and
University of La Laguna, together with the Spanish Chapter of the IEEE Com-
putational Intelligence Society. We wish to thank to the Spanish Ministerio de
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Ciencia e Innovacion and the University of La Laguna for their support and
grants.

We would also like to express our gratitude to the members of the different
committees for their support, collaboration, and good work. We especially thank
the Local Committe, Program Committe, the reviewers, and special session or-
ganizers. Finally, we want to thank Springer, and especially Alfred Hoffman and
Anna Kramer for their continuous support and cooperation.

June 2013 Ignacio Rojas
Gonzalo Joya

Joan Cabestany
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Pablo Garćıa Sánchez University of Granada
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Patrick Garda Université Pierre et Marie Curie - Paris 6
Peter Gloesekoetter Muenster University of Applied Sciences
Juan Gomez Romero Universidad Carlos III de Madrid
Juan Gorriz University of Granada
Karl Goser Technical University Dortmund
Bernard Gosselin University of Mons
Manuel Grana University of Basque Country
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Juan Luis Jiménez Laredo University of Granada
Gonzalo Joya
Vicente Julian GTI-IA DSIC UPV
Christian Jutten University of Grenoble
Paul Keether
Fernando L. Pelayo University of Castilla - La Mancha
Alberto Labarga University of Granada
Raul Lara Cabrera
Nuno Lau Universidade de Aveiro
Amaury Lendasse Aalto University
Miguel Lopez University of Granada
Otoniel Lopez Granado Miguel Hernandez University
Rafael Marcos Luque Baena University of Málaga, Spain
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Mario Martin Universitat Politecnica de Catalunya
Bonifacio Martin Del Brio University of Zaragoza
Jose D. Martin-Guerrero University of Valencia
Luis Mart́ı Universidad Carlos III de Madrid
Francisco Mart́ınez Estudillo ETEA
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Ignacio Rojas

Animal Vibrissae: Modeling and Adaptive Control of Bio-inspired
Sensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Carsten Behn, Tonia Schmitz, Hartmut Witte, and
Klaus Zimmermann



Table of Contents – Part II XVII

Brain Signal Based Continuous Authentication: Functional NIRS
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Michitaro Shozawa, Ryota Yokote, Seira Hidano, Chi-Hua Wu, and
Yasuo Matsuyama

Risk Prediction of Femoral Neck Osteoporosis Using Machine
Learning and Conventional Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

Tae Keun Yoo, Sung Kean Kim, Ein Oh, and Deok Won Kim

Out of Core Computation of HSPs for Large Biological Sequences . . . . . . 189
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Maŕıa Pérez-Ortiz, Rosa Colmenarejo,
Juan Carlos Fernández Caballero, and César Hervás-Mart́ınez

Integration of Fuzzy Systems and Genetic Algorithm in Permeability
Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 287

Ahmad Ja’fari and Rasoul Hamidzadeh Moghadam

Annotating “Fuzzy Chance Degrees” When Debugging XPath
Queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300
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Enrique Domı́nguez, and Rafael Marcos Luque-Baena

A Self-organizing Map for Traffic Flow Monitoring . . . . . . . . . . . . . . . . . . . 458
Rafael Marcos Luque-Baena, Ezequiel López-Rubio,
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Committee C-Mantec: A Probabilistic Constructive Neural Network . . . . 339
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Abstract. Growing models have been widely used for clustering or
topology learning. Traditionally these models work on stationary envi-
ronments, grow incrementally and adapt their nodes to a given distribu-
tion based on global parameters. In this paper, we present an enhanced
unsupervised self-organising network for the modelling of visual objects.
We first develop a framework for building non-rigid shapes using the
growth mechanism of the self-organising maps, and then we define an
optimal number of nodes without overfitting or underfitting the network
based on the knowledge obtained from information-theoretic considera-
tions. We present experimental results for hands and we quantitatively
evaluate the matching capabilities of the proposed method with the
topographic product.

Keywords: Minimum Description Length, Self-organising networks,
Shape Modelling.

1 Introduction

In any learning framework, it is very crucial the initialisation of the object. The
main task is to find a suitable segmentation that separates the object of interest
from the background. Segmentation is a pre-processing step in many computer
vision applications. These applications include visual surveillance [2,5,9,11], and
object tracking [1,7,8,16]. While a lot of research has been focused on efficient
detectors and classifiers, little attention has been paid to efficiently labeling and
acquiring suitable training data. Existing approaches to minimise the labeling
effort [10,12,15,18] use a classifier which is trained in a small number of examples.
Then the classifier is applied on a training sequence and the detected patches
are added to the previous set of examples. Levin et al. [12] start with a small
set of hand labeled data and generate additional labeled examples by applying
co-training of two classifiers. Nair and Clark [15] use motion detection to obtain
the initial training set. Lee et al. [12] use a variant of eigentracking to obtain the
training sequence for face recognition and tracking. Sivic et al. [18] use boosting
orientation-based features to obtain training samples for their face detector.

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 1–10, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 A. Angelopoulou et al.

A disadvantage of these approaches is that either a manual initialization [10]
or a pre-trained classifier is needed to initialise the learning process. Having a
sequence of images this can be avoided by using an incremental model. One of
the most important characteristics of the GNG is that it does not require the
restarting of the initialisation of the network for every image in a sequence of k
frames.

In this paper, we are interested in the minimisation of the user interven-
tion in the learning process of the network by utilising an automatic criterion
for maximum node growth in the GNG network based on different parameters.
We achieve that by taking into consideration that human skin has a relatively
unique colour and the complexity or simplicity of the proposed model is decided
by information-theoretic measures. The remainder of the paper is organised as
follows. Section 2 introduces the framework for object modelling using topolog-
ical relations. Section 3 proposes an approach to minimise the user intervention
in the termination of the network using knowledge obtained from information-
theoretic considerations. In Section 4 our method is applied to real and artificial
shapes before conclusions are drawn in Section 5.

2 Characterising 2D Objects Using GNG

GNG [4] is an unsupervised incremental self-organising network independent of
the topology of the input distribution or space. It uses a growth mechanism inher-
ited from the Growth Cell Structure [3] together with the Competitive Hebbian
Learning (CHL) rule [13] to construct a network of the input date set. In GNG,
the growing process starts with two nodes, and new nodes are incrementally in-
serted until a predefined conditioned is satisfied, such as the maximum number
of nodes or available time. During the learning process local error measures are
gathered to determine where to insert new nodes. New nodes are inserted near
the node with the highest accumulated error and new connections between the
winner node and its topological neighbours are created.

Identifying the points of the image that belong to objects allows the GNG
network to obtain an induced Delaunay triangulation of the objects. In other
words, to obtain an approximation of the geometric appearance of the object.
Let an object O = [OG,OA] be defined by its geometry and its appearance. The
geometry provides a mathematical description of the object’s shape, size, and
parameters such as translation, rotation, and scale. The appearance defines a
set of object’s characteristics such as colour, texture, and other attributes.

Given a domain S ⊆ R2, an image intensity function I(x, y) ∈ R such that
I : S → [0, Imax], and an object O, its standard potential field ΨT (x, y) =
fT (I(x, y)) is the transformation ΨT : S → [0, 1] which associates to each point
(x, y) ∈ S the degree of compliance with the visual property T of the object O
by its associated intensity I(x, y).

Considering:

– The input distribution as the set of points in the image:

A = S (1)
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ξw = (x, y) ∈ S (2)

– The probability density function according to the standard potential field
obtained for each point of the image:

p(ξw) = p(x, y) = ΨT (x, y) (3)

During this learning process, the neural network is obtained which preserves
the topology of the object O from a certain feature T . Therefore, from the
visual appearance OA of the object is obtained an approximation to its geo-
metric appearance OG. To speed up the learning we used the faster Manhattan
distance [6,14] compared to the Euclidean distance in the original algorithm.
Figure 1 shows shapes extracted from the Columbia Object Image Library (coil-
100) dataset and their corresponding modified GNG networks. The 100 object
coil-100 dataset consists of colour images of 72 different poses for each object.
The poses correspond to 5o rotation intervals.

Fig. 1. First shape of each of the first 10 objects in coil-100, showing the original image,
the thresholded region, and the modified GNG contour representation

3 Adaptive Learning

The determination of accurate topology preservation, requires the determination
of best similarity threshold and best network map without overfitting. Let Ω(x)
denote the set of pixels in the objects of interest based on the configuration of



4 A. Angelopoulou et al.

x (e.g. colour, texture, etc.) and Υ the set of all image pixels. The likelihood of
the required number of nodes to describe the topology of an image y is:

p(y|x) = {
∏

u∈Ω(x)

pskin(u)
∏

v∈Υ\Ω(x)

pbkgd(v)

∝
∏

u∈Ω(x)

pskin(u)

pbkgd(u) + pskin(u)
} ∗ eT (4)

and eT ≤
∏

u∈Ω(x) pskin(u) +
∏

v∈Υ\Ω(x) pbkgd(v). eT is a similarity threshold
and defines the accuracy of the map. If eT is low the topology preservation is
lost and more nodes need to be added. On the contrary, if eT is too big then
nodes have to be removed so that Voronöı cells become wider. We can describe
the optimum number of similarity thresholds, required for the accuracy of the
map for different objects, as the unknown clusters K, and the network parame-
ters as the mixture coefficients WK , with d-dimensional means and covariances
ΘK . To do that, we use a heuristic criterion from statistics known as the Min-
imum Description Length (MDL) [17]. Such criteria take the general form of a
prediction error, which consists of the difference of two terms:

E = model likelihood− complexity term (5)

a likelihood term that measures the model fit and increases with the number of
clusters, and a complexity term, used as penalty, that grows with the number
of free parameters in the model. Thus, if the number of cluster is small we get
a low value for the criterion because the model fit is low, while if the number of
cluster is large we get a low value because the complexity term is large.

The information-criterion MDL of Rissanen [17], is defined as:

MDL(K) = − ln[L(X |WK , ΘK)] +
1

2
M ln(N) (6)

where

L(X |WK , ΘK) = max

N∏
i=1

p(xi|WK , ΘK) (7)

The first term − ln[L(X |WK , ΘK)] measures the model probability with respect
to the model parameter WK , ΘK defined for a Gaussian mixture by the mixture
coefficients WK and d-dimensional means and covariances ΘK . The second term
1
2M ln(N) measures the number of free parameters needed to encode the model
and serves as a penalty for models that are too complex.M describes the number
of free parameters and is given for a Gaussian mixture byM = 2dK+(K−1) for
(K − 1) adjustable mixture weights and 2d parameters for d-dimensional means
and diagonal covariance matrices. The optimal number of similarity thresholds
can be determined by applying the following iterative procedure:

– For all K, (Kmin < K < Kmax)
(a) Maximize the likelihood L(X |WK , ΘK) using the EM algorithm to cluster
the nodes based on the similarity thresholds applied to the data set.
(b) Calculate the value of MDL(K) according to Equations 6 and 7.
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– Select the model parameters (WK , ΘK) that corresponds to minimisation of
the MDL(K) value.

Figure 2 shows the value of MDL(K) for clusters within the range of (1 < K <
18). We have doubled the range in the MDL(K) minimum and maximum values
so we can represent the extreme cases of 1 cluster which represents the whole data
set, and 18 clusters which over classify the distribution and corresponds to the
overfiting of the network with similarity threshold eT = 900. A global minimum
and therefore optimal number of clusters can be determined for K = 9 which
indicates that the best similarity threshold that defines the accuracy of the map
without overfitting or underfitting the data set is eT = 500. To account for
susceptibility for the EM cluster centres as part of the MDL(K) initialisation of
the mixture coefficients the measure is averaged over 10 runs and the minimal
value for each configuration is selected.

Fig. 2. (a) Plot of hand distributions. (b) Plot of the MDL values versus the number of
cluster centres. The Minimum Description Length MDL(K) is calculated for all cluster
configurations with (1 < K < 18) clusters, and a global minimum is determined at 9
(circled point).

4 Experiments

We tested our method on a data set of hand images recorded from 5 partici-
pants each performing a set of different gestures (Figure 3). To create this data
set we have recorded images over several days and a simple webcam was used
with image resolution 800× 600. In total, we have recorded over 75000 frames,
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Fig. 3. (a) to (d) represent some of the most common gestures used in sign language

and for computational efficiency, we have resized the images from each set to
300× 225, 200× 160, 198× 234, and 124× 123 pixels. We obtained the data set
from the University of Alicante, Spain and the University of Westminster, UK.
Also, we tested our method with 49 images from Mikkel B. Stegmann1 online
data set. In total we have run the experiments on a data set of 174 images. Since
the background is unambiguous the network adapts without occlusion reasoning.
For our experiments only complete gesture sequences are included. There are no
gestures with partial or complete occluded regions, which means that we do not
model multiple objects that interact with the background. Table 1 shows topol-
ogy preservation, execution time, and number of nodes when different variants
in the λ and the K are applied in a hand as the input space. Faster variants
get worse topology preservation but the network converges quickly. However, the
representation is sufficient and can be used in situations where minimum time
is required like online learning for detecting obstacles in robotics where you can
obtain a rough representation of the object of interest in a given time and with
minimum quality.

Table 1. Topology Preservation and Processing Time Using the Quantisation Error
and the Topographic Product for Different Variants

Variant Number of Nodes Time (sec) QE TP

GNGλ=100,K=1 23 0.22 8.932453 0.4349
GNGλ=100,K=9 122 0.50 5.393949 -0.3502
GNGλ=100,K=18 168 0.84 5.916987 -0.0303
GNGλ=300,K=1 23 0.90 8.024549 0.5402
GNGλ=300,K=9 122 2.16 5.398938 0.1493
GNGλ=300,K=18 168 4.25 4.610572 0.1940
GNGλ=600,K=1 23 1.13 0.182912 -0.0022
GNGλ=600,K=9 122 2.22 0.172442 0.3031
GNGλ=600,K=18 168 8.30 0.169140 -0.0007
GNGλ=1000,K=1 23 1.00 0.188439 0.0750
GNGλ=1000,K=9 122 12.02 0.155153 0.0319
GNGλ=1000,K=18 168 40.98 0.161717 0.0111

1 http://www2.imm.dtu.dk/~aam/

http://www2.imm.dtu.dk/~aam/
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Figure 4 shows the plots of the MDL(K) values versus the number of clusters
for minimum, maximum and approximate match similarity threshold (eT = 100,
eT = 900, and eT = 500). As the similarity threshold increases the optimum
number for the MDL(K) values increases as well with an optimum growth at
K = 9. Table 2 shows the topographic product for a number of nodes. We
can see that the insertion of more nodes makes no difference to the object’s
topology. Based on the maximum size of the network an optimum result is
achieved when at least half of the network is developed. Table 2 shows that
for the different type of gestures this optimum number is in the range > 90
and < 130.

Fig. 4. (a), (b), and (c) Plot of data set for similarity thresholds eT = 100, eT = 500,
and eT = 900. (d), (e), and (f) Plot of the MDL(K) values versus the number of clusters
centres generated by the similarity thresholds during the growth process of the GNG.

Table 2. The Topographic product for various data sets

Image (a) Image (b) Image (c) Image (d)
Nodes TP Nodes TP Nodes TP Nodes TP

26 -0.0301623 26 -0.021127 24 -0.017626 19 -0.006573
51 -0.030553 51 -0.021127 47 -0.047098 37 -0.007731
77 0.04862 77 0.044698 71 0.046636 56 0.027792
102 0.048256 102 0.021688 95 0.017768 75 0.017573
128 0.031592 128 0.011657 119 0.014589 94 0.018789
153 0.038033 153 0.021783 142 0.018929 112 0.016604
179 0.047636 179 0.017223 166 0.017465 131 0.017755
205 0.038104 205 -0.013525 190 0.017718 150 0.007332
230 0.037321 230 0.017496 214 -0.007543 168 0.007575
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Our modified GNG network has been compared to the methodology of the ac-
tive snake model that adheres only to global shape transformations. The param-
eters for the snake are summarised in Table 3. The execution time for modified
GNG is approximately 4 times less compared to the snake. The computational
and convergence results are summarised in Table 4.

In all our experiments, the parameters of the network are as follows: λ = 100
to 1000, εx = 0.1, εn = 0.005, Δxs1 = 0.5, Δxi = 0.0005, αmax = 125. For the
MDL(K) value we have experimented with cluster centres within the range of
1 < K < 18.

Table 3. Parameters and Performance for Snake

Hand Constants Iterations Time (sec)

Sequence (a) α = 4 50 15.29
β = 1
γ = 2
κ = 0.6

Dmin = 0.5
Dmax = 2

Sequence (b) α = 4 40 15.20
β = 1
γ = 2
κ = 0.6

Dmin = 0.5
Dmax = 2

Sequence (c) α = 4 40 12.01
β = 1
γ = 3
κ = 0.6

Dmin = 0.5
Dmax = 2

Sequence (d) α = 4 20 5.60
β = 1
γ = 3
κ = 0.6

Dmin = 0.5
Dmax = 2

Table 4. Convergence and Execution Time Results of modified GNG and snake

Method Convergence (Iteration times) Time (sec)
snake 50 15.29

40 15.20
40 12.01
20 5.60

modified GNG 5 4.88
3 2.17
2 1.22
2 0.73

5 Conclusions and Future Work

Based on the capabilities of GNG to readjust to new input patterns without
restarting the learning process, we developed an approach to minimise the user
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intervention by utilising an automatic criterion for maximum node growth. This
automatic criterion for GNG is based on the object’s distribution and the sim-
ilarity threshold (eT ) which determines the preservation of the topology. The
model is then used to the representation of motion in image sequences by ini-
tialising a suitable segmentation. During testing we found that for different
shapes there exists an optimum number that maximises topology learning versus
adaptation time and MSE. This optimal number uses knowledge obtained from
information-theoretic considerations.
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Abstract. The topological features of the communication network between 
computing nodes in Parallel Genetic Algorithms, under the framework of the 
island model, is discussed in the context of both the local rate of information 
exchange between nodes, and the global exchange rate that measures the level 
of information flow in the entire network. For optimal performance of parallel 
genetic algorithm for a set of benchmark functions, the connectivity of the 
network can be found, corresponding to a global information exchange rate 
between 40-70%. This range is obtained by statistical analysis on the search for 
solutions of four benchmark problems: the 0-1 knapsack, the Weierstrass’s 
function, the Ackley’s function, and the Modified Shekel’s foxholes function. 
Our method is based on the cutting of links of a fully connected network to 
gradually decrease the connectivity, and compare the performance of the 
genetic algorithm on each network. Suggestions for the protocol in applying 
this general guideline in the design of a good communication network for 
parallel genetic algorithms are made, where the islands are connected with 40% 
of links of a fully connected network before fine tuning the parameters of the 
island model to enhance performance in a specific problem.  

Keywords: Parallel Genetic Algorithms, Island Model, Network, Information, 
Exchange, Connectivity, Non-separable Function Optimization, Knapsack.  

1 Introduction 

Genetic algorithm (GA) is based on Darwinian ideas on biological evolution, where 
the survival of the fittest will eliminate poor members of the population and the fit 
ones will evolve towards ever increasing, or at least non-decreasing fitness [1,2]. For 
computer science, genetic algorithm is a type of evolutionary algorithms that 
implements this Darwinian idea for selecting the best candidate solutions to a 
problem, such as the search for the global minimum of a function. Genetic algorithms 
have been successfully applied to many areas, such as in solving the crypto-arithmetic 
problem [3], time series forecasting [4], traveling salesman problem [5], function 
optimization [5], adaptive agents in stock markets [7], and airport scheduling [8].  

                                                           
* Corresponding author. 
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The intrinsic parallelism in the population of candidate solutions can be extended to a 
higher level where the entire population is divided into a group of sub-populations so 
that the single population genetic algorithm becomes a parallel genetic algorithm with 
many sub-populations. This generalization for genetic algorithm from one population 
to many populations is inspired by the idea of “divide and conquer”, and is a natural 
implementation of parallel computing [9,10]. 

One of the standard models used in dividing a population into sub-population is the 
island model [11-14]. The simplest realization of this model is to have equal sized 
sub-population, or demes which evolve independently according to the original 
algorithm and, interchange information by exchanging a set of individuals at regular 
interval.  Each sub-population has its specific residency in an island and the 
performance of the island model depends on several parameters: (1) the number of 
island, which in real application is constrained by the available hardware, (2) the 
percentage of migrating individuals (3) the frequency of migrations. In this paper, we 
focus on the effect of the percentage of migrating individual, with fixed number of 
island and fixed number of generations elapsed between migration processes.  

When we have a fixed number N of islands or sub-populations, and perform 
information exchange between subpopulations, we have to introduce a network of 
communication between islands. The network is defined by a graph with N nodes and 
L links. This then raises the question of the effects of the topology on the performance 
of the island model.  In this paper, we will start with a fully connected network of N 

nodes so that the number of links is max ( 1) / 2L N N= − . We will introduce two 

definitions on the information exchange rates: a local exchange rate that describes the 
information exchanged through the migration of individuals between two islands, and 
a global exchange rate that describes the total number of individuals migrating in the 
network. Through numerical experiments on a set of benchmark functions, we arrive 
at a general protocol on how to design the network and information exchange to 
optimize the performance of the parallel genetic algorithm in the island model.  

Since the number of benchmark tests can only be finite, our conclusion on how to 
select good topologies for parallel search is not universal. Nevertheless, we like to 
illustrate certain general properties of the network that should be exploited in 
designing parallel genetic algorithm. For specific problems, there must be fine tuning 
of various parameters which will enhance performance, but our goal is to find a 
general guideline or protocol in the construction of a network of communication in 
the island model so that we have in general a good starting point. Since many 
important features of a network can affect the performance, we further focus on the 
connectivity of the network. We thus investigate only the effect of the number (L) of 
links, given the size (N) of the network. We address this mathematical problem by 

means of cutting edges from a fully connected topology ( maxL L= ), until we reach a 

ring, which is the least connected topology of N nodes and L = N links. (We treat each 
island with equal importance so that the tree structure is excluded in our topological 
analysis). This is a continuation of the previous research in discussing different 
topologies and exchange rates for parallel genetic algorithm [15,16].  
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2 Rate of Information Exchange  

We start with the island model with N islands, each occupied by a subpopulation of 

CN  chromosomes. Each subpopulation i gets the best M chromosomes from each of 

its iK  neighbors in the communication network (in total iM K  chromosomes) to 

replace its worst iM K chromosomes. The Exchange Rate (X) for individual 

population i is defined as /i i CX M K N=  . We define the Global Exchange Rate 

as 2 / ( )G CX M L N N=   , where 2M L is the total number of exchange 

chromosomes, and CN N  is the total number of chromosomes for all the sub-

populations. The total number of chromosomes involved in communication in the 

host sub-population is iM M K+  . Since it is reasonable that the exchanged-in 

chromosomes do not interfere with the exchanged-out chromosomes, we have the 

limit i CM M K N+ ≤ .   

While the local information exchange rate is defined by the number M of 
exchanged chromosomes between sub-populations, the global exchange rate is 
affected by many other factors besides the local rate. In particular, the global 
exchange rate depends on L, therefore a topological change of the network  
will change the global rate significantly.  For a fully connected communication 
network of N nodes, we have the maximum global exchange rate. The degree for each 

node is max 1FullK K N= = − . If we fix the number of chromosome exchanged to 

be M=1 (only sending the best chromosome to the neighbors), then the number of 
chromosomes in each sub-population is at least as large as the number of 
chromosomes in the sub-population residing in a node in the fully connected network. 
Here we have assumed that the total number of chromosomes used in our parallel 
genetic algorithm is fixed and is divided equally among all N nodes. In our 

experiment we have N=16 and M=1, so we easily get a maximum 0.9375GMaxX =  

for the fully connected network, and a minimum 0.125GMinX =  for the ring.  

When we evaluate the performance of island model on benchmark functions, our 
scheme of varying L is based on the following model. We start from a fully connected 
network, so that L is at maximum. We then randomly cut links until the network 
becomes a ring, which is the topology of a connected network with minimum L. This 
is shown in Fig.1. We perform independent non-communicating genetic algorithm for 
three generations before communication and undergo chromosome exchange. For 
each fixed topology before link cutting, we run for 15 generations with 5 times of 
communication. 

In order to use parallel genetic algorithm, we need to choose a basic genetic 
algorithm for the individual sub-population. In this paper, we use the Mutation Only 
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Fig. 1. Randomly cut links from a fully connected network until it becomes a ring 

Genetic Algorithm (MOGA) which is a generalization of traditional genetic algorithm 
in the framework of Mutation matrix, (not to be confused with Multi-Objective 
Genentic Algorithm). We have shown that MOGA is more adaptive and efficient than 
simple genetic algorithm and interested readers can find more details of MOGA in 
Ref.[17-19]. We will not discuss the various ways MOGA can be generalized here, as 
various methods have been designed to compute the mutation matrix adaptively to 
achieve optimal performance, including the variation that crossover is implemented 
[19]. The important point here is that our general discussion of the island model does 
not depend on the details of the genetic algorithm used in each sub-population, as 
long as they are the same type of algorithm. We use MOGA since it can be more 
efficient, and can also be reduced to traditional genetic algorithm easily [17].  

3 Benchmark Functions and MOGA 

We test the performance of our Quasi-Parallel genetic algorithms under different 
parameter settings on the optimization problems using four benchmark functions:  

1. The Knapsack problem is described as the following. The knapsack has a 
maximum weight capacity C, which is called the optimal number. We consider 
the allocation of n items in the knapsack. When item i is in the knapsack, its 
loading is given by the weight wi while the profit for carrying it is pi.  

 

        Given ( )1 2, , , nw w w and ( )1 2, , , np p p , our goal is to  

        maximize 
1

n

i i
i

p x
=
  subject to the constraint 

1

n

i i
i

w x C
=

≤ . 

 

     In our experiment we have n=16 items with weight 12 i
iw −=  and profit pi = 

1 for i=0,1,...,15. Our goal is to find a configuration of item occupancy {xi} so 
that we get as close to the knapsack weight capacity as possible. Here xi is a 

Fully Connected Cutting Links Ring 
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binary variable which is 1 if item i is in the knapsack, and 0 otherwise. We use 
the string of {xi} to denote a chromosome.  

 
2. The Weierstrass’s Function is a simplified version of F11 (Shifted Rotated 

Weierstrass’s Function) from CEC2005 benchmark suite [20]. The definition of 
Weierstrass’s Function is:  

 

( )( ) ( )
max max

1
1 0 0

( , , ) cos 2 0.5 cos 2 0.5
k kD

k k k k
D i

i k k

f x x a b x D a bπ π
= = =

    = ⋅ + − ⋅ ⋅     
    

where a = 0.5, b = 3, kmax = 20, xi ∈[-0.5, 0.5]. D is the dimension of the function. 
The global minimum of the function is obtained when all xi = 0, and fmin = 0. This 
problem is different from the Knapsack Problem because its variables are 
continuous. Therefore, we do not expect to find the global optima exactly using 
discrete encoding. Here we employ a binary string to encode each {xi}. Hence the 

binary string can represent an integer I whose value ranges from 0 to maxI  in 

decimal notation. For a chromosome s, its value after encoding is 

max

max0.5, 2 1s H
s

I

I
C I= − = −    where Is is the integer represented by 

chromosome s. We use H=15. Because the Weierstrass’s Function have D 
variables, the total length of the chromosome is L = D × H.  

 
3. The 2D Ackley’s is from reference [21]. The function is defines as following:  
 

( ) ( )( )
2 2( ) 1

2 2
( , ) 20 20exp 0.2 exp cos 2 cos 2

x y
f x y e x yπ π+   = + − − − +       

 

 
where x,y ∈ [-5,5]. The function with x, y in the range indicated has 121 local 
minima. The landscape of both Weierestrass Function and 2D Ackley’s Function 
is symmetric. 

 
4. The 2D Modified Shekel’s Foxholes function is from reference [22] and the 

landscape now is non-symmetric:  
 

( ) ( )2 2

30

1

1
( , )

i i ii x a y b c
f x y

= − + − +
= −  

 
where x,y ∈ [-10,10], and ai,bi,ci are taken from Ref.[22] There are 17 local 
minima in this range. 
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4 Results 

We use parallel genetic alg
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for 30 times and take average, (see Fig.3). For the 2D Ackley’s Function, we aim at 
finding the global minimum of this function.  Each chromosome has 14 bits. The first 
7 bits represent x ∈ [-5,5] and the next 7 bits represent y ∈ [-5,5]. Thus, the precision 
is 10⁄27 =0.078. We do the problem on topologies with decreasing links from a fully 
connected network to a ring (See Fig.4). For the 2D Shekel’s Foxholes function, we 
aim at finding the global minimum of this function. Each chromosome has 16 bits. 
The first 8 bits represent x ∈ [-10,10] and the next 8 bits represent y ∈ [-10,10]. Thus, 
the precision is also 20⁄28 =0.078. We do the problem on topologies with decreasing 
links from a fully connected network to a ring. The results are shown in Fig. 5.  

From the results on these four benchmark functions, we observe a best 
performance basin of global exchange rate. The performance is best when the 
exchange rate is neither too low nor too high, with exchange rate in the range from 
0.4 to 0.7. We can understand this feature heuristically. When the exchange rate is too 
low, each node is running almost independently so there is little exploitation of the 
good chromosomes from other populations. The effect is that we divide the solution 
space and search for a good solution without helping each other. When the exchange 
rate is too high, each node exploits too many chromosomes and the populations tend 
to become very similar. This then defeats the purpose of parallel genetic algorithm for 
now the sub-populations do not explore and essentially run as one identical 
population. In practical application, we have to consider both the hardware cost and 
algorithm complexity for making communications. Thus, we may use a network that 
achieves a global exchange rate at 0.4, since this is the beginning of best performance 
basin, but at the same time utilizes the least number of links, thereby minimizing the 
communication cost.  

5 Discussion 

We have tested the island model of parallel genetic algorithm defined on a network 
for solving the optimization problem in four benchmark functions. Our focus is on the 
topology of the communication network that the parallel algorithm uses, when the 
local information exchange is fixed. The single parameter we use to parameterize the 
topology of the network is the number of links, when the number of nodes or sub-
populations is given. This simplification of the description of the topology is achieved 
through link cutting process of a fully connected network. For the four benchmark 
problems, which are the knapsack problem, the Weierstrass’s function, the Ackley’s 
function, and the Modified Shekel’s foxholes function, we obtain some general 
conclusion on the number of links used, which correspond to the global exchange rate 
in the range of 0.4 to 0.7. Although this is never meant to be a universal range for 
optimization, and the range in fact is rather large, we nevertheless can make some 
general remarks on the application of our investigation. For an optimization problem 
where there is no prior information about the nature of the solution space, we suggest 
that we can start with a network with global exchange rate equal to 0.4 when we 
decide to use parallel genetic algorithm under the framework of the island model. 
This choice will give the least number of links used, thereby reducing cost in the case 
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of implementation in hard ware and also time delay in communication. When we have 
only 40% of links of a fully connected network, we have a small, yet sufficient 
number of links that can give good performance of the search process before any fine 
tuning. One can always gradually increase the number of links to see if the 
improvement in performance is worthwhile to the extra cost for the additional 
connection. Within the confine of the four benchmark functions tested, our guideline 
on the range of the number of links used is valid.  

In this work, we focus on varying the number of links while in a separate work 
we discuss the importance of local exchange rate for a given topology of network: i.e., 
we fix L and the topology, but vary M. For this case, our conclusion is that the 
performance can be improved with increasing local exchange rate (i.e., increasing M). 
In the context of the present work, it is therefore a good idea to use a global exchange 
rate equal to 0.4, or equivalently starting with a network resulted from cutting 60% of 
the links of a fully connected network and then use the maximum allowed number of 
local exchanged chromosomes. As mentioned in the introduction, our work on the 
topology of the communication network only addresses the number of links used, and 
there are much more complex problems such as the way these links are organized in 
the network that may improve the performance of our algorithm. For future work, we 
will investigate the importance of connectivity, shortest path length, etc, in other class 
of networks, such as the small world or hierarchical networks. Our goal is to find 
general guidelines for starting a search using parallel genetic algorithm when prior 
knowledge of the problem is absent. 
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Abstract. Clustering Search (*CS) has been proposed as a generic way
of combining search metaheuristics with clustering to detect promis-
ing search areas before applying local search procedures. The clustering
process may keep representative solutions associated to different search
subspaces (search areas). In this work, a new approach is proposed, based
on Artificial Bee Colony (ABC), observing the inherent characteristics of
detecting promissing food sources employed by that metaheuristic. The
proposed hybrid algorithm, performing a Hooke & Jeeves based local,
is compared against other versions of ABC: a pure ABC and another
hybrid ABC, exploring an elitist criteria.

1 Introduction

Modern metaheuristics attempt to balance exploration and exploitation move-
ments explicitly by employing global and local search strategies. The global algo-
rithm plays the role of generator of reference points to diversified search areas,
which are more intensively inspected by problem-specific components further.
Early hybrid algorithms have demonstrated concern about rationally employing
local search. Instead of always applying local search procedures over entire pop-
ulation, the global algorithm runs normally until a promising area is detected,
according to a specific criteria, for example, when a new best individual is found
(elitist criteria). In a general way, the following action must be better to ex-
ploit the expected promising area, in a reduced search domain, by a local search
procedure.

Clustering Search (*CS) has been proposed as a generic way of combining
search metaheuristics with clustering, aiming to detect promising search areas
before applying local search procedures [4]. Its generalized nature is achieved
both by the possibility of employing any metaheuristic and by also applying to
combinatorial and continuous optimisation problems. Clusters of mutually close
solutions provide reference points to relevant areas of attraction in the most of
search metaheuristics. Relevant search areas can be treated by problem-specific
local search procedures. Furthermore, the cluster center itself is always updated
by a procedure involving inner solutions, called assimilation [4].

Artificial Bee Colony (ABC) is a recently proposed optimisation algorithm [1]
that simulates the intelligent behavior of honey bees, providing a population-
based search procedure in which individuals called foods positions are modified
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by the artificial bees, aiming to discover promising food sources and, finally, the
one with the optimal amount of nectar [1].

This paper is devoted to propose a new *CS approach, called Artificial Bee
Clustering Search (ABCS), applied to unconstrained continuous optimisation, in
which promising search areas are associated to promising food sources and the
bee movement is performed by the intrinsic *CS operation known as assimila-
tion [4]. The remainder of this paper is organized as follows. Section 2 describes
the concepts behind *CS and ABC. ABCS is described in section 3 and computa-
tional results are presented in 4. The findings and conclusions are summarized in
section 5.

2 Algorithms Foundations

A challenge in hybrid metaheuristic is to employ efficient strategies to cover all
the search space, applying local search only in actually promising search areas.
The inspiration in nature has been pursued to design flexible, coherent and
efficient computational models. In this section, the Clustering Search (*CS) and
ABC are briefly described, introducing concepts needed to further explain how
to combine them to allow detecting promising search areas before applying the
Hooke & Jeeves local search procedure [3].

2.1 Clustering Search

*CS attempts to locate promising search areas by framing them by clusters. A
cluster is defined by a center, c, that is generally, initialized at random and,
posteriorly, it tends to progressively slip along really promising points in the
search space. The number of clusters NC can be fixed a priori [5] or dynamically
determined according to the width of the search areas being explorated by the
metaheuristic [4]. In the later case, clusters can be created in a way that all
candidate solutions are covered by, at least, a cluster. By the other hand, inactive
clusters, i.e., clusters not covering any solutions may be eliminated.

The coverage is determined by a distance metric that computes the similarity
between a given solution and the cluster center and must consider the problem
nature. For example, in unconstrained continuous optimization, the similarity
has been defined regarding the Euclidean distance [4]. *CS can be splitted off in
four conceptually independent parts: a) the search metaheuristic (SM), b) the
iterative clustering (IC) component, c) the analyzer module (AM), and d) the
local searcher (LS).

The SM component can be implemented by any optimization algorithm that
generates diversified solutions of the search space. It must work as a full-time
solution generator, exploring the search space by manipulating a set of solutions,
according to its specific search strategy. IC component aims to gather similar
solutions into groups, maintaining a representative cluster center for them. A
distance metric, Δ, must be defined, a priori, allowing a similarity measure for
the clustering process.
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AM component examines each cluster, in regular intervals, indicating a proba-
ble promising cluster. A cluster density, also named volume, δj , is a measure that
indicates the activity level inside the cluster j. For simplicity, δj can count the
number of solutions generated by SM and grouped into cj . Whenever δj reaches
a certain threshold λ, meaning that some information template becomes predom-
inantly generated by SM, such cluster must be better investigated to accelerate
the convergence process on it. Clusters with lower δj can be eliminated or per-
turbed, as part of a mechanism that allows creating posteriorly other clusters,
keeping framed the most active of them.

At last, the LS component is an internal searcher module that provides the ex-
ploitation of a supposed promising search area, framed by a cluster. In
unconstrained continuous optimisation, the component LS has been commonly
implemented by a Hooke-Jeeves direct search [3].

2.2 Artificial Bee Colony

In the ABC algorithm, the colony of artificial bees contains three groups of
bees: employed bees, onlookers and scouts. A bee waiting on the dance area for
making decision to choose a food source, is called an onlooker and a bee going
to the food source visited by itself previously is named an employed bee. A bee
carrying out random search is called a scout. In the ABC algorithm, first half of
the colony consists of employed artificial bees and the second half constitutes the
onlookers. For every food source, there is only one employed bee. In other words,
the number of employed bees is equal to the number of food sources around the
hive. The employed bee whose food source is exhausted by the employed and
onlooker bees becomes a scout.

At each cycle ABC perform three basic operations: place employed bees on
their food sources and evaluate their nectar amounts; after sharing the nectar
information of food sources, onlookers select food source depending on their
nectar amounts; send scout bees to explore new sources randomly on the search
space. These main steps are repeated through a predetermined Maximum Cycle
Number (MCN ) or until a termination criterion is satisfied.

Employed bees share the nectar amount of food sources on the dance area
that will be used by onlooker bees as parameter to decide which source is bet-
ter to be explored. The decision to be done by onlooker bees is governed by
Equation 1:

pi =
fiti∑SN

n=1 fitn
(1)

where pi is the probability associated with food source i, fiti is the fitness value
of solution i and SN is the total number of food sources which is equal to
the number of employed bees or onlooker bees. Both employed and onlooker
bees modify their food sources, if the modification increase nectar amounts of
those sources, onlooker and employed bees memorize the best source and forget
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previous one. Thus, to produce a candidate food position from the old one in
memory is done by following equation:

vij = xij + φij(xij − xkj) (2)

where k ∈ {1, 2...SN} and j ∈ {1, 2...D} are randomly chosen indexes, and D is
the dimension of variables.

A food source is assumed to be abandoned if its fitness cannot be improved
through certain number of cycles. The value of pre-determined number of cycles
is called “limit” for abandonment [2].

3 Artificial Bee Clustering Search

The Artificial Bee Clustering Search (ABCS) algorithm is based on potencial
characteristic of detecting promissing areas presented by ABC algorithm. Such
potencial characteristic can be seen on basic operations of ABC, such as the
exploration and abandonment of a food source. An onlooker bee can be compared
with a solution that must be assimilated by a cluster on a *CS-based algorithms,
because this bee will increase a source’s fitness after it has explored and found
a better position to this food source. ABCS is proposed to represent all food
sources as central regions of clusters and onlooker bees are solutions that can be
or cannot be assimilated by these clusters.

program ABCS

begin

Initialize Population;

repeat

Place the employed bees on their food sources;

Place the onlooker bees on the food sources depending on

their nectar amounts;

Memorize the quantity of activations (accounting of

density) of each source;

Perform Local Search in promissing areas (top activated

food sources);

Send the scouts to the search area for discovering new

food sources;

Memorize the best food source found so far;

until requirements are met

end;

end.

(Pseudo-code adapted from [2])

The accounting of density of a food source i (δi) is a parameter to perform
local search. This parameter is another metric of a food source, that will inform
which food sources are most promissing, to detect these promissing areas δi
increases whenever an onlooker bee access the food source and gets a new better
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position. If a food source reach a certain threshold there is a time to perform
local search in such source to find better solutions. This threshold is known in
*CS as cluster density(Section 2).

δi ≥ PD ·
NP
|SN | (3)

where PD is a pressure of density, NP is the colony size and SN is the total
number of food sources. Pressure of density is a well known metric of *CS based
algorithms that allows controlling the sensibility of the component AM.

ABCS is proposed to add to ABC some clustering elements without modifying
the main structure of original algorithm. This work proposes to add two elements
in ABCS: the amount of activations of each food source and local search routines.
The algorithm used to perform local search in ABCS is the Hooke & Jeeves’
algorithm [3].

4 Computational Experiments

Some functions were minimized to test the competitiveness of ABCS with others:
A pure ABC, HABC (Hybrid Artificial Bee Colony) and ECS (Evolutionary
Clustering Search [4]). The results in tables 3 and 4 were obtained allowing all
algorithms to perform up to Maximum Function Evaluations (Max FE) (Table
1) in each one of 30 trials. The list of parameters of all algorithms are summarized
in Table 1, where the value 80 of NP was used based on [2], the other values
were empirically tested.

Table 1. Parameters of all algorithms

Parameters

Algorithm NP Limit MCN Error Rate Max FE PD
ABC
HABC 80 200 10000
ABCS 0.0001 2 ∗ 106 10

PopSize MaxGen NC
ECS 200 8000 40 2.5

Table 2 shows the total benchmark test functions used in experiments, where
D is the number of variables (Dimension), Min is the optimal solution and
Range is the known upper and lower bounds of the domain of functions’s vari-
ables. HABC algorithm was not designed to detect promissing areas, it only
activate the Hooke & Jeeves Local Search whenever the better current solution
has been improved (elitist strategy). The variables Mean, Standard Deviation
(StdDev), H/A (Hits/Attempts) and FE (Function Evaluations) are necessary
to analize the performance of algorithms. FE is a mean between total function
calls in 30 executions for each function.
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Table 2. 11 Test Functions used in the experiments

Function Range D Min

Michalewicz [0, π] 10 -9.6601

Rosenbrock [-30,30] 30 0

Rastrigin [-5.12,5.12] 30 0

Schwefel7 [-500,500] 30 0

Langerman [0,10] 10 -1.4999

Zakarov [-5,10] 30 0

Ridge [-64,64] 30 0

Colville [-10,10] 4 0

Sphere [-5.12,5.12] 30 0

Griewank [-600,600] 30 0

Ackley [-15,30] 30 0

Table 3. First set of functions

Function ABC HABC ABCS ECS

Michalewicz Mean -9.6600 -9.6600 -9.6600 -9.6355
StdDev 6.8215E-005 6.9391E-005 5.8031E-005 0.0214
H/A 30/30 30/30 30/30 6/30
FE 35874.48 911211.31 97753.20 1745612.73

Rosenbrock Mean 0.0343 0.0001 0.0001 6.4467E-005
StdDev 0.0499 0.00002 2.5765E-005 4.8001E-005
H/A 0/30 30/30 30/30 30/30
FE 800081.10 185090.24 171625.75 508843.9

Rastrigin Mean 0.0001 0.0001 0.0001 1.9567
StdDev 7.1006E-005 1.1056E-005 3.0449E-005 0.8046
H/A 30/30 30/30 30/30 2/30
FE 70597.24 43929.13 30982.41 1928062.2

Schwefel7 Mean 7.8033E-005 1295.28 0.0001 1075.82
StdDev 6.2561E-005 252.88 6.1813E-005 416.58
H/A 30/30 0/30 30/30 0/30
FE 109758.65 2000000 733098 2000000

Langerman Mean -0.9551 -0.8450 -1.0715099 -0.8445
StdDev 0.2802 0.1331 0.2954 0.1781
H/A 4/30 1/30 7/30 2/30
FE 733114.20 1952654.20 1001020.17 1918115.96

The ABCS algorithm presented better results with fewer calls for most
minimized functions. HABC got bad performance at Schwefel7, because this
function is extremely multimodal and HABC performs many calls to Hooke &
Jeeves, without information about which food sources are promissing, getting
parked in local minimum points. ECS get better results to Schwefel7 when the
parameter PD is less than 2.5, 2.5 was used because is the best one to overall
functions.
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Fig. 1. Convergence history comparison of all algorithms at Langerman

Table 4. Second set of functions

Zakarov Mean 136.45 0.023 0.014 2.5389
StdDev 23.76 0.025 0.0172 1.555
H/A 0/30 0/30 0/30 0/30
FE 800040.58 2000000 2000000 2000000

Ridge Mean 417.33 0.0003 0.0002 0.766
StdDev 170.63 0.00007 1.98E-005 0.538
H/A 0/30 2/30 25/30 0/30
FE 800040.10 1938631.93 1447802.55 2000000

Colville Mean 0.17965 0.0001 0.0001 0.00006
StdDev 0.13612 2.86E-005 2.96E-005 5.5197E-005
H/A 0/30 30/30 30/30 30/30
FE 800218.517 22002.65 15069.03 3123.6

Sphere Mean 100.000 100.000 100.000 100.000
StdDev 3.67E-005 8.66E-006 3.08E-005 2.2968E-006
H/A 30/30 30/30 30/30 30/30
FE 30326.89 57343.65 11508.96 3274.2

Griewank Mean 0.0001 0.0001 0.0001 0.0001
StdDev 4.82E-005 9.07E-006 0.00002 3.574E-005
H/A 30/30 30/30 30/30 30/30
FE 55186.20 39759 11105.58 4943

Ackley Mean 0.0001 0.0001 0.0001 8.646E-005
StdDev 3.33E-005 1.46E-005 2.38E-005 7.1095E-005
H/A 30/30 30/30 30/30 30/30
FE 61055.17 40015.55 32731.55 366911.866

Figure 1 illustrates the progress of all algorithms minimizing Langerman func-
tion. The mean of objective function (known as fitness value in the chart) was
calculated between 30 trials at intervals of 5000 function evaluations.
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5 Conclusion

In this work a new approach is proposed combining Clustering Search with Arti-
ficial Bee Colony. The proposal is called Artificial Bee Clustering Search (ABCS)
and two elements of *CS are added to ABCS aiming to improve inherent char-
acteristics of detecting promissing food sources by ABC: Quantity of activations
of each food source and the Local Search component. Some unconstrained con-
tinuous optimisation functions are minimized and ABCS presented competitive
results compared to other algorithms: Pure ABC, HABC and ECS.

Future work consist of testing some *CS components as the distance metric
and different types of bee assimilation by food sources.
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Abstract. The service time of the container vessels is the main indica-
tor of the competitiveness of a maritime container terminal. This work
proposes two Variable Neighbourhood Searches (VNS) in order to tackle
the Tactical Berth Allocation Problem and the Quay Crane Scheduling
Problem, which are the main operational problems in the seaside. These
metaheuristics are integrated into a framework that provides an overall
planning for the vessels arrived to port within a given time horizon. The
performance of the proposed VNSs is compared with the most highlighted
solution methods published in the related literature. In addition, the ef-
fectiveness of the framework is assessed in real size environments.

Keywords: Metaheuristic, Container Terminal, Seaside Operations.

1 Introduction

The maritime container terminals are core elements within the international sea
freight trade (Vis and de Koster [10]). These facilities are open systems dedicated
to the exchange of containers in multimodal transportation networks. In general
terms, a container terminal is split into three different functional areas (Petering
[7]). Firstly, the quay area is the part of the port in which the container vessels
are berthed in order to load and unload containers to/from them. Secondly, the
yard area is aimed at storing the containers until their later retrieval. Lastly, the
mainland interface connects the terminal with the road transportation.

The most widespread indicator concerning the competitiveness of a maritime
container terminal is the service time required to serve the container vessels
arrived to the port (Yeo [4]). The seaside operations are those arising in the
quay area of a maritime container terminal and directly related to the service
of container vessels. The operational decisions stemming from the service of
container vessels can be modeled through a well-defined sequence of steps. Once
the container vessel arrives to the port, a berthing position in the quay is assigned
to it on the basis of its particular characteristics (dimensions, stowage plan, etc.).
A subset of the available quay cranes at the terminal is allocated to the vessel.
These quay cranes perform the loading and unloading operations associated
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with the containers of the vessel. An in-depth survey on the seaside operations
is conducted by Meisel [6].

The Tactical Berth Allocation Problem (TBAP) pursues to determine the
berthing position, berthing time and allocation of quay cranes for the container
vessels arrived to the port over a well-defined time horizon. In the TBAP, we are
given a set of incoming container vessels V , a set of berths B and a maximum
number of available quay cranesQ. Each container vessel v ∈ V must be assigned
to an empty berth b ∈ B within its time window [tv, t

′
v]. The berthing position of

a vessel should be close to the departure position of its containers. In this regard,
the housekeeping cost, hss′ , represents the effort associated with moving a given
container between the berthing positions s and s′ of the quay (Giallombardo
et al. [2]). For each container vessel v ∈ V , the service time, sv, is defined
according to the containers included into its stowage plan. That is, the number
of containers to be loaded and unloaded to/from the vessel at hand. A quay crane
profile determines the distribution of quay cranes used during the service time
of a given container vessel. The set of available quay crane profiles is denoted by
P . The usage cost of each profile p ∈ P is denoted by cp. The main goal of the
TBAP is to maximize the usage cost of the quay crane profiles used to serve the
vessels and minimize the housekeeping costs derived from the transshipment of
containers among container vessels. A comprehensive description of the TBAP
is provided by Vacca et al. [9].

The Quay Crane Scheduling Problem (QCSP) is aimed at scheduling the
loading and unloading operations of containers to/from a given container vessel.
We are given a set of tasks, Ω = {1, ..., n}, and the quay cranes with similar
technical characteristics allocated to the vessel, Q′ = {1, ..., q}, where Q′ ⊆ Q.
Each task t ∈ Ω represents the loading or unloading operations of a group
of containers located in the same bay of the vessel, lt. The time required by
a quay crane in order to perform the task t is denoted by wt. Furthermore,
each quay crane q ∈ Q′ is ready after time rq and is initially located in the
bay lq. All the quay cranes can move between two adjacent bays at speed t̂.
The QCSP introduces particular constraints concerning its application scope.
The quay cranes move on rails and, therefore, they cannot cross each other.
In addition, they have to keep a safety distance, δ (expressed as a number of
bays), between them in order to minimize potential collisions. This fact avoids
that the quay cranes perform at the same time tasks located at a distance lower
than δ bays. Lastly, there are precedence relationships among tasks located in
the same bay (Kim and Park [5]). For instance, unloading tasks have to be
performed before loading operations. The objective of the QCSP is to determine
the processing time of each task in such a way that the finishing time of the
last performed task (makespan) is minimized. The makespan of a given schedule
is the service time of the associated vessel. A mathematical formulation for the
QCSP is proposed by Meisel. [6].

In spite of the great deal of attention gathered by these operational problems
over the last years (Steenken et. al [8]), there is a lack of integration approaches
in which the interactions between them are considered. In this work we address



30 E. Lalla Ruiz et al.

the integration of the seaside operations in a maritime container terminal. In
this context, we propose two VNS algorithms in order to individually tackle the
TBAP and the QCSP, respectively. These metaheuristics are integrated into an
effective framework with the goal of providing an overall planning for serving
incoming container vessels within a given time horizon.

The remainder of this work is structured as follows. Section 2 introduces a
framework based on metaheuristics aimed at tackling the main seaside operations
and the interactions between them. Finally, Section 3 analyzes the performance
of the proposed metaheuristics compared to other approaches from the related
literature and assesses the effectiveness of the integration strategy. In addition,
some general guidelines for further research are presented.

2 Metaheuristic Approach

A Variable Neighbourhood Search (VNS) is a metaheuristic that has demon-
strated to be competitive in a large number of practical scopes. It is based upon
the systematic change of several neighbourhood structures (Hansen and Mlade-
nović [3]). In this work we develop two VNSs in order to address the TBAP
and the QCSP, respectively. Later, these metaheuristics are integrated into a
framework.

2.1 VNS Algorithm for Solving the TBAP

Algorithm 1 depicts the pseudocode of the proposed VNS aimed at solving the
TBAP. The VNS uses two neighbourhood structures based upon the reinsertion
movement Na(γ, λ), namely, λ vessels and their assigned profiles are removed
from the berth b ∈ B and reinserted in another berth b′, where b 	= b′, and
the interchange movement Nb(γ), which consists in exchanging a vessel v ∈ V
assigned to berth b ∈ B with another vessel v′ assigned to berth b′, where b 	= b′.

The starting solution of the VNS, γ, is generated by assigning the profile p ∈ P
with the highest usage cost to each vessel. The berthing position of each vessel
is selected at random, whereas the starting of its service time is selected as the
earliest possible within its time window (line 1). The value of the parameter k is
set to 1 (line 2). The shaking process (line 4) allows to escape from those local
optima found along the search by using the neighbourhood structure Na. The
solution exploitation phase of the VNS algorithm is based on a Variable Descent
Neighbourhood Search (VND) (lines 5−14). Given a solution γ′, it explores one
neighbourhood at time until a local optimum with respect to the neighbourhood
structures Na and Nb is found. The application of the neighbourhoods structures
in the VND is carried out according to the value of the parameter k1, initially
set to 1 (line 6). The first neighbourhood structure explored is Na and later Nb.
The best solution found by means of the VND is denoted by γ′. The objective
function value of γ′ allows to update the best solution found along the search
(denoted by γ) and restart k (lines 15−17). Otherwise, the value of k is increased
(line 19). These steps are carried out until k = kmax (line 21).
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1: γ ← Generate initial solution
2: k ← 1
3: repeat
4: γ′ ← Shake(γ, k)
5: repeat
6: k1 ← 1
7: γ′′ ← Local Search(γ, k1)
8: if f(γ′′) > f(γ′) then
9: γ′ ← γ′′

10: k1 ← 1
11: else
12: k1 ← k1 + 1
13: end if
14: until k1 = k1max

15: if f(γ′) > f(γ) then
16: γ ← γ′

17: k ← 1
18: else
19: k ← k + 1
20: end if
21: until k = kmax

Algorithm 1. VNS for the TBAP

1: σ ← Generate initial solution
2: ES ← ∅
3: repeat
4: k ← 1
5: repeat
6: σ′ ← Shake(σ, k)
7: σ′′ ← Local Search(σ′)
8: Update ES
9: if f(σ′′) < f(σ) then
10: σ ← σ′′

11: k ← 1
12: else
13: k ← k + 1
14: end if
15: until k = kmax

16: σ′, σ′′ ← Select schedules from ES
17: σ ← Combine(σ′, σ′′)
18: until Stopping Criteria

Algorithm 2. VNS for the QCSP

2.2 VNS Algorithm for Solving the QCSP

The pseudocode of the proposed VNS for the QCSP is depicted in Algorithm
2. It is based upon two neighbourhood structures, namely, reassignment (N1)
and interchange of tasks (N2). The search starts generating an initial schedule,
σ, by assigning each task t ∈ Ω to its nearest quay crane (line 1). The value of
the parameter k is also set to 1 (line 4). A shaking procedure allows to reach
unexplored regions of the search space by means of the reassignment of k tasks to
another quay crane. The reassigned tasks are selected on the basis of a frequency
memory. In this way, at each step, a neighbour schedule, σ′, is generated at
random from σ within the neighbourhood structureNk (line 6). A local optimum,
σ′′, is reached through a local search based on the proposed neighbourhood
structures (line 7). An improvement in the value of σ′′ allows to update σ and
restart k (lines 9, 10 and 11). Otherwise, the value of k is increased (line 13).
These steps are carried out until k = kmax (line 15).

An elite set, ES, is included into the VNS with the goal of collecting the
promising schedules found along the search. It is composed of the fittest sched-
ules and those local optima with the highest diversity in ES. The diversity of
two schedules is measured as the number of tasks performed by different quay
cranes. At each step, ES provides a pair of schedules σ and σ′ selected at random
(line 16) in order to be combined (line 17) and restart the search. The combina-
tion process keeps those tasks performed by the same quay crane, whereas the
remaining tasks are randomly assigned to one quay crane.
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Fig 1. Structure of the metaheuristic-based framework for the seaside operations

2.3 Integrated Approach

The service time of a given vessel is directly derived from the number and sched-
ule of its allocated quay cranes. As indicated in the introduction, the TBAP
assumes an estimation of this time in order to determine the berthing position
and the starting of the service time of each vessel. However, the real service time
is only known during the schedule of its tasks, which is defined by the QCSP.

In this work we propose a functional integration approach aimed at provid-
ing an overall service planning for container vessels arrived to port. The TBAP
and the QCSP are integrated into a framework that allows to tackle the depen-
dencies between both. The structure of the proposed framework is depicted in
Figure 1. Firstly, an estimation of the service time for each vessel within the time
horizon is pursued. In this regard, the QCSP is solved for each vessel by means
of some domain-specific solver for it, for example, the proposed VNS. In all the
cases, the number of considered quay cranes is the maximum allowed according
to the dimensions of the vessel at hand. Short computational times should be
used in this step due to the fact that it is intended to get an estimation of the
service time. Once the service time of each vessel is estimated, the TBAP is
solved through some optimization technique. The TBAP provides the berthing
position, berthing time and the subset of quay cranes allocated to each vessel.
However, the service time is estimated so far. Hence, the QCSP is solved for each
vessel using the real subset of allocated quay cranes. It is worth mentioning that
the real service time can be different to the estimated one and, therefore, it can
produce overlap in the service of the vessels. In order to avoid this fact, the last
stage of the framework (denoted by Feasibility Handler) adjusts the berthing
time of the involved vessels.

3 Discussion and Further Research

This section is devoted to individually assess the performance of the VNSs pro-
posed in order to solve the TBAP and the QCSP, respectively. In addition, the
effectiveness of the developed framework is analyzed in real size instances. All
the computational experiments reported in this work have been carried out on
a computer equipped with a CPU Intel 3.16 GHz and 4 GB of RAM.

Table 1 presents a comparison among CPLEX, the Tabu Search combined
with Branch and Price (TS-BP) developed by Giallombardo et al. [2] and the
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Table 1. Comparison between VNS and TS-B&P (Giallombardo et al. [2]) for the
TBAP

Instance CPLEX TS-BP VNS

Name V B P UBCPLEX fBP−TS t. (s) fV NS t. (s)

Ap10 20 5 10 1383614 97.26 81 97.25 4.86
Ap20 20 5 20 1384765 97.19 172 96.99 10.49
Ap30 20 5 30 1385119 97.37 259 96.94 12.23
Bp10 30 5 10 1613252 95.68 308 96.66 12.46
Bp20 30 5 20 1613769 95.12 614 96.20 26.55
Bp30 30 5 30 1613805 — 920 96.33 59.71
Cp10 40 5 10 2289660 97.41 1382 97.50 68.47
Cp20 40 5 20 2290662 97.37 3144 97.62 99.04
Cp30 40 5 30 2291301 96.60 4352 96.72 223.1

proposed VNS. The first column (Instance) shows the instances to solve. For each
instance, the name (Name), the vessels (V ), the berths (B) and the profiles (P)
are presented. Column CPLEX shows the results obtained by CPLEX with a
maximum computational time of 2 hours. The next columns (TS-BP and VNS )
show the results obtained by TS-BP and VNS with kmax = 5 and k1max = 2,
respectively. In each case, the objective function value scaled up to 100 with
respect to UBCPLEX and the computational time (in seconds) are reported,
respectively.

The computational results illustrated in Table 1 indicate that the proposed
VNS is highly competitive for the wide range of problem instances at hand.
It reports the best-known solutions by means of short computational times, less
than 225 seconds in the worst case. This fact motivates its use within integration
strategies such as that proposed in Section 2.3. Furthermore, it is worth pointing
out that TS-BP requires larger times to provide solutions with similar quality.

Table 2 shows a comparison for the QCSP between the proposed VNS and the
exact technique called UDS proposed by Bierwirth and Meisel [1]. The execution

Table 2. Comparison between VNS and UDS (Bierwirth and Meisel [1]) for the QCSP

Instance UDS VNS

Set n q fUDS t. (m) fV NS t. (m) Gap (%)

A 10 2 459.9 1.12 E-5 459.9 0.001 0.00
B 15 2 666.6 3.68 E-5 666.6 0.017 0.00
C 20 3 604.8 6.26 E-4 604.8 0.096 0.00
D 25 3 804.6 3.43 E-3 804.6 0.254 0.00
E 30 4 730.2 0.10 730.2 0.570 0.00
F 35 4 863.7 1.08 865.5 1.140 0.24
G 40 5 753.0 2.37 759.0 1.930 0.89
H 45 5 889.8 19.16 891.0 3.240 0.15
I 50 6 817.8 23.97 818.1 4.780 0.07
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Fig 2. Example of solution reported by the metaheuristic-based framework

of the VNS is stopped when 20 iterations are performed. In addition, we set
kmax = 5 and an elite set with 10 solutions (5 by quality and 5 by dispertion).
Column Instance shows the name of the group of instances (Set), number of tasks
(n) and number of quay cranes (q) to solve. There are 10 instances in each group.
Next columns (UDS and VNS ) present the average objective function value and
the average computational time (in minutes) required by both methods. In the
case of VNS, the gap between both solution methods is also reported.

There are no differences in the quality of the solutions found by both methods
in small instances. The time used by the VNS is slightly larger than the UDS.
However, there are relevant differences between the times for large instances. In
those cases, the VNS is also high effective. The reported solutions are optimal
or near-optimal in all the cases (with a gap below 1%).

We illustrate in Figure 2 a complete example of the solution reported by the
developed metaheuristic-based framework. We have V = 5 vessels, B = 3 berths
and Q = 6 quay cranes. In this case, the berthing position and berthing time
of each vessel is defined within its time window by means of the VNS for the
TBAP. The tasks of each vessel (represented as small rectangles) are performed
by one quay crane (defined by the VNS for the QCSP). It is worth pointing out
that the interferences between quay cranes give rise to waiting times within each
vessel. In addition, the quay cranes have to wait for some vessel because it is
not already berthed, see vessel 3. Finally, as indicated in Subsection 2.3, after
knowing the real service time of each vessel, overlaps between vessels can appear,
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for instance, between vessels 4 and 5. In those cases, the Feasibility Handler is
devoted to appropriately delay the berthing time of the vessel 5.

The proposed metaheuristic-based framework is able to tackle high-dimension
instances. Its effectiveness is directly founded on the performance of the domain-
specific methods used to solve the TBAP and the QCSP. However, some direc-
tions can be followed for further research. First, container terminal managers are
highly interested on having a suitable management of the vehicles used to trans-
port the loaded and unloaded containers to/from the vessels. Our framework will
be extended for this purpose. Future works must address the dynamic nature of
the environment. For instance, the quay cranes are subject to breakdowns.
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Abstract. This paper tackles a Restricted Dynamic Heterogeneous
Fleet Vehicle Routing Problem with Time Windows as a real-world
application of a courier service company in the Canary Islands, Spain.
In this particular application of the Vehicle Routing Problem with Time
Windows (VRPTW), customer requests can be either known at the be-
ginning of the planning horizon or dynamically revealed over the day.
Moreover, a heterogeneous fleet of vehicles has to be routed in real time.
In addition, some other constraints required by the company, such as the
allowance of extra hours for the vehicles, as well as, the use of several
objective functions, are taken into account. This paper proposes a meta-
heuristic procedure to solve this particular problem. It has already been
installed in the fleet management system of the company. The compu-
tational experiments indicate that the proposed method is both feasible
to solve this real-world problem and competitive with the literature.

Keywords: Dynamic vehicle routing, Time windows, Heterogeneous
fleet, Metaheuristics.

1 Introduction

Contrary to the classical static vehicle routing problems, real-world applications
often include evolution, as introduced by Psaraftis in 1980 [9], which takes into
consideration the fact that the problem data might change over the planning
horizon. Latest developments in fleet management systems and communication
technology have enabled people to quickly access and process real-time data.
Therefore, dynamic vehicle routing problems have been lately given more atten-
tion. Last decade has been characterized by an increasing interest for dynamic
routing problems, with solution methods ranging from mathematical program-
ming to metaheuristics (see Pillac et al, 2013 [8] for a comprehensive review of
dynamic vehicle routing problems).
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The main goal of the Restricted Dynamic Heterogeneous Fleet VRPTW (RD-
HFVRPTW) tackled in this paper is to dynamically route couriers taking into
account not only the requests known at the beginning of the planning horizon,
but also new service requests that arrive over it. In the particular real-world ap-
plication posed to the authors by a company in the Canary Islands, all delivery
and about the 60% of the pick-up requests are known in advance, whereas the
remaining pick-up requests arrive over the planning horizon. Moreover, compa-
nies offering courier services often have a heterogeneous fleet of vehicles, which
represents an additional difficulty in the resolution of the problem. Using exact
methods is not a suitable solution for this kind of problems, since the arrival of
a new request has to be followed by a quick re-optimization phase to include it
into the solution at hand. Therefore, most dynamic problems rely on the use of
metaheuristics.

Solution approaches for Dynamic Vehicle Routing Problems (DVRP) can be
divided into two main classes: those applied to dynamic and deterministic routing
problems without any stochastic information, and those applied to dynamic and
stochastic routing problems, in which additional stochastic information regarding
the new requests is known. Given the fact that in the real-world application
tackled in this paper, the information is dynamically given by the company
fleet management system, we will focus on the first class of dynamic problems.
In this case, solution methods can be based on either periodic or continuous re-
optimization. Periodic optimization approaches firstly generate an initial solution
consisting of a set of routes that contain all the static customers. Then, a re-
optimization method periodically solves a static routing problem, either when
new requests arrive or at fixed time slots [1]. On the other hand, continuous
re-optimization approaches carry out the optimization over the day by keeping
high quality solutions in an adaptive memory. In this case, vehicles do not know
the next customer to be visited until they finish the service of a request.

The following literature references regarding periodic optimization approaches
to solve the DVRP with Time Windows (DVRPTW) are worth mentioning.
Chen and Xu [1] proposed a dynamic column generation algorithm for solving
the DVRPTW based on their notion of decision epochs over the planning hori-
zon, which indicate the moments of the day when the re-optimization process is
executed. Some other papers that make also use of time slices and solve static
VRPs are due to Montemani et al. [7], Rizzoli et al. [10] and Khouadjia et al. [4].
In these last papers, requests are never urgent and can be postponed since time
windows are not handled. On the other hand, the work by Hong [3] does con-
sider time windows and therefore, some request can be urgent. Hong proposes
a Large Neighborhood Search algorithm for real-time vehicle routing problem
with time windows, in which each time a new request arrives, it is immediately
considered to be included in the current solution. In our work, the same con-
sideration is taken into account given the urgency of some requests. The main
differences of the problem tackled in this paper and the one proposed by Hong
are on one hand, the fact that we consider a heterogeneous fleet of vehicles, and
on the other hand, the fact that we consider a restricted version of dynamism.
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Furthermore, in our real-world problem customers and vehicles can have more
than one time window in the same planning horizon. In addition, customers can
be postponed according to their assigned priorities. There also exist constraints
that do not allow certain customers to be visited by some of the vehicles due
to road restrictions. Extra hours for the vehicles may also be allowed in our
problem, which incur in additional costs. Finally, several objective functions are
considered and hierarchically evaluated. Hierarchic evaluation means that the
functions are considered in a certain order, so that if two selected solutions have
equal objective function values for a function, then the next one in the order
is considered to break ties. The objective functions considered in this work are
total traveled distance, time balance, that is defined as the longest minus the
shortest route in time required, and cost, which includes fuel consumption and
other salaries.

The main contributions of this paper are the following. This work tackles a
variant of a Dynamic VRPTW, which handles all the real-world constraints re-
quired by a courier service company. The problem combines constraints, which
have not been managed all together in the literature as far as we know. A meta-
heuristic solution approach is proposed. Furthermore, this optimization tool has
been inserted into the fleet management system of the company Computational
experiments over instances based on the real ones are carried out in this paper.
Moreover, some preliminary experiments performed with the fleet management
system are quite promising. The static part of the problem has already been
successfully tested with other companies. The current state of this real-world
application is the on-line communication between the fleet management system
and the courier service company. Therefore, the last phase of the whole system is
the combination of the solver proposed in this paper with the rest of the system,
which will be performed in future works.

The rest of the paper is organized as follows. Section 2 is devoted to thor-
oughly describe the real-world problem posed to the authors by the company.
Section 3 summarizes the metaheuristic procedure developed to solve the prob-
lem at hand. Section 4 reports the computational experiments performed in this
work. Finally, the conclusions are given in Section 5.

2 Problem Description

The real-world VRPTW tackled in this paper is defined by means of a network
that contains the depot and a set of N customer nodes, C, which represent
the requests characterized by their type (static or dynamic), demand, location,
arrival time, ati and time window, [ei, li], which might not be unique. As indi-
cated above customers can have several time windows during the day. The depot
has an associated time window, [e0, l0], and a set of K heterogeneous vehicles
V = {v1, .., vK} with different capacities V C = {vc1, ..vcK}, driving to a Hetero-
geneous Fleet VRPTW (HFVRPTW). Moreover, associated with each vehicle,
k, there are one or more time windows [evk, lvk] that represent its working shift
and that can be different from one vehicle to another.
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As mentioned in the introduction, in the particular application of the courier
service company considered in this paper, all delivery requests and a percent-
age of the pick-up requests are known at the beginning of the planning horizon.
Therefore, these customers are considered to be static. The remaining pick-up
requests, which are known over the day, are considered to be dynamic and an
arrival time ati ∈ [e0, l0] is associated to the dynamic customer i. Thus, a Dy-
namic HFVRPTW is being taken into consideration. At this point, it is worth
mentioning that the company does not allow exchanging delivery packages be-
tween vehicles due to operational purposes. If it were permitted, vehicles would
have to meet in some intermediate point and devote time to carry out the ex-
change. Therefore, the static customers (deliveries and pick-ups) that are routed
at the beginning of the planning horizon do not change their assigned route.
Finally, the dynamic customers have then to be assigned to any of the existing
routes while guaranteeing feasibility. The so obtained problem is referred to as
Restricted Dynamic HFVRPTW (RDHFVRPTW) in this paper.

The objective function associated to the problem has not yet been established.
An additional feature required by the company is the presence of multiple ob-
jective functions that have to be taken into consideration in the optimization
phase. The total traveled distance, time balance, infeasibility and cost are used
as it will be explained in the next section. The first objective function measures
the total distance traveled by all the vehicles involved in the solution. The time
balance function is stated as the time difference between the largest route and
the shortest route regarding time. The infeasibility function reports the sum of
time infeasibilities at each customer, i.e., the sum of the differences between
the arrival time which exceeds the time window of a customer, and the upper
limit of this customer’s time window. Finally, the cost function indicates the fuel
consumption.

In order to measure the dynamism of a given problem instance, Lund et al.
[6] defined the degree of dynamism of the system as follows:

δ =
|CD|
N
× 100,

where |CD| indicates the number of dynamic customers. Moreover, since the
disclosure time of requests is also important, Larsen [5] defined the reaction
time of customer i, that measures the difference between the arrival time, ati,
and the end of the corresponding time window, li. Notice that longer reaction
times indicate that there is more flexibility to insert any new request into the
existing routes. Therefore, the effective degree of dynamism provided by Larsen
is stated as follows:

δeTW =
1

N

∑
i∈C

(
1− li − ati

T

)
,

where T is the length of the planning horizon. These measures will be used in
the computational experience section to generate the set of problem instances
used in this work.



40 J. de Armas, B. Melián-Batista, and J.A. Moreno-Pérez

3 Metaheuristic Solution Approach

The solution method proposed in this work to solve the RDHFVRPTW is sum-
marized in Algorithm 1, which will be now thoroughly described. First of all, an
initial solution consisting of all the static customers is generated by using the
Solomon Heuristic [11]. The obtained solution is then improved running a Vari-
able Neighborhood Search algorithm proposed in [2] to solve the static problem
with all the constraints required by the company for which this dynamic problem
has also to be solved. This process (lines 3− 4) is iterated for a certain number
of iterations and the best reached solution is selected to be implemented by the
company. In this step, all the requests known at the beginning of the planning
horizon are already inserted in a route. As indicated above, these requests are
not allowed to change their route assignments.

Algorithm 1. General Algorithm

// Create solution S∗ containing all static customers

1 Initialize solution S∗;
2 while (a maximum number of iterations is not reached) do
3 S ← Run Solomon Heuristic;
4 S′ ← Apply the VNS proposed by De Armas et al. [2] to S;
5 if (S′ is better than S∗) then
6 S∗ ← S′;

// Insert dynamic customers at their arrival times

7 while (a new dynamic customer, i, appears) do
8 Try to insert i in the closest feasible existing route, r if it exists;
9 if (route r does not exist) then

10 if (extra hours are allowed) then
11 Insert customer i in a route without any accumulated infeasibility

taking into account the different objective functions;

12 else
13 if (the priority of customer i allows it) then
14 Postpone customer i until the next day;

15 else if (there is an alternative permitted customer j that let the
insertion of i) then

16 Postpone customer j;

17 else
18 Insert customer i in the route that supposes the smallest

infeasibility (if it coincides among routes, consider the remaining
objective functions);

19 Report infeasibility to the company;

Once the selected initial solution is being implemented, new dynamic cus-
tomers might be revealed over the planning horizon, which have to be inserted
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in any existing route. Let us suppose that the dynamic customer i arrives at
time ati. As reported in line 8, the algorithm first tries to insert i in the closest
possible feasible existing route. For each of these routes, from the last visited
customer to the last customer in the route, it is searched the feasible insertion
point either with the least distance or time balance increment. The company
is interested in either minimizing the total distance and the number of routes
or minimizing the time balance if all the available vehicles are used (stopping
available vehicles is not desirable). If there were ties, the remaining objective
functions are hierarchically evaluated. In this case, after the distance objective
or time balance and cost are considered.

If the previous option is not feasible and no feasible alternative is available for
customer i, then there are two options. On one hand, in case that extra hours are
allowed for the vehicles (lines 10− 11), violating their time window constraints,
customer i is tried to be inserted in a route using time window infeasibility as the
objective function guiding the search. If there were ties, distance, time balance
and cost, are hierarchically taken into consideration. On the other hand, if extra
hours are not permitted by the company, then the notion of request priority
shows up. If customer i has a low priority, then it can be postponed until the
following day (lines 13− 14). If it is not possible, but there is a customer j that
can be postponed allowing the insertion of i (lines 13− 14), then customer j is
postponed, while i is inserted. In order to select customer i, the objective func-
tions are hierarchically evaluated in the following order: number of postponed
requests, extra hours, distance or time balance and cost.

If all the previous attempts have failed, customer i is inserted in the route
with the least increment of the following objective functions (lines 17 − 18):
infeasibility, distance or time balance and cost. Finally, there are two cases in
which customer i cannot be inserted in the current solution: vehicle capacities
are violated or there is not any vehicle with a working shift long enough to insert
the new customer. In these two cases, the corresponding infeasibility is reported
to the company (line 19).

4 Discussion and Future Research

This section is devoted to analyze the performance of the algorithm proposed
in this work. Despite the fact that experiments within the real system have to
be carried out, the goals of the reported experiments are both to corroborate
the good behavior of the method and discuss the effect of the input data over
the total reached infeasibility. With these goals in mind, it has been created a
set of instances based on the real data provided by a company in the Canary
Islands, taking into account the features of the courier service company. A total
of 20 different instances consisting of 100 customers, from which the 20% are
dynamic, have been generated. In order to obtain instances with a wide range of
effective dynamism degrees, random, short and large reaction times have been
considered. Moreover, the standard Solomon instances are used to compare the
results given by our algorithm with the best known solutions form the literature.
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The first experiment reported in this section corresponds to the comparison
over the standard Solomon instances. Note that the algorithm proposed in this
work is thought to solve dynamic problems with the inclusion of all the real-world
constraints explained in previous section. Therefore, the method is not supposed
to be the most competitive over these instances, particularly due to the fact that
real instances have different features. Table 1 summarizes the comparative, in
which average values of number of vehicles (NV ) and traveled distance (TD)
are reported. The first column of the table shows the instance categories corre-
sponding to the Solomon instances. Note that in the worst case, the deviation
is about 5%.

Table 1. Computational results of the standard static Solomon instances

NV TD BestNV BestTD

C1 10.00 835.88 10.00 828.38
C2 3.12 621.01 3.00 589.90
R1 14.08 1252.41 11.91 1203.16
R2 5.00 988.26 3.00 941.87
RC1 13.62 1402.50 12.00 1345.56
RC2 6.00 1127.62 3.62 1111.99

The second experiment reported in this work is summarized in Figure 1. It
shows, for each problem instance, the total infeasibility accumulated at the end
of the execution when random, short and large reaction times are considered.
It is noticeable that there is a clear difference between short and large reaction
times. Let us remind that the reaction time of a customer provides the difference
between the end of its time window and its arrival time. Longer reaction times
lead to a more insertion flexibility and therefore to less infeasibility. As indicated
in Figure 1, this expected behavior is obtained by our solution method.

Fig. 1. Total infeasibility for different reaction times
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Table 2. Dynamic customers

Dynamic Request 81 82 83 84 85 86 87 88 89 90

Arrival Time 14105 27790 19617 14111 9494 21474 31747 19119 17287 30821

Dynamic Request 91 92 93 94 95 96 97 98 99 100

Arrival Time 21811 21064 14527 15419 19106 20479 7725 25892 12850 15807

Table 3. Solution example. Insertion of dynamic requests

R1 R2 R3 R4 R5 R6 R1 R2 R3 R4 R5 R6

Last visited customer 4 5 4 5 4 3 5 6 5 6 5 3
Accumulated infeasibility 0 0 0 0 0 0 0 0 0 0 0 0

(C97,R5,5,0) (C85,R3,8,2060)

Last visited customer 7 8 6 9 7 3 8 9 7 9 8 3
Accumulated infeasibility 0 0 2060 0 0 0 0 0 2060 0 1751 0

(C99,R5,10,1751) (C81,R4,16,0)

Last visited customer 8 9 7 9 8 3 8 9 7 10 8 3
Accumulated infeasibility 0 0 2060 0 1751 0 0 0 2060 0 1751 0

(C84,R7,17,0) (C93,R4,13,3103)

Last visited customer 8 9 7 10 8 3 9 9 7 10 8 3
Accumulated infeasibility 0 0 2060 3103 1751 0 1475 0 2060 3103 1751 0

(C94,R1,11,1475) (C100,R3,11,5425)

Last visited customer 10 11 8 11 9 3 11 12 9 12 10 3
Accumulated infeasibility 1475 0 5425 3103 1751 0 1475 0 5425 3103 1751 0

(C89,R5,12,1751) (C95,R2,19,2211)

Last visited customer 11 12 9 12 10 3 12 13 9 12 10 3
Accumulated infeasibility 1475 2211 5425 3103 1751 0 1475 2211 5425 3103 3592 0

(C88,R5,13,3592) (C83,R5,13,1751)

Last visited customer 13 13 10 12 11 3 14 13 10 13 11 3
Accumulated infeasibility 1475 2211 5425 3103 1751 0 1475 2211 5425 3103 3153 0

(C96,R5,14,3153) (C92,R1,20,2945)

Last visited customer 14 13 11 13 11 3 14 13 11 13 11 3
Accumulated infeasibility 2945 2211 5425 3103 3153 0 3776 2211 5425 3103 3153 0

(C86,R1,21,3776) (C91,R3,12,5425)

Last visited customer 17 16 11 13 14 3 19 17 12 14 14 3
Accumulated infeasibility 3776 2211 5425 3103 3153 0 3776 4814 5425 3103 3153 0

(C98,R2,20,4814) (C82,R4,15,8586)

Last visited customer 21 18 12 15 16 3 22 19 13 15 16 3
Accumulated infeasibility 3776 4814 5425 8586 3153 0 3776 4814 5425 8586 8332 0

(C90,R5,17,8332) (C87,R5,17,8612)

4.1 Example Solution

In this section, a solution example corresponding to a problem instance with
short reaction times is provided. The initial static solution is 0− 15− 73− 17−
16− 40− 5− 72− 51− 67− 37− 47− 78− 68− 25− 9− 13− 27− 45− 8− 39−
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53− 34− 0− 11− 54− 29− 70− 55− 22− 42− 38− 36− 79− 43− 10− 57−
48− 1 − 75 − 74− 26 − 18− 65 − 0 − 32 − 71− 21 − 76− 60 − 44− 80 − 56−
61− 0− 52− 64− 23− 58− 12− 7− 49− 31− 20− 28− 69− 33− 3− 19− 62−
0 − 46 − 14 − 4 − 24 − 77 − 35 − 66 − 6 − 30 − 59 − 41 − 2 − 0 − 63 − 50 − 0,
where routes R1 to R6 are separated by zeros. The dynamic customers go from
C81 up to C100, and their arrival times in seconds are shown in Table 2. Table
3 reports how the dynamic customers are inserted indicating if they incur in any
infeasibility. In this table, as an example, vector (C85, R3, 8, 2060) indicates that
customer C85 is inserted into route R3 in position 8 leading to an infeasibility
value in time equal to 2060. The dynamic customers are selected according to
their arrival times to be inserted into the current solution. Firstly, customer C97
is taken into consideration and the best position into every route is calculated. In
this case, C97 is inserted in position 5 of route R5 because it produces the least
traveled distance increment. Then, customer C85 arrives and has to be served
in any of the routes. The best option corresponds to position 8 of route R3,
reaching a total infeasibility value of 2060. The remainder customers are then
selected and inserted as indicated in Table 3. For those readers interested in
replicating the experiment, the instance used in this section can be downloaded
from https://sites.google.com/site/gciports/vrptw/dynamic-vrptw.

5 Conclusions

This work tackles a variant of a Dynamic VRPTW, which handles all the real-
world constraints required by a courier service company. The problem combines
constraints, which have not been managed all together in the literature, as far as
we know . A metaheuristic solution approach is proposed for solving the problem
at hand. It is worth mentioning that this optimization tool has been inserted
into the fleet management system owned by the company, who is the technical
support of the previous one and the nexus with our research. The computational
experience carried out in this work over a set of generated instances based on
the real ones, has a twofold goal, corroborating the good behavior of the method
and discussing the effect of the input data over the total reached infeasibil-
ity. Moreover, preliminary experiments that have been performed with the fleet
management system are quite promising. The current state of this real-world ap-
plication is to set up the on-line communication between the fleet management
system and the courier service company, which is being correct. Therefore, the
last phase of the whole system is the combination of the solver proposed in this
paper with the rest of the system, which constitutes future research.
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Abstract. This work is motivated by a real problem posed to the au-
thors by a company in Tenerife, Spain. Given a set of service orders,daily
routes have to be designed in order to minimize the total traveled dis-
tance while balancing the workload of drivers in terms of required time.
A bi-objective mixed-integer linear model for the problem is formulated
and a solution approach, based on metaheuristics, is proposed. One the
main handicaps associated to this approach is the fact that it is very
time consuming for non-standard literature instances, mainly due to the
the initial solution generation method. Therefore, the goal of this work
is to study the performance of three different ways to build the initial
solutions and observe what is their impact on the approximations of the
Pareto Front for Solomon instances of 100 customers. Results obtained
on a real instance are also discussed.

Keywords: VRP with time windows, metaheuristics, bi-objective
problem, initial solutions.

1 Introduction

We study a bi-objective Vehicle Routing Problem with Time Windows
(VRPTW) motivated by a real problem in the Canary Islands, Spain. It involves
the design of daily routes from a central depot to a set of several geographically
dispersed customers with known demands and predefined time windows, using a
fleet of identical vehicles of known capacity. The service-time windows indicate
the earliest and latest times for starting the service at each customer. Economic
and social viewpoints stated by the company trigger the following two conflict-
ing objectives: to minimize the total traveled distance and minimize the differ-
ence between the maximal and minimal route lengths regarding time. Recent
approaches recognize the VRPTW as a multi-objective optimization problem.
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For an overview, see [3], [4]. The main difficulty involved in solving this type
of problems is the large computational cost, so that the last two decades have
been characterized by the development of approximate solution methods. To the
best of our knowledge, the two objectives tackled in this work have not been
previously considered.

We provide an integer linear program to model the problem and an algorithm
based on metaheuristics to solve it, both developed by the authors in [9]. Com-
putational results obtained with this tools showed that the proposed method
produces good approximations of the Pareto frontiers and yields significantly
better results than those obtained by the tools currently applied by the com-
pany, both in quality and in the expended time for obtaining them. The goal of
this paper is to analyze the effect of the initial solutions generated using three
different algorithms in the final Pareto fronts.

2 Mathematical Formulation

In order to make this paper self-contained we briefly report the mathematical
model used in the paper to obtain the Pareto fronts for small instances of 25
customers. The bi-objective VRPTW tackled in this paper can be modeled on
a complete graph, whose nodes are the n customers plus the depot (denoted by
0). In the following, V = 0, 1, ..., n denotes the set of indexes of the nodes and
subset I denotes the set of indexes for the customers; di indicates the demand of
customer i; cij represents the cost for using arc (i, j); Q is the capacity of each
vehicle; tij is the travel time from node i to node j using arc (i, j); si denotes the
service time at customer i; and ai(bi) denotes the earliest (latest) time instant
for starting the service at customer i.

In the case of the depot, s0 = 0, a0 = 0, b0 = T . Decision variables xij are
binary. They are equal to 1 if arc (i, j) is used in any route, and 0 otherwise.
Auxiliary variables ei denote the instant at which the service starts at customer
i; ui represents the accumulated demand serviced along a route after visiting
customer i.

Mathematical models for classical VRPTW, which include constraints (1)−(6)
below, may be found in the literature. Constraints (1) ensure that each customer
is served by exactly one vehicle; (2) are the flow conservation equations; (3)
and (4) concern to sub-tour elimination and vehicles capacity; (5) and (6) are
time-windows constraints. ∑

∀i∈V,i�=j

xij = 1, ∀j ∈ I (1)

∑
∀j∈V,j �=i

xij −
∑

∀i∈V,i�=j

xji = 0, ∀i ∈ V (2)

ui − uj +Qxij ≤ Q− dj , ∀i, j ∈ I, i 	= j (3)

di ≤ ui ≤ Q, ∀i ∈ I (4)

ai ≤ ei ≤ bi, ∀i ∈ I (5)

ei − ej + (bi + si + tij − ai)xij ≤ bi − aj , ∀i, j ∈ I, i 	= j (6)
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This set is completed with the following constraints:

xij ∈ {0, 1}, ∀i, j ∈ V, j 	= i (7)

ui ≥ 0, ei ≥ 0, ∀i ∈ I (8)

They focus on minimizing the total traveled distance or number of routes. How-
ever, we are interested in the total length of the routes as well as in their balance
regarding time. When time balance is also considered, constraints (6) do not
guarantee that service starts as soon as possible, artificially lengthening routes.
Let vi denote the instant at which a vehicle arrives at customer i; wi the time
a vehicle must wait before starting the service at customer i and rij = wj if
arc (i, j) is used, and 0 otherwise. Binary variables yi will be equal to 1 if the
vehicle arrives before the beginning of the time window for customer i, and 0
otherwise. Then, constraints (9) to (11) are required to compute the instant at
which service starts at customer j, while constraints (12) to (15) are added to
enforce the service to start as soon as possible.

ei − ej + (bi + si + tij − aj)xij+
+(bi − sj − tji − aj)xji + rij − rji ≤ bi − aj, ∀i, j ∈ I, j 	= i (9)

ei = vi +
∑

∀j∈V,j �=i

rji, ∀i ∈ I (10)

0 ≤ rij ≤ b0xij , ∀i ∈ V, ∀j ∈ I (11)

vi + b0yi ≤ ai + b0, ∀i ∈ I (12)

vi + b0yi ≥ ai, ∀i ∈ I (13)∑
∀j∈V,j �=i

rji − b0yi ≤ 0, ∀i ∈ I (14)

ei − (bi − ai)yi ≤ bi, ∀i ∈ I (15)

Constraints (16) and (17) ensure that service starts as soon as possible at the
first customer visited in any route and (18) relate the time a vehicle reaches a
customer with the time the vehicle leaves the preceding customer.

vi ≥ t0ix0i, ∀i ∈ I (16)

ei ≤ (t0i − bi)x0i + r0i + bi, ∀i ∈ I (17)

ei − vj + (b0 + si + tij)xij ≤ b0, ∀i, j ∈ I, i 	= j (18)

To compute the longest (shortest) route, (19) and (20) are required.

Lmax ≥ ei + si + ti0xi0, ∀i ∈ I (19)

Lmin ≤ ei + si + ti0xi0 + (1− xi0)b0, ∀i ∈ I (20)

Then, the mathematical model[9] proposed in this paper is stated as follows:

min(z1, z2),

where z1 =
∑
i∈V

∑
j∈V,j �=i

cijxij and z2 = Lmax − Lmin,

s.t. (1) to (20)
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3 Solution Approach

Multi-objective programming techniques focus on finding the set of efficient
points or, in the case of heuristic procedures, an approximation of the efficient
set. In order to solve the combinatorial optimization problem tackled in this
paper, we propose a Scatter Search (SS) based metaheuristic algorithm that
borrows ideas proposed by Molina et al. [5] for non-linear multi-objective opti-
mization. SS is a population based method that uses a set of high quality and
disperse solutions (RefSet) to create new ones. The neighborhood structure
used in the local searches is defined by removing a customer from one route and
re-inserting it in a different one. The objective functions guiding the search are
the total traveled distance (Distance), the time balance (T imeBalance) and a
combination of both objectives (Compromise). An outline of the algorithm is
shown in Algorithm 1.

Algorithm 1. General SS Algorithm

while (|Pop| < PopSize or iter < Max Iter)) do
S ← Feasible solution created by the H1 Solomon, Beasley or Potvin
algorithm;
S1 ← LocalSearchDistance(S);
S2 ← LocalSearchT imeBalance(S1);
S3 ← LocalSearchDistance(S2);
S4 ← LocalSearchCompromise(S3);
while (no new solutions in EfficientSet or iter2 < Max iter2) do

Generate or Update the EfficientSet;
Generate RefSet, such that |RefSet| = 20;
Apply the combination process;
Run LocalSearchCompromise over the obtained solutions;
Update RefSet;

Where Max iter and Max iter2 are given parameters.

3.1 Create Initial Solutions

In this step we create an initial population (Pop ) with PopSize solutions
using three different algorithms: the Solomon sequential heuristic I1 [7], the
Route−first cluster−second algorithm proposed by Beasley[1] and the paral-
lel route building algorithm proposed by Potvin and Rousseau [8] with some
modifications. Since the resolution of the VRPTW is very time consuming, the
rationale behind this contribution is finding the fastest initial algorithm that
does not deteriorate the solution quality.

In the Solomon Heuristic I1, routes are created one at a time. A route is ini-
tialized with a seed customer, using two criteria, the farthest unrouted customer,
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Table 1. Coverage Measures comparing the Real Solution and PR

NofPoints PR

PF 4.89 0.94
1.69 0.09

PR 12.25 0.93
7.9 0.09

PF PR
PF 0 0.42
PR 0.23 0

Coverage of two sets

and the unrouted customer with the earliest deadline. The remaining unrouted
customers are added to this route until the time windows and/or capacity con-
straint is reached. If unrouted customers remain, the initialization and insertion
procedures are then repeated until all customers are serviced.

In the route−first cluster−second algorithm, as the name suggests, we first
need to construct a TSP tour over all customers and then choose an arbitrary ori-
entation of the TSP, partition the tour according to capacity and time windows
constraints, finally solve a shortest path problem.

The third algorithm by Potvin and Rousseau, builds routes in parallel rather
than one at a time, selecting the next customer to be inserted based on a generali-
zed regret measure over all routes. In the initialization phase of this procedure,
a set of nr routes is initialized at once, and the remaining customers are then
inserted into any of those routes. One difficulty with this parallel strategy is to
decide what the initial number of routes, nr, should be. Potvin and Rousseau
[8] estimate nr by applying the sequential algorithm of Solomon [7] only once,
and select as customers seed for each parallel route, the farthest customer from
the depot in each one of the routes generated by the sequential algorithm of
Solomon.

4 Computational Experiments

Computational tests were conducted on a processor Intel Core with a 3.404 GHz
and 4 GB RAM, under Ubuntu. We used instances with 50 and 100 customers
from the standard Solomon VRPTW benchmark. To assess the quality of the
approximate fronts produced by our method, they were compared with opti-
mal fronts obtained by the developed model and the weighted-sum method [2].
Eleven combinations of the objective functions z1 (distance) and z2 (time bal-
ance) were considered: z = α1z1 + α2z2, where α1 and α2 range from 0 up to
1 with increments of 0.1. Optimal solutions were found using the Cplex 11.1
with a maximum time of 2 hours each combination. We used instances with 25
customers from the standard Solomon VRPTW benchmark for this purposeand
and Table 1 sumarizes the obtained results, and show for example that PR finds
efficient fronts with a larger number of points and coverage measure shows that
this algorithm dominate the exact model.

Due to space restrictions, results are averaged over all instances. Table 2 shows
the comparison between the three algorithms for generating the initial solutions,



Effect of the Initial Solutions to Balance Routes in VRPTW 51

Table 2. Average of Nofpoints and SSC

50customers 100customers
NofPoints SSC NofPoints SSC

SolH 15.982 0.909 20.304 0.897
5.061 0.049 6.548 0.050

Beasley 23.929 0.879 23.929 0.879
8.596 0.091 8.596 0.091

PR 16.196 0.903 16.804 0.868
6.895 0.060 8.737 0.102

Table 3. Coverage measure for all test problems

50customers 100customers
SolH Beasley PR SolH Beasley PR

SolH 0.00 0.62 0.48 0 0.498 0.492
Beasley 0.28 0.00 0.31 0.44 0 0.439

PR 0.39 0.60 0.00 0.351 0.45 0

Table 4. Average of Best Distance Solution comparing SolH1, Beasley and PR

50customers 100customers
D CPU D CPU(time)

SolH1 628.79 58.14 1088.63 380.26
Beasley 655.34 545.90 1087.68 1329.05

PR 628.55 248.86 1084.77 358.8

Table 5. Real instance results

SolH Beasley Potvin Company solution
D TB D TB D TB D TB

838.6 10320 820.4 7260 818.3 8160 1247.3 14040

Solomon Heuristic [7], SolH1, route−first cluster−second [1], FRSC, and Potvin
and Rosseau [8], PR, using the metrics [2] number of points
(NofPoints), size of the space covered (SSC) and Table 3 shows the cover-
age of two sets. Table 4 reports the average of the best distance values (D) and
CPU times yielded by solutions of the approximate fronts obtained by each
metodology. The results show that SolH is capable of finding a larger number
of points of the approximation of the efficient front and the C(SolH, ∗) metric,
confirms that SolH obtains efficient fronts with better non-dominated solutions
and the CPU time required is one of the smaller.

Table 5 shows the value of each objective obtained by the proposed
metho-dology and the company solution.

To conclude, the experimental results suggest that the best alternative to
construct the initial solutions for the scatter search algorithm is applying the
Solomon sequential heuristic I1[7].
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5 Conclusions

The VRPTW is a highly constrained problem. Time windows constraints make
it difficult to solve, requiring a meticulous design of heuristics to obtain high
quality solutions. This situation becomes more critical when more than one cri-
terion is involved, leading to time consuming algorithms. This is particularly
problematic when a real-world problem has to be solved. The goal of this work
is to analyze the effect of the initial solution generation method in the final
Pareto fronts and in the computational times. The algorithm used to solve the
problem is bases on the scatter search metaheuristic, which was tested using
the three considered initial solutions. In order to make the paper self-contained,
a mathematical model for the bi-objective VRPTW motivated by a real prob-
lem is also shown. Computational experiments show the influence that we have
when applying different methods for constructing the initial solutions. Finally,
our results outperform the company solution for the real data.
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Abstract. We consider a path planning problem wherein an agent needs
to safely and swiftly navigate from a given source location to a destination
through an arrangement of disk-shaped obstacles. The agent possesses a
limited neutralization capability in the sense that it can neutralize a
certain number of obstacles enroute and pass through them safely upon
neutralization. Optimal utilization of such a capability is called the neu-
tralization problem. This problem is essentially a shortest path problem
with resource constraints, which has been shown to be NP-Hard except for
some trivial variants. In this study, we propose an ant system algorithm
for the neutralization problem. In the proposed algorithm, the state tran-
sition rule makes use of certain problem-specific information to guide the
ants. We show how the parameters of the algorithm can be fine-tuned for
enhanced performance and we present limited computational experiments
including a real-world naval minefield dataset. Our experiments suggest
that the proposed algorithm finds high quality solutions in general with
reasonable computational resources.

Keywords: ant system, path planning, metaheuristics, optimization.

1 Introduction

In this study, we tackle a path planning problem where the goal is to safely and
swiftly navigate an agent from a given source location to a destination through
an arrangement of disk-shaped obstacles in the plane. The agent is given a
neutralization capability with which the agent can safely traverse through the
disc after neutralizing it for a cost added to its traversal length. However, number
of allowed neutralizations is limited, say by K, due to a particular reason such
as the payload capacity of the agent or vehicle. The central issue here is how to
direct the agent to optimally utilize this neutralization capability. This problem
is called as the neutralization problem [1] which is NP-Hard.

Ant colony optimization (ACO) [2] is one of the most commonly used meta-
heuristics to solve path planning problems. The ACO is an umbrella concept that
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has some variations including ant system (AS) [3], ant colony system (ACS) [3],
elitist ant system [4], max-min ant system (MMAS) [5] and some more [2].
The neutralization problem is also a path planning problem and the purpose of
this study is to utilize the AS to solve this problem.

The rest of this paper is organized as follows. Section 2 presents an overview
of the AS. Section 3 gives the definition of the neutralization problem. In Section
4, we describe our AS algorithm and how it is applied to solve the neutraliza-
tion problem. Section 5 reports the results of experiments and their discussion.
Section 6 concludes the paper with some future work.

2 Ant System

Ant system (AS) algorithm was first introduced by Marco Dorigo in 1992 and
applied for solving the Travelling Salesman Problem (TSP) [4,6]. The AS is
inspired by real ants life. In real life, ants can find the shortest path between
their nest and food with the help of the pheromone [3]. Pheromone is a kind of
chemical that is used by some kind of animals in different ways. Ants use it to
communicate each other while finding the shortest path between the nest and
the food. When an ant passes from a path, it lays some pheromone on this path
which causes this path to become more desirable by other ants. At the same
time, there is pheromone evaporation on all paths. Then paths which are not
selected by ants become less desirable because of the pheromone evaporation.
For a better understanding, consider the example given in Fig. 1.

Fig. 1. (a) Ants are walking between food and nest without any obstacles on their
path. (b) An obstacle occurs. (c) About half of the ants choose the upper path, the
other half chooses the lower path. (d) Since ants walking on the shorter lower path
reach the other side more quickly, more pheromone accumulates on the shorter path.
Consequently, more and more ants start to choose this lower path over time.

The AS algorithm can easily be explained by considering the TSP as the
tackled problem. Consider a graph (V ,E) where V represents the set of cities
and E is the set of edges between cities. In this graph, edges have travelling
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costs (δ). In addition to the travelling costs of edges, the AS algorithm needs to
use the desirability value (τ) for each edge. The desirability in the algorithm is
analogous to the pheromone in the real life and they will be used interchangeably
through this manuscript. Different from the constant travelling costs of edges,
the level of pheromone on each edge changes during execution of the algorithm
based on the ants edge preferences. The goal of the TSP is finding the minimum
closed tour length by visiting the each city only once [4].

In the implementation of the AS algorithm for TSP, each ant is initialized
and then placed on the cities randomly (there must be at least one ant at each
city). The edges are initialized to a predetermined initial pheromone level (τ0).
Then, the ants start their tours. Each ant tries to complete its tour by choosing
the next city, if it is not visited before, according to the state transition rule.
The state transition rule assigns probabilities based on the pheromone level and
travelling cost to the edges. When all ants complete their tours global update
rule is applied to all edges. By applying the global update rule, the level of
pheromone on edge which is selected by ants increases and also at the same time
pheromone evaporation occurs on all edges. The edges which are not selected
by ants lose pheromone quickly and have less desirability, which means that the
probability for being selected by other ants decrease.

State transition rule is applied according to the formula given by (1). This
formula gives the probability of ant k that wants to go from city a to city b.

pk(a, b) =

{
[τ(a,b)].[1/δ(a,b)]β∑

u∈Jk(a)[τ(a,u)].[1/δ(a,u)]
β if b ∈ Jk(a)

0, otherwise
(1)

where τ is the pheromone, δ(a, b) is the cost of edge that is between city a and
city b. β is a parameter which determines the relative importance of pheromone
versus distance (β > 0). Jk(a) is a set that keeps the unvisited cities. In (1), by
multiplying the τ(a, b) and the heuristic value 1/δ(a, b), the edges which have
shorter length get higher pheromone.

When all ants complete their tours, global update rule is applied to all edges
according to the formula given in (2).

τ(a, b) = (1 − α).τ(a, b) +
m∑

k=1

Δτk(a, b) (2)

where Δτk =

{
1
Lk

, if (a, b) ∈ tour done by ant k

0, otherwise
α is pheromone decay parameter between 0 and 1, m is the number of ants and
Lk is tour length performed by ant k.

In the next section, definition of the neutralization problem will be given.

3 The Neutralization Problem

Neutralization problem instance is a tuple (s, t, A, c, K), where s is start point
and t is terminal point in R2, A is a finite set of open discs in R2, c is a cost
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function R≥0, and K is a given constant in R≥0. In this problem we have an
agent that wants to go from s to t. This agent cannot enter the discs unless
he/she has an option to neutralize discs that can be considered as obstacle or
threat like mine. The agent has neutralization capability that is limited with K
number of discs where K ≤ |A|. When discs are neutralized their neutralization
cost is added to the cost of the path. In this problem our aim is taking the agent
from s to t safely and using the shortest path.

An example for the neutralization problem is given in Fig. 2. In this figure,
each disc has radius of 3 and neutralization cost of 0.8. As seen in figure, when
our agent has K = 0 neutralization, (s)he chooses path 1. Similarly, when K =
1, 2, 3, paths 2, 3 and 4 are our optimum paths, respectively. For K = 1, only
A6 neutralized, for K = 2, A5 and A6 are neutralized and for K = 3, A5, A6

and A7 are neutralized.

Fig. 2. An example to the neutralization problem and optimal paths for K=0,
1, 2 and 3

Similar to the TSP setting, an instance of the neutralization problem is rep-
resented by graph (V ,E). In this graph there is also a set of discs and the edges
intersecting these discs have additional travelling cost which is calculated pro-
portionally by the number of discs intersected. Actually, these additional costs
represent the neutralization cost of the discs. Another property of the edges is
their weight values. Simply, weight of an edge represents the intersection status
with a disc. So, the number of intersecting discs determines the weight value for
an edge. Cost and weight of a path on the graph are sum of costs and weight
of the edges on the path. Therefore the weight property of a path is used for
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checking its feasibility, i.e. satisfying the maximum number of neutralization (K)
constraint.

To our knowledge, the neutralization problem defined above is studied in [1]
where the authors develop a two phase algorithm for solving the neutralization
problem. However, their proposed algorithm is based on the assumption that
every disc has the same radius and same neutralization cost. In this paper, that
constraint is released and we provide a solution method for more realistic scenar-
ios. On the other hand, neutralization problem is closely related to the problems
undertaken in real world applications in diverse fields such as telecommunications
routing [7], curve approximations [8], scheduling and minimum-risk routing of
military vehicles and aircraft [9]. Therefore, the techniques developed in this
study may also be applied to other application domains.

In the next section, we provide the details of the ant system algorithm pro-
posed for solving the neutralization problem.

4 Ant System Algorithm Proposed for Solving the
Neutralization Problem

In the neutralization problem, we have an agent and this agent wants to go from
the start point (s) to the target (t) point. From now on ants are our agents and
our aim is still the same, we want to take these agents from s to t safely using
the shortest path algorithm.

In our AS design, we made use of costs of the shortest paths from each node
to destination. The cost of shortest path on each vertex guides the ants on
their decisions. However the shortest path information is not enough to guide
an ant, because a shortest path may be infeasible due to its weight. Therefore,
the ant should also be aware of the weight information of the shortest paths.
The pheromone level on each edge is definitely another guiding tool for the ants.
With all these information at hand, the ant will choose the vertex to go next at
each step. Our AS algorithm developed for the neutralization problem is given
in Fig. 3.

We modified the original state transition rule (1) to apply to our problem.
The probability of ant k that wants to go from vertex a to vertex b, in state
transition rule is found according to the formula given in (3).

pk(a, b) =

{
[τ(a,b)].[1/(ω(a,b,t).δ(b,t))]β∑

u∈Jk(a)[τ(a,u)].[1/(ω(a,u,t).δ(u,t))]β
if b ∈ Jk(a)

0, otherwise
(3)

where τ(a, b) is the pheromone level of edge which is between vertex a and
vertex b, t is our terminal or destination point, δ(b, t) is total cost of path that is
between vertex b and vertex t (terminal). β is a parameter which determines the
relative importance of pheromone versus distance (β > 0). Jk(a) is a set that
keeps possible vertex to go. ω is the weight function which is found by



58 R. Algin et al.

1. for each edge (a, b)

2. τ (a, b) = τ0
3. end for

4. /*Main loop*/

5. for n iterations

6. for each ant k

7. μ(k) = K

8. place ant k on s

9. end for

10. repeat

11. for each ant k

12. /*suppose that ant k is at vertex v*/

13. if (μ(k) ≤ η(λ(v)))

14. return the shortest path found by Dijkstra’s algorithm

15. end if

16. ant k chooses next vertex according to (3)

17. if next vertex == null /*this means ant is jammed*/

18. restart ant k by placing it at s and setting μ(k) = K

19. end if

20. end for

21. until all ants reach t

22. for each edge (a, b)

23. apply global update rule given in (2)

24. end for

25. end for

26. return best path found

Fig. 3. Ant system algorithm proposed for solving the neutralization problem

ω(a, b, t) = η(λ(a)) − μ(k) + ϑ(a, b) + 1 (4)

where λ(a) is the shortest path from vertex a to t, η(λ(a)) is weight of shortest
path from vertex a to t, μ(k) is the number of remaining neutralizations for ant
k, ϑ(a, b) is weight of edge which is between vertex a and vertex b. In this for-
mulation, we favor the edges which have greater amount of pheromone, and which
have smaller cost and smaller weight on the shortest path to t. Global update rule
that we use in our problem is exactly same as in (2).

In the next section there will be some computational experiments on real and
synthetic data.

5 Experimental Work and Discussion

After designing the ant system algorithm for solving the neutralization problem,
computational tests are carried out to assess its performance. The computational
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tests are conducted both on real and random discrete minefields. The real mine-
field has 39 discs on a [0, 92]x[0, 80] rectangle [10]. On the other hand there are
seven random minefields each having 100 discs on [0, 100]x[0, 100] rectangles.
The real minefield and one of the random minefields are given in Fig. 4.

The performance of AS is compared with the exact solutions that are obtained
by an exact algorithm having a high order of run-time complexity. The exact
method used in this study is a novel approach which is currently being developed
and based on applying k−th shortest path algorithm starting from a lower bound
solution. On the average, our proposed AS obtains the solution in 290 seconds
for ten ants and ten iterations whereas the exact algorithm requires 69 hours.

Fig. 4. Real minefield (left) and a random minefield (right)

For the AS proposed in this study, we followed the following work plan to find
out the best performing parameter values from the set given in Table 1. Before
that, we should note that when the modified AS is run with a parameter set,
the best path of the ants is recorded as the output of that run.

To find out the best parameter values for a parameter of modified AS, say
β, the parameter is fixed to a value, say 2, and all results taken with various
combinations ofm, α and n are averaged to find out average results for that value
of the parameter. In this way, the average performance of the parameter value
on all circumstances is presented. This analysis is repeated on all minefields. AS
has four parameters and their values make a total of 270 different combinations.
The performance analysis for the parameters is given in Table 1 where both cost
of best path and its percentage deviation from the exact solution are displayed.

We may reach the following conclusions after analyzing Table 1. We firstly
observe that increasing the value of the β parameter gives better paths. Based
on the state transition rule, we can say that the increase for β means the ants
are guided to the shortest but feasible paths. It is interesting to note that the
value of the α parameter does not have any significant effect on the performance.
On the other hand, increasing the number of ants (m) and number of iterations
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Table 1. Performance analysis of parameter values

parameter real minefield random minefield(avg)
values tc dev tc dev

m
5 78,38 5,2% 117,85 8%
10 76,97 3,3% 117,45 7%
20 76,97 3,3% 116,50 6%

β

1 113,88 52,9% 150,18 37%
2 101,40 36,1% 136,50 25%
5 95,36 28,0% 132,20 21%
10 87,60 17,6% 128,27 17%
20 81,11 8,9% 120,16 10%
100 76,97 3,3% 116,42 6%

α

0,01 77,80 4,4% 117,36 7%
0,02 76,97 3,3% 117,21 7%
0,05 76,97 3,3% 117,57 7%
0,10 76,97 3,3% 116,77 7%
0,20 76,97 3,3% 117,34 7%

n
10 76,97 3,3% 117,58 7%
50 76,97 3,3% 117,02 7%
100 76,97 3,3% 116,89 7%

Table 2. Detailed performance analysis of the β parameter

β avg avg dev
50 124,87 14,1%
60 122,48 11,9%
70 121,17 10,7%
80 120,73 10,3%
90 120,49 10,1%
100 120,26 9,9%
110 118,89 8,6%
120 119,95 9,6%
130 126,71 15,8%
140 125,58 14,7%
150 124,61 13,9%

(n) bring better paths which is expected due to pheromone update. When more
ants pass from a path with more iterations, pheromone level on this path is
increased. We should note that the best parameter set shows a performance
about %6 away from the optimum. Most of this gap is due to the zigzag patterns
of the paths that is a result of the stochastic decisions of ants (see Fig. 4).

One wonders about the limit of β where the performance increase stops. To
reveal this, we ran the modified AS algorithm with a mesh of β values where α,m
and n were set to 0.1, 10 and 100, respectively. The results are given in Table 2.
It can be easily observed that the performance with respect to various β values,
shows a U shape result. That is, the performance gets better for increasing values
of β from 1 up to 110 and the best performance is obtained when β = 110. The
reason why the performance deteriorates after β = 110 is due to the probability
values converging to zero.

6 Summary, Conclusions and Future Work

In this study, an ant system algorithm is developed and tested for solving
the neutralization problem. Proposed ant system algorithm differs from the
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original AS in the state transition rule. In our state transition rule, we favor
the edges which have greater amount of pheromone, and which have smaller
cost and smaller weight on the shortest path to the destination. The perfor-
mance of the proposed AS algorithm is compared with exact solution both on
real and synthetic data and the results are promising. As a future work, the algo-
rithm can be improved by applying some postprocessing or by trying some other
state transition rule rules. In addition, other ACO algorithms may be exploited
to solve neutralization problem.
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Abstract. Statistical fraud detection problem is a very difficult problem in that 
there are very few examples of fraud. The great majority of transactions are  
legitimate. On the other hand, for this binary classification problem the costs of 
the two types of classification errors (FP=false positive and FN=false negative) 
are not the same. Thus, the classical data mining algorithms do not fit to the 
problem exactly. Departing from this fact, we have solved this problem by ge-
netic algorithms and scatter search. Now, we apply the recently developed new 
metaheuristics algorithm namely the migrating birds optimization algorithm 
(MBO) to this problem. Results show that it outperforms the former approach. 
The performance of standard MBO  is further increased by the help of some 
modified benefit mechanisms.  

Keywords: migrating birds optimization algorithm, fraud, credit cards, genetic 
algorithms. 

1 Introduction 

When a credit card is copied or stolen, the transactions made by them are labeled as 
fraudulent. These fraudulent transactions should be prevented or detected in a timely 
manner otherwise the resulting losses can be huge. Banks typically use two layers of 
fraud prevention/detection systems; rule based layer and statistical analysis layer. 
Here we are concerned with the statistical layer only where an incoming transaction is 
compared to card usage behavior of the card holder and if there is a considerable  
deviation, a high suspicion score is returned. 

Statistical fraud detection is not an easy problem at all due to several reasons. First, 
fraud data sets are extremely skewed; out of 100.000 transactions only a few turn out 
to be fraud [1]. Secondly, the techniques used by fraudsters change in time gradually 
[2-4]. Thus, a model developed now may not be effective enough in future. In  
addition to these the idea exchanges between the banks are very limited because of 
the privacy issues; no one wants other banks know how many frauds they were faced 
with and no bank shares details of their solution if they think they have a good one. In 
this regard, our study differentiates from many in literature and although we will not 
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be able to share all details, we will be talking about a fraud detection solution  
developed using real data and implemented in real life.  

Due to its importance it is possible to find a lot of studies on fraud detection in  
literature. The most commonly used fraud detection methods are rule-induction  
techniques, decision trees, neural networks, Support Vector Machines (SVM), logistic 
regression, and meta-heuristics such as genetic algorithms [5-12]. These techniques 
can be used alone or in collaboration using ensemble or meta-learning techniques to 
build classifiers. Quah and Sriganesh [13], suggest a framework which can be applied 
real time where first an outlier analysis is made separately for each customer using 
self organizing maps and then a predictive algorithm is utilized to classify the  
abnormal looking transactions. Panigrahi et al. [14] suggest a four component fraud 
detection solution which is connected in a serial manner. The main idea is first to 
determine a set of suspicious transactions and then run a Bayesian learning algorithm 
on this list to predict the frauds. Sanchez et al. [15] presented a different approach and 
used association rule mining to define the patterns for normal card usage and indicat-
ing the ones not fitting to these patterns as suspicious. The study of Bolton and Hand 
[2] provides a very good summary of literature on fraud detection problems.  

In most of the studies listed above the classical accuracy based model performance 
measures are used. Among these the accuracy ratio, the capture rate, the hit rate, the 
gini index and the lift are the most popular ones [16-17]. However, since the  
fraudsters use all available limit on the card they captured, an algorithm which is 
more successful in detecting the cards with higher available limits is more prominent. 
In this case the cost of making a false positive error and a false negative error will not 
be the same and actually false negative error (labeling a fraudulent transaction as 
legitimate) will be a variable. We will take this cost function here similar to few  
studies in literature [18-19]. A rather more detailed review of these two studies will be 
given in the next section. 

The contributions of this study to the literature are three fold. First, we are talking 
on models built with real data and implemented in real life. Second, the new metaheu-
ristic MBO is used to solve a credit card detection problem for the first time and this 
will be one of the very few studies where any member of the metaheuristic algorithms 
family is used. Third, the performance of MBO is improved further through the use of 
modified benefit mechanisms. 

The rest of the paper is organized as follows. In the next section, the fraud detec-
tion problem we were faced is described in detail together with the explanation of 
closely related previous work. In the third section we describe the MBO algorithm as 
it is used to solve the quadratic assignment problem in [1]. Implementation of MBO 
on the credit card fraud detection problem and the modifications made on it to  
improve its performance are detailed in section four. The paper is finalized in section 
five by giving a summary of the study and the major conclusions. 

2 Problem Definition and Previous Work 

There has been a growing amount of financial losses due to credit card frauds as the 
usage of the credit cards become more and more common. As such, many papers 
reported huge amounts of losses in different countries [2, 20].  
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Credit card frauds can be made in many ways such as simple theft, application 
fraud, counterfeit cards, never received issue (NRI) and online fraud (where the card 
holder is not present). In online fraud, the transaction is made remotely and only the 
card’s details are needed. A manual signature, a PIN or a card imprint are not required 
at the time of purchase. Though prevention mechanisms like CHIP&PIN decrease the 
fraudulent activities through simple theft, counterfeit cards and NRI; online frauds 
(internet and mail order frauds) are still increasing in both amount and number of 
transactions. According to Visa reports about European countries, approximately 50% 
of the whole credit card fraud losses in 2008 are due to online frauds [21]. 

When the fraudsters obtain a card, they usually use (spend) all of its available (un-
used) limit. According to the statistics, they do this in four - five transactions, on the 
average [18]. Thus, for the fraud detection problem, although the typical prediction 
modeling performance measures are quite relevant, as indicated by the bank authori-
ties, a performance criterion, measuring the loss that can be saved on the cards whose 
transactions are identified as fraud is more prominent. In other words, detecting a 
fraud on a card having a larger available limit is more valuable than detecting a fraud 
on a card having a smaller available limit. 

As a result, what we are faced with is a classification problem with variable  
misclassification costs. Each false negative has a different misclassification cost and 
the performance of the model should be evaluated over the total amount of saved 
available usable limits instead of the total number of frauds detected. 

If we define; 

TP = the number of correctly classified  alerts 
TN = the number of correctly classified legitimates 
FP = the number of false alerts 
FN = the number of transactions classified as legitimate but are in fact fraudulent 
c = the cost of monitoring an alert 
TFL = the total amount of losses due to fraudulent transactions 
S = savings in TFL with the use of fraud detection system  
ρ = savings ratio 
  
Then,  
TFL = sum of the available limits of the cards whose transactions are labeled as TP 

or FN 
c = cost of monitoring including staff wages, SMSs, phone calls. On the average, it 

is a small figure (less than a dollar) 
S = (available limits of the cards of TP transactions) - c(FP+TP) 
ρ = S/TFL 

where the maximum value S can take is TFL and ρ can take is 1. A good predictor 
will be the one having a high ρ. 

Duman and Ozcelik [18] tackled the same problem for another bank in Turkey. Af-
ter putting the problem in the same way and pointing out the classical DM algorithms 
may not perform well for the objective of maximizing savings ratio they implemented 
a metaheuristic approach which is a hybrid of genetic algorithms and scatter search 
(the GASS algorithm). In GASS, the number of parent solutions was taken as 50 and 
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child solutions were generated by the recombination operator. Each parent is  
recombined by every other parent so that the number of children was 1225 in each 
generation. One of the child solutions is selected randomly and one of its genes is 
mutated. As the fitness function the savings ratio is used. In the selection process, 
besides the fittest members which are determined by roulette selection, the most  
diverse solutions are also inherited to the next generation in [18]. GASS improved the 
savings ratio by more than 200% with a cost of 35% increase in the number of alerts. 
However, it had some limitations in that the authors were allowed to improve the 
score generated by some groups of variables only and the variables about MCCs 
(merchant categegory codes) and out of country expenditures were left out of  
the scope of the study. The problem was that a second score was being generated  
with these left out variables and the authors had no control on how these two scores 
were interfering.  

The study of Duman and Sahin [19] gives a summary of previous results obtained 
in another bank where this study is carried out also. The results obtained by classical 
decision trees (C5.0, CART, CHAID), artificial neural networks, SVM, logistic  
regression and GASS are compared. The results obtained by a special cost sensitive 
decision tree where in splitting a node the savings ratios of the resulting leaf nodes are 
considered, is also given. It was shown that the GASS and the newly proposed cost 
sensitive decision trees were the two best performing methods.  

The studies [22-24] are the other studies that tackle cost sensitive decision trees in 
literature. 

3 The MBO Algorithm 

The MBO algorithm is a neighborhood search technique [1]. It starts with a number of 
initial solutions corresponding to birds in a V formation. Starting with the first solu-
tion (corresponding to the leader bird), and progressing on the lines towards the tails, 
each solution is tried to be improved by its neighbor solutions (for the implementation 
of QAP (quadratic assignment problem), a neighbor solution is obtained by pairwise 
exchange of any two locations). If the best neighbor solution brings an improvement, 
the current solution is replaced by that one. There is also a benefit mechanism for the 
solutions (birds) from the solutions in front of them. Here we define this benefit me-
chanism as sharing the best unused neighbors with the solutions that follow (here 
“unused” means a neighbor solution which is not used to replace the existing  
solution). In other words, a solution evaluates a number of its own neighbors and a 
number of best neighbors of the previous solution and considered to be replaced by 
the best of them. Once all solutions are improved (or tried to be improved) by  
neighbor solutions, this procedure is repeated a number of times (tours) after which 
the first solution becomes the last, and one of the second solutions becomes first and 
another loop starts. The algorithm is stopped after a specified number of iterations.  

Below, first the notation used and then the pseudo-code of the MBO algorithm are 
given. Let, 

n = the number of initial solutions (birds) 
k = the number of neighbor solutions to be considered 
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x = the number of neighbor solutions to be shared with the next solution 
m = number of tours 
K = iteration limit 
 
Pseudocode of MBO: 

1. Generate n initial solutions in a random manner and place them on an hypo-
thetical V formation arbitrarily. 

2. i=0 
3. while(i<K) 
4.  for (j=0;j<m;j++) 
5.   Try to improve the leading solution by generating and eva-

luating k neighbors  of it. 
6.   i=i+k 
7.   for each solution sr in the flock (except leader)  
8.    Try to improve sr by evaluating (k-x) neighbors of 

it and x unused best   neighbors from the solution in the front. 
9.    i=i+(k-x) 
10.   endfor 
11.  endfor 
12.  Move the leader solution to the end and forward one of the solutions 

following it to the leader position. 
13. endwhile 
14. return the best solution in the flock 

 
As should already be noticed, the MBO algorithm has great similarities with the mi-
grating birds’ story. First it treats the solutions as birds aligned on a V formation. The 
number of neighbors generated (k) can be interpreted as the induced power required 
which is inversely proportional to the speed (recall the discussion above). With a 
larger k we would assume that birds are flying at a low speed where we can also make 
the analogy that while traveling at a low speed, one can explore the surrounding in 
more detail. The benefit mechanism between the birds is respected and by generating 
fewer neighbors for the solutions at the back, it was made possible that they get tired 
less and save energy by using the neighbors of the solutions in the front. The parame-
ter x is seen as the WTS where an optimum value can be sought for. Its optimum 
value could be interpreted as the optimum overlap amount of the wingtips.  In line 4, 
the parameter m can be regarded as the number of wing flaps or the profile power 
needed where we can assume that, as each bird travels the same distance, they all 
spend the same profiling energy. In line 12, similar to the real birds’ story, the bird 
who spent the most energy and thus got tired moves back to get some rest and another 
bird fills its position. 

For the MBO to perform better, it is necessary to determine the best values of some 
parameters. These are the number of birds to have in the flock (n), the speed of the 
flight (k), the WTS (x) and the number of wing flaps before a change in the order of 
the birds or the profiling energy spent (m). Similar to birds’ story, one could expect 
some certain values of these parameters and their combinations might increase the 
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performance of the algorithm. For the printed circuit board assembly originated qua-
dratic assignment problem the best parameter values were obtained to be n = 51, m = 
10, k = 11 and x = 1 in [1]. 

The philosophy of the MBO is that, by starting with a number of solutions, it is 
aimed to explore more areas of the feasible solution space. The exploration is made 
possible by looking at the neighbor solutions. Each time one of the solutions (the one 
in the front) is explored in more detail. When one of the solutions fails to improve 
itself by its own neighbors and if the solution in the front is more promising, it is re-
placed by one of the neighbors of the solution in the front. This way the neighborhood 
around the more promising solution will be explored in a greater detail (by the com-
bined forces of two birds or solutions). Still after a few iterations these solutions may 
go to different directions as long as they find improvements along their ways. How-
ever, after some time we might expect most of the solutions converge to one or sever-
al neighborhoods where local optima or even the global optimum are contained. The 
convergence can be faster with larger values of x but in that case the termination 
could take place before the feasible region is thoroughly explored and thus the results 
obtained might not be good. 

4 Results and Discussion 

In the following subsections first the details of the experimental setting are given. 
Then, the results obtained by standard MBO and GASS are displayed together with 
their parameter fine tuning experiments. This is followed by some improvement at-
tempts on MBO by employing different neighborhood functions. 

4.1  Details of Experimental Setting 

The original data of the time period used to form the training set have about 22  
million transactions. The distribution of this data with respect to being normal or 
fraudulent is highly skewed so that only 978 transactions were fraudulent in this set. 
So, to enable the models to learn both types of profiles, some under sampling or over-
sampling techniques should be used. Instead of oversampling the fraudulent records 
by making multiple copies of them, we use stratified sampling to under sample the 
legitimate records to a meaningful number. Firstly, we identify the variables which 
show the most different distributions w.r.t. being fraudulent or normal. Then, we use 
these variables as the key variables in stratified sampling so that the characteristics of 
their distributions w.r.t. being fraudulent or not remains the same. For stratified  
sampling, we use those five variables which show the most different distributions to 
form a stratified sample with a ratio of nine legitimate transactions to one fraudulent 
transaction. 

4.2 Results Obtained by MBO 

The total number of variables in the data mart was 139 (all binary). Starting with the 
full set of variables, a variable reduction is made first. Each time the variables having 
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coefficients close to zero (in the trained model) are eliminated and a new model is 
generated. This resulted in 15 variables where the coefficients of the variables were 
significantly different than zero. During these runs the MBO parameter values are 
used same as the best set obtained in [1]. 

Then a set of parameter fine tuning experiments are made on MBO. According to 
this analysis the best set of parameters is determined to be:  

Table 1. MBO versus GASS 

MBO GASS 

RUN ρ TPR ρ TPR 

1 94,74 91,94 90,92 79,34 

2 95,13 91,94 85,64 77,69 

3 94,21 91,53 90,89 78,1 

4 94,74 91,94 90,63 77,89 

5 94,26 91,74 90,94 79,34 

6 91,3 77,89 94,78 91,32 

7 94,91 91,74 91,22 79,75 

8 94,91 91,74 93,78 89,26 

9 94,71 91,94 94,26 91,74 

10 91,04 78,1 91,41 79,96 

AVG 93,98 88,91 91,45 82,78 
 

Number of Birds:  15 
Number of Neighbors : 7 
Number of Flaps:  3  
Number of Overlaps:  2 

The parameter values of the GASS algorithm implemented here are determined in 
accordance with the study [18], namely: 

Number of variables (genes): 15 
Number of initial solutions: 15 
Maximum number of tested solutions: 15000 
Mutation procedure:  One of the 15 genes is selected randomly and a uniform 

number between 0 and 1 (U(0,1)) is added to its value. If the result is greater than the 
upper bound (1.0), the final value is obtained by subtracting the upper bound from the 
new value. 

Mutation rate: 8% of the intermediate solutions are selected for mutation. 
Selection procedure: Roulette wheel 
The results obtained by GASS and MBO are compared in Table 1 where TPR 

stands for true positive rate. 
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The results in Table 2 indicate that the MBO algorithm performs significantly bet-
ter than the GASS algorithm (about three per cent higher limit saving and about five 
per cent higher TPR is obtained). This superiority is also validated by an independent 
t-test where the p-values turn out to be 2.3 per cent and 2.6 per cent for the limit sav-
ings and TPR, respectively. 

Table 2. MBO when two genes are shared 

Standard MBO Gene Sharing 

RUN ρ TPR ρ TPR 

1 94,74 91,94 94,71 91,94 

2 95,13 91,94 95,13 91,94 

3 94,21 91,53 94,96 91,94 

4 94,74 91,94 95,13 91,94 

5 94,26 91,74 94,74 91,94 

6 91,3 77,89 94,27 91,74 

7 94,91 91,74 94,26 91,74 

8 94,91 91,74 90,33 85,74 

9 94,71 91,94 94,74 91,94 

10 91,04 78,1 95,19 92,15 

AVG 93,98 88,91 94,35 91,3 

4.3 Modifications on MBO 

After finding out that the MBO algorithm is a good solver in fraud detection, we con-
tinued with testing a different mechanism in MBO. For this purpose instead of sharing 
some neighbor solutions with the followers, inspired by the genetic algorithms, we 
wanted to see the effects of sharing some genes (coefficient values). A neighbor  
solution of a current solution is generated by getting a number of genes (say, y) from 
the front solution (the selection of which y genes is determined randomly) and the rest 
of the genes are copied from the current solution where one of them is mutated like in 
the standard MBO. For the value of y (the number of genes shared), values from 1 to 
5 are tested. We saw that two genes sharing happened to bring the most  improve-
ment. To test the significancy of this improvement, we tabulated the results of 10 runs 
in Table 2 and applied t-test. According to t-test, the differences on the performances 
of the two are not significant with p-values of 29.2% and 11.5% for ρ and TPR,  
respectively.  

To conclude, we can say that when the standard MBO of Duman et al. [1] is 
coupled with a good benefit mechanism with gene sharing between solutions, its  
performance can slightly be increased. 
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5 Summary and Conclusions 

In this study we solved the credit card fraud detection problem by the new  
metaheuristics migrating birds optimization algorithm. This study is one of the few 
studies where a metaheuristic algorithm is utilized in fraud detection and it performed 
better than a previous implementation of a combination of genetic algorithms and 
scatter search. The standard MBO is further improved by testing alternative benefit 
mechanisms. 

As future work, alternative settings of V formation (like more than two tails etc) 
can be tested.  
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Abstract. This paper presents a comparison of several methods of mea-
suring the quality of a subset of features that characterise kidney’s graft
so they can be evaluated to be transplanted. First, two non-parametric
methods, Delta Test and Mutual Information, are used isolated and in
a multiobjective manner using a genetic algorithm and comparing the
solutions will all the possible solutions obtained by brute force. After-
wards, LSSVM are used to approximate the score of the graft so, for
smaller approximation errors, the subset of features is considered better.
The results obtained are confirmed from the clinical perspective by an
expert.

1 Introduction

Since the first kidney transplant in 1954 [8], this type of surgery have become
an usual practice in more than 80 countries allowing patience with terminal kid-
ney insufficiency to increase their life expectancy and improve their life quality
[2,1,9]. The advances in inmunodepresor therapies, organ preservation and re-
ceptor selection have optimised the survival of the implant. This is translated
into an 80%-90% of success for the first year and 50%-70% for five years.

Although the total number of donors has increased in the last ten years, the
donation rate kept a constant value between 30 and 35 donors per million of
inhabitants due to the simultaneous increase of the spanish population. Because
of this, the National Transplant Organisation (Organizacin Nacional de Trans-
plantes, ONT) has been working on an strategic plan (Plan 40) which aims to
increase donation rate by transplantation for asystolic donors, living donors and
expanded criteria donors.

The 89% of the transplants accomplished in Spain use organs from brain
death donors although there has been a raise in the number of transplant from
living people in the last two years. The decrease of fatalities in traffic accidents
has changed the donor profile. Nowadays, both, hemorrhagic and ischemic, cere-
brovascular accidents (CVA) have become the most frequent type of death among
donors, representing the 65.1% meanwhile only the 5.7% came from a Traumatic
brain injury (TBI) in the year 2010.
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Another consequence of the new profile of donor is an increase in the donor’s
mean age which changed from 34.5 years in 1992 to 57.5 in year 2010. Over
the 79% of donors are older than 45 and the 46.6% older than 60. Considering
these data, nowadays, more than the 50% of the donors in Spain are considered
expanded criteria donors using the international definition (UNOS definition)
[3], therefore, it is required a biopsy before implanting the organ to analyse its
viability.

Several scores for the validity of the implant have been developed in the latest
years. The scores also predict the final evolution of the transplant. However, these
scores were not developed considering elder donors for kidney transplants.

The final aim of the research is to develop a model that could predict the
viability of the kidney graft following clinical criteria and donor’s analytics. The
gold standard is the result of the biopsy carried out using the andalusian protocol
for biopsies of expanded criteria donors.

In machine learning, this problem can be tackled from several perspectives.
First of all, it is necessary to study the data and see which features seem the
most important by the time of giving a score. On the other hand, a model that,
for given values of the analytics is able to compute a value, is also requested.

The work presented in this paper will focus mostly in selecting the features
that could be the most relevant. Afterwards, models to predict the validity of
an implant will be designed with the hope that the selected set of variables lead
to obtain smaller test errors.

The main novelty that it is presented in this paper is that we propose to
consider Test Delta minimisation and Mutual Information maximization as a
multiobjective problem.

2 Material and Methodologies

2.1 Material

Patients. The patients considered in this study included all donors with ex-
panded critera that where treated between January 1998 and December 2010
in Granada-Jaen transplantation unit. For all patients, a pre-implant biopsy
was done before kidney transplantation. All biopsies were evaluated following
the andalusian protocol for pre-implant biopsy valoration. This protocol analyse
glomerular sclerosis, tubular atrophy, hyaline arteriolopahty and interstitial fi-
brosis. A sample is considered adequate when it contains, at least, 25 glomeruli
and two small arterioles. A score smaller or equal than seven determines a
favourable histology for transplantation.

Geographic Area of Analysis. The provinces of Jaen and Granada provided
the data for the analysis. More concretely the Hospitals San Cecilio y Virgen
de las Nieves in Granada, Hospital de Jaén, Hospital San Juan de la Cruz of
Úbeda, Hospital Comarcal San Agustin of Linares, Hospital Comarcal Santa
Ana of Motril and Hospital General Básico of Baza.
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The waiting list in this area its unique for its population. For the study, all
donors considering the expanded criteria considering 4 cases from the province
of Huelva. Other 18 organs included in the study come from other provinces
according to the optimization policy of the regional government.

The list of variables considered in the study are:

1. Time at Intensive Care Unit
2. Kidney donor risk indexDRIS
3. United Kingdon risk index
4. Creatinine lightening by MDRD 4
5. MDRD4 IDMS lightening
6. Lightening by Cockcroft-Gault
7. Donor’s age
8. Categorised donor’s age
9. Donor’s sex
10. Donor’s size
11. Donor’s weight
12. Donor’s IMC
13. Donor’s classification accoring to IMC
14. Diabetes in donor
15. Donor’s HTA
16. Atherosclerosis in donor
17. Death cause
18. Proteinuria when extracted
19. Urea when extracted
20. Creatinine when extracted
21. Type of Catecholamines used
22. Use of Catecholamines

2.2 Methods

This subsection describes briefly the methods applied to analyse the data and
how a model that is able to predict the score was designed.

Feature Selection. The problem of feature selection consists on finding the
most representative variables of a data set. The main issue is how to determine
if a subset of features is adequate or not. As it is supposed that the subset should
represent the non-linear relationship between the inputs and the outputs so, if
we design a model, this could fit better the target function.

Therefore, it could be quite obvious that the best criterion to perform variable
selection is to build a model for each possible combination. Unfortunately, train-
ing algorithms are quite computationally expensive and the number of possible
solutions increases exponentially.

To overcome the first problem and get ride of the setting of the numerous
parameters that a model can have, non-parametrics methods were proposed as
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criteria for feature selection. More concretely Gamma and Delta Test [10] and
Mutual Information [4].

To ameliorate the second one, this is, the evaluation of all possible subsets, sev-
eral heuristics like Genetic Algorithms, Tabu Search, Forward-Backward Search
and the hybridization of them have been proposed [7].

Furthermore, some works propose the combination of evaluating the subsets
and designing the model in parallel [6].

In the real data set that we have, there are 22 variables, which is translated
into 4,194,303 of possible solutions (no variables selected is not a solution). It
is not feasible to build a model for each combination, however, it is possible to
compute the non-parametric fitnesses for each solution. This is known as brute
force approach and will be used in the experiments.

Model Design. Among the wide variety of models, Least Square Support Vec-
tor Machines [12] have been used due to the high quality solutions they provide.

LS-SVMs are reformulations to standard SVMs, closely related to regulariza-
tion networks and Gaussian processes but additionally emphasize and exploit
primal-dual interpretations from optimization theory. LS-SVMs are a paradigm
specially well suited for function approximation problems.

The LS-SVM model is defined in its primal weight space by

ŷ =WTφ(X) + b, (1)

where WT and b are the parameters of the model, φ(X) is a function that
maps the input space into a higher-dimensional feature space and X is the n-
dimensional vector of inputs xi. In Least Squares Support Vector Machines for
function approximation, the following optimization problem is formulated,

min
W,b,e

J(W, e) =
1

2
WTW + γ

1

2

N∑
i=1

e2i , (2)

subject to the equality constraints (inequality constraints in the case of SVMs)

ei = yi − ŷi(Xi), i = 1 . . .N. (3)

Solving this optimization problem in dual space leads to finding the λi and b
coefficients in the following solution

ŷi =

N∑
i=1

λiK(X,Xi) + b, (4)

where the function K(X,Xi) is the kernel function defined as the dot prod-
uct between the φ(X) and φ(Xi) mappings. If we consider Gaussian kernels,
the width of the kernel σi together with the regularization parameter γ,
are the hyper-parameters of the problem. Note that in the case of Gaussian
kernels, the obtained model resembles Radial Basis Function Networks (RBFN),
with the particularities that there is an RBF node per data point, and that
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overfitting is controlled by a regularization parameter instead of by reducing
the number of kernels [11]. In LS-SVM, the hyper-parameters of the model are
usually optimized by cross-validation.

The main flaw of these methods is that they become more complex as the
number of samples in the training data increases. As the dataset only contains
201 donors, we have chosen this model as the approximator.

3 Experiments

In this section we have performed several considering several ways of selecting a
subset of variables.

On first place, a popular multiobjective genetic algorithm (NSGA-II [5] was
tested using as functions to be optimised the Deta Test value of the individual
that codes a solution and its Mutual Information.

Afterwards, instead of using any other heuristic, we explored the whole so-
lution space in order to find the minimum Delta Test value and the maximum
value for the Mutual Information.

After the selection was made, LSSVMs were designed and tested their outputs
with the real outputs, computing the root mean squared error.

After all this process, we are able to determine which subset of variables could
be better in terms of minimization of approximation error and considering the
opinion of an expert in kidney transplants.

NSGA-II Results. The stopping criterium to stop the algorithm was a fixed
number of iterations (150) after observing that this number was enough for the
population to converge. The results obtained using different population sizes
are shown in Table 1. The algorithm was executed ten times and the variables
selected were the ones that appeared in the Pareto Front more that the 60% of
the times.

Table 1. Results obtained for the execution of the NSGA-II with the objective of
minimising the DT and maximising the MI

pop size vars selected DT MI

30 3 6 7 9 12 18 19 22 0.2399 0.2479
60 3 7 9 12 13 18 19 22 0.2605 0.2757
120 3 7 9 12 18 19 22 0.2604 0.2660

As we can see, the algorithm has a robust behaviour providing nearly the
same results for all the runs.

Brute-force Results. Table 2 shows some of the results chosen from all the
4,194,303 solutions. The critria were to obtain the solution providing the max-
imum MI the solution that provided the minimum DT. As we know the whole
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Fig. 1. Plots of the complete solution set sorted by the (a) MI value (red circles) and
(b),the DT value (blue stars). c) and d) are a zoom of the area we are interested in.

solution space, it is easy to find out which solutions satisfy more the two ob-
jectives: minimum DT with a reasonable large MI and vice-versa. These two
selections are shown in the first two rows of the Table. In order to select the
subsets, a plot of the near min/max solutions was made. Figures included 1
represent a) the solutions sorted according to the MI, b) the solutions sorted
according to the DT and c) and d) are a zoom of the areas we are interested in.

Table 2. Results obtained for the execution of the brute force algorithm computing
the DT and the MI

type of selection vars selected DT MI

min(DT) 8 9 14 15 19 21 22 0.2211 0.1296
max(MI) 3 4 9 12 18 19 22 0.2762 0.3330

near min(DT) 3 4 8 9 11 18 22 0.2453 0.2794
near max(MI) 1 3 4 6 7 9 12 18 19 20 22 0.2453 0.3041

Table 3. Results obtained for the execution of the brute force algorithm computing
the DT and the MI

subset RMSE Train (std) RMSE Test (std)

GA-pop30 0.7402 (0.0189) 0.7704 (0.1067)
GA-pop60 0.7419 (0.0185) 0.7656 (0.1186)
GA-pop120 0.7442 (0.0185) 0.7638 (0.1172)
BF-minDT 0.6763 (0.0160) 0.6891 (0.1194)
BF-maxMI 0.7386(0.0166) 0.7590(0.1228)

BF-nearMinDT 0.7346 (0.0213) 0.7493(0.1089)
BF-nearMaxMI 0.7216 (0.0194) 0.7280 (0.1163)
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Approximation Errors Using LS-SVMs. Once there are several subsets of
variables that are supposed to be representative, it is possible to build the LS-
SVMs that will approximate the generated output with the real one. Table 3
shows the results in terms of the root mean squared error for the four subsets (1
from the GA and 3 from the brute force).

4 Discussion

With all results exposed, it is possible to discuss about which criterium (DT or
MI) seems better or if it is better to optimise them simultaneously in order to
have a compromise.

As the results showed, the smallest approximation error achieved was using
the selection provided by the minimum value of the DT selecting variables 8 9
14 15 19 21 22.

From the clinical perspective, these variables are included in previous works
in the literature as well as new ones that should be studied on a higher cohort of
patients. However, this selection excludes two variables that are widely used to
evaluate the renal function as are the lightening of creatinine and seric creatinine
concentration.

The selection includes seven variables that have been analysed in the literature
and that could be taken into account in the clinical practice introducing novelties
in the area.

5 Conclusions

Machine learning can be applied to a wide variety of problems, in this paper, the
identification of the features that characterised the validity of a kidney graft has
been tackled. Two widely used non-parametric methods were used separately
and in a multiobjective way. Then, a model was used as well to measure how
accurate could be the approximation of the score. The results showed a better
behaviour of the Delta Test providing a subset of variables validated by an expert
and providing the smallest approximation errors when using LSSVMs.
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Abstract. There is a need for fast and cost-effective leukemia identification me-
thods, because early identification could increase the likelihood of recovery. 
Currently, diagnostic methods require sophisticated expensive laboratories such 
as immune-phenotype and cytogenetic abnormality. Therefore, we propose an 
identification method based on using blood smear images of normal and cancer-
ous cells, in addition to a neural network classifier. We focus in this paper on 
identifying Acute Lumphoblastic Leukemia (ALL) cases, and implement our  
experiments following three learning schemes for a neural model. The neural 
classifiers distinguish between normal blood cells and ALL-infected cells. The 
experimental results show that the proposed novel leukemia identification system 
can be effectively used for such a task, and thus could be implemented for  
identifying other leukemia types in real life applications. 

Keywords: Acute lymphoblastic leukemia (ALL), Blood cell identification, 
Neural networks, Medical image processing. 

1 Introduction 

Leukemia is a type of blood disease or so-called cancer of the blood that begins in the 
bone marrow; and usually caused by an excessive alterations in the production of 
malignant and immature white blood cells [1]. There are four common types of  
leukemia; namely, Acute Myelogenous Leukemia (AML), Acute Lymphoblastic Leu-
kemia (ALL), Chronic Myelogenous Leukemia (CML), and Chronic Lymphocytic 
Leukemia (CLL) [2]. 

This paper focuses on the ALL type because this blood cancer has been occurring 
most commonly in children in Iraq as a result of prolonged exposure to radiation and 
other chemical pollution. The rate of childhood leukemia in Iraq has doubled over a 
15-year period; a rate that is compared unfavorably with neighboring countries, “It is 
known that the Basrah/Iraq region was exposed to environmental insults including 
chemical weapons agents such as pyrophoric depleted uranium and leukemogen  
benzene, as well as water and air pollution” [3]. 

The word acute in ALL comes from the fact that the disease progresses rapidly and 
it can be fatal within weeks to months if left untreated [2]. Leukemia is treatable if it 
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is diagnosed and treated in at early stage [1]. The early identification of the leukemia 
type can greatly increase the likelihood of recovery. In fact several diagnostic me-
thods are available to identify leukemia type on basis of immune phenotype, cytoge-
netic abnormality, morphology, cytochemistry, and molecular genetic abnormalities. 
However, these diagnostic methods vary in the level of complexity, speed of the 
process, and the accuracy of leukemia classification [2].   

In general, various recent studies suggested different methods for leukemia blood 
cell identification. Some works considered also the use of neural networks as classifi-
ers for identification purposes. For instance, in [4] the authors focused on acute  
leukemia samples and used a flow cytometer instrument to analysis the images of 
normal and abnormal blood cells. The obtained data was then used as input for a 
neural network classifier. In [2] the authors presented the first phase of an automated 
leukemia form identification system, which was the segmentation of infected cell 
images. The segmentation process provided two enhanced images for each blood cell 
containing the cytoplasm and the nuclei regions of the cell. In [1], a neural network 
classifier was suggested for the screening task, basing its decision on features  
extracted from cell images. In [5], the authors used six morphological features which 
were extracted from acute leukemia blood cell images together with a neural network 
for classifying and distinguishing the blasts from acute leukemia blood samples. More 
recently, in [6] the authors suggested the use of an ensemble particle swarm model 
selection (EPSMS) to classify acute leukemia cases. In [7], the researchers used 12 
manually extracted features from leukemia blood cell images together with the  
K-nearest neighbor (k-NN) classifier to identify leukemic cases. 

All these recent works aimed identifying leukemia cases based on using single 
blood cell images and a classifier. Despite their successful outcome, we believe that 
their results can be improved by eliminating some elements which may hinder the 
results in one way or another. For example, the works in [1], [2], [5], and [7] based 
their identification systems on cell image features which to have to be manually  
extracted; this approach requires more time and complex calculations. While, in [4] 
the researchers used special equipment, namely; a flow cytometer instrument which is 
costly and may not be available in troubled countries such in Iraq. 

Therefore, we propose in this paper a fast and automated Leukemia-infected blood 
cell identification using pattern averaging of whole cell images and neural network 
classifiers. The proposed system is implemented to identify ALL-infected abnormal 
cells from normal blood cells; however, it can also be trained to identify the other 
types of leukemia. 

Our approach in this paper comprises two phases: firstly, the image processing 
phase where data is extracted from whole cell images (thus avoiding the segmentation 
process and reducing time costs), and secondly, the identification phase where three 
neural models are implemented to associate the extracted image data from the first 
phase with the decision of ‘normal’ or ‘abnormal’ blood cell, i.e. ALL-infected. The 
three neural classifiers differ in their learning schemes based on using different  
training-to-validation data ratios. A comparison between their performances will be 
applied to select the optimal classifier for this task. 
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2 Blood Cell Image Database 

The blood cell images that are used in this work are obtained from the freely available 
online ALL-IDB databases [8]. These images are microscopic images which had been 
labeled by expert oncologists as lymphocytes healthy and lymphoblast blood cells. 
Fig.1 shows an example image from this database, where the left-side cell image was 
labeled as abnormal (blast), while the right-side cell image was labeled as normal 
blood cell. 

Our proposed identification system uses single blood cells in its implementation; 
therefore, we have constructed a second database (ALL-DB2) by cropping single cell 
images from the blood smear images in the ALL-IDB database. Our single cell image 
database contains both normal and abnormal blood cells, as shown in examples in Fig. 
2. For the purpose of developing our identification system, 80 single-cell images are 
used; representing 40 normal blood cells and 40 abnormal blood cells that are infected 
by ALL-Leukemia. These images are color images of size 60×60 pixels. 

 

 

Fig. 1. Example of cell images from 
blood sample. Left: lymphoblasts, and 
Right: lymph-ocytes [8]. 

Fig. 2. Example images contained in the ALL-IDB: 
healthy cells (a-d), probable lymphoblasts from 
ALL patients (e-h). Cropped from [8]. 

3 The Identification System 

The best definition of a practical ANN is that it is a set of interconnected neurons that 
incrementally learn from given set of data to mimic the human brain in linear and 
nonlinear trends in complex data; so that it has capability to predict and adapt to new 
situations containing partial information [9]. We opt to use neural networks with 
whole images rather than selected features within the images, because neural  
networks have the capability to arbitrate fuzzy patterns more successfully than crisp 
patterns [10],[11],[12].  

The proposed system comprises two phases: image processing phase where  
single-cell images undergo enhancement by use of a spatial filter and automatic edge 
detection yielding the input data for the second phase, which is neural network  
identification; as illustrated in Fig. 3. 
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Fig. 3. The two phases of the ALL-infected cell identification system 

 

Fig. 4. Examples of normal blood cells (top) and abnormal ALL-infected blood cells (bottom) 
throughout the image processing phase. (a) Original image (b) Gray scale image (c) Binary 
image (d) Median filtered image (e) Smoothed image (f) Edge-detected image. 

3.1 Image Processing Phase 

During this phase all 80 single cell images from our database (ALL-DB2) undergo 
conversion from RGB colour to grey images. The grey scale images are then  
binarized using Otsu’s thresholding method which chooses the threshold to minimize 
the interclass variance of the black and white pixels [13]. The binary images are then 
filtered using median filter for noise reduction. The filtered binary images undergo 
edge detection using Canny operator. Finally, we apply pattern averaging using 2×2 
kernel in order to ‘fuzzify’ the images and reduce their size from 60x60 to 30×30 
pixels. The obtained 30x30 image representation is then used as the input data to the 
neural networks during training and generalization in the second phase. Fig. 4 shows 
examples of abnormal and normal blood cells throughout the image processing phase. 

3.2 Neural Classification Phase 

In this phase a neural network based on the back propagation learning algorithm is 
utilized due to its implementation simplicity and the availability of sufficient database 
for training this supervised learner. The neural network has an input layer with 900 
neurons receiving the processed 30x30 pixel cell images on a pixel-per-node basis. 
One hidden layer is used with 72 hidden neurons which assures meaningful training 
while keeping the time cost to a minimum. The output layer has two neurons relaying 
the decision of the identification system regarding whether the blood cell is normal  
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[1 0] or abnormal [0 1]. A threshold value of 0.5 is applied to each output value reset-
ting the output to binary ‘1’ or ‘0’. Fig. 5 shows the topology of the neural network. 

The arbitration of supervised neural networks involves training the testing stages. 
During training input data samples are repeatedly presented to the neural model while 
dictating to the learning what the desired or target output should be. Once converged 
to a minimum value of error which the user sets, the model is considered as trained, 
and thus, ready to be tested with data samples that were not ‘seen’ before by the neur-
al classifier. The performance of the trained neural model during testing or validation 
reflects how good it learnt and how intelligent it could be considered. 

In this work we have a total of 80 blood cell images containing 40 normal and 40 
abnormal or ALL-infected cells. The approach adopted in this work to train the neural 
model, is based on investigating different neural network learning schemes as sug-
gested in [14]. The reason for trying different learning scheme is to optimize the neur-
al model training and performance. Thus, we adopted three learning schemes where 
the data training-to-validation ratios are as follows: 

• Learning Scheme I – [75%:25%]: 75% of the blood cells images, i.e. 60 images 
(30 normal and 30 abnormal) were used for training, while 25%, i.e. remaining 20 
images (10 normal and 10 abnormal) were used for testing or validation. 

• Learning Scheme II – [50%:50%]: 50% of the blood cells images, i.e. 40 images 
(20 normal and 20 abnormal) were used for training, while 25%, i.e. remaining 40 
images (20 normal and 20 abnormal) were used for testing or validation. 

• Learning Scheme III – [25%:75%]: 25% of the blood cells images, i.e. 20 images 
(10 normal and 10 abnormal) were used for training, while 75%, i.e. remaining 60 
images (30 normal and 30 abnormal) were used for testing or validation. 
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Fig. 5. ALL-infected cell identification system and neural network topology 
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4 Implementation Results 

The implementation of our proposed identification system; including the image 
processing phase and the neural network arbitration phase, was realized using the 
MATLAB software tool. Several experiments were carried out to train and test the 
neural network under the three learning schemes LS-I, LS-II, and LS-III. 

The evaluation of the performance of the three neural classifiers was based upon 
three factors; namely, the obtained error value, the identification overall accuracy 
rate, and the identification run time. Table 1 lists the finalized training parameters of 
the neural network under the three learning schemes. The obtained error values and 
time cost when implementing the three schemes are listed in Table 2, whereas the 
obtained identification accuracy rates are listed in Table 3. Fig. 6 shows the learning 
curves of the three neural classifiers during training. 

Table 1. Neural network final training parameters 

Parameters Final Value 

Input layer neurons 900 
Hidden layer neurons 62 

Output layer neurons 2 

Random initial weight range -0.1 to 0.1 
Learning rate 0.09 

Momentum factor 0.45 
Minimum required error 0.001 

Maximum permitted iterations 5000 

Table 2. The three learning schemes and implementation results of ALL-Leukemia 
identification system model 

Learn-
ing 

Scheme

Learning 
Ratio (%) 

Obtained 
Error 

Training 
Time (s) 

Run 
Time (s)

Number of 
Iterations 

LS-I (75:25) 0.0175 38.08 0.721 62 
LS-II (50:50) 0.01798 21.308 1.73 68 
LS-III (25:75) 0.01768 8.01 2.29 34 

 
Upon inspecting the results in Table 2 and Table 3, we could deduce that imple-

menting the neural network under LS-I outperforms implementations under LS-II and 
LS-III. Following LS-I, the highest overall accuracy rate of 90% correct identification 
was achieved together with the least error value of 0.0175 and the fastest run time of 
0.721 second. This indicates that the neural classifier training under LS-I provides the 
most optimal results for this application. 
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Table 3. Correct cell identification accuracy rates 

Learning 
Scheme 

Training Accuracy 
Rate (%) 

Testing Accuracy 
Rate (%) 

Overall Accuracy 
Rate (%) 

NBCa ABCb NBC ABC Training Testing 

LS-I (30/30) 
100 

(30/30) 
100 

(9/10) 
90 (9/10)   90 (60/60) 

100 
(18/20) 

90 

LS-II 
(20/20) 

100 
(20/20) 

100 
(15/20) 

75 
(17/20) 

85 
(40/40) 

100 
(32/40) 80 

LS-III 
(10/10) 

100 
(10/10) 

100 
(22/30) 

73.3 
(23/30) 

76.6 
(20/20) 

100 
(45/60) 

75.1 
a  Normal Blood Cells. b Abnormal Blood Cells 

  
                   (a)              (b)    (c) 

Fig. 6. Learning curves (error convergence) in (a) Scheme I (b) Scheme II, and (c) Scheme III. 

5 Conclusions 

A novel approach to acute lymphoblastic leukemia (ALL) blood cell identification 
was presented. The novelty in this work is not only in using a neural model as a clas-
sifier, but also in considering normal and abnormal (leukemic) blood cells as a whole 
without the need to extract local features. This in turn reduces the computational and 
time costs by avoiding segmentation and local feature extraction from the blood cell 
images. 

The motivation behind this work and the reason for focusing on the ALL blood 
cancer is its increasing occurrence amongst children in conflict zones such as in Iraq. 
Our database contains single blood cell images of both normal healthy cells and  
abnormal ALL-infected cells. The source of our database is a freely available online 
database that contains blood smear microscopic images labeled by expert oncologists 
as normal or abnormal. 

The neural network within this identification system was trained and tested  
following three different learning schemes. These schemes differ in the ratio of the 
number of cells images used for training, against those used for testing or validation. 
The aim of employing different learning schemes is to seek an optimal neural classifi-
er considering the available data and the application. 

The experimental results indicate that such an approach to identifying infected 
blood cells can be successfully employed in real life applications, thus avoiding the 
use of expensive and often unavailable cytometer instruments; in particular in conflict 
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zones. The obtained results under learning scheme LS-I are very encouraging with an 
identification accuracy of 90%, error value of 0.0175, and cell identification run time 
of 0.721 seconds. Further work will focus on developing a model to identify the other 
three common types of leukemia following the same approach. 
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Abstract. The development of accurate models to describe and predict pressure 
inactivation kinetics of microorganisms is very beneficial to the food industry 
for optimization of process conditions. The need for methods to model highly 
nonlinear systems is long established. The architecture of a novel clustering-
based fuzzy wavelet neural network (CB-FWNN) model is proposed. The  
objective of this research is to investigate the capabilities of the proposed 
scheme, in predicting the survival curves of Listeria monocytogenes inactivated 
by high hydrostatic pressure in UHT whole milk. The proposed model is  
obtained from the Takagi–Sugeno–Kang fuzzy system by replacing the THEN 
part of fuzzy rules with a “multiplication” wavelet neural network. Multidimen-
sional Gaussian type of activation functions have been used in the IF part of the 
fuzzy rules. The performance of the proposed scheme has been compared 
against neural networks and partial least squares models usually used in food 
microbiology. 

Keywords: predictive modeling, fuzzy-wavelet neural networks, partial least 
squares regression, clustering. 

1 Introduction 

There has been continued interest in the food industry in using high hydrostatic  
pressure processing as a non-thermal preservation technique. Its primary advantage is 
that it can inactivate microorganisms and certain enzymes at ambient temperature, thus 
avoiding the detrimental effects of cooking temperatures on various food quality 
attributes, such as nutritional value, flavor and taste. However, as foods are frequently 
implicated as carriers of foodborne pathogens, it is important to provide information on 
the effect of high-pressure processing on these micro-organisms. The inactivation of 
micro-organisms by high pressure is well documented; typically, vegetative pathogens 
can be inactivated at a pressure range of 200–700 MPa [1]. The exact mechanism of 
high pressure inactivation has been fully elucidated, but it is generally accepted that 
high pressure results in morphological, genetic and biochemical alterations causing cell 
death due to accumulated damage [2]. Listeria monocytogenes is a ubiquitous  
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foodborne pathogen associated with outbreaks of listeriosis from consumption of  
various food commodities, such as vegetables, dairy products, seafood and meat [3]. 
The pathogen is of great health concern for the food industry, because it is characte-
rized by high mortality rates, especially in pregnant women, neonates, elderly and 
immune-compromised. It is a very hardy micro-organism that can grow over a wide 
range of pH values (4.3 to 9.1) and temperature ranges from 0 to 45°C. The inactiva-
tion of micro-organisms by heat and other processing methods has been traditionally 
assumed to follow first-order kinetics. However, significant deviations from linearity 
have frequently been reported [4]. A number of models have been proposed to describe 
these nonlinear survival curves, such as the Weibull model [5]. 

The aim of the current research study is to investigate the feasibility of utilizing a 
hybrid fuzzy-wavelet-neural network (FWNN) methodology as an alternative to  
classical neural networks in the area of food microbiology. In the proposed clustering-
based fuzzy wavelet neural network (CB-FWNN) a fuzzy subtractive clustering 
(FSC) has been utilized as a “first-stage” process to find out the initial set and  
adequate number of clusters, fuzzy rules and ultimately define the structure in the 
incorporated in the design wavelet neural network (WNN), while multivariate fuzzy 
sets are utilized in the premise part of the CB-FWNN structure. Once the number of 
clusters is defined via the FSC scheme, candidate models representing possible states 
of the structure are clustered using a modified Expectation-Maximization (EM)  
technique during the training. The proposed EM version which is responsible for  
partitioning the data as well as finding the cluster parameters enables a feedback link 
from output error into the clustering process. The obtained clusters are multivariate 
Gaussians (Gaussian Mixture Models - GMM) each with different size and orientation 
from the other. The outputs of the clustering block are the firing strengths multiplied 
by the consequence part of the CB-FWNN structure. CB-FWNN scheme utilizes 
WNNs in the consequent part of each rule, similarly to existing FWNN schemes. 
However in the proposed structure a novel WNN that incorporates an extra multipli-
cation layer as well as a linear combination of weights (MWNN-LCW) has been  
applied [6].  

The overall objective of this study is to design one-step ahead predictive schemes 
to model the survival of Listeria monocytogenes in ultra high-temperature (UHT) 
whole milk during high pressure treatment using the proposed CB-FWNN structure. 
Its performance will be judged against PLS and NN models and an evaluation will be 
made to compare the goodness-of-fit of these model. 

2 Experimental Case 

2.1 Bacterium and Preparation and Pressurization 

Listeria monocytogenes NCTC 10527 from the collection of the Laboratory of Micro-
biology and Biotechnology of Foods, Agricultural University of Athens was used 
throughout this study [7]. The culture was revived by inoculation in 9ml of tryptic soy 
broth supplemented with 0.6% yeast extract and incubation at 30°C for 24 h. Aliquots 
of 3.0ml of sample containing 0.3 ml of cell suspension and 2.7 ml of UHT whole milk 
were transferred in polyethylene pouches and heat-sealed taking care to expel most of 
the air. The pouches were placed in duplicate in each of the six small vessels of the 
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high pressure unit and the system was pressurized at 350, 450, 550 and 600 MPa,  
respectively. The come-up rate was approximately 100 MPa per 7s and the pressure 
release time was less than 3s. Each experiment was repeated twice and duplicate 
pouches were used for each pressure/time combination.   

2.2 Enumeration of Survivors 

Immediately after treatment, pressurized pouches were removed from the vessels and 
their contents were aseptically diluted in ¼ sterile Ringer’s solution. One hundred 
microlitres (100 μl) of at least three serial dilutions were spread-plated in triplicate on 
the non selective Tryptic Soy Agar (TSA) medium supplemented with 0.6% yeast 
extract for the enumeration of L. monocytogenes. The data from the plate counts were 
transformed to log10 values prior to further analysis. 

3 Modeling Using CB-FWNN 

This paper presents a clustering based FWNN that follows an “ANFIS structure” and 
its details are illustrated in Fig. 1. However significant differences against ANFIS 
have been considered in the proposed modeling structure.  In the proposed structure 
instead of a linear function, a novel Linear Combination Multiplication Weight  
Wavelet Neural Network (MWNN-LCW) has been utilized [6]. The specific model 
integrated two learning schemes; Weighted Least Square as well as the classic  
gradient descent (GD) learning algorithms.  

 

Fig. 1. CB-FWNN proposed structure 
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However, GD scheme is characterized by slow convergence training speed. Hence, 
in this study, the scale and translation parameters and local linear model parameters 
which have been randomly initialized at the beginning are optimized by using the 
Extended Kalman Filter (EKF) algorithm. In order to design the CB-FWNN structure, 
we assume initially, that one cluster in the input-output space corresponds to one  
potential fuzzy logic rule. Then the first step in structure learning is the determination 
of the number of fuzzy sets in the universal of discourse of each input variable [8]. In 
this research, the number of clusters are determined by subtractive clustering based on 
the training data as described earlier and remain constant throughout. Once the num-
ber of clusters defined, then the layout of the desired CB-FWNN can be sketched. At 

the consequence section, different scales of wavelet-neurons p
p p
i ix
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for every dimension of the input. Knowing the optimum number of clusters, the num-
ber of different scales which each input dimension is going to be decomposed then 
can be determined, while the known number of clusters could assist in the determina-
tion of the number of fuzzy rules c as well as to the number of unknown parameters 
at the antecedent section. CB-FWNN’s output is formulated as,  
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The conditional density p(y | x) is a mixture of Gaussians functions at the output of 

clustering sub-unit therefore the regression problem is re-formulated also as 
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The final output based on dynamics of the proposed structure is derived by merging 
Eqs. 1 and 2 and have the following form 
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The cluster parameters in this proposed scheme are estimated with the use of Expecta-
tion Maximization algorithm, while the Wavelet Neural Network parameters have 
been modified by Extended Kalman Filter and Weighted Least Square. The choice of 
EM algorithm is justified by the fact that this approach avoids numerical instabilities 
encountered in Gradient Decent algorithm and presents an improved learning  
convergence. 

4 Discussion of Results 

For identification we consider the case where the plant is observable and where input-
output measurements are available. Dependent on the kind of inputs used, either  
parallel or series-parallel models can be utilized [9]. The objective of this study is to 
investigate the feasibility of using a CB-FWNN scheme for the development a series-
parallel model of survival curves of Listeria monocytogenes under high pressure in 
whole milk. 

 

Fig. 2. Illustration of the experimental data and survival curves 

The survival curves of Listeria monocytogenes inactivated by high hydrostatic  
pressure were obtained at seven pressure levels (350, 400, 450, 500, 550 and 600 MPa) 
in UHT whole milk, as shown in Fig. 2. Interestingly, the shapes of the survival curves 
that follow those experimental data change considerably depending on the treatment 
pressure levels. Small data set conditions exist in many fields, including food analysis. 
It is hard to catch the pattern of high order non-linear functions by a standard  
feed-forward neural network-like scheme with small sample sets, since they have 
shown weakness in providing sufficient information for forming population patterns. 
Inspired by the way the RBF network approximates a nonlinear function through 
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Gaussian local-basis functions, we have employed such a network to each “survival 
curve” defined from the experimental data. Hence, for each pressure level case, an 
RBF network has been associated with. Each “continuous survival curve” has been 
verified against the real experimental samples. Based on these continuous datasets, the 
capabilities of the proposed CB-FWNN architecture has been verified as a one-step-
ahead prediction system. Comparative studies have been conducted with the utilization 
of Multilayer NN (MLP) and PLS models. Pressure levels of 400 MPa and 500 MPa 
have been used as testing datasets, while the remaining levels as training ones. The 
performance against the unknown 400MPa and 500MPa curves is illustrated in Figs. 3 
and 4 respectively.  
 

 

Fig. 3. CB-FWNN’s performance in the 400 MPa 

Results showed that the CB-FWNN was very effective in predicting the response of 
the pathogen, implying that although the CB-FWNN has been trained on different 
survival curves, it has managed to learn the underlying process with high accuracy. 

In a similar way, an MLP neural network using the classic back-propagation  
learning algorithm was constructed with the same input structure as CB-FWNN. 
Through trial and error, eventually two hidden layers with 12 and 8 nodes respectively 
have been employed. The learning algorithm was responsible for the network's slow 
convergence, which took approximately 30,000 epochs. Figs. 3 and 4 illustrate the 
MLP performance for both testing survival curves. 

Like CB-FWNN and MLP, the PLS regression model was constructed to anticipate 
the dynamic nature of the specific problem, by including past values of the Listeria 
counts as inputs. The calculated by XLSTAT software, equation has the following 
form 

1 1 2

3 4 5 6

0 1646857 0 000172 0 0055

    0 0055 0 0055 0 955 1 9412

Y . . X . X

. X . X . X . X

= − −

− − − +
(5)
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Figs. 3 and 4 illustrate the PLS performance for both testing survival curves. With 
regard to the assessment of the quality of the overall model predictions various statis-
tical criteria were calculated at all the tested validation experiments. 

 

Fig. 4. CB-FWNN’s performance in the 500 MPa 

5 Conclusions 

In conclusion, the survival curves of L. monocytogenes in UHT whole milk could have 
different shapes depending on the treatment pressure levels. The development of  
accurate mathematical models to describe and predict pressure inactivation kinetics of 
microorganisms, such L. monocytogenes should be very beneficial to the food industry 
for optimization of process conditions and improved dependability of HACCP  
programs. In this research study we have applied a fuzzy-wavelet neural network, and 
validated it in a series-parallel identification scheme for the modeling of the Listeria 
monocytogenes survival/death curves. Results and comparison with other methods 
have revealed a very good accuracy which was accompanied with a high speed training 
process. Future research will investigate the possibility of engaging the proposed 
scheme in a parallel-mode architecture, while it would interesting to consider the  
modeling of the combined effect of high hydrostatic pressure and mild heat on the 
inactivation kinetics of Listeria. 
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Abstract. This paper presents the simulation and learning of soft
tissue temperature dynamics when exposed to laser radiation. Monte
Carlo simulation is used to represent the photon distribution in the tis-
sue while machine learning techniques are used to obtain the mapping
from controllable laser inputs (power, pulse rate and exposure time) to
the correspondent changes in temperature. This model is required to
predict the effects of laser-tissue interaction during surgery, i.e., tissue
incision depth and carbonization.

Keywords: Laser-tissue interaction, Temperature dynamics, Nonlinear
regression

1 Introduction

Lasers are employed in a number of surgical specialties as cutting tools. Their
use has gained popularity in those procedures where high-quality incisions are
needed, e.g., in surgery of the vocal folds [1]. The quality of an incision en-
compasses the accuracy for both, depth and length of the cut executed by the
surgeon. With respect to traditional surgery, where such a quality relies mainly
on the surgeon’s ability to handle the scalpel and on his/her delicate sense of
touch, laser surgery requires a different type of dexterity. Improper use of the
laser may result in harmful and undesired effects, such as carbonization [2]. In
order to automatically supervise such effects, the interaction between laser and
tissue must be modeled.

When tissue is irradiated with a laser beam molecules are promoted to an ex-
cited state due to the absorption of photons. Excited molecules collide with some
partner in the surrounding medium and these collisions lead to both, the deac-
tivation of the excited molecules and the increasing of the kinetic energy in the
partners [2]. Tissue temperature rises microscopically because of the transfer of
energy, in the form of heat, from photons to tissue. As tissue is composed mostly
of water, at 100◦C water molecules start to vaporize and the resulting ablation is
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Fig. 1. Tissue Geometrical Model

called thermal decomposition [2]. Thus, cutting tissue can be roughly described
as boiling water. Change in local temperature is the significant parameter during
ablation by vaporization [2].

Here we propose to create a model of temperature dynamics in order to pre-
dict the consequences of laser radiation on soft-tissue. Despite analytical models
have been extensively studied [2], the use of such models to predict the effects
of laser radiation during real surgery seems inadequate. We envisioned a model
similar to the internal mapping done by surgeons. Certainly, surgeons do not
solve the very complex differential equations that govern the dynamics of tissue
temperature, instead they use a different set of input variables, extracted from
visual information, allowing them to interpret the state of the laser-tissue inter-
action and predicting the outcome of their actions. The experience and skills of
the surgeons allow them to intrinsically establishes how likely carbonization is
and to supervise incision depth and thereby to decide the actions to perform.

In order to obtain this mapping, a regression between high level actions and
changes in temperature is proposed. The behavior of temperature when tissue is
being exposed to a laser can be simulated using numerical methods and therefore
providing sufficient data to complete the regression. This paper describes the
simulation process and the use of the output data to learn the tissue temperature
dynamics.

2 Tissue Temperature Model

2.1 Analytic Model

A cylindrical reference system (r, z, θ) is used to describe the tissue geometry.
As shown in Fig.1, the longitudinal axis z is coincident with the direction of
propagation of the laser and the origin is the intersection between such axis and
the tissue surface. A circular laser beam is applied onto the top of the tissue.
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The analytic model of the tissue temperature dynamics [2] is given by,

Ṫ (r, z, t) = β

(
∂2

∂r2
+
∂2

r∂r
+
∂2

∂z2

)
T +

1

ργ
Q, (1)

where β is the tissue temperature conductivity, ρ is the tissue density and γ is
the tissue heat capacity. The rate of heat generation Q represents the source of
heat provided by the laser. Unfortunately, exact solution of Eq. (1) is complex
[2] and it involves several approximations and assumptions.

2.2 Discrete Representation

The tissue volume is discretized using a grid with constant increments (Δr =
0.025 mm, Δz = 0.025 mm and Δθ = 1/30 rad). A single volume element is
shown in Fig 2.

Fig. 2. Detail of volume elements

Definition I Let us define T as the set representing the temperature of a certain
tissue volume, composed by N elemental volumes such that,

T =
⋃

n∈{1,...,N}
T n, (2)

where T n represents the temperature of a single elemental volume centered at a
given radius (r), angle (θ) and depth (z).

Given that, as already suggested by Eq. (3), temperature dynamics is inde-
pendent of the angular dimension, angular symmetry can be assumed. Tissue
temperature is completely described given a single sample of the angular grid.

Definition II Le us define T ∈ RI×J as the temperature matrix that completely
describes T . Where I = Z/Δz, J = R/Δr and N = I × J × (2π/Δθ)

The goal is to find a discrete model for the time evolution of the tissue tem-
perature (i.e., temperature dynamics), which is given by

Tk+1 = f(Tk,uk), (3)

where Tk is the temperature at time t = k · Δt and u is a vector representing
the independent variables affecting the state of the system. The output of the
model is the estimated variable, i.e., the temperature in the next sample time,
(Tk+1). Input variables must include enough information to predict the output.
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Therefore, the state of the variable being supervised has been included (Tk).
Moreover, based on the mathematical relations revised in previous sections, we
can assume that, given a certain type of tissue and a set of laser properties like
laser type and beam size and profile, changes in temperature are driven by the
laser power (P ) and length of the pulse duration (τ), i.e.,

uk = [P τ ]T . (4)

Known and constant sample time (Δt) is also assumed in Eq. (3). We hypothesize
that a single function can be used to map the inputs to the prediction of the
temperature in any point (r, z) of the tissue volume.

Hypothesis. There exists a unique function, h, such that,

T i,j
k+1 = h(Tk,uk, i, j)� (5)

The mapping proposed in Eq. (5) is clearly nonlinear, as the influence of u is not
proportional with respect to the location of the volume element. Moreover, as
suggested in Eq. (1), the proportion of the changes in temperature due to heat
transportation, i.e., those that take into account temperature in the surroundings
of the elemental volume of interest, also vary with respect to the position of it.

The assumptions presented in the description of Eq.(3), together with the
required approximation for the initial temperature T0, restrict the use of the
model only to similar types of laser and tissues as well as similar environmental
conditions. Despite more complex models may be envisioned, this model will
allow to validate the proposed methodology and will orient more ambitious ob-
jectives. Besides, note that for this model no motion of the laser is considered
and the laser application point is assumed to remain constant with respect to
the tissue volume.

Nonlinear function approximation methods can be used to find the hypoth-
esized function from data. A set of samples of the input and output variables,{
Tl

k+1, [T,u]
l
k

}m

l=1
is used to approximate such relation using a Statistical based

nonlinear function approximation method known as Locally Weighted Projection
Regression (LWPR)[3,4].

LWPR was selected as supervised learning algorithm as it is considered the
state of the art in statistical nonlinear regression. This algorithm allows to
learn nonlinear functions where there are large amounts of training data and
high dimensional input spaces, it is also incremental, therefore new data can be
included, allowing the model to adapt to changing circumstances [3].

3 Simulated Laser Tissue Thermal Interaction

This section describes the simulation of the dynamics of temperature across a
given tissue volume while it is exposed to a laser beam. Simulation of temperature
dynamics is obtained through a two-step process, as suggested in [5,6]. First a
statistical model describing how the power delivered by the laser is spatially
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distributed across the tissue volume is required. Next, such distribution is used
to solve Eq. (1) in order to obtain a model of temperature dynamics. The spatial
distribution of power is represented in terms of a probability distribution function
named Photon Absorption Probability (PAP), which is computed by means of a
Monte Carlo Method [5]. Temperature dynamics is obtained expressing the rate
of heat generation Q in terms of the PAP and solving equation Eq. (1) using a
Finite Difference Method [5].

3.1 Monte Carlo Photon Propagation

A Monte Carlo method is used as implemented in [5,7]. The laser beam is as-
sumed to be made up of a large number Np of photons, each propagating inde-
pendently of one another. The motion pattern of photons is described by means
of three random variables, namely a step size (s), a rotation angle ϕ and a
deflection angle θ [5]. The step size is defined as

s =
− ln(ζ)

μa + μs
, (6)

where ζ is a random variable uniformly distributed in the interval (0, 1) the
rotation angle ϕ is also a random variable uniformly distributed in the interval
(0, 2π) the deflection angle θ is characterized by the probability distribution of
the direction cosine cos θ

p(cos θ) =
1− g2

2(1 + g2 − 2 g cos θ)
3
2

, (7)

where the anisotropy factor g represents the expected value of cos θ. Values for
the direction cosine are obtained through inverse transform sampling. Such a
technique allows to express a random variable χ, of given probability distribution
p(χ), in terms of another random variable ξ, uniformly distributed between 0
and 1. Thus, solving for χ given its cumulative distribution function, i.e.,∫ x

−∞
p(χ)dχ = ξ. (8)

Applying inverse transform sampling to Eq. (7) results in

cos θ =

{
1
2g

[
1 + g2 − ( 1−g2

1−g+2gξ )
]
, if g 	= 0

2ξ − 1, if g = 0
. (9)

The simulation proceeds as follows. Each photon crosses the tissue surface and
propagates a certain step size s, with a rotational angle ϕ and a deflection angle
θ, reaching an interaction site within the tissue volume. Every time a photon
reaches an interaction site, it drops part of its energy represented by its weight,
w, according to the relation
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Δ w =
μa

μa + μs
w, (10)

where μa and μs are the tissue absorption and scattering coefficients respec-
tively [5]. The weight loss is absorbed by the discrete volume of tissue where
the interaction site is located. A photon propagates a certain number of steps,
progressively decreasing its weight, until one of the following conditions occur,
leading to its termination:

– reflection: the photon escapes out of the tissue volume
– low weight: the photon’s weight falls below a certain threshold wt, thus

any further propagation step will bring little additional information; in this
case, a variance reduction technique, named Russian Roulette [7], is used: the
photon is given a chance in m to survive; if it does, its weight is multiplied
by m, otherwise it is terminated

Once all photons have been terminated, the PAP is computed out of the tissue
geometry. Cylindrical symmetry is assumed, i.e. the amount of energy absorbed
by a specific volume element is assumed to be dependent just on its depth within
the tissue and its radial distance from the point of application of the laser. For
this reason, the PAP is computed as a 2D matrix, out of a single cylindrical
sector, representing the distribution of power density across the tissue volume
as a function of depth z and radius r, i.e. PAP (r, z).

3.2 Finite Difference Method

Eq. (1) can be rewritten as

ΔT (r, z, t) +
Q

β
=
ργ

β

∂T (r, z, t)

∂t
(11)

where Δ represents the Laplacian operator. The rate of heat generation Q can
be estimated using the following [5],

Q = PAP (r, z) ∗ P (12)

where P is the laser power.
A Finite Difference Method, Forward Euler Integration, is used to find a nu-

merical solution to Eq. (11). The method discretizes time into regular intervals
Δt solving the matrix Tk ∈ RI×J , for each discrete time step k. Given the initial
temperature T 0, all the successive values of T k are computed using the following
relation

T k
i−1,j − 2T k

i,j + T k
i+1,j

(Δr)2
+

1

iΔr

T k
i+1,j − T k

i−1,j

2Δr
+
T k
i,j−1 − 2T k

i,j + T k
i,j+1

(Δz)2
+
Qk

i,j

β
=

ργ

β

T k+1
i,j − T k

i,j

Δt
(13)
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which is the same as Eq. (11), where all the derivatives have been replaced by
their difference quotients. Here, T k

i,j denotes the element of the i-th row and the

j-th column of matrix Tk, i.e. the value of temperature for the discrete volume
element located at radius i and at depth j at time k ·Δt.

Eq. (13) cannot be used for volume elements lying on the boundaries, as some
of the terms would account for contributions from non-existing neighbours. Such
terms must be replaced in order to take into account temperature variation due
to heat exchange with the external environment. According to [5], a Neumann
boundary condition can be used to this purpose, e.g. for a volume element lying
on the top surface of the cylinder, the spatial contribution for the temperature
variation is modeled as

∂T

∂z
= −h (Ti,j − T∞)

ργβ
(14)

where h is a convection constant. Similar conditions apply to the other
boundaries.

Finally, solving Eq. 13 requires to choose the values of the initial temperature
T 0, the temperature of the environment T∞ and the time step Δt. For the sake
of simplicity, both initial temperature of tissue and environmental temperature
are assumed to be 37◦C. Care must be taken in the choice of Δt, to ensure
convergence of the integration method. The range of acceptable values is limited
by the following relation [5]:

Δt ≤ 1

4

(Δr)2

β
. (15)

3.3 Simulation of Temperature Dynamics

Herewe present the simulation involving a piece of tissue 0.25mmhigh and 0.5mm
wide, being irradiated by a CO2 surgical laser [2]. The full set of parameters used
for the simulation model is reported in Table 2. Input variables are summarized
in Table 1.Within the beam, photons have been arranged in concentric circles, in
order to obtain a flat beam profile [5]. Fig. 3 shows an example of the simulation, it
shows the distribution of temperature across the tissue volume after 4 seconds of
laser exposure, using a power of 0.5W and a pulse time of 0.2s. The temperature
of the top of the tissue reaches 110◦C. Fig. 4, shows the simulated temperature
dynamics, recorded at various depths into the tissue: temperature on the surface
has risen more rapidly compared to the rest of the tissue, due to the strong
heat contribution from the laser beam. Temperature increase in deeper tissue
volumes has been dominated by heat exchange phenomena, thus leading to a
slower dynamics.

4 Learning Temperature Nonlinear Dynamics

A total of 200 laser interactions were simulated for the generation of the training
data set. Each simulation has a randomly selected duration of laser exposure
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Fig. 3. Top and section view of temperature distribution

Fig. 4. Temperature at various depths during laser irradiation

and equal amount of time for temperature evolution without the presence of the
laser (P=0W), i.e., the process of cooling down was also simulated. The training
data was generated using diverse pulse rate given a fixed power (P=2W), i.e.,
diverse effective fluence rate. Four types of pulse rates were considered (τ =
0.0, 0.1, 0.2, 0.5), 50 experiments were simulated for each pulse rate.

Each experiment consists of a sequence of K matrices (as the one shown in
Fig. 3), representing the time evolution of the temperature (Tk) in a slice (lateral
view) of the tissue cylindrical model. These sequences of tissue temperatures are
used to generate the input (x) and output (y) vectors required for the supervised
learning method. Here we describe its components in more detail, that is,

x =
[
T k
i,j T

k
i+1,j T

k
i−1,j T

k
i,j+1 T

k
i,j−1 i j F

k
]T

y = T k+1
i,j

(16)

where F represents the fluence rate at instant k. Such fluence incorporates the
power and pulse rate information, which are the independent variables (uk)
proposed in previous sections. Note that the information of the current state
of the tissue temperature, required for the estimation of the change, has been
reduced to the temperature of the volume of interest Ti,j and the one of its
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Table 1. Input Variables

Symbol Name of Parameter Allowed Values

P Power 1 to 5 W
τ Pulse Time 0.1, 0.2 or 0.5 s
t Exposure time 0 to 5 s

Table 2. Parameters used in the simulation

Symbol Name of Parameter Value

μa Absorption Coefficient 714.6 cm−1

μs Scattering Coefficient 10 cm−1

g Anisotropy factor 0.9
ρ Density 1.07 g/cm3

β Temperature Conductivity 0.0015 cm2 / s
γ Specific Heat Capacity 3.4 J / (g ◦C)
h Heat Transfer Coefficient 0.000433 W / (cm2 ◦C)
Δr Radius of a Volume Element 0.025 mm
Δz Depth of a Volume Element 0.025 mm
Δθ Amplitude of a Volume Element 1/30 rad
br Beam Radius 0.25 mm
N Number of Photons 50000
wt Weight Threshold 0.0001
m Chance to survive the Russian Roulette 2

surroundings. This is in order to avoid unnecessary information that it is known
to be less relevant or redundant.

The learning process uses a total of 627120 samples and the obtained model
presents a normalized mean square error (nMSE) of 3.7% against the learning
data set. The validation data set, with 176880 samples, presents a nMSE of 4.3%.

These results demonstrate that given a temperature of a volume element to-
gether with the temperature of its surroundings and the fluence rate being trans-
ferred from the laser, the learned model is able to estimate the temperature for
such volume in the next time step.

4.1 Analyzing Model Response

Besides verifying standard learning and validation errors, further tests and anal-
ysis are necessary in order to verify the quality of the model. The consistence of
the model, as a dynamical system, must be tested recursively using its predic-
tion as input for the next estimation. Convergence of the predicted temperature
with respect to laser-tissue simulations is expected. Fig. 5 presents a comparison
of the temporal response of the learned system with respect to the reference
dynamics for diverse inputs. For the case of continuous laser mode (CM) (see
Fig. 5(a)), the learned model accumulate a nMSE = 4.2% while for the case of
pulsed laser mode (see Fig. 5(b)) the nMSE = 3.74%.
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(a) Continuous Mode (b) Pulsed Mode

Fig. 5. Temperature dynamics at the center of the tissue at the surface (T1,1), and at
z = 0.025mm, (T1,2) for continuous/pulsed type of laser modes. Time response of the
reference (blue) and learned (red) models are shown.

(a) P = 2W , CM, T∞ = 40 (b) P = 2W , τ = 0.5s, T∞ = 40

(c) P = 2W , τ = 0.4s, T∞ = 37 (d) P = 4W , τ = 0.5s, T∞ = 37

Fig. 6. Temperature dynamics against diverse tests

Moreover, besides analyzing the response to new input vectors, we take the
test of the system to an application level, and verify its behavior to diverse surgi-
cal situations. Fig. 6(a) and 6(b) present the time response of tissue temperature
given a different initial and room temperature (T∞ = 40), which had been as-
sumed to be constant for the learning process. It can be seen that the model is
robust to this change with nMSE = 4.4% for the continuous laser mode, while
nMSE = 4.0% for the pulsed laser mode. It can be observed that the tissue at
the surface (j = 1) gets more affected by the change in room temperature than
tissue at (z = 0.025mm, j = 2). Another interesting test is to apply a different
pulse rate for laser modulation. As presented in Fig. 6(c), no significant changes
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occur. Finally, the model is tested with a different power, Fig. 6(d) shows that
the model is not able to reproduce the behavior of the system of reference. De-
spite the dynamics is similar, the absolute values of temperature are not correctly
followed. This clearly establish the need of improve the model in order to allow
the estimation given diverse input power.

5 Conclusion

These results demonstrate that given a temperature of a volume element together
with the temperature of its surroundings and the fluence rate being transferred
from the laser, the learned model is able to estimate the temperature for such
volume in the next time step.

The assumptions presented in this work restrict the use of the model only to
similar types of laser and tissues as well as similar environmental conditions. De-
spite more complex models may be envisioned, this model will allow to validate
the proposed methodology and will orient more ambitious objectives.
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Abstract. Detection of Alzheimer’s disease based on Magnetic
Resonance Imaging (MRI) still is one of the most sought goals in the
neuroscientific community. Here, we evaluate a ensemble of classifiers
each independently trained with disjoint data extracted from a partition
of the brain data volumes performed according to the 116 regions of the
Anatomical Automatic Labeling (AAL) brain atlas. Grey-matter prob-
ability values from 416 subjects (316 controls and 100 patients) of the
OASIS database are estimated, partitioned into AAL regions, and sum-
mary statistics per region are computed to create the feature sets. Our
objective is to discriminate between control subjects and Alzheimer’s
disease patients. For validation we performed a leave-one-out process.
Elementary classifiers are linear Support Vector Machines (SVM) with
model parameter estimated by grid search. The ensemble is composed of
one SVM per AAL region, and we test 6 different methods to make the
collective decision. The best performance achieved with this approach is
83.6% accuracy, 91.0% sensitivity, 81.3% specificity and 0.86 of area un-
der the ROC curve. Most discriminant regions for some of the collective
decision methods are also provided.

1 Introduction

Alzheimer’s Disease (AD) is one of the most important causes of disability in
the elderly and with the increasing proportion of elderly in many populations,
the number of dementia patients will rise also. Due to the socioeconomic im-
portance of the disease in occidental countries there is a strong international
effort focus in AD. In the early stages of AD brain atrophy may be subtle and
spatially distributed over many brain regions, including the entorhinal cortex,
the hippocampus, lateral and inferior temporal structures, as well as the anterior
and posterior cingulate.

Machine learning methods have become very popular to classify functional
or structural brain images to discriminate them into two classes: normal or a
specific neurodegenerative disorder [1]. The development of automated detec-
tion procedures based in Magnetic Resonance Imaging (MRI) and other medical
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imaging techniques [2] is of high interest in clinical medicine. It is important
to note that these techniques are aimed to help clinicians with more statistical
evidence for the diagnosis, it is not intended to substitute any other existing
diagnosis procedure.

Most published classification methods working on MRI data train a single clas-
sifier. However, it is challenging to train only a global classifier that can be robust
enough to achieve good classification performance, mostly due to noise and small
sample size of neuroimaging data. Other studies using ensemble of classifiers on
brain anatomical MRI can be found in the literature. In [3] they propose a clas-
sification method via aggregation of regression algorithms fed with histograms
of deformations generated from the Open Access Series of Imaging Studies
(OASIS) database obtaining a 0.04 test error rate. Another study shows a local
patch-based subspace ensemble method which builds multiple individual classi-
fiers based on different subsets of local patches with the sparse representation-
based classifier obtaining an accuracy of 90.8% on the ADNI database [4]. In [5]
subsets of ranked features from neuroimaging data are used to in an ensemble of
linear Support Vector Machine (SVM) classifiers obtaining 0.94 of Area Under
the Receiver Operating Characteritic (ROC) Curve (AUC) when detecting a AD
patients vs. control subjects.

In this paper we use modulated Grey-Matter (GM) maps partitioned accord-
ing to the regions from the Automatic Anatomical Labeling (AAL) atlas to
create datasets of statistical features of these GM maps within each of these
regions for each subject. These datasets are put into a leave-one-out with grid
search process for classifier validation. After that, an ensemble collective deci-
sion is made in order to obtain a classification result. We report the results of
an ensemble of linear Support Vector Machine (SVM) classifiers.

Section 2 gives a description of the subjects selected for the study, the image
processing, feature extraction details, cross-validation and classifier algorithms.
Section 3 gives the classification performance results and in section 4 we provide
conclusions of this work and further research suggestions.

2 Materials and Methods

In summary the procedure we have followed in this work was: (1) segment the
subjects in 3 tissue volume estimation maps, (2) nonlinearly register each sub-
ject to the MNI template, (3) calculate the Jacobian determinant of the cor-
responding displacement fields, with this, (4) modulate the GM partial volume
estimation maps. (5) Extract from the GM voxels inside each region of interest
(ROI) in the AAL atlas a set of statistical values and finally, (6) use the feature
set of each ROI in a leave-one-out classification procedure with parameter grid
search. In figure 1 we show a pipeline of the experiment procedure.

The implementation of the feature extraction, classification and result mea-
sures have been done in Python with scikit-learn [6]. The source code and prepro-
cessing scripts are freely available for download in
http://www.ehu.es/ccwintco/index.php/Usuario:Alexsavio. The data can also
be shared through an email to the corresponding author.

http://www.ehu.es/ccwintco/index.php/Usuario:Alexsavio
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Fig. 1. Flow diagram of the feature extraction and ensemble of classifiers

2.1 Data

In this study we use all the subjects of a public available brain MRI database,
the first Open Access Series of Imaging Studies (OASIS) [7]. These subjects
were selected from a larger database of individuals who had participated in MRI
studies at Washington University, they were all right-handed and older adults
had a recent clinical evaluation. Older subjects with and without dementia were
obtained from the longitudinal pool of the Washington University Alzheimer
Disease Research Center (ADRC). This release of OASIS consists of a cross-
sectional collection of 416 male (119 controls and 41 patients) and female (197
controls and 59 patients) subjects aged 18 to 96 years (218 aged 18 to 59 years
and 198 subjects aged 60 to 96 years). Further demographic and image acquisi-
tion details can be found in [7].

This database includes at least 3 raw anatomical MP-RAGE images from
each subject as well as post-processed images: (a) corrected for inter-scan head
movement and rigidly aligned to the Talairach and Tournoux space [8], (b) trans-
formed to a template with a 12-parameter affine registration and merged into
a 1-mm isotropic image, (c) skull-stripped and corrected for intensity inhomo-
geneity and (d) segmented by tissue type. To carry out our experiment we have
started with the volumes from (c).

2.2 Preprocessing

The spatial normalization of each subject of the database is performed with the
FMRIB Software Library (FSL) FNIRT [9]. A four step registration process with
increasing resolution and a scaled conjugate gradient minimization method has
been performed using the default parameters, nearest neighbour interpolation
and the standard Montreal Nationa Institute (MNI) brain template.

In this registration process the subject S is nonlinearly registered to a tem-
plate T , and a displacement vector −→u (−→r ) is obtained such that S (−→r −−→u )
corresponds with T (−→r ), where −→r denotes the voxel location. The Jacobian
matrix in this case describes the velocity of the deformation procedure in the
neighboring area of each voxel and it is defined by
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Ji =

⎛
⎝

∂(x−ux)/∂x ∂(x−ux)/∂y ∂(x−ux)/∂z
∂(y−uy)/∂x ∂(y−uy)/∂y ∂(y−uy)/∂z
∂(z−uz)/∂x ∂(z−uz)/∂y ∂(z−uz)/∂z

⎞
⎠ . (1)

The determinant of the Jacobian matrix is the most commonly used scalar mea-
sure of deformation for tensor-based brain morphometry analyses (TBM) [10].
The determinant of the Jacobian matrix Ji is commonly used to analyze the
distortion necessary to deform the images into agreement. A value det (Ji) > 1
implies that the neighborhood adjacent to the displacement vector in voxel i
was stretched to match the template (i.e., local volumetric expansion), while
det (Ji) < 1 is associated with local shrinkage.

Apart, we segment the subjects with FSL FAST [11] into 3 volumes with esti-
mation maps of brain tissues: grey (GM) and white (WM) matter and cerebral-
spinal fluid (CSF). In this case we are interested in the GM maps, which we
multiply by the Jacobians from the non-linear registration in order to get a
modulated GM map in the standard MNI space. Subsequently these maps are
smoothed with a 2mm Full-Width Half-Maximum (FWHM) Gaussian filter and
used for feature extraction. A visual check has been performed for all images in
every processing step carried out in this experiment.

2.3 Feature Extraction

The Automatic Anatomical Labeling (AAL) atlas [12] is used to partition the
GM maps into 116 brain anatomical regions. In this study we extract of each
AAL anatomical region from each subject GM map 7 statistical measures: the
maximum voxel value, the minimum, the mean, the variance, the median, the
kurtosis and the skewness. Resulting in 116 sub-datasets of 416 subjects with 7
features each. One classifier for each of these, together, perform as an ensemble.

2.4 Support Vector Machines

The Support Vector Machine (SVM) [13] algorithm used for this study is in-
cluded in the libSVM software package [14][6]. Given training vectors xi ∈
Rn, i = 1, . . . , l of the subject features of the two classes, and a vector y ∈ Rl

such that yi ∈ {−1, 1} labels each subject with its class, in our case, for example,
patients were labeled as -1 and control subject as 1. To construct a classifier, the
SVM algorithm tries to maximize the classification margin. To this end it solves
the following optimization problem:

min
w,b,ξ

1

2
wTw + C

l∑
i=1

ξi (2)

subject to yi(wTφ(xi)+ b) ≥ (1− ξi), ξi ≥ 0, i = 1, 2, . . . , n. The dual optimiza-
tion problem is

min
α

1

2
αTQα− eTα,
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subject to yTα = 0, 0 ≤ αi ≤ C, i = 1, . . . , l, where e is the vector of all ones,
C > 0 is the upper bound on the error, Q is an l× l positive semi-definite matrix,
Qij ≡ yiyjK(xi,xj), and K(xi,xj) ≡ φ(xi)

Tφ(xj) is the kernel function that
describes the behavior of the support vectors. Here, the training vectors xi are
mapped into a higher (maybe infinite) dimensional space by the function φ(xi).
C is a regularization parameter used to balance the model complexity and the
training error.

The option we choose to address the problem with the optimization function
when unbalanced datasets are present is to adjust a weight for each class with a
value inversely proportional to class frequencies. This converts the optimization
equation 2 into:

min
w,b,ξ

1

2
wTw + uyC

l∑
i=1

ξi, (3)

where uy is the weight value for a given class y.
The chosen kernel function results in different kinds of SVM with different

performance levels and the choice of the appropriate kernel for a specific appli-
cation is a difficult task. In this study we only tested for a linear kernel, another
kernel type and its parameter values in the grid search increased exponentially
the experiment computation time.

2.5 Cross-Validation and Parameter Grid Search

A leave-one-out cross-validation is carried out to calculate the results. In each
validation fold, one subject is kept out, a grid search through classifiers parame-
ters is performed against the training set and the kept out subject is then tested
against the previously trained classifier with best performance in the grid search.
In this grid search we perform a 3-fold cross-validation against the training set
using each possible combination of parameter values. The parameter value grid
for SVM was C in [1e− 3, 1e− 2, 1e− 1, 1, 1e1, 1e2, 1e3].

2.6 Ensemble Decisions

After obtaining the result from all the classifiers in the ensemble we have to make
an aggregate decision to have only one class decision. Here we test 6 ensemble
majority voting decision criteria using (1) all of the ROI classifiers, the 20 with
best average (2) training AUC and (3) training F1-score, (4) an a priori set
of temporal brain regions and hippocampus only in the left hemisphere known
to be affected by AD, (5) another set of brain regions which include temporal
and parietal areas of the brain, cingulum, insula and hippocampus from both
hemispheres and (6) the same previous set of regions plus frontal lobe regions.
In figure 2 we show the regions included in each of these a priori ROI maps.
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Fig. 2. Slices of the MNI standard template showing the a priori maps of affected
regions in the left temporal area (left), corresponding to mild AD (middle) and to
normal AD (right) used for ensemble decision.

3 Results

In this section we present the linear kernel SVMs performance using the leave-
one-out cross-validation. We report accuracy ((TP + TN) /N), sensitivity
(TP/ (TP + FN)), specificity (TN/ (FP + TN)) and area under the ROC curve
(AUC) [15] for each ensemble decision. In table 1 we show the classification
performance of the ensemble with linear SVMs.

Table 1. Support Vector Machine accuracy, sensitivity, specificity and ROC area of
the leave-one-out cross-validation classification results.

Accuracy Sensitivity Specificity AUC
Majority Voting 83.6 75.0 86.4 80.7
Best 20 Training AUC 83.6 91.0 81.3 86.2
Best 20 Training F1-score 83.2 90.0 81.0 85.5
Left Hem. AD ROIs 82.4 81.0 82.9 81.9
Mild AD ROIs 82.0 74.0 84.5 79.9
Normal AD ROIs 83.2 79.0 84.5 81.7

The best classification performance is obtained using the majority voting of
the 20 highest training AUC classifiers.

We performed the same experiments using Decision Trees (CART) [16] and
Random Forests [17], and also against other deformation measures as the Jaco-
bian determinant and trace, displacement vector magnitude and geodesic
anisotropy, more detailed in [18]. Nevertheless we did not obtain in any of them a
sensitivity measure > 70%, which led us to discard those results. The parameter
grid search values used for CART was criterion Gini or Entropy and maximum
depth [None, 10, 20, 30], and for the RF we tested for number of estimators in
[3, 5, 10, 30, 50, 100] and maximum number of feature to consider for best split
[N ,
√
N , log2(N), automatic, 1, 3, 5, 7], where N is the number of features.
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3.1 Discriminant ROIs

In figure 3 we show the 20 regions that have obtained best training AUC and
F1-score during the leave-one-out. Most of the ROIs coincide with the manually
selected ROIs, mainly with left hemisphere ROIs and frontal lobes.

Fig. 3. Slices of the MNI standard template where the 20 best training AUC (left) and
F1-score (right) ROIs are colored.

4 Conclusions

In this paper we report classification results of an ensemble of SVM classifiers
against GM data partitioned with the AAL atlas. The sample is the complete
cross-sectional OASIS database. For each subject, the modulated GM data is
partitioned into 116 regions and 7 statistical values from each are used as fea-
ture vectors. The results are in agreement with most of our previous classification
experiments [1,18,19]. Although classification approaches using whole-brain fea-
tures showed better performance.

It was of our interest to see the performance of the experiments which used a
priori knowledge ROI maps against those experiments with supervised methods
of feature selection. Unsupervised feature selection methods will most probably
show worse classification performance than those which are supervised, but lead
to more generalized systems and less fitted to the experimental database. We
are aware that registration and segmentation errors can lead to biases in the
accuracy of the classifiers. In addition, atrophy in brain structures can be inter-
preted as a late stage of AD and functional MRI could be used instead to detect
previous stages of the disease. As future work we will be trying to successfully
apply ensembles to deformation features, but we could also find more interesting
approaches including functional MRI data.

Acknowledgments. We thank the Washington University ADRC for mak-
ing MRI data available. This work has been supported by the MICINN grant
TIN2011-23823.
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Abstract. In this paper, we compare the performance of two different
methods for the task of electrooculogram saccadic points classification in
patients with Ataxia SCA2: Multilayer Perceptrons (MLP) and Random
Forest. First we segment the recordings of 6 subjects into ranges of sac-
cadic and non-saccadic points as the basis of supervised learning. Then,
we randomly select a set of cases based on the velocity profile near each
selected point for training and validation purposes using percent split
scheme. Obtained results show that both methods have similar perfor-
mance in classification matter, and seems to be suitable to solve the
problem of saccadic point classification in electrooculographic records
from subjects with Ataxia SCA2.

Keywords: eog signals, multilayer perceptron, random forest, saccades,
ataxia sca2.

1 Introduction

Electrooculography is a common technique for measuring eye movements due
its affordability and its accuracy. In the Centre for Research and Rehabilitation
of Hereditary Ataxias (CIRAH) of Cuba, this technique is used for monitoring
of patients with hereditary ataxias. Specifically, saccadic eye movements have
an special interest for the researchers of this disease. This is because many pa-
rameters calculated from eye movements are affected by the evolution of this
disease [1].

Saccades are a kind of eye movements, according [2] are rapid jerk-like move-
ments of the eyes that direct the gaze to a new location, and ballistic movements
in the sense of their duration. Saccadic points are those where the saccade begins
and ends, but there is no unified criterium about where exactly begins or ends
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a saccade. Currently the identification of these points is performed by manual
means by experts in the area or automatically by computational algorithms.

Identification by manual means have drawbacks such as the subjectivity intro-
duced by the expert which makes the points selection. This subjectivity generates
variability between the identification performed by various of these experts. In
the case of signals recorded to sick subjects, the difficulties of manual identifica-
tion rises due the presence of noises and conditions inherent of the disease.

The way of detecting saccadic points by computational methods is very varied
and somehow formalized by the taxonomy of Salvucci-Goldberg [3]. Among the
methods described by the taxonomy the most common ones are those based on
velocity thresholds. These methods have as main drawback that for subjects af-
fected severely by neurological diseases such as Ataxia SCA2, the identification
of saccadic points is very inaccurate. Besides there is no consensus in the litera-
ture about what value should take the velocity threshold used by these methods.
There is a serious lack of research about the other methods proposed in the tax-
onomy, but presumably there is a notable difference in the results yielded by
them and those yielded by velocity thresholds based methods.

From saccadic points and the corresponding signal channel, is possible to
calculate saccadic features such as maximum velocity, latency, duration and the
amplitude. These features have proven to be useful in the research of many
neurological diseases due the contrast of the behaviour of these features between
patients and healtly individuals, as well as between patients of different diseases.
For instance, saccadic velocity is significantly slower in subjects with SCA2 than
in control subjects or subjects with other ataxias like SCA1 or SCA3 [4]. Also,
the calculation of these features supports drug clinical trials and other kind of
efforts to improve living conditions of subjects suffering this disease [1].

Latency, duration and amplitude are features very susceptible to the position
of the saccadic points. So, the variability obtained by the methods currently em-
ployed have a negative impact on the utility of final data. On the other hand, the
variability caused by the currently employed methods has a negative consequence
on the interpretation of these features by experts, leading to misdiagnosis.

Form this considerations, new methods have to be explored to solve the prob-
lem of identification of saccadic points. Here we propose two methods based on
computational intelligence, capable of learning from a set of examples. Machine
Learning, specifically the supervised learning is a branch of Artificial Intelligence
often used to solve classification problems. Also these techniques are used in the
task of classifying EOG signal patterns [5,6,7]. In this paper we apply two dif-
ferent techniques of supervised learning to attack the problem of the saccadic
and non-saccadic point classification in subjects with Ataxia SCA2, and analize
their performance. We aim to obtain results with high accuracy without the
drawbacks present in traditional identification mechanisms.

The rest of this paper is organized as follows: In section 2 we describe the
designed experiments and available data. Section 3 is devoted to analize and
comment the results. Finally, section 4 summarizes the main conclusions and
future work lines.
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2 Material and Methods

An experiment was designed to apply two machine learning techniques: Mul-
tilayer Perceptron (MLP) and Random Forest, to clasify a velocity saccadic
pattern dataset. The experiment was separated in several stages as shown in
Figure 1. The work performed in each stage is described more deeply in the
followings sections.

Fig. 1. Experiment main flow. Each stage are separated in a sequence of ordered steps.

In summary, each stage describes:

Stage I: Provide a set of cases that will conform the population used by the next
stage. This population is builded based of EOG segmented data (saccadic or
non-saccadic) created in this stage.

Stage II: Selection of training and validation data taking into account to bal-
ance the most typical cases.

Stage III: Training and validation of both classifiers, using percentage split
scheme to separate training data and validation data.

2.1 Data Collection

The data was recorded using the Otoscreen electronystamograph at a sampling
rate of 204.8 Hz with a bandwith of 0.02 to 70 Hz (analogic filtering). Specifically,
60 degrees saccadic signals were selected due to it’s difference between healthy
and sick subjects. Researchers from the Centre of Research and Rehabilitation
of Hereditary Ataxias (CIRAH in spanish) provide us about 30 records of sick
subjects, many of them in very bad shape. After the analysis of these records,
only six of them meets good quality requirements to train classifiers.
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Fig. 2. Signal editor main window. Pink segments mean fixations, gray segments mean
noise and red segments mean saccades.

For signal segmentation purposes, a desktop application was developed capa-
ble to mark different types of segments as shown in Figure 2.

All the programming was done in Python language using NumPy and SciPy
open source libraries for numerical calulations, and PySide Qt bindings for graph-
ical user interface. The application uses python-eog for reading and writing the
data managed by the user interface, developed by the authors too.

Even when the application is capable to tag many ocular events, in selected
test only saccades, fixations and noise are relevant. For practical reasons we only
need to discriminate saccades and non-saccades, thus, our task becomes a binary
classification problem.

Many classical algorithms used to detect saccadic eye movements use a veloc-
ity threshold to set the initial and ending points of a single saccade. Even when
they not agreed in a threshold value, there is a consensus about that the main
criterion is the velocity. Thus, it seems reasonable to think that the pattern of
velocities preceding and after a certain point in the signal determines if they are
inside or outside of a certain event as shown in Figure 3.

The idea for input variables of a single case, was get the pattern of velocities
before and after the target point, in a window fashion way. To build the cases
population, an sliding window runs through each tagged point in selected records,
using this tag as the classification class. If this tag is a saccade we mark the
sample as a saccadic point, if the tag is fixation or noise we mark the sample as
non-saccadic point.
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Fig. 3. a) Time signal of a sample saccade, b) Time signal of a sample fixation, c)
Velocity profile of a), d) Velocity profile of b)

Filtering is, very often, the preprocessing part of signal analysis. For velocity
profile calculations the input signal is first filtered using a median filter with a
window size of 53.71 ms. After filtering, the velocity profile is calculated using
a central difference by eight points method, which has proven to be adequate to
signal sampled by 200 Hz [8]. Finally, new filtering is carried out to eliminate
differentiation noise.

This aggresive filtering is posible because we are interested only in the rela-
tionship between the samples in velocity profile, not the waveform itself.

2.2 Input Selection

Once gathered instances population, we proceed to select the samples used for
training and validation purposes. Is very important to provide a balanced set of
input cases to the classifier in order to achieve better classification performance.

First, the number of cases used for training and validation process selected
was 5000. The first half of them was devoted to saccade points and the another
half to non saccadic points. The set of non-saccadic points was divided in fixation
and noise ponits in equal proportions.

In Figure 4 is showed how different points belonging to the same saccade
have a significative different window of velocities. That’s mean that a point at
beginning of the saccade usually have different window pattern than a point at
the end of the saccade.

To get even more balanced set of data, was selected the same proportion of
beginning, middle and end points of each class. As results of this input selection
strategy, the samples count per class lays out in Table 1.
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Fig. 4. Example of windows of points at beginning, middle and ending of an event.
Red range means a window of a point at beginning of the saccade in a) and fixation in
b). Green range means a window of a point at middle of the saccade in a) and fixation
in b). Magenta range means a window of a point at ending of the saccade in a) and
fixation in b).

Table 1. Distribution of input samples per zone in the event and per event itself

Saccade Non-Saccade Total
Fixation Noise

Start 833 417 417 1667
Middle 834 416 416 1666

End 833 417 417 1667

Total 2500 1250 1250 5000

2.3 Training and Validation

Weka [9] is the software package used for training and validate the selected data.
Previous experiments carried out by the authors indicate that the optimum

input features count for the MLP and RF input is of 121 components.

Multilayer Perceptron. MLPs are a kind of feedforward artificial neural net-
work which consists in multiples layers of nodes in a directed graph, where each
layer is fully connected to the next. Except for the input nodes, each node is a
processing element with a nonlinear activation function.

The MLP classifier was trained with a topology of 121 nodes in input layer,
61 sigmoid nodes in the hidden layer and 1 linear node in the output layer. The
network use backpropagation as training algorithm with a learning rate of 0.3
and a momentum of 0.2. 500 epochs were used to train this model.
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Random Forests. RF is a ensemble of decision trees proposed by Leo Breiman
[10]. The idea is based on building a forest of N decision trees, where in each trees
we select M input cases in a random way using the same statistical distribution.
Breiman in his paper proposes the use of Random Trees in the ensemble. In this
type of trees, the split of features in each node is selected randomly from the K
best splits.

Weka uses the algorithm proposed by Breiman. In our case we used the default
values used in the package. This mean that our model will generate an ensemble
of 10 Random Tree. For each tree the random split has 8 features.

The classification is made by the vote of each tree in the ensemble and selecting
the most popular class among them.

The speed and accuracy of RFs make them a very good choice for problems
related to computer vision. So we expect very good results from them, because
the problem we are treating is in some extent a computer vision problem.

The training process uses 5000 examples distributed as shown in Table 1. The
training were evaluated using cross-validation with 5 folds. Finally we test the
trained model against 5000 new examples not present in training data.

3 Results

The validation process performed by weka states the following results:
In Table 2 Training Cross-validation stands for the results obtained in the

training process, and Real Validation stands for the results obtained in the test
process (patterns not presented in the training process).

Is a common practice in comparison of several classifiers to use metrics like
sensitivity, specificity and accuracy. These metrics are derived from results shown
in Table 2 and describe proportions between right and wrong predicted cases.

Sensitivity yields how good the model can predict possitive examples de-
scribed by equation 1, in this case saccade points.

Sensitivity =
TP

FN + TP
∗ 100 (1)

Specificity is the proportion on correct prediction on negative cases described by
equation 2, in this case non-saccade points.

Specificity =
TN

TN + FP
∗ 100 (2)

Table 2. Validation results for both classifiers, in training and validation data. TP
are True Positive cases, FP are False Positive cases, TN are True Negative cases and
FN are False Negative cases.

Classifier TP FP TN FN

MLP Training Cross-validation 2325 175 2323 177
MLP Real Validation 2291 209 2318 182

RF Training Cross-validation 2375 125 2334 166
RF Real Validation 2387 113 2318 182
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Accuracy is the proportion of right predicted cases, described by equation 3.

Accuracy =
TN + TP

TN + FP + FN + TP
∗ 100 (3)

Table 3 shows that both methods perform very well and very similar for the pro-
posed task. However, these results also shows that the Random Forest performs
slightly better than the Multilayer Perceptron.

Table 3. Performance metrics comparison between Multilayer Perceptron and Random
Forest classifiers in training and validation data

Classifier Sensitivity Specificity Accuracy

MLP Training Cross-validation 92.93 % 92.99 % 92.96 %
MLP Real Validation 92.64 % 91.73 % 92.18 %

RF Training Cross-validation 93.47 % 94.92 % 94.18 %
RF Real Validation 92.92 % 95.35 % 94.10 %

4 Conclusions

This paper presented a comparative between two machine learning techniques
(Multilayer Perceptron and Random Forest) to solve saccade and non-saccade
point classification problem of EOG signals measured tosubjects with Ataxia
SCA2.

The results obtained by the validation of both methods shown an accuracy
above 92 percent. So, they are suitable to solve the proposed task without the
drawbacks present in traditional methods. Also, this results stated a slightly
better performance for Random Forest than Multilayer Perceptron.

The Random Forest classifier could be used to build a pseudo-realtime iden-
tification system due its performance in relation to training speed, and for its
accuracy.
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Abstract. In this paper, phonocardiography (PCG) segmentation methodology
based on envelope detection is developed by using a time-scale representation
and a synthetic electrocardiogram signal (EKG). The heart cycle duration is cal-
culated by autocorrelation of S1-S2 sounds that are synchronized with the syn-
thetic EKG. Two algorithms for noisy signal removal are implemented to ensure
the detection of signals with low signal to noise ratio. Approach is tested in a
PCG database holding 232 recordings. Results show an achieved accuracy up of
90%, thus, overperforming three state-of-the-art PCG segmentation techniques
used to compare the proposed approach. Additionally, the synthetic EKG is built
by estimation of heart rate length, thus it does not use a patient recording EKG,
reducing the computational cost and the amount of required devices.

Keywords: Heart Sound Segmentation, Phonocardiogram, Telemedicine,
Autocorrelation.

1 Introduction

Auscultation is the basic diagnostic tool for every medical physician, because of its
simplicity, associated low-cost, and its non-invasive nature. The heart sound recorded
by auscultation or phonocardiography(PCG) is the primary mechanical analysis tool for
the heart function. Other recent techniques, as echocardiography, suggest more sensible
methods to estimate the cardiac mechanics. Nevertheless, their associated high cost and
the elaborated medical knowledge needed for their evaluation make them unsuitable for
uncontrolled environment applications, such as telemedicine.

In cardiac auscultation, the physician finds natural heart sounds originated by the
opening and closing valves, named S1 and S2 sounds, respectively. The systolic in-
terval starts at the beginning of S1 and extends until the beginning of S2, while the
diastolic interval starts at the beginning of S2 and extends until the next S1. Occurrence
of additional sounds in the periods, called little and big silences (intervals between S1
and S2), are clear evidence of myocardium mechanical failures. Each period composed
by these systolic and diastolic periods is known as cardiac cycle and it is the basic unit
for the sound heart analysis. Identification of those additional sounds requires a higher
medical ability and their recognition can vary because of the inherent limitations in the
listener and the limited sensibility of the human ear in the low-frequency range [1].
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Hence, there is a need for development of automatic aided diagnosis tools, providing a
more objective mechanism for identification of heart sounds.

To this end, several segmentation techniques are found in the literature that, how-
ever, commonly need for additional information extracted from signals as the electro-
cardiogram (EKG) or the carotid pulse [2]. That is, techniques must have more sources
and thus increase the complexity and cost of the acquisition system, making its usage
prohibitive in telemedicine applications. Particularly, a comparison of envelope-based
segmentation methods is given in [3], where most of them make use of feature extrac-
tion techniques such as Shannon’s energy envelope, Hilbert transform and other car-
diac features. Other approaches use the energy estimated from the Short Time Fourier
Transform spectrogram or the scalogram computed with the continuous wavelet trans-
form [4, 5]. Afterwards, peak detection and time/amplitud thresholding are used in [6]
for locating the S1 and S2 sounds. Nonetheless, energy is not always constant in the
components of the PCG, since the auscultation focuses, pathologies, breathing and, in
general, some other artifacts produce changes in the time-energy distribution, which in
turn induce changes in the amplitude peaks of the signal. Moreover, the time threshold
or window for locating sounds assumes a priori their length duration, leading to bartered
segmentation, i. e., diastolic-systolic segments instead of the normal systolic-diastolic
heart cycle. In [7], noisy signals are evaluated for a noise-robust detection method by
repeating the signal recording when heart sound characteristics are masked by noise.
However, the heart cycle estimation method implies a high computational cost that can
not be accomplished in near real-time application.

In this paper, a PCG segmentation methodology based on envelope detection is
discussed. The approach takes into consideration the changes in the Heart Rate as a
mitigating factor, aiming to adapt the cardiac cycle length to each segment length. In
the approach, the PCG envelope is computed from the signal time-scale representa-
tion. Then, the cardiac cycle length is estimated from the autocorrelation of 3-second
windowed envelope signal. Lastly, the beginning of the QRS segment and the T-wave
termination, on EKG, are synchronized to the beginning of S1 and S2 sounds, on PCG,
respectively. Since the approach does not required any time or amplitude thresholding,
issues related to the parameter tuning are avoided. Hence, the location and synchroniza-
tion of the synthetic EKG signal ensures a segment-by-segment detection without bar-
tering of the detected locations. Also two noise detection stages are implemented: one
based on predetection of noisy signals, and other by evaluating the time-frequency peri-
odicity similar to [7]. All the used methods are especially chosen to work efficiently in
telemedicine applications. The performance is measured in terms of segmentation accu-
racy, that is, expert observation on whether the heart sound segment is properly located
against the EKG. The paper is then organized as follows, the next section presents a the-
oretical background information. Afterwards, the proposed scheme for segmentation of
PCG signals and state all the parametrization in the methodology is presented. In the
fourth section, results of accuracy segmentation are shown. Finally some conclusions
and future work are given as a summary of the research.
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2 Method

2.1 Noise Predetection

The basic idea behind this stage is to estimate the energy variation along the PSG signal,
x(t), t ∈ Ta. To this end, the Shannon energy is calculated, as follows [8]:

η(t) = −x(t)2 log x(t)2 (1)

So, if the signal is corrupted by noise within a given estimation segment, Ta, its energy
should increase, being noticeably higher that the average energy value, and thus allow-
ing to infer the presence of noise. Signals with strong noise indicators should be either
rejected or recorded again. With this in mind, the average Shanon energy is calculated
as:

η̂ = E {η(t) : ∀t ∈ Ta} (2)

where E {·} stands for expectation operator.

2.2 Time-Frequency Enhancement of PCG Signal

Continuous Wavelet Transform: Wavelet analysis that comes from the basic definition
of Fourier theory is based on the representation of a time-varying signal via a space
domain transformation, that is, to the time-frequency domain, as follows:

X (τ, w) =

∫
Ta

[x (t)w∗ (t− τ)] e−jωtdt (3)

where w is a window function segmenting the signal in portions that are assumed to
be stationary and τ is a time offset. The window function gives the main feature of the
STFT, i.e., the width of the window (called support) that provides the capability of man-
aging the resolution of the representation. Nonetheless, the use of basis functions as well
as the window components in transformation enables to analyze the signal at different
frequency bands with different resolutions, in other words, every spectral component is
not analyzed equally as for the STFT; this approach is then called Wavelet Transform
(WT) that maps a one-dimensional signal into a two-dimensional representation, time
and scale, allowing to give local (at a given resolution) information about the frequen-
cies occurrences. The CWT is then defined as:

W (a, b) =

∫
Ta

x (t)Ψ∗
a,b (t)dt (4)

where ∗ denotes complex conjugation; variables a and b are the scale and translation,
respectively, and compose the new dimension of the WT. The set of Wavelets is then
generated by translations and dilations of a single Wavelet function called the mother
Wavelet, i.e., Ψa,b (t) = a−1/2Ψ ((t− b)/a) .



Phonocardiography Signal Segmentation for Telemedicine Environments 127

Time-Scale Representation of PCG Signal: After obtaining the time-scale signal rep-
resentation, its energy must be computed. To get a smoother energy estimation, instead
of Shannon operator in Eq. (2), the scalogram is used that is defined as follows:

WSCAL (t, a) =
1

ca2
|W (t, a)|2 (5)

where c is a energy normalization parameter such as the averaged energy of the signal
and the averaged energy of the scalogram becomes equal.

Scalogram then provides with the temporal localization of the energy foci, which are
expected to belong to the fundamental components of the signal. Thus, an envelope of
the PCG signal can be obtained with more accuracy, if the PCG is portioned into short
duration frames, when adding the energy concentration over time instants. Therefore,
the following marginal estimation is accomplished:

ε (t) =
∑
∀a
|WSCAL (t, a)|2 (6)

Since all short time duration segments of a long-term PCG signal can be assumed to be
quasi-stationary, the autocorrelation of the envelope of such segments should provide
with information about the periodicity of the PCG signal. Particularly, for a given PSG
signal segment that lasts Ta holding several S1 and S2 events, the autocorrelation that
should show the averaged duration of the heart sound cycle is estimated as follows:

rε,ε (t) =

⎧⎨⎩
Ta−m−1∑

m=1
ε (n+m) ε (m), m ≥ 0

ε (−m) , m < 0

(7)

Taking into account that for the autocorrelation function both properties hold: periodic-
ity, i.e, r(τ) = r(τ + T ), ∀t ∈ T , and maximum value, max∀τ∈T{r(τ)} = r(0), then
one can infer that r(0) = r(T ), being T the period of the PCG signal that includes both
S1 and S2 events. Since analysis frame in Eq. (7) lasts more that T, that is, Ta > kT,
with k ≈ 3 . . . , 4, then the estimated correlation function will hold 2k equally located
peaks. The peak sequence relates the following matching events:(S1 coincides with
S1)→ (S1-S2)→ (S1-S1)→ (S1-S2)→ ... Therefore, the distance between odd peaks is
the estimated value of T.

It must be quoted that the obtained in Eq. (7) estimation of the segment duration T
directly from the PCG signal avoids the usage of additional information, like the EKG
or the carotid pulse recording.

2.3 Refined Time-Frequency Periodicity Analysis

Estimation of duration T, so far, assumes a high value of signal-to-noise ratio. However,
regularity of peaks is strong affected by the presence of noise. To cope with this issue,
a refined periodicity estimation is provided based on the frequency band analysis of
time-frequency plane.
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In general, the spectrogram, given in (4), is linearly divided in F sub-bands, from
each one of which the corresponding energy envelopes is accomplished by Eq. (6).
Assuming a moderate signal-to-noise ratio, the same peak sequence relating the before
considered matching events takes place, but for each one of the split bands. This paper
considers F = 15. Afterwards, a matrix is constructed with sets of the autocorrelation
envelops gathering 5 neighboring sub-bands at the same time, where for each matrix
the following periodicity value is introduced: ρi = (λi2/λi1)

2, (being λi1 the first and
λi2 - the second singular value). In case of strong periodicity, either relationship should
hold: ρ1 > ρ2 > ρ3 or ρ1 < ρ2 < ρ3, otherwise, one can infer the persistent noise in
signal [7].

2.4 Synchronism for Segmentation

The intrinsic relationship among heart sounds and EKG provides us a tool for detecting
or better determining whether an event in the envelope of the PCG signal is systolic or
not, however, the simultaneous EKG is not always available. Having define the length
of the heart cycle, we generate a synthetic EKG signal of the same length using the
nonlinear model proposed in [9]. The EKG signal starts on the onset of the QRS (that is
the associated beginning of a systolic sound) and has a duration of T . Synchronization
refers then to identification of the first systolic sound over each analyzed PCG part. This
is done when comparing the distance between the R-peaks and the T-wave end in the
synthetic EKG signal with the first and second local maximums of the envelope, that
is, the distance between the R-peak and the first local maxima of ε is minimum when
compared with T if the signal starts some close at systolic sound, if not, we compare
the second local maxima of ε with the end of the T-wave with a tolerance parameter and
determine if it is a diastolic sound, in that case the segmentation is done from the next
local maxima which is supposed to be a systolic sound. The T value is recalculated
for each new heart cycle (the synthetic EKG adopts the new T value), that allows to
adapt the segmentation to the heart rate variability, and therefore, a better segmentation
performance can be achieved.

3 Experimental Setup

The methodology presented in this work is displayed in Fig. 1.

3.1 Database

In this work, the heart sound (Phonocardiogram, PCG) database for murmur detection
of Control and Signal Processing Group at the Universidad Nacional de Colombia -
Manizales is used. This database is composed of 29 patients, each one with 8 record-
ings, namely 4 recordings in the traditional auscultation focuses(aortic, pulmonary, mi-
tral and tricuspid) in diaphragm and bell modes. All recordings have a duration of 20
seconds and present between 10 and 35 heart cycles according to heart rate of each
patient. An electronic stethoscope and the meditron software were used. Signals were
recorded in .wav at sampling frequency 44.1kHz and resolution 16 bit. A labeling



Phonocardiography Signal Segmentation for Telemedicine Environments 129

Noise Pre-detection

Yes

Heart Cycle Duration

Time - Frequency Periodicity

S1 - S2 Identification

Segmentation

i=i+1:m
No

No

Yes
No

Fig. 1. Algorithm of the proposed methodology

process was made by a medical team, normal or pathological are the possible classes.
The pathological state corresponds to the existence of abnormal sounds, especially the
appearance of murmurs. Murmur intensity depends on auscultation focus, that is the
principal reason to make the recording over all the 4 foci.

3.2 Measurements

For performance estimation, we use a traditional pan and Tompkins EKG segmenta-
tion algorithm, this is to know the start and end of each heart cycle, given the EKG
and PCG correlation. To validate the method segmentation, the PCG segmentation
should coincide with pan-tompkins results in at least 10%, in other case the part of
signal is considered incorrectly segmented. We use this information to measure the
method true and false detection, as a made in [10]: P̂F = NF /(ND +NF ) and P̂D =
ND/(ND +NM ), whereND is the number true positives,NF false negatives, andNm

false negatives. Thus, P̂F corresponds with the probability of false detection and P̂D
the probability of detection. Fig. 2 explains the procedure.
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Fig. 2. Explanation of measurements
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3.3 Experiments

Signals are evaluated to identify a strong presence of noise as in Sec.2.1. It is important
because the presence of noise in signals affects the time-frequency behavior. Then, T is
estimated for each signal. The T in some signals might not be calculated, this occurs in
signals with noise even after pre-detection stage. After that, we probe the signals with
other noise detection method, here the periodicity in both frequency and time as in Sec.
2.3 is measured. Signals without periodicity are identified as noisy instances. The last
stage consists in segmenting the clean signals, the measurements described in Sec. 3.2
are calculated with the idea of evaluating the method performance.

4 Results and Discussion

4.1 Predetection Stage

All 232 recorded signals were evaluated, in total 18 signals was detected as noisy sig-
nals for the bell mode and for the Diaphragm mode a total of 20 signals result noisy,
the focus procedence source of noisy signals for each mode are showed in table 1. Note
that several signals from pulmonary focus has been detected as noisy in relation with
the other focuses, this is because of the presence of respiratory sounds. In this focus the
proximity with the lung structures causes masking in heart sounds. In other words, this
experiment shows the high presence of internal noise sources. In noise terms, this fo-
cus is followed by the mitral focus, here exist perturbations associated to lung structure
too, due to the focus localization in the intercostal space. The other focuses are affected
by different noise sources i.e., digestive sounds or human voice. It is important to em-
phasize that owing to the data acquisition conditions all the recordings are affected by
external noise, this can justify the detection of some signals in this stage.

Note that noisy segments show a high energy with respect of the average energy, Fig.
3 exhibit a signal with noisy segments, here is evident the strong noise presence and its
influence in energy values.

4.2 Heart Cycle Duration

For the rest of signals, after noise pre-detection, the heart cycle duration is estimated
as in Sec. 2. For comparison purposes the EKG signal is used to identify the real heart
frequency. In these terms, the estimated heart cycle duration is considered good if it
matches at least in ±10% the real value. As a result of this comparison we find 10

Table 1. Noise Pre-Detection

Focuses of Auscultation

Bell Mode Diaphragm Mode

A M P T A M P T

1 6 8 3 5 5 5 5
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signals where T can not be calculated, this is only a 4.3% of the signals in the original
dataset. The estimation problems occur because of the noise present in these signals that
can not be detected in the predetection stage; the periodicity analysis is an additional
method to identify this kind of noisy signals.
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4.3 Refined Procedure of Computing Time-Frequency Periodicity

After this analysis, 15 signals were identified with periodicity problems. Fig.4 is an
example of noisy signal and its frequency problems, the low homogeneity between
the autocorrelations obtained of the 15 frequency subbands shows it. Nonetheless, in
Fig. 5, it is showed a signal with periodic morphology, note the uniform dynamic along
the signal through all the subbands, namely the peaks appear at the same time.

4.4 Achieved Segmentation

Lastly, after segmenting a total of 1741 heart cycles, according to the EKG reference, the
present method identified 1516 of these heart cycles. It represents a sensibility of 90.88%
and false detection rate of 9.11%, these values are calculated as explained in Sec.2.
These results show the high efficiency of the exposed method and present that a good
detection of noisy signals is a necessary stage for PCG signal segmentation. The present
work shows the goodness of noise detection as a stage in automatic phonocardiography
segmentation, and secondly, the use of segmentation methodologies based on envelope
detection together with the synthetic EKG can improve the good segmentation rates.

Compared with other works, the present method has superior performance, for in-
stance in [3], segmentation results for some kinds of envelope extraction methods are
shown i.e., Shannon envelope shows segmentation efficiency for abnormal cases be-
tween 75.5% and 89.4%, and for normal cases from 65.9% to 78.2%), while Hilbert
envelope shows low segmentation rates. Also this work say that CSCW shows segmen-
tation efficiency between 96.2% and 100% for normal cases and between 72.7% and
88.2% for abnormal cases. In [11], discussed approach gives an accuracy from 88.29%
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to 66.77% for Morlet envelope and Hilbert envelope, respectively. In [8] it is showed an
accuracy of about 95.51%, but taking into account that they use a-priory information as
the average heart rate and it is supposed a continuous hear rate. The presented method
is robust to heart rate variability and even talking about patients with some arrhythmia
it is possible to carry out a proper segmentation.

5 Conclusions and Future Work

An efficient segmentation methodology for PCG signals is presented that allows seg-
mentation accuracy of up to 90% in most of the database registers. Method performance
show that cycle heart length estimation by autocorrelation and synchronization with the
synthetic EKG provides a good segmentation strategy with the joint analysis of the en-
velope of the original signal, it is important to note that the proposed method is chosen
to work in telemedicine environments. This can enhance the traditional methods of PCG
segmentation ensuring a correct length calculation and S1-S2 detection.

As regards the telemedicine application, it is important to note that the noise con-
ditions for heart sound acquisition can not be adequate, for that reason it is necessary
to implement strategies that contribute to identify the quality of recorded signals, for
instance, the periodicity and energy methodologies used in the present work are a good
response to this problem. The use of an adaptive synthetic EKG from a T estimation
in each heart cycle segment, allows the segmentation even in patients with a large heart
rate variability.

The low accuracy rates presented along the state of the art are understood, because
the noisy signals diminish the methodologies performance, that as a result of the enve-
lope distortions. Nevertheless, it is important to work in segmentation methods based
on envelope, because its simplicity enables it to work in telemedicine applications. De-
spite the noise analysis, it is important to use a refined acquisition protocol, that allows
to identify if it exists acceptable conditions for recording signals, that is, an environment
free of noise and to get the lowest quantity of excluded signals.

Finally as a future work, we propose to find better methods to estimate the heart cy-
cle duration, because a better evaluation of time-frequency signal periodicity is highly
dependant on this, furthermore, it can improve the segmentation performance by de-
creasing the false detection rate. Also it is important to improve the synchronization
methodology, that because there exist signals with attenuated sounds, that produce
losses of peaks, which also decreases the accuracy rates.
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Abstract. Ataxia SCA2 is a neurological disorder among a group of in-
herited diseases of the central nervous system. In SCA2, genetic defects
lead to impairment of specific nerve fibers, resulting in degeneration of
the cerebellum and its afferent connections. As anomalies in the oculo-
motor system are well known symptoms in SCA2, electro-oculographic
records become a useful technique for SCA2 diagnosis. This work presents
a novel technique for determining how many decomposition levels are
necessary to perform signal de-noising, based on the evaluation of the
shape correspondence between the wavelet approximation coefficients
and the EOG record, focusing in noise cancellation in order to obtain
a clean velocity profile. Experimental results show the validity of the
approach.

Keywords: Spino cerebellar ataxia type 2, electro-oculography, wavelet,
de-noising, signal processing.

1 Introduction

The oculomotor system is substantially affected by ataxia SCA2, a dominantly
inherited neurological disorder with an unusually high prevalence in northeast-
ern Cuba. The effect of this disease on the latency, amplitude, duration and
maximum velocity of the saccadic ocular movements has been shown in pre-
vious studies [1,2,3,4,5]. Also, electro-oculographic (EOG) records are substan-
tially contaminated by the presence of biological noise and artifacts caused by
the disease, amongst them permanent tremor and involuntary body and ocular
movements, besides of the noise generated by skin electrodes and the electro-
myographic (EMG) activity of the extra-ocular muscles in healthy subjects.

Most of the clinical studies of ocular movements in ataxia patients use the
velocity instead of ocular position directly measured by skin electrodes placed
surrounding the eyes, thus causing the need to compute the first derivative of
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this signal. In healthy subjects the ocular position signal is relatively easy to
be differentiated using digital filters to remove noise [6], precedent researches
recommend median filter and central difference algorithms in order to clean and
differentiate the observed signal [7,6,8,9].

Inchingolo and Spanio [6], demonstrated that a sampling rate of 200 samples
per second gave an appropriate evaluation of saccade characteristics for saccades
higher than 5◦, and the suitability of eight-points central difference derivative
algorithm to compute the velocity profile.

However, our own experience with saccadic EOG records from ataxia patients
reveals that the application of the eight-points central difference derivative al-
gorithm has not been accurate enough to obtain an useful velocity profile, even
if a median filter with different windows sizes was applied in order to clean the
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Fig. 1. Position (top) and velocity profiles (bottom) of a healthy subject
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position signal. Figures 1 and 2 show the position profile and the corresponding
velocity profiles for a healthy subject and an ataxia patient whose values were
calculated using the eight points central difference of the median filtered signal
with a window size of 25 ms.

2 Wavelet De-noising

Currently we are working in a promissory approach using a wavelet transform
to de-noise the ocular saccadic signal by means of the application of thresholds
to the wavelet coefficients. Wavelet transform is a well known tool in biomedical
variables, covering the processing of many different biological signals as elec-
troencephalography, electromyography and electrocardiography amongst others
[10,11,12]. A known problem related to the application of wavelet is to establish
how many decomposition levels are necessary to perform signal de-noising. This
problem has been solved by several researchers accordingly the characteristics of
the signal and the goal of the application of wavelet analysis [13,14]. Our work
covers a novel approach for the automatic selection of the decomposition level
of EOG records from ataxia patients, focusing in noise cancellation in order to
obtain a clean velocity profile.

The proposed algorithm consists of the following steps:

1. Apply a median filter to the EOG signal with a window width of 25 ms.
2. Compute the first derivative of the EOG signal using eight-points central

difference method
3. Apply wavelet transform to the velocity profile
4. Compute the integration of wavelet approximation coefficient at every level
5. Compute the root total medium square error (RMSE) between the median

filtered EOG signal and the integrated wavelet coefficient
6. Select each level until the RMSE growing rate changes abruptly

3 Material and Methods

3.1 Data Collection

The electro-oculogram recordings of 10 patients with severe ataxia and 10 healthy
subjects diagnosed and classified in the “Centre for the Research and Rehabilita-
tion of Hereditary Ataxias (CIRAH)” were used in order to perform the analysis
of repeated ocular saccadic movement tests for 60◦ divergence stimuli. All the
recordings were carried out by the medical staff of CIRAH. Each individual
was placed in a chair, with a head fixation device to avoid head movements,
the variables were collected by a two channel electronystagmograph (Otoscreen,
Jaeger-Toennies). Recording conditions were set as follows: electrodes of silver
chloride placed in the external borders of right eye (active electrode) and left eye
(reference electrode) with sampling frequency 200 Hz. For stimulus generation a
black screen CRT display showing a white circular target with an angular size of
0.7◦ was used.The stimulus and patient response data are automatically stored
in ASCII files by Otoscreen electronystagmograph.
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3.2 Wavelet Decomposition Level Selection

Data processing was accomplished using the Wavelet Toolbox and other func-
tions of Matlab 7.11. The first step is EOG signal preprocessing applying a
median filter with a time window of 25 ms, in order to reduce higher frequencies
of noise, beyond the significant spectrum for saccadic features extraction.The
first derivative is accomplished by an eight-points central difference algorithm
appropriate for the sampling frequency of 200 Hz, defined by the following
equation [6]:

Vy(i) = fs

m∑
n=1

an(y(i+ n)− y(i− n)) (1)

where:
m = 4; a1 = 0.8024; a2 = -0.2022; a3 = 0.03904; a4 = -0.003732.
fs: sampling frequency

A discrete Daubechies wavelet transform (db5) is applied to the velocity signal
up to level 8. This level is higher than the maximum level of interest, according to
the previous visual check that it was performed. At that point, the approximation
coefficient at every level is integrated by means of Matlab function cumptrapz,
translation coefficients of the integral results were adjusted using a Nelder-Mead
simplex direct search implemented in Matlab function fminsearch.

Root mean square error was computed by direct subtraction of every inte-
grated approximation and the original position signal. Figure 3 shows the ve-
locity profile and the wavelet approximation at two different levels for a healthy
subject and an ataxia patient.
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4 Results and Discussion

Visual inspection of the approximation coefficients for every record showed an
uniform and consistent result: the maximum decomposition level for all healthy
subjects was set at level 5, and for ataxia patient it was set at level 6. This dif-
ference is caused by the sharper behavior of saccades in healthy subjects, which
are better shaped and show higher velocities than ataxia patients (Table 1).

Table 1. Maximum decomposition level labeled by visual inspection

Healthy subject 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5

Ataxia patient 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6

The shape of the growing rate of the RMSE was very similar for all the
processed records which is illustrated in Figure 4 showing the normalized RMSE
results for a healthy subject and an ataxia patient.

Table 2 an Figure 5 show the mean and standard deviation of RMSE for each
decomposition level. An analysis of the values and the visual inspection of the
graphic reveals a significant gap between the levels in the boundary of the max-
imum decomposition level, with no overlapped standard deviation. Therefore, it
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Fig. 4. Normalized RMSE for a healthy subject (left) and an ataxia patient (right)

Table 2. Mean and standard deviation of RMSE for each level

Healthy subjects

1 2 3 4 5 6 7 8

mean 0.0000 0.0003 0.0008 0.0039 0.0438 0.1984 0.6009 1.0000

standard dev. 0.0000 0.0003 0.0005 0.0021 0.0154 0.0330 0.0583 0.0000

Ataxia Patients

1 2 3 4 5 6 7 8

mean 0.0000 0.0009 0.0015 0.0027 0.0063 0.0436 0.2844 1.0000

standard dev. 0.0000 0.0012 0.0019 0.0020 0.0021 0.0139 0.0852 0.0000
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Fig. 5. RMSE mean and standard deviation for each level in healthy subjects
(continue) and ataxia patients (dot)

is relatively simple to define the adequate threshold to establish the criterion for
decomposition level selection.

5 Conclusions

The presence of very high noise levels in EOG recordings of ataxia patients
constitutes a significant challenge for the extraction of the relevant features for
the diagnosis and evaluation of their neurological condition. The application of
a median filter, which it is the most popular filter for saccadic signals, does
not achieve to obtain a position signal which could be differentiated, so other
methods need to be evaluated to solve this problem.

Precedent works indicate the validity of wavelet transform to de-noise biologi-
cal signals, including records of neurological system. Nevertheless, it is necessary
to develop an algorithm which helps researchers to select the correct level of de-
composition. The present work presents a simple approach to the decomposition
level selection based in the specific characteristics of the saccadic EOG records.
There exists a remarkable coincidence between the evaluation of the records by
visual inspection of the original data and wavelet coefficients when compared
with the shape of the plot of the RMSE computed between the data and the
integral of the wavelet approximation coefficients of the velocity profile. The
presence of a well defined knee in this plot, with a relevant gap in mean values
and a relatively low standard deviation simplifies the task of threshold definition
in order to perform level selection.

Future research will focus on the acquisition and processing of a higher number
of recordings, including patients in different conditions, which it is necessary in
order to assure the statistical consistency of these results.
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Abstract. Analysis of human movement is an important research area, specially 
for health applications. In order to assess the quality of life of people with mo-
bility problems like Parkinson’s disease (PD) or stroke patients, it is crucial to 
monitor their daily life activities. The main goal of this work is to characterize 
basic activities and their transitions using a single sensor located at the waist. 
This paper presents a novel postural detection algorithm which is able to detect 
and identify 6 different postural transitions, sit to stand, stand to sit, bending 
up/down and lying to sit and sit to lying transitions with a sensitivity of 86.5% 
and specificity of 95%. The algorithm has been tested on 31 healthy volunteers 
and 8 PD patients who performed a total of 545 and 176 transitions respective-
ly. The proposed algorithm is suitable to be implemented in real-time systems 
for on-line monitoring applications. 

Keywords: Postural transitions, Accelerometers, Inertial Systems. 

1 Introduction 

Motion tracking and identification of daily life activities by inertial systems are useful 
in the evaluation of the quality of life in the elderly or patients with mobility problems 
[1], for example stroke patients or those with Parkinson’s disease (PD). Among daily 
life activities, postural transitions (PT), mainly sit-to-stand (SiSt) and stand-to-sit 
(StSi), are very important since they are the most mechanically demanding activities 
and are considered as a prerequisite of walking [2]. For dependency care area,  
analyzing these transitions could be crucial for fall prevention [3] [4].  

There are different methods to study and analyze human movements such as elec-
tromyography [5], photography and video [6], stereograph [7] and electrogoniometry 
with a pressure platform [1]. However, these systems are cumbersome and uncom-
fortable. Therefore, these systems cannot be used in an ambulatory monitoring.  



 Identification of Postural Transitions Using a Waist-Located Inertial Sensor 143 

Nowadays, Micro-Electro-Mechanical-Systems (MEMS) technology allows smaller 
and lighter sensors, such as miniaturized accelerometers and gyroscopes. The small 
size and low energy consumption enables the embedding of the sensors in devices that 
can be worn easily and can operate for a long time running on a small battery. MEMS 
have already been widely used to study human motion, and particularly in PT. For 
example, Bidargaggi et al. analyzed the waveform of a previously detected transition 
by reconstructing the accelerometer signals in the waist using wavelets in order to 
determine whether a SiSt or StSi transition occurred [8]. Najafi et al. used a gyros-
cope to obtain the chest tilt and consequently, detect postures [9]. By means of the 
frequency response of the gyroscope signal, they discovered a frequency band below 
0.68Hz in which a significant peak appears when a PT has occurred. Najafi et al. 
combined this approach with other methods and constraints to generate a complete 
algorithm that recognizes basic activities in daily life [1]. Another interesting study 
used a mobile phone situated in a trouser pocket in a fixed position [10]. Through the 
correlation of the signal obtained with a signal template, a SiSt or StSi transition was 
identified. Static positions, like standing, sitting or lying can be identified by analyz-
ing the accelerometer values in window sequences [11]. However, a sit position can 
be confused by a standing position depending on the tilt of the body. Thus, a dynamic 
and a change in the stationary movement analysis are proposed in this work.  

This paper presents a novel postural transition detection algorithm using a unique 
triaxial accelerometer located at the waist, which is considered a comfortable location 
to carry an inertial sensor. The algorithm is suitable to be inserted in a microcontrol-
ler, since there are no complex calculations that require large memory usage or long 
time periods to calculate parameters for the algorithm. This algorithm presented has 
been tested in a database of 31 healthy patients and 8 PD patients. The final goal of 
this algorithm is to enable the evaluation of the quality of life in PD patients and en-
hance  movement disorder detection algorithms for PD that are being developed un-
der REMPARK project by means of the same inertial sensor located in the same  
place [12] [13]. 

2 Posture Transition Algorithm 

A static position is characterized by the absence of movement and, then, only gravity 
(G) is measured by means of the module of the accelerometer axis (ax, ay, az), as 
shown in Eq. (1). Thus, when the sensor is located in the waist as shown in Figure 1, 
similar measurements may be obtained from different static positions, e.g. sitting and 
standing postures. Consequently, in order to discriminate between sit and stand post-
ures it is needed to identify postural transitions. However, when a person is lying, the 
weight of the gravity may fall in the anterior axis (ax) or lateral axis (az).  

 ටܽ2ݔ ൅ 2ݕܽ ൅ ܿ݅ݐܽݐݏ2ቤݖܽ ൌ G ൌ 9.81 m/s2 (1) 
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In dynamic postures, Eq. (1) is not valid, since accelerations applied to the inertial 
sensor makes vary value of Eq. (1), therefore, another features must be analyzed in 
order to study posture transitions, for example frequency response. According to Na-
jafi et al., frequency response below 0.68Hz corresponds to postural transitions [9]. In 
this work, a Short Time Fourier Transform (STFT) is used to detect transitions.  
Formally: 

 ܺሺ݂, ሻݐ ൌ ׬ ,ݐሺݓ ߬ሻݔሺݐሻ݁ି௜ଶగ௙௧݀ݐஶିஶ  (2) 

where x(t) is the accelerometer signal to be transformed, w(t, ߬) is the window func-
tion to be analyzed. The power spectral density of the window analyzed is composed 
by the amplitude of the signal and its frequency. A harmonic in the band below 
0.68Hz which overpasses a certain threshold (Th1) is considered to lead to a postural 
transition event. This threshold will be set as the value that maximizes the minimum 
of sensitivity and specifity of a posture transition detection training dataset. 

Once any postural transition is detected, it should be then identified. A simple ap-
proach which takes advantage of how gravity changes between axes in a PT is pro-
posed. More concretely, the following condition differentiates the SiSt and bending 
down (BD) from StSi and bending up (BU) transitions: 

 ∆ሺܹݔ െ ሻݖܹ ൌ ൝ ܵ݅ܵݐ, ൏    ܷܤ െ݄ܶଶ ܵ݅ܵݐ, ൐   ܦܤ   ݄ܶଶ(3)                        ݎ݄݁ݐ݋ 

ݔܹ  ൌ ∑ ሺ݅ሻ݊݅ൌ1݊ݔܽ  (4) 

ݖܹ  ൌ ∑ ሺ݅ሻ݊݅ൌ1݊ݖܽ   (5) 

where ax and az in Eq. (4) and Eq. (5), are the anterior and lateral acceleration vectors 
of n samples, respectively. Th2 value has been set by maximizing the minimum  
specifity and sensitivity on the identification of the StSi and SiSt.  

 

Fig. 1. Inertial Sensor 
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Assuming that the sensor is located according to Figure 1, the explanation of  
Eq. (3) is based on the effect of gravity on the axes. Overcoming the negative thre-
shold on Eq. (3) means that the person has made a StSi or BU transition since Z axis 
tends to point the superior direction, then Z axis value is increased due to gravity and 
makes left part of Eq. (3) more negative when sitting. On the other hand, Eq. (3) 
might not vary and remains close to zero when the subject realizes stationary move-
ments, for example walking, running, standing, sitting or lying. Furthermore, a de-
creasing value in Z axis is obtained because of the bending forward movement when a 
SiSt transition begins. The X axis is directed against gravity and tends to become 
positive when standing up. Note that anatomy and belt mounting has a very strong 
effect on the data captured and, consequently, only one axis might change instead of 
both X and Z axis. In order to overcome this problem, a relation among X and Z axis 
is used in Eq. (3). 

The state machine shown in Figure 2 has been developed in order to establish the 
complete PT classifier. In this state machine it is very important to know the initial 
conditions since the triggering of the indicator given by Eq. (3) results in 2 possible 
posture transitions, which are distinguished through the initial conditions. 

Furthermore, a Lying postural transition is detected whether the Y axis changes, if 
Y is under 0.5G it is understood that the person is in a prone position.  

 

Fig. 2. Activity Recognition Algorithm 
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3 Experiments 

The experiments have been performed using an inertial data-acquisition device devel-
oped at the Research Centre for Dependency Care and Autonomous Living of the 
Technical University of Catalonia (CETpD-UPC). This device has been already used 
in other research works [14]. With a size of 77x37x21 mm3, it is smaller than a mo-
bile phone. The accelerometer used is LIS3LV02DQ, which is 3-axial and has a full 
scale of ± 6G (1G=9.81 m/s2) and has the data information conditioned and  
digitalized. The inertial data is stored in a µSD card.  

Two test protocols have been performed. The first test protocol, which includes 
different daily life activities, was performed by 36 volunteers (22 men and 14 women, 
ages from 21 to 56 years old, mean age of 35.77 and standard deviation of ± 9.58). 5 
randomly chosen volunteers have been used to set thresholds, and the rest have been 
used to test the classifier. Six transitions have been taken into account in this work: 
Bending up/down (BU/BD), Sitting from Lying (SL), Lying from Sitting (LS), Stand-
to-Sit (StSi), Sit to Stand (SiSt). The participants wore an inertial sensor at the waist, 
fixed as shown in Figure 1. Every subject performed the test twice, removing his belt 
and relocating it again between tests. Each test lasted 3-4 minutes approximately. 

Participants were video recorded in order to have a visual gold-standard. A total of 
625 transitions have been analyzed, 80 of them were used to set thresholds Th1 and 
Th2, among which 40 transitions belong to Sit-to-Stand and Stand-to-Sit transitions, 
20 belong to Lying transitions and the other 20 to Bending transitions. The other 545 
transitions were used to test the classifier, among which 311 transitions belong to Sit-
to-Stand and Stand-to-Sit transitions, 124 belong to Lying transitions and the other 
110 to Bending transitions. The second test protocol was performed by 8 patients with 
PD, who formed part of MOMOPA project database [15]. The entire tests were also 
video-recorded, and the thresholds achieved with the 5 randomly healthy volunteers 
were not changed in order to validate the algorithm in both data bases. A total of 176 
transitions have been analyzed, 88 of them were SiSt and 88 were StSi. The signal has 
been sampled at 40Hz in both tests, which is enough to measure human motion [16]. 
Signal was divided into 128 samples windows, which have a duration of 3.2 seconds. 
This window length is enough since, according to Kralj’s et al., the maximum time of 
a transition is 3.3 seconds [1]. However Kerr et al. confirmed that transitions may last 
up to 2 seconds in elderly people [7]. Windows are 50% overlapped to prevent  
possible loss of information. 

4 Results and Discussion 

A total of 80 transitions belonging to 5 purely random chosen healthy volunteers have 
been used to set Th1 and Th2, which are the detector and identifier thresholds of SiSt, 
StSi BU and BD transitions. Th1 has been set to 2 having maximized the minimum 
sensitivity and specifity of detecting a transition among the 80 training set transitions. 
Th2 has been set to 1.5 through the same approach. 
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A total of 545 transitions have been evaluated (311 SiSt and StSi, 110 Bending and 
124 Lying transitions). Results of sensitivity and specifity on healthy volunteers are 
shown in Table 1. Note that TN,TP,FN and FP mean True Negative cases, True  
Positive cases, False Negative cases and False Positive cases respectively, while  
Sensitivity= ܶܲܶܲ൅ܰܨ , and Specifity = ܶܰܶܰ൅ܲܨ. 

Table 1. Sensitivity and Specifity from different postural transitions on healthy volunteers 

Activity Predictions N. Transitions Result 

SIT TO STAND 

TN 359 

156 

Sensitivity 0,865 
TP 135 

FN 21 
Specifity 0,992 

FP 3 

STAND TO SIT 

TN 359 

155 

Sensitivity 0,871 
TP 135 

FN 20 
Specifity 0,986 

FP 5 

BEND UP 

TN 442 

55 

Sensitivity 0,946 
TP 52 

FN 3 
Specifity 0,996 

FP 2 

BEND DOWN 

TN 446 

55 

Sensitivity 0,873 
TP 48 

FN 7 
Specifity 0,996 

FP 2 

LYING FROM 
SIT 

TN 432 

62 

Sensitivity 1,000 
TP 62 

FN 0 
Specifity 1,000 

FP 0 

SIT FROM 
LYING 

TN 432 

62 

Sensitivity 1,000 
TP 62 

FN 0 
Specifity 1,000 

FP 0 

Table 2 shows the results of the algorithm applied to 8 PD patients using the same parameters 
used with healthy people.  

Table 2. Sensitivity and Specifity from different postural transitions on PD patients 

Activity Predictions N. Transitions Result 

SIT TO STAND 

TN 214 

88 

Sensitivity 0,932 
TP 82 

FN 6 
Specifity 0,963 

FP 8 

STAND TO SIT 

TN 214 

88 

Sensitivity 0,92 
TP 81 

FN 7 
Specifity 0,955 

FP 10 
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The method detects SiSt, StSi, BU and BD transitions with a specificity over 0.98. 
However, sensitivity measurements decrease especially at Bend Down, StSi and SiSt 
transitions, which have sensitivity around 0.90. In these cases volunteers tend to Bend 
down more slowly than when they Bend up, consequently Th1 is not enough to detect 
a transition so an adaptive threshold is proposed for future work in order to enhance 
these results. The StSi and SiSt transitions drawbacks come when volunteers sit at the 
bed. It has been found that some people have sat dropping, similarly to a fall, provok-
ing deep rebounds in the signal. However, calculating the mean of the X axis and Z 
axis in a window of data neglects this effect by acting as a low-pass filter.  

The postural transition algorithm described uses a single accelerometer located at the 
waist, and is based on the effect of gravity on the accelerometer axis. The sensor loca-
tion is very important because it maximizes the difference between frontal acceleration 
or X axis and lateral or Z axis as considered in Eq. (2). For instance, if the sensor is 
located at a lateral side of the waist, then the lateral axis would be orthogonal to the 
rotations performed during postural transitions, thus gravity effect would be negligible 
and Eq. (2) would remain constant to postural changes. One of the main features of the 
system is the windowing-based analysis. On the one hand it allows reducing latency 
time, in other words, a result of the algorithm can be given in each window. On the 
other hand it permits the microcontroller to lighten the load of memory used to analyze 
the signal since it analyzes only a window instead of the whole signal.  

As part of future work, it is proposed to enhance the correct identification of the PT 
by detecting some other activities, for example walking, running or activities that a 
person can only execute when she/he is stand. On the other hand this algorithm has to 
be validated in a larger database which is currently being performed with real PD 
patients which have to execute PT in their daily life in a home-environment situation.  

5 Conclusions 

Postural transitions are an important activity of daily life, and measuring them can be 
useful to evaluate quality of life. The postural transition detector presented in this 
work detects and identifies 6 different postures and uses a single accelerometer in a 
very comfortable position. The method has been shown to detect PT with specificity 
over 0.98 and sensitivity 0.865. It has also been tested in real PD patients, where the 
results achieved are 0.92 on sensitivity and 0.95 on specifity. The algorithm is 
suitable to be implemented in real-time for online monitoring as the algorithm as it is 
based in windowing analysis.  
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Abstract. Multiple sequence alignment (MSA) is an essential approach
to apply in other outstanding bioinformatics tasks such as structural
predictions, biological function analyses or phylogenetic modeling. How-
ever, current MSA methodologies do not reach a consensus about how se-
quences must be accurately aligned. Moreover, these tools usually provide
partially optimal alignments, as each one is focused on specific features.
Thus, the same set of sequences can provide quite different alignments,
overall when sequences are less related. Consequently, researchers and
biologists do not agree on how the quality of MSAs should be evaluated
in order to decide the most adequate methodology. Therefore, recent
evaluations tend to use more complex scores including supplementary
biological features. In this work, we address the evaluation of MSAs by
using a novel supervised learning approach based on Least Square Sup-
port Vector Machine (LS-SVM). This algorithm will include a set of
heterogeneous features and scores in order to determine the alignment
accuracies. It is assessed by means of the benchmark BAliBASE.

Keywords: multiple sequence alignments (MSAs), feature selection, su-
pervised learning, least squares support vector machines (LS-SVM).

1 Introduction

Multiple sequence alignment (MSA) is one of the most useful tool for other
biological and biomedical tasks. MSA strategies have been applied in a huge
number of applications such as phylogenetic analyses, structural modelling, func-
tional predictions or sequence database searching [20]. These methodologies also
take advantage of high-throughput experiments or next-generation sequencing
(NGS), which provide functional, structural and genomic information to obtain
more accurate alignments in a reasonable time [13]. Therefore, MSAs are be-
coming one of the most powerful tools for analyses in bioinformatics [16].

Currently, one of the main challenges in MSA is to provide an evaluation
method in order to efficiently calculate the quality of the alignment. Sequence
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alignments have been traditionally evaluated by using well-known weighted ma-
trices, such as Point Accepted Mutation (PAM) [5] or BLOSUM [11]. However,
these matrices only consider the nucleotide or amino acid information provided
by the sequences to evaluate each pair of aligned residues. Other MSA evalua-
tions are also addressed by comparing with reference alignments. Several bench-
marks, e.g. BAliBASE [26], provide a set of alignments which are considered as a
gold standard because they were accurately obtained. Then, alignments provided
by other tools are usually evaluated according to their similarity with these gold
standard references. This evaluation is usually the most accurate to measure the
quality of the alignment. However, these references are not available for all pos-
sible sequences and they cannot be used when novel sequences are compared. In
these cases, the evaluation of alignments could result hard as there are not previ-
ously know references. For this reason, current scores are increasingly improving
their evaluations by using additional biological features, such as protein struc-
tures or homologies. For instance, both Contact Accepted Mutation (CAO) [17]
and STRIKE scores [14] included molecular contact information from protein
structures to estimate the alignment quality.

In this work, a new supervised learning approach, based on Least Square Sup-
port Vector Machine (LS-SVM), is proposed in order to provide an alignment
evaluation. This algorithm takes advantage of the integration of several biolog-
ical features. These features are selected from resources and databases related
to protein structures, homologies, chemical properties, etc. Additionally, other
evaluations or scores calculated from alignments are also included in the data
integration. The proposed method is assessed by the 218 alignments provided
by BAliBASE.

2 Methods

2.1 The BAliBASE Benchmark

BAliBASE [26] defines several groups of sequences that are specifically prepared
to be aligned by standard algorithms. This dataset includes a total of 218 manu-
ally extracted sets of sequences, usually provided by Protein Data Bank (PDB)
[2]. These sets of sequences are organized in six subsets of sequences according
to their families and similarities, namely RV11, RV12, RV20, RV30, RV40 and
RV50. For example, the RV11 subset includes the set of less similar sequences
(> 20% of similarity). BAliBASE also provides a set of handmade reference
alignments (gold standard) in order to compare them with alignments obtained
by other tools. Thus, BAliBASE calculates a Sum-of-Pairs (SP) score, called
BAliscore, to evaluate such alignments. These SP scores are used to assess the
proposed evaluation scheme.

2.2 Input MSA Methodologies

Traditionally, several strategies have been applied in order to align multiple se-
quences, mainly classified as progressive algorithms or consistency-based meth-
ods. Recently, more sophisticated tools in MSA have also added further data to
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Table 1. Summary of features and scores extracted for each alignment. 14 fea-
tures/scores were retrieved. The ranking of relevance was also measured according
to the NMIFS procedure. (1) These matches refer to percentage of aligned amino acids
with the same feature.

MEASUREMENT Type RANK MEASUREMENT Type
RANK

f1 # of sequences Feature 22 f12 Domain Matches(1) Feature 6

f2 Average length Feature 20 f13 Number of Domains Feature 16
f3 Variance length Feature 21 f14 Shared Domains (%) Feature 18
f4 Shared 3D struct Feature 2 f15 Shared GO Terms (%) Feature 17
f5 Seqs. with 3D struct (%) Feature 9 f16 Gaps (%) Feature 12
f6 # of 3D struct. Feature 13 f17 Identities (%) Feature 15

f7 AAs Types Matches(1) Feature 5 f18 STRIKE Score 1

f8 Transmembrane AAs (%) Feature 11 f19 PAM250 Score 3
f9 AAs in Strand (%) Feature 14 f20 BLOSUM62 Score 4
f10 AAs in Helix (%) Feature 19 f21 RBLOSUM62 Score 10

f11 Second. Struct. Matches(1) Feature 7 f22 GONNET Score 8

align sequences, such as domains, secondary/tertiary structures or homologies.
In this work, ten representative MSA tools were selected to evaluate the quality
of their alignments. Among progressive algorithms, ClustalW [25], Muscle [8],
Kalign [15], Mafft [12] and RetAlign [24] were chosen in the proposed optimiza-
tion. Three additional algorithms based on consistency were also included in the
optimization, namely T-Coffee [18], FSA [3] and ProbCons [7]. Finally, other
two MSA tools using additional biological features (3DCoffee [19] and Promals
[21]) were added.

Therefore, as BAliBASE is composed by 218 sets of sequences, these methods
will provide a total of 2180 alignments to evaluate. In addition, the gold standard
alignments from BAliBASE will also be included. The proposed algorithm will
consequently be assessed by a set of 2398 alignments.

2.3 Feature Extraction and Feature Selection

The goal of this evaluation algorithm is to provide a set of biological features to
enrich current MSA evaluations. Features related to the BAliBASE sequences
and their alignments were extracted from well-known biological databases: Pfam
[10], PDB [2], Uniprot [1] and Gene Ontology (GO) [4]. Such databases were
consulted to obtain useful data which enrich the sequence information, building
a complete set of features. For instance, we added information about the number
and length of sequences, secondary an tertiary structures in proteins, chemical
properties of amino acids (AAs), protein domains or percentage of identities.
This algorithm also included some of the most known evaluation systems, such
as BLOSUM62 [11], PAM250 [5], RBLOSUM62 [22] or STRIKE [14]. The final
dataset was composed by 22 features (See summary in Table 1).

Additionally, the importance of these features to evaluate alignments was
analysed by a feature selection approach. The feature selection allows reducing
the number of features, trying to avoid the redundant or less relevant informa-
tion. In this case, this procedure was performed by using the Normalized Mutual
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Information Feature Selection (NMIFS) approach [9]. This approach is based on
mutual information (MI) in order to measure the quality of each feature. The
MI indicator is able to detect the relationship between features and it is totally
independent of the space transformation. Therefore, the most relevant biological
features according to the NMIFS procedure were chosen to be included in the
subsequent LS-SVM algorithm.

2.4 LS-SVM Approach

The proposed alignment evaluation was designed by a Least-Square Support
Vector Machine (LS-SVM) model in terms of the previously extracted biolog-
ical features. LS-SVMs are redesigned from standard support vector machines
(SVMs), but applying a cost function based on least squares [23]. LS-SVMs can
be used for prediction algorithms, but they have proved to be specially effective
for regression problems. Since this algorithm aims to determine the accuracy
of each alignment similar to the BAliscore provided by BAliBASE, a regres-
sion problem is being formulated. Therefore, the application of a LS-SVM was
a suitable and faithful solution.

In addition, the proposed algorithm included a kernel based on the Radial
Basis Function (RBF). Two hyper-parameters were then optimized in this ap-
proach: the kernel width and the regulation parameter. Such hyper-parameters’
optimization was performed by using cross-validation. The LS-SVM algorithm
was developed with the Matlab toolbox found in [6]. Finally, the LS-SVM eval-
uation algorithm was assessed by another 10-fold cross-validation procedure.

3 Results and Discussion

The proposed algorithm aims to obtain an accurate evaluation of alignments,
trying to be similar to the BAliscore provided by BAliBASE, but without using
gold standard references. As described above, the ten selected methodologies
were firstly run for the 218 sets of BAliBASE in order to obtain a total dataset
of 2398 alignments (10 alignments and the BAliBASE reference for each set of
sequences). Subsequently, the 22 biological features related to the alignments
and their sequences were retrieved from databases such as PDB, PFam, Uniprot
and GO.

In order to select a subset of highly related features, the NMIFS procedure
provided a ranking according to the feature significance with respect to the
BAliscore (see ’Rank’ column in Table 1). As shown by this ranking, the most
significant features were usually scores (STRIKE, PAM and BLOSUM), but
also some matches (similarities between sequences) of biological features such
as domains, 3D structures or amino acid (AAs) types. Taking this ranking into
consideration, an additional feature was progressively included in the LS-SVM
evaluation algorithm to determine the optimal subset of features. As shown in
Figure 1, the mean relative error (MRE) in the proposed evaluation decreases
till reaching a subset of 16 features, where the error value is minimal. Therefore,
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Fig. 1. Error evolution according to the number of features included in the LS-SVM
algorithm. Both training and test errors by using a 10-fold cross-validation are shown.
This error, called Mean Relative Error (MRE), is an average of the relative error in
percentage.

it is not necessary to include the full dataset of features, as the minimal error
can be accomplished with the 16 most relevant features. Then, this subset of 16
features was chosen to be included in the evaluation algorithm.

Subsequently, the LS-SVM approach was trained by using these 16 features
and applying a 10-fold cross-validation procedure for the dataset of 2398 prob-
lems. That is, this dataset was randomly divided into 10 subsets and the LS-SVM
was progressively trained using nine of them. The remaining subset was used to
assess the trained evaluation algorithm. Thus, as this procedure was repeated
10 times for each different subset, an evaluation for each alignment in the full
dataset was retrieved. These obtained evaluations were compared against the
other scores in order to determine if the proposed evaluation had improved the
previously designed scores.

This comparison against other evaluation scores was performed in terms of
two different measures. Firstly, as BAliscore provides an accurate score with re-
gard to the reference alignments, the correlation between different scores and
the BAliscore was calculated. As shown in the Figure 2 and the Table 2, the
alignment scores provided by LS-SVM significantly increased the correlation
with respect to BAliscore. As can be seen, the PAM, BLOSUM and RBLOSUM
scores did not provide any correlation with BAliscore. This could be a relevant
disadvantage to those MSA methods which build their alignments by using such
scores. Otherwise, MUMSA and STRIKE scores showed a quite better correla-
tion but they do not reach the correlation obtained by our LS-SVM approach.
This correlation measure is an useful issue because it could provide an interesting
score to be considered in the building and optimization of alignments.

Additionally, since several alignments were provided for the same set of
sequences (11 different alignments), a pairwise comparison of alignments was
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Table 2. Pearson correlation between evaluation scores and BAliscore with respect
to each of the subset in BAliBASE. The correlation is also shown according to the
BAliBASE subsets.

RV11 RV12 RV20 RV30 RV40 RV50 TOTAL

STRIKE 0.775 0.516 0.374 0.564 0.597 0.734 0.653

PAM 250 0.112 0.107 0.229 0.345 0.121 0.115 0.148

BLOSUM62 0.136 0.131 0.197 0.230 0.062 -0.118 0.104

RBLOSUM62 0.129 0.130 0.191 0.226 0.061 -0.117 0.101

MUMSA 0.629 0.641 0.749 0.611 0.443 0.717 0.698

LS-SVM Score 0.846 0.761 0.839 0.681 0.765 0.780 0.858
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Fig. 2. Graphical correlation between BAliscore and the remaining evaluation systems

performed in order to know the accuracy of each score deciding which of two
alignments is the best one. The alignment considered by BAliscore as the best for
each pairwise comparison was chosen as the gold standard. Then, this comparison
was calculated according to the accuracy, sensitivity and specificity measures,
obtained for a total of 11990 pairwise comparisons (11 alignments taken in pairs
for 218 sets of sequences). A pairwise comparison was considered true (positive
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Fig. 3. Sensitivity, specificity and accuracy obtained for the pairwise comparison of
alignments for each score scheme. Values are shown according to the BAliBASE subsets.

or negative) when a specific score scheme agreed with the BAliscore selecting
the best alignment in such comparison. Otherwise, if both scores differed, the
comparison is considered a false negative or false positive.

Therefore, the obtained specificity, sensitivity and accuracy measures for the
provided scores are shown in Figure 3. The alignments were divided into the
BAliBASE subsets in order to see whether the improvement could depend on
the sequence similarities. As shown in this figure, the LS-SVM evaluation algo-
rithm usually outperforms the remaining scores in the three measures excepting
the STRIKE score. In the case of STRIKE, LS-SVM score is significantly better
for the RV11 subset. This is an interesting finding due to this subset is com-
posed by alignments with less similar sequences and, therefore, it is harder to
obtain accurate alignments in such subset. Thus, as the LS-SVM procedure in-
cluded further biological information, this allowed selecting the most accurate
alignment. Additionally, regarding the remaining subsets of alignments, LS-SVM
was found between the three most accurate scores, obtaining similar values to
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MUMSA and STRIKE. However, taking the previously shown correlations into
account, the provided LS-SVM score in general determined more accurately the
quality associated to these alignments. This score could even be applied in the
future for the optimization of some less accurate alignments or for novel MSA
tools which build alignments according to the provided LS-SVM evaluation.

4 Conclusions

In this work, a novel scoring scheme for multiple sequence alignments has been
proposed. This algorithm takes advantage of several biological sources to built a
dataset of heterogeneous features. Such dataset is used to train a least squares
support vector machine (LS-SVM) which provides an evaluation for each align-
ment according to the extracted biological features. The proposed evaluation
was assessed by using the BAliBASE benchmark. This benchmark provides an
accurate score, BAliscore, which was used to compare the results of the LS-SVM
approach against other known scores. A significant improvement in terms of the
correlation with the BAliscore was shown. Additionally, the accuracy obtained
when pairwise alignments were compared was calculated. In this case, the LS-
SVM score showed similar results as MUMSA or STRIKE. However, our score
outperformed them in the RV11 dataset, where alignments are harder to align
due to more distant sequences. For this reason, the LS-SVM score can be con-
sidered an adequate evaluation scheme in order to be applied in future MSA
methodologies.

References

1. Apweiler, R., Bairoch, A., Wu, C.H., Barker, W.C., Boeckmann, B., Ferro, S.,
Gasteiger, E., Huang, H.Z., Lopez, R., Magrane, M., Martin, M.J., Natale,
D.A., O’Donovan, C., Redaschi, N., Yeh, L.S.L.: Uniprot: the universal protein
knowledgebase. Nucleic Acids Res. 32, D115–D119 (2004)

2. Berman, H., Westbrook, J., Feng, Z., Gilliland, G., Bhat, T., Weissig, H.,
Shindyalov, I., Bourne, P.: The protein data bank. Nucleic Acids Research 28(1),
235–242 (2000)

3. Bradley, R.K., Roberts, A., Smoot, M., Juvekar, S., Do, J., Dewey, C., Holmes, I.,
Pachter, L.: Fast Statistical Alignment. PLoS Computational Biology 5(5) (2009)

4. Camon, E., Magrane, M., Barrell, D., Lee, V., Dimmer, E., Maslen, J., Binns,
D., Harte, N., Lopez, R., Apweiler, R.: The gene ontology annotation (goa)
database: sharing knowledge in uniprot with gene ontology. Nucleic Acids Res. 32,
D262–D266 (2004)

5. Dayhoff, M.O., Schwartz, R.M., Orcutt, B.C.: A model of evolutionary change in
proteins. Atlas of Protein Sequence and Structure 5(3), 345–352 (1979)

6. De Brabanter, K., Karsmakers, P., Ojeda, F., Alzate, C., De Brabanter, J.,
Pelckmans, K., De Moor, B., Vandewalle, J., Suykens, J.A.K.: Ls-svmlab: a matlab
toolbox for least squares support vector machines, v1.8 (2011)

7. Do, C., Mahabhashyam, M., Brudno, M., Batzoglou, S.: ProbCons: Probabilistic
consistency-based multiple sequence alignment. Genome Research 15(2), 330–340
(2005)



158 F. Ortuño et al.

8. Edgar, R.: MUSCLE: multiple sequence alignment with high accuracy and high
throughput. Nucleic Acids Research 32(5), 1792–1797 (2004)
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Abstract. The reception of vibrations is a special sense of touch, impor-
tant for many insects and vertebrates. The latter realize this reception
by means of hair-shaped vibrissae in the mystacial pad, to acquire tactile
information about their environments. The system models have to allow
for stabilizing and tracking control while nevertheless being able to de-
tect superimposed solitary excitations. Controllers have to be adaptive in
view of both the randomness of the external signals to be suppressed and
the uncertainty of system data. We presents mechanical models and an
improved adaptive control strategy that avoids identification but renders
the system sensitive.

Keywords: Vibrissa, tactile sensor, mechanical model, adaptive
control.

1 Motivation

In addition to their visual and auditory sense, mice and rats use a sophisticated
sensory system to acquire tactile information about their surroundings. They
employ a sophisticated tactile sensory system for this purpose: hair-shaped vib-
rissae or whiskers. The tactile hairs are located in the mystacial pad, are either
used passively to sense environmental forces (wind, contact with an obstacle) or
actively, when they are rhythmically moved to scan objects or surfaces. Disre-
garding different types of such sensors we set up various mechanical models of a
single vibrissa/whisker to describe their modes of operation (passive and active
vibrissae): vibrissae are either used passively to sense environmental forces, e.g.,
wind, or actively, when they are rhythmically moved to scan objects or surfaces
(“whisking”).

The tenor of our investigations is from biomimetics. The main focus is not
on “copying” the solution from biology/animality, rather on detecting the main
features, functionality and algorithms of the considered biological systems to im-
plement them in (here: mechanical) models and to develop ideas for prototypes.
For this, a well-founded analysis of the biological paradigm (e.g., anatomy, func-
tionality of a vibrissae) is important, mostly guaranteed by means of an intensive
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and critical literature study. Then a implementation of these specific characteris-
tics of the vibrissa is needed for the detection of useful information in challenging
surroundings in a mechanical model.

The global goal is not to construct prototypes with one-to-one properties of a
vibrissa, rather the models shall exhibit its main features, which shall be easier
to handle as the ones from literature.

2 The Biological Paradigm

2.1 Anatomy

The vibrissa itself (made of dead material) is mainly used as a lever for the force
transmission. But, in contrast to ordinary hairs, vibrissae are stiffer and have
a hollow conical shape, [31]. The mystacial vibrissae are arranged in an array
of columns and rows around the snout, see Fig. 1, [31]. Each vibrissa in the
mystacial pad is embedded in and supported by its own follicle-sinus complex
(FSC). The FSC is characterized by its exceptional arrangement of blood vessels,
neural connections and muscles, see [9] for a schematic drawing. It is assumed
that the rodents can control the viscoelastic properties of the vibrissa’s support
by regulating the blood supply to the sinus (like a blood sac), [7].
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Fig. 1. Schematic drawing of the mystacial pad, [31]

The musculature is divided in extrinsic and intrinsic ones, see Fig. 2.

2.2 Functionality

The functionality of these vibrissae vary from animal to animal and is best
developed in rodents, especially in mice and rats, [19]. In the following we discuss
the various elements of the FSC and their important properties for the reception
of vibrations.

1. Mechanoreceptors: The detection of contact forces is made possible by the
pressure-sensitive mechanoreceptors in the support of the vibrissa, see Fig. 3.
These mechanoreceptors are stimulated due to the vibrissa displacements in
the FSC. The nerves (see Fig. 3) transmit the information through several
processing units to the CNS. The receptor cells offer the fundamental prin-
ciple ‘adaptation’.
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Fig. 2. Schematic drawing of neighboring mystacial follicles, which can be moved by
extrinsic and intrinsic muscles, [1]

nerve to CNS

blood
sinus

Merkel cell

Merkel cell

Lancet 
nerve ending

Paciniform 
corpuscle

cirumferentially 
oriented spiny 
ending

vibrissal
shaft

Fig. 3. Follicle-sinus complex (FSC) of a vibrissa with various types of receptors (blue).
Adapted from [9] and [26].
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2. The vibrissa returns passively to the initial position through the fibrous
band.

3. Intrinsic and extrinsic musculature: The vibrissae can be moved either pas-
sively (e.g., by wind), or actively through alternate contractions of the in-
trinsic and extrinsic muscles, see Fig. 2. The resulting rhythmic pro- and
retractions of the vibrissa, called whisking, are used to scan surfaces and
objects. Relevant information can be perceived by adjusting the frequency
and amplitude of the oscillation to each task. By observing rats accom-
plishing several tasks, [4] could distinguish two main whisking patterns:
exploratory whisking,i.e., rodents explore their environment with large
amplitude sweeps in a low frequency (5−15Hz) range, and foveal whisking,
i.e., rodents palpate object surfaces with small amplitude, high frequency
(15− 25Hz) movements.

Summarizing, the complex FSC- and muscle-system enables the rodents to use
their vibrissae in two different ways (modes of operation): In the passive mode,
the vibrissae are being deflected by external forces (e.g., wind). They return to
their rest position passively — thus without any muscle activation. In the active
mode, the vibrissae are swung back- and forward by alternate contractions of
the intrinsic and extrinsic muscles. By adjusting the frequency and amplitude
of the oscillations, the rodents are able to investigate object surfaces and shapes
amazingly fast and with high precision, [16].

How the animals convert these multiple contacts with single objects into co-
herent information about their surroundings is still unclear.

2.3 Control Strategies

Every biological sensory system has the ability to constantly adapt its sensitivity
to its current environment in a way that enables it to distinguish the relevant
information from the multitude of negligible stimuli (→ adaptive system). Several
control strategies enhance the relevance-oriented stimulus processing:

– a feedback loop (closed-loop control system) enables the rodents to imme-
diately react to an object contact: they slow down the concerned vibrissae,
diminishing the occurring wear-out effect on the hair, [21], [22],

– depending on the mode (passive or active) and the expectations of the ro-
dent, the neuron’s reaction is being suppressed, enhanced or left unaltered,
[6], [5], [10],

– the rodents can probably modify the stiffness of the vibrissa support by
varying the pressure in the blood-sinus, [7], and by doing so, specifically
alter the properties of the vibrissa in motion.

Therefore, this biological sensor system is highly interesting for applications in
the field of autonomous robotics, since tactile sensors can offer reliable informa-
tion, where conventional sensors fail (in dark, smoky or noisy environments).
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3 State of the Art in Modeling

Since the author in [27] tried to determine the position of a robot arm with
vibrissa-like sensors (made of guitar strings), the demand for technical vibris-
sae grew steadily. In the meantime, these tactile sensors often complement or
even replace optical sensors (as mentioned above) in their two main fields of
application: flow measurements in micro technology and autonomous robotics.
Especially in the latter field, technical vibrissae are currently just used to avoid
collisions (merely used as contact sensors with a binary output, [25]). In the last
decade, the number of scientific works in which the capabilities of the tactile
sensors were improved, grew significantly. As in 1996 the development of robots
equipped with artificial vibrissae and driving along walls, see [18], was seen as a
considerable achievement, the recently developed robots with a similar configu-
ration managed to distinguish objects on the basis of their surface texture ([11],
[29], [33], [12], [24]), or to determine form and position of nearby objects, [28].

In the majority of papers found in literature, the development of innovative
technical whiskers was based on analytical investigations of mechanical models
of vibrissa. In order to analyze the mechanical and especially the dynamical
behavior of the vibrissa, the physical principles of the paradigm have to be
identified and to be modeled. Usually two types of models are used to analyze
the mechanical behavior of the vibrissa: rigid body models or continuum models.

There are a lot of sophisticated rigid body models in literature, we mention
an excerpt: A model of the FSC is considered in [20] and [22]. A model of a
single vibrissa with the neighboring muscle-systems are investigated in [4]. In
[17] the authors developed a mechanical model of the vibrissa, focussing on the
relationship between the various muscle contractions and the resulting vibrissa
motion. Furthermore, three vibrissa / follicle units, linked by spring and damping
elements, were incorporated in the model so that the influence of the intrinsic
muscle slings on their neighboring follicles could also be considered. The authors
in [23] set up a model for the stimulus transmission. The model consists of two
parts – the mechanical part has components representing the vibrissa shaft from
stimulus contact point to base, and internal components of FSC. The electrical
(control) part is given therein as a Simulink flow chart.

A more detailed overview is given in [1]. The most of these models exhibit a
high complexity due to the goal of an exact modeling of the biological paradigm
as possible, see [14] and [15] for complex models of a complete vibrissa row and
neighboring tissue.

Our global goal is to present models more transparent and to use more
stringent mechanics and mathematical analysis to exploit them. The goal is
not to recreate an exact copy of the biological system, but to implement in
a mechanical model the specific characteristics of the vibrissa needed for the
detection of useful information in challenging surroundings (principle goal of
theoretical bionics). We point out, that we focus on a single vibrissa and
not on a tuft of various vibrissae. Therefore, these models can be transferred to
model a carpal vibrissa (i.e., vibrissa at extremities in mammals), too.
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4 Modeling and Control

4.1 Model with Single DOF

A first model of a single vibrissa serves as the level of stimulus reception. The
center of rotation of the thin rod-like vibrissa lies at skin level, a viscoelastic
element located beneath it, represents the compliance of the FSC, see Fig.4.
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Fig. 4. Mechanical model of a vibrissa: d - viscous damping coefficient, c - spring
constant, m - mass of the rod, L - length of the rod, F (t) - disturbing force,
Mu(t) - control torque

The equations of motion are:

J0z ϕ̈(t) =
(
L− L

a

)
F (t) cos (ϕ(t)) − cL2

a2 cos (ϕ(t)) sin (ϕ(t))

−dL2

a2 ϕ̇(t) cos
2 (ϕ(t)) +

(
L
2 −

L
a

)
mg sin (ϕ(t)) +Mu(t) .

(1)

The ability of the rodents to either stabilize or swing their vibrissa actively, was
implemented with a control torque Mu(t) (calculated due to the feedback law
of the following adaptive high-gain controller):

e(t) := ϕ(t) − ϕref(t)
Mu(t) = −

[
k(t) e(t) + κ k(t) ė(t)

]
k̇(t) =

⎧⎪⎪⎨⎪⎪⎩
γ
(∣∣|e(t)∣∣| − λ)2 , if

∣∣|e(t)∣∣| ≥ λ+ 1

γ
(∣∣|e(t)∣∣| − λ)0.5 , if (λ+ 1) >

∣∣|e(t)∣∣| ≥ λ
0 , if

(∣∣|e(t)∣∣| < λ) ∧ (t− tE < td)
−σ k(t) , if

(∣∣|e(t)∣∣| < λ) ∧ (t− tE ≥ td)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
∀t. (2)

This adaptive control algorithm (2) (improved one compared to the ones in [2]
and [3]) has the ability to compensate unknown disturbance forces in the passive
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as well as in the active mode: the rod-like vibrissa follows the reference signal
ϕref within the margin of tolerance λ (i.e., λ-tracking). This is similar to the
rodents reaction: they suppress the perception of a bothering permanent vibrissa
deflection (here: keeping the motion of the rod in the λ-tube), while still staying
sensitive for an interesting sudden deflection.

4.2 Simulation of the Single Vibrissa Model

Now, we choose the following parameters matching the biological paradigm, see
[17] and [1]:

– vibrissa: m = 0.000 003 kg, c = 5.7 N
m, d = 0.2 Ns

m , L = 0.04m, a = L
10 =

0.004m,
(
ϕ(0) , ϕ̇(0)

)
=
(
0 rad , 0 rad

s
)
;

– environment: t �→ F (t) = 0.1 cos(t) + 2 e−(t−20)2 N, which represents a
(small) permanent oscillation with a gust of wind, and g = 9.81 m

s2 ;

– λ-tracker (2): λ = 0.2 ≈ 0.064 π, γ = 50, σ = 0.2, td = 1 s and k0 = 0;

– reference signal to be tracked:
The active mode has to be implemented with reference signals performing
periodical oscillations enabling the rod to either explore its surroundings or
to scan specific objects – and since rodents use two different kinds of os-
cillations depending on the task, the exploratory and foveal whisking are
simulated by two different reference signals. Rodents employ large ampli-
tude sweeps in a low frequency range (5 − 15Hz) to investigate their envi-
ronment. As the range of movement of the biological vibrissa amounts to
ca. 100◦ = 1.74 rad, the amplitude of the exploratory reference signal (3)
can be chosen to A = 1.74

2 ≈ 0.8 rad. The frequency of the signal ϕref1(t)
has been set to f = 5Hz according to the findings in [4]. Foveal whisking
has been implemented with the reference signal (4), using an amplitude of
A = 0.2 rad ≈ 12◦ and a frequency of f = 25Hz, since rodents scan specific
objects with small amplitude, high frequency movements (15− 25Hz).

t �→ ϕref1(t) = 0.8 sin(2π 5 t) rad exploratory whisking (3)

t �→ ϕref2(t) = 0.2 sin(2π 25 t) rad foveal whisking (4)

Applying controller (2), we simulate the vibrissa in active mode 1, i.e., we λ-
track reference signal (3). We obtain the results presented in Fig. 5 and 6. Here,
one cannot clearly see the advantage of two alternating exponents in observing
the excitation peak in the gain parameter. We have a good tracking result. The
gain parameter k(·) increases very fast in the beginning of the simulation. This
is due to the “switching on” of the controller. It forces e fast into the tube at
cost of a high k. The gain k(·) immediately decreases after a td-stay of e in the
tube, see Fig. 5. The error e is forced back into the λ-tube very fast because of
the modified adaptation rule. This is on the expense of a tolerable overshooting
of k at the beginning.
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4.3 Models with Higher DOF

The considered single rod-like vibrissa with DoF = 1 is not sufficient to model
the complex behavior of the animal vibrissae. We should increase the DoF in the
following. Three innovative mechanical models with a stiff, rod-like vibrissa are
being developed, see Fig. 7. The degree of freedom (DoF ) is being successively
increased from 1 to 3, to investigate the impact of different supports on the
sensory capabilities of the system.

In model 1 the rod has one rotational degree of freedom: the angular deflec-
tion ϕ(t). The control torque Mu(t) simulates the rodent’s ability to regulate
the deflection of the vibrissa by means of their intrinsic musculature. In model
2A the rod has, in addition to the rotational, a linear degree of freedom: the
lateral translational motion of the pivot point (following the information found
in [4] and [17]). A control force F ux(t) simulates the rodent’s ability to alter the
position of the pivot point through contractions of the extrinsic musculature. In
model 2B the rod has two degrees of freedom as well: the angular deflection
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Model 1 (DoF 1)

Model 2A (DoF 2)

Model 3 (DoF 3)

Model 2B (DoF 2)

Fig. 7. Innovative mechanical models with a rigid, rod-like vibrissa, (x: lateral
direction, y: longitudinal direction)

as in the models 1 and 2A, and a longitudinal translational motion of the vib-
rissa. A control force F uy(t) determines the longitudinal position of the pivot
point. This force is not simulating any natural musculature. In model 3 the
models 2A and 2B are being combined, thus the rod possesses three degrees of
freedom, which enables it to perform a rotatory deflection, as well as lateral and
longitudinal displacements.

The implementation of the linear degree of freedom in the longitudinal di-
rection is based on findings in [13], revealing that vibrissae experience consid-
erable forces in longitudinal direction when touching an object. Furthermore,
the authors in [30] found out that the rodent’s neurons react strongly to the
longitudinal displacements of the vibrissa – which leads to the assumption that
they provide relevant information about their environment.

The examined mechanical models all meet the basic requirements for high-
quality sensor systems: they react with sensitivity to occurring disturbance
forces, the response time is short, and the disturbance force can be identified.
Still the performances of the models differ greatly from one another, especially
with respect to the force identification. The steady increase of the DoF from
model 1 (DoF = 1), via models 2A, 2B (DoF = 2) to model 3 (DoF = 3)
revealed the significant benefits of the respective direction of motion. Thus, al-
though the enhancement of model 1 with a translational DoF in x-direction
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led to an improvement of the sensibility in model 2A, the additional DoF in y-
direction was by far more relevant for the identification of the disturbance force:
in model 2B the force can be identified in the passive, as well as in the active
mode – and this for angles of attack reaching from 0◦ to 90◦. Yet the positive
characteristics of the models 2A and 2B could not be fully united in model 3:
the interaction between the translational displacement in x with the angular
deflection ϕ impeded, especially in the active mode, the identification of the
disturbance force. While the models 1 and 2A are only suitable for applications
with forces acting mostly horizontally, the models 2B and 3 can also provide
reliable information in widely unknown surroundings. Furthermore, model 2B
can be used in the passive, as well as in the active mode.

5 Conclusion and Outlook

The goal of this work was to present the theoretical context needed to examine
the mechanical and in particular the dynamical characteristics of the biological
vibrissa. Moreover, these theoretical aspects were to be interpreted with respect
to the biological vibrissa, as well as for a technical implementation of it. In-
spired by this biological sensory system, several types of mechanical models were
developed based on findings in the literature.

The focus was on rigid body systems. At the beginning, a single vibrissa sys-
tem consisting of one rigid rod was investigated. The investigations have shown
that adaptive control is promising in application to vibrissa systems: it allowed
to describe the two main modes of operation of vibrissae – passive and active
one. We switched back to the analysis of a single vibrissa and increased its DoF .
We presented three models with a stiff rod-like vibrissa, taking into account the
viscoelastic support in the mystacial pad (FSC and skin). The muscles (extrinsic
and intrinsic) enabling the animals to whisk actively were simulated by adap-
tive control algorithms. Numerical simulations with chosen perturbation forces
showed that specific control variables contain adequate information on the force
to be identified.

Nevertheless, all models offer the drawback that they consist of one rigid
element. One may think of object localization, in this case the rigid body may
break or get locked. Hence, further and present investigations are directed to
more compliant vibrissa systems: first to rigid multi-body systems and, second
to continuum systems (e.g., beams).
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Abstract. A new approach to continuous authentication is presented.
The method is based on a combination of statistical decision machines
for brain signals. Functional Near InfraRed Spectroscopy (NIRS) is used
to measure brain oxyhemoglobin changes for each subject to be authen-
ticated. Such biosignal authentication is expected to be a viable com-
plementary method to traditional static security systems. The designed
system is based on a discriminant function which utilizes the average
weight vector of one-versus-one support vector machines for NIRS spec-
tra. By computing a histogram of Mahalanobis distances, high separabil-
ity among subjects was recognized. This experimental result guarantees
the utility of brain NIRS signals to the continuous authentication.

Keywords: Continuous authentication, brain activities, NIRS, SVM.

1 Introduction

Continuous authentication is a method to identify uninterruptedly whether a
subject is an eligible person or not. On the other hand, traditional authenti-
cation methods are static or one-time by using a password, a PIN (Personal
Identification Number), an electro-magnetic card or a physical key. Such static
authentication does not consider the weakness to impersonation at all. There-
fore, a combination of both methods is expected to realize a better authentication
system to the rapidly sophisticated and convolved ICT world.

For the continuous authentication, it is considered that biosignals can match
well to its system configuration [1]. In this paper, we discuss a continuous au-
thentication method which uses brain signals. This motivation is based on our
observations on BMI (Brain Machine Interface) up to now [2], [3]:

(1) NIRS patterns of brain signals were applicable to generate BMI commands.
(2) The brain patters were dependent on subjects.
(3) This individuality appeared as temporal patterns.

In addition to such a technological applicability, we can find situations where
the continuous authentication by brain signals are useful:
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(a) To a superuser of a computer system, an operating system periodically re-
quests to type in a“sudo password.” This is quite cumbersome since the
interval is usually set short. If the period is set too long, it undermines the
system security because of the possibility of the impersonation. In such a sit-
uation, a continuous authentication combined with a crisp one-time method
is ideal.

(b) After an allowed usage of a special-purpose vehicle by a static authentication
it becomes necessary to prevent impersonated operators. Periodic sudo-like
authentication during the operation would lead to an accident in such a
situation.

(c) Driving a utility car also gives a situation where a continuous authentication
is helpful. In addition to the impersonation, this case includes a detection
of a driver’s abrupt change from a normal state. Daily use of a motor cycle
shares this case since an operator’s helmet can be a wearable gear for the
signal detector.

Since brain signal’s measurement devices have become more compact with less
prices, BMI with continuous authentication will be more ubiquitous in our daily
life. By understanding this trend, we selected a NIRS machine (Near InfraRed
Spectroscopy). This system gives brain oxyhemoglobin changes which are less
susceptible to ambient noises than EEGs (ElectroEncephaloGrams). Also, the
total device is compact.

The organization of this paper is as follows. In Section 2, basic properties
of the NIRS for BMI are explained. In Section 3, preprocessing and the main
recognition method using a set of machine learning strategies are explained.
In Section 4, experiments based on an averaged SVM weight vector from NIRS
spectra are conducted. Results measured by Mahalanobis distances show promis-
ing separability of a subject from others. Section 5 gives concluding remarks to
further sophistications of the system.

2 Near InfraRed Spectroscopy and Brain Activity
Measurement

2.1 NIRS Machine

There are several types of NIRS machines for the brain signal measurement. For
this paper’s continuous authentication, we used NIRO-200 [4]. Among possible
measurements, oxyhemoglobin changes of subject’s local areas of brains will be
used in later experiments. This is a set of time series expressed by ΔO2Hb μM .

Figure 1 illustrates a monitor of the NIRS machine (left bottom corner) as
well as two subjects. An actual shape of a probe can be seen from the left subject.
The right subject, who is under an actual task of typing, wears a head belt so
that unnecessary optical noise is avoided. As can be observed form this figure,
the restraint to the subject is moderate.

The NIRS sampling frequency is 6 Hz due to this machine’s capability. This
speed is not very fast but it is appropriate to the continuous authentication.
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Fig. 1. Brain NIRS measurement under typing

In contrast, EEG machines accept sampling of much higher frequencies. But,
EEG is easily contaminated by ambient noise like fluorescent illumination and
eye blinking.

2.2 Data Collection

By considering that the NIRS measurement is a class of optics, outdoor mea-
surements under strong sunlight were avoided. Instead, subjects were seated in
a room under fluorescent light (see Figure 1).

Methods to obtain training data and test data are explained by using numbers
specified in Table 1.

Table 1. Numbers appearing in data collection

symbol explanation number

S number of subjects 10

2K number of measurements per subject 40

M total number of NIRS time series M=2KS=400

N number of samples in a time series 60 (10 seconds)

L number of reduced dimensions (N/2)/3=10

Training and test data sets for the continuous authentication system to be
designed were collected as follows.

Subjects: S = 10 sound male and female students of twenties are subjects.

Tasks: Each subject operates typing a keyboard.

Data set: One sample data is a one-dimensional NIRS time series of 10 seconds
out of a 60 second typing. Each subject gives 2K = 40 data sets. Half of them
is used for the training in machine learning. The rest is used for performance
testing. Thus, there areM = 2KS = 400 time series of brain NIRS prepared.
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Each data set has a label of a subject’s name which is not used for the
authentication per se.

3 Recognizer: Learning Phase

The recognition in this paper indicates a decision that each data supplier is
correctly identified to be eligible or not.

3.1 Recognizer Design

NIRS data are time series. But, our preliminary observation indicated that a
combination of low frequency periodicities, which are not affected by power
supply frequencies (50 or 60 Hz), can convey each subject’s individuality very
well. Therefore, we set the signal essence to be a set of spectra.

Let {x(n)}N−1
n=0 be an NIRS time series from a subject. The number of samples

is N = 60 (1 channel, 6 fps, 10 seconds). Then, the total recognizer consists of
the following 6 steps. Figure 2 illustrates a path from a brain NIRS signal to the
end of the machine learning steps.

Fig. 2. Learning of the average SVM weight vector

Each step is explained as follows.

Step 1: M/2 labeled sample time series for training are selected. One of such
time series is denoted by {x(n)}N−1

n=0 . This set is multiplied by a Hamming
window [5]. This modified time series is re-denoted by {x(n)}N−1

n=0 .
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Step 2: The time series is transformed to {X(m)}N−1
m=0 by FFT (Fast Fourier

Transformation). Actually, N/2 FFT points contain non-overlapping
information.

Step 3: Compute the logarithm of normalized power spectrum.

vm = log
X(m)2∑N/2−1

i=0 X(i)2
, (m = 0, · · · , N/2− 1). (1)

Then, we regard this series as an N/2-dimensional vector v. Since there are
K = 20 training data with the same subject label, this vector is re-denoted
by vk, (k = 0, · · · ,K − 1).

Step 4: Using K sample vectors {vk}K−1
k=0 , the vector dimension of N/2 = 30 is

reduced to L = (N/2)/3 = 10. That is, the following Principal Component
Analysis (PCA) [6] is conducted.

m =
K−1∑
k=0

vk/K, (2)

C =

K−1∑
k=0

(vk −m)(vk −m)T /K, (3)

EL = col(e1, · · · , el, · · · , eL), (4)

V = ET
L. (5)

Here, EL is the orthonormal matrix of the first L eigenvectors of C in its
descending order. There is no need of sphering in Equation (5). By using
these matrices, a set of reduced dimensional vectors is computed.

zk = V vk, (k = 0, · · · ,K − 1). (6)

The above PCA procedure was introduced to defend against over-fitting.
Preliminary experiments supported this necessity.

Step 5: Given a training data set of {zk}K−1
k=0 , a weight vector w of a support

vector machine [7] is computed.

yk = wT zk + b, (k = 0, · · · ,K − 1). (7)

Here, each weight vector w is computed against impersonated subjects.

Step 6: Re-denote each weight vector by wsk where s is an index for each
subject. Then, the average weight vector is computed.

w̄ =
∑
s∈S

∑
k∈K

wsk/SK. (8)

Note that the average of SVM biases is not needed in the discriminant anal-
ysis in experiments. Therefore, the bias is set to zero.
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Before closing this subsection, we give a set of reasonings for the choices
appearing in the above algorithm steps.

Hamming window:
This windowing is a standard method to reduce unnecessary spectral side
robes appearing in the case of the rectangular window. There was very little
difference between the Hamming and other windows.

Selection of L:
Any integer of 5 ≤ L ≤ 20 was applicable, which reflects the following
observations.

(1) The maximum of L is 30 since the number of the spectral points is 60.

(2) The number L needs to be reduced because there is a learning phase for
the recognizer design.

(3) The case of L = 5 can contain more than 90% of the total power.

(4) The choice of L may affect the shape of the separating hyperplane. But,
the case of the SVM is less sensitive than those of the linear discriminant
analysis and the ridge regression.

The choice of L = 10 resulted from preliminary experiments guided by the
above reasons.

3.2 Recognizer: Test Phase

After the learning phase, the learned vector w̄ is applied to estimate the subject’s
matching.

Step 1: A test data of unknown subject {x(n)}N−1
n=0 is given.

Step 2: V T w̄ is computed. After discarding unnecessary components,
a dichotomy decision based on the Mahalanobis distance to clusters is
conducted.

4 Experiments for Performance Evaluation

4.1 Weight Vector

As was explained in Section 2.2, K = 20 training data were given from each of
S = 10 subjects. Figure 3 illustrates the resulting weight vector V T w̄. In this
figure, the horizontal axis stands for N/2 = 30 column positions of the average
weight vector which correspond to spectral frequencies. The vertical axis specifies
each column’s magnitude which does not have a unit. One can observe from this
figure that the spectral range of 0.5 ∼ 1.5 Hz is responsible for the separation
ability among subjects.
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Fig. 3. Learned average weight vector

4.2 Cross Validation

Since there areK = 20 test data sets for each of S = 10 subjects, we can measure
the performance of the average vector w̄ by using S-fold cross validation. The
collection of margins which decides whether the subject is the right person or not

Fig. 4. Mahalanobis distance for identification
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can give a histogram. We illustrate this result by computing the Mahalanobis
distance. Figure 4 illustrates the result in view of a histogram. The horizontal
axis stands for the Mahalanobis distance. The vertical axis is the total number of
subjects reflecting the result of the authentication. There are two clusters in this
figure. The left distribution with a sharp peak is the collection of results that the
input data was identified to be a rightful subject’s one. The right distribution
which is more flat specifies cases that the measured data came from different
subjects.

4.3 FNMR-FMR Rate

Figure 4 is quite appealing that the continuous authentication system of Figure
2 is effective. But, we need more confidence that this system deserves to be a
practical one. This can be verified by a curve of the FNMR-FMR (False Non-
Matching Rate versus False Matching Rate):

FNMR(t) =

∫ smax

t

fG(s)ds (9)

FMR(t) =

∫ t

smin

fI(s)ds (10)

Here, fG(s) is the genuine distribution form right persons. fI(s) the impostor
distribution from illegal persons. The region of integration is

smin ≤ t ≤ smax. (11)

Fig. 5. FNMR-FMR curve for performance identification
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Figure 5 is the resulting FNMR-FMR curve by sliding a threshold t on the
horizontal axis of Figure 4. The vertical line around the crossing of two curves
specifies the EER (Equal Error Rate) which is the position that

FNMR(1.6) = FMR(1.6) = 0.0035 = 0.35%. (12)

This means that more than 99% of the continuous authentication was successful.
By observing Figure 5 and Equation (12), one finds that this paper’s system of
Figure 2, which is based on the NIRS, outperforms by far than other brain signal
based systems [8].

Before closing this section, it is necessary to explain the effect of tasks forced
to subjects. Figures 4 and 5 were with a task of typing a keyboard. In addition to
this experiment, we measured the authentication of no-task subjects. Its resulting
histogram showed strong similarity to Figure 4. A little difference was that the
two sharp peaks become a little bit more flat having longer tails. This means
that the designed continuous authentication system by the NIRS signal is robust
against “task-and-rest.”

5 Concluding Remarks

There will be further sophistications on the system of Figure 2 so that the
performance appeared in Figure 4 and Figure 5 can be improved more.

More NIRS probes: Increasing the number of probes is a promised perfor-
mance improvement, provided the total system remains within a moderate
price.

Utilization of nonlinear kernels: In this paper, we aimed at the lightest
system. Therefore, methods of the machine learning and the test were all
linear except for the logarithm on the power spectrum. Although the results
described in Figures 4 and 5 were satisfactory as a baseline trial, an inclusion
of nonlinear mechanisms can improve the performance. It is a use of nonlinear
kernels in PCA and SVM.

ICA after PCA: In the designed system of this paper, a process of PCA
was included. But, PCA coordinates are forced to be orthogonal. Because of
this restriction, ICA (Independent Component Analysis) gives better non-
orthogonal coordinates. For this type of systems, the coordinate comparison
method, which overcomes the axis ordering indeterminacy of ICA [9], and
the rapid computation method [10] will become essential.

Dynamic Continuous Authentication: The learned average weight vector
of Figure 3 may be tuned up by including the data while a genuine subject
is operating a target system.

Attaining 100% Authentication: In any authentication by human biosig-
nals, FNMR and FMR of Equations (9) and(11) always exist. But, by
allowing repeated recognition with an appropriate threshold, the final au-
thentication rate can approach to 100% from this paper’s EER of 99.65%.
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Abstract. Screening femoral neck osteoporosis is important to prevent fractures 
of the femoral neck. We developed machine learning models with the aim of 
more accurately identifying the risk of femoral neck osteoporosis in postmeno-
pausal women and compared those to a conventional clinical decision tool, os-
teoporosis self-assessment tool (OST). We collected medical records based on 
the Korea National Health and Nutrition Surveys. The training set was used to 
construct models based on popular machine learning algorithms using various 
predictors associated with osteoporosis. The learning models were compared to 
OST. Support vector machines (SVM) had better performance than OST. Vali-
dation on the test set showed that SVM predicted femoral neck osteoporosis 
with an area under the curve of the receiver operating characteristic of 0.874, 
accuracy of 80.4%, sensitivity of 81.3%, and specificity of 80.5%. The machine 
learning methods may be effective tools for identifying postmenopausal women 
at high risk for osteoporosis. 

Keywords: Screening, machine learning, risk assessment, clinical decision tool, 
support vector machine. 

1 Introduction 

Fracture due to osteoporosis is one of the major factors of disability and death in  
elderly people [15]. According to the World Health Organization (WHO) report, fe-
moral neck osteoporosis was the best predictive factor for fracture risk and the most 
common fracture site was proximal femur [8]. Osteoporosis is common in postmeno-
pausal women but is asymptomatic until a fracture occurs. WHO estimates that 30% 
of all postmenopausal women have osteoporosis, which is defined as bone mineral 
density (BMD) 2.5 standard deviations below the young healthy adult mean  
(T-score≤-2.5) [8]. Dual X-ray absorptionmetry (DEXA) of total hip, femoral neck, 
and lumbar spine is the most widely used tool for diagnosing osteoporosis. However, 
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mass screening using DEXA is not widely recommended for evaluating BMD as it is 
expensive and hazardous due to X-ray radiation [16]. Therefore, selecting patients for 
DEXA is an important task for cost-effective screening for osteoporosis. 

A number of epidemiological studies have developed clinical decision tools for os-
teoporosis risk assessment to select postmenopausal women for the measurement of 
BMD. The purpose of these clinical decision tools is to help estimate the risk for  
osteoporosis, not to diagnose osteoporosis. The osteoporosis self-assessment tool 
(OST) is one of the clinical decision tools, which is a simple formula based on age 
and body weight [10]. Although OST uses only two factors to predict osteoporosis 
risk, it has been shown to have good sensitivity with an appropriate cutoff value [19]. 
However, the decision tool has the limitation of low accuracy for clinical use [18]. 

Machine learning is an area of artificial intelligence research which uses statistical 
methods for data classification. Several machine learning techniques have been ap-
plied in clinical settings to predict disease, and have shown higher accuracy for diag-
nosis than classical methods [7]. Support vector machines (SVM), random forests 
(RF), and artificial neural networks (ANN) have been widely used approaches in  
machine learning [7].  

The SVM is based on mapping data to a higher dimensional space through a kernel 
function and choosing the maximum-margin hyper-plane that separates training data 
[3]. RF grows many classification trees built from a random subset of predictors and 
bootstrap samples [2]. ANN is comprised of several layers and connections which 
mimic biological neural networks to construct complex classifiers [6]. Logistic re-
gression (LR) is another machine learning technique. LR is the gold standard method 
for analyzing binary medical data because it provides not only a predictive result, but 
also yields additional information such as a diagnostic odds ratio [1]. 

Several studies have shown that SVM, RF, and ANN could help predict low BMD 
using diet and lifestyle habit data [5,14,17,22]. Although these studies considered risk 
factors, they did not select informative variables that could contribute to osteoporosis. 
Moreover, previous studies had no objective comparisons of the performance of os-
teoporosis prediction developed by epidemiological data among the machine learning 
methods and clinical decision tools. Therefore, a structural design is needed for con-
structing the models along with a comparative study of various analytical methods for 
predicting osteoporosis risk. 

In this study, we developed the prediction models for femoral neck osteoporosis 
using various machine learning methods including SVM, RF, ANN, and LR. We 
compared the performance of machine learning methods and OST using accuracy and 
area under the curve (AUC) of the receiver operating characteristic (ROC). 

2 Materials and Methods 

2.1 Data Source 

We collected data from Korean postmenopausal women based on the Korea National 
Health and Nutrition Examination Surveys (KNHANES V-1) conducted in 2010. 
BMD was measured by DEXA using Hologic Discovery (Hologic Inc., Bedford, 
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MA). Patients who were determined to have postmenopausal status were included in 
this study. We categorized the postmenopausal women into a control group and an 
osteoporotic group with low BMD (T-score≤-2.5) at femoral neck. 

2.2 Data Analysis 

The data were separated randomly into two independent data sets: training and test 
sets. The training set, comprised of 60% (1000 patients) of the entire dataset, was 
used to construct models based on SVM, RF, ANN, and LR. The clinical decision 
tool for screening osteoporosis, OST, was calculated according to its formula. The 
prediction models were internally validated using 10-fold cross validation [11]. We 
designed the 10-fold cross validation not only to assess performance, but also to op-
timize prediction models using machine learning techniques. We used 10-fold cross 
validation on the training set, and the performance was measured on the test set. The 
test set, comprised of 40% (674 patients) of the entire dataset, was used to assess abil-
ity to predict osteoporosis in postmenopausal women. Figure 1 shows the overview of 
trained machine learning models to predict osteoporosis. 

Data of
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Data Set

Health Interview 
Surveys

(Demographic 
Characteristics, 
Past Histories)

Training
Machine Learning

SVM
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B. State Classification

Validation & 
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Data of
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Data of
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Fig. 1. Overview of models to predict osteoporosis. The flow of training machine learning 
models (A) and the flow of state classification with unknown data (B). 

2.3 Model Selection and Validation 

We used the 10-fold cross validation scheme to construct machine learning models. 
The purpose of the machine learning models was to predict osteoporosis risk using the 
health interview surveys concerning demographic characteristics and past histories 
listed in Table 1. Due to high dimensionality, variable selection was a necessary tech-
nique to make an effective prediction model and to improve prediction performance 
[20]. We adopted a feature selection method of wrapper subset evaluation for SVM, 
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RF, and ANN [4,7]. Although construction of the classifier has a high computational 
loading, wrapper approach can obtain the optimal feature subset by training and test-
ing a specific machine learning model [20]. We determined the order of the variables 
with the embedded method of each machine learning method and decreased the num-
ber of variables to determine the best subset using backward elimination [20]. The 
remaining features that indicated the highest accuracy in 10-fold cross validation were 
the selected subset for prediction. For LR, we used the backward stepwise method for 
variable selection. 

Data sets in this study were class-imbalanced because the control group contained 
significantly more samples than the osteoporotic group. Therefore, it was important to 
improve prediction models for the imbalanced data. To obtain the optimal result, we 
adopted a grid search in which a range of parameter values were tested using 10-fold 
cross validation strategy. We found the best classification model and employed its 
parameters for prediction. The optimal model of SVM was found using a Gaussian 
kernel function with a penalty parameter C of 100 and scaling factor σ of 30. In RF, 
the optimal number of trees was 100, and the number of predictors for each node was 
3. The optimal ANN was set with 3 nodes of a hidden layer and learning rate of 0.1. 

Due to the imbalanced data problem, prediction accuracy might not be a good cri-
terion for assessing performance since the minor class has less influence on accuracy 
 

Table 1. Characteristics of postmenopausal women 

Variable* 

Without osteoporosis 

at femoral neck 

(n = 1343) 

With osteoporosis 

at femoral neck  

(n = 331) 

P-value† 

Age (years) 61.0±8.7 72.79±8.7 <0.001 

Height (cm) 154.2±5.4 149.0±6.1 <0.001 

Weight (kg) 58.2±8.3 51.4±8.5 <0.001 

BMI (kg/m2) 24.4±3.2 23.1±3.2 <0.001 

Waist circumference (cm) 82.5±9.1 80.6±9.6 <0.001 

Pregnancy 4.4±2.2 5.0±2.5 <0.001 

Duration of menopause (years) 12.4±9.3 24.8±10.2 <0.001 

Duration of breast feeding (months) 53.0±46.5 87.3±58.3 <0.001 

Estrogen therapy 256 (19.1) 17 (5.1) <0.001 

Hypertension 498 (37.1) 169 (51.1) <0.001 

Hyperlipidemia 195 (14.5) 32 (9.7) 0.011 

Diabetes mellitus 142 (10.6) 40 (12.1) 0.242 

Osteoarthritis 344 (24.5) 108 (32.6) 0.007 

Rheumatoid arthritis 39 (2.9) 17 (5.1) 0.058 

History of fracture 173 (12.9) 66 (19.9) <0.001 

* Table values are given as mean ± standard deviation or number (%) unless otherwise indicated. 

† P-values were obtained by t-test and chi-square test. 

BMI: body mass index 
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than the major class [21]. Therefore, we evaluated diagnostic abilities including not 
only accuracy, but also AUC, sensitivity, and specificity. 

 Sensitivity = TP / (TP + FN) (1) 

 Specificity = TN / (TN + FP) (2) 

 Accuracy = (TP + TN) / (TP + TN + FP + FN) (3) 

• True positive (TP): No. of osteoporotic women correctly identified as osteoporosis. 
• True negative (TN): No. of healthy women correctly identified as normal 
• False positive (FP): No. of healthy women incorrectly identified as osteoporosis 
• False negative (FN): No. of osteoporotic women incorrectly identified as normal 

The AUC is known as a strong predictor of performance, especially with regard to im-
balanced problems [13]. To compare the performance of models, we generated the ROC 
curves and selected cut-off points as the points on the ROC curve closest to the upper 
left corner. We used MATLAB 2010a (Inc., Natick, MA) for the analysis of machine 
learning and SPSS 18.0 (SPSS Inc., Chicago, IL) for LR and statistical analysis. 

3 Results 

Three hundred thirty-one (19.8%) of 1674 postmenopausal women had osteoporosis 
at femoral neck. Table 1 shows the characteristics of postmenopausal women  
categorized by the presence of osteoporosis. Table 2 summarizes the results of varia-
ble selection used in the machine learning methods. While OST selected only 
 

Table 2. Variable selection in machine learning for osteoporosis risk of femoral neck  

Variables 
Machine learning methods 

SVM RF ANN LR 

Age O O O O 

Height O O O  

Weight O O O O 

Body mass index O O O  

Waist circumstance  O   

Pregnancy  O O  

Duration of menopause O O O O 

Duration of breast feeding O O O  

Estrogen therapy O    

Hypertension O O   

Hyperlipidemia O O  O 

Diabetes mellitus O O O O 

Osteoarthritis O O O O 

Rheumatoid arthritis     

History of fracture   O  

SVM: support vector machines, RF: random forests, ANN: artificial neural networks, LR: logistic regression 
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two variables to obtain simplicity, the machine learning methods except LR selected 
more than 10 variables for better performance. In 10-fold cross validation, we found 
that more complex discriminating functions such as SVM and RF showed better  
performance than simple linear functions such as LR and OST.  

Additionally, to assess the performance of the models for predicting osteoporosis, 
we applied our methods to a test set composed of the independent data. Table 3 shows 
the results of classifying the test set for selecting women at risk of osteoporosis at 
femoral neck. As a result, the SVM model was the best discriminator between  
controls and women with osteoporosis. 

SVM predicted osteoporosis risk with an AUC of 0.874, an accuracy of 80.4%, 
sensitivity of 81.3%, and specificity of 80.5%. Figure 2 shows the ROC curves of 
SVM, LR, and OST in predicting osteoporosis at femoral neck. Because SVM had the 
highest AUC among the machine learning methods, we compared their ROC curves. 
LR was also included for comparison with SVM and OST. The AUCs of SVM, LR 
and OST were 0.874, 0.855, and 0.855, respectively (Table 3). 

Table 3. Diagnostic performance of osteoporosis risk assessment methods 

AUC Accuracy (%) Sensitivity (%) Specificity (%) 

SVM 0.874 80.4 81.3 80.5 

RF 0.867 77.6 81.3 76.6 

ANN 0.845 77.1 82.1 75.9 

LR 0.855 76.6 82.9 75.0 

OST 0.855 77.6 79.8 77.0 

AUC: area under the curve, SVM: support vector machines, RF: random forests, ANN: artificial neural networks, LR: 
logistic regression, OST: osteoporosis self-assessment tool 

 

Fig. 2. Receiver operating characteristic (ROC) curves of support vector machines (SVM), 
logistic regression (LR), and osteoporosis self-assessment tool (OST) in predicting osteoporosis 
risk at femoral neck 
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4 Discussion and Conclusion 

We investigated a new approach based on machine learning techniques for predicting 
femoral neck osteoporosis risk in postmenopausal women using data from the 
KNHANES V-1. To our knowledge, we first performed comparisons of the perfor-
mance of osteoporosis prediction between the machine learning and conventional 
methods using population-based epidemiological data. Among the machine learning 
and conventional methods, the SVM model discriminated more accurately between 
women with osteoporosis and control women. In other words, SVM was more effec-
tive in analyzing the epidemiological underlying patterns of osteoporosis compared 
with the other methods. 

Our proposed SVM model included age, height, weight, body mass index, duration 
of menopause, duration of breast feeding, estrogen therapy, hypertension, hyperlipi-
demia, diabetes mellitus, and osteoarthritis as predictors (Table 2). Similar to earlier 
studies concerning prediction for osteoporosis [9,10], our results suggest that age and 
weight are most closely associated with the development of osteoporosis. However, 
our findings also demonstrated different factors involved in osteoporosis such as 
height, duration of menopause, duration of breast feeding, and presence of chronic 
diseases such as hypertension, hyperlipidemia, diabetes mellitus, and osteoarthritis. 
Our prediction model was able to consider these chronic diseases in combination 
using a SVM model characterized by nonlinearity and high dimension. Because the 
SVM model delicately handled a separating space composed of these factors in high 
dimension, it was possible to consider all factors for the improvement of sensitivity 
and specificity in predicting osteoporosis. 

Women experience menopause at 50 years old on average [23]. Accordingly, when 
we regard the Korean women who are over 50 years old as potential menopausal pop-
ulation, menopausal women account for 31.8% of all women in Korea. The 31.8% 
corresponds to around 8.5 million [12]. Although SVM showed small improvement of 
2.8% in accuracy compared to OST, the 2.8% corresponds to approximately 238,000, 
which is not small population. 

In conclusion, the most important finding of this study is the identification of 
postmenopausal women at high risk of osteoporosis at femoral neck to increase the 
possibility of appropriate treatment before fracture occurs. Machine learning methods 
might contribute to the advancement of clinical decision tools and understanding 
about the risk factors for osteoporosis. Further studies should be targeted at construct-
ing an extended prediction model for progressive osteoporosis through the collection 
of prospective data, and the simultaneous prediction of osteopenia and osteoporosis 
using multi-category classification. 
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Abstract. Bioinformatics is facing a post-genomic era characterized by the re-
lease of large amounts of data boosted by the scientific revolution in high 
throughput technologies. This document presents an approach to deal with such 
a massive data processing problem in a paradigmatic application from which in-
teresting lessons can be learned. The design of an out-of-core and modular im-
plementation of traditional High-scoring Segment Pairs (HSPs) applications 
removes the limits of genome size and performs the work in linear time and 
with controlled computational requirements. Regardless of the expected huge 
I/O operations, the full system performs faster than state-of-the-art references 
providing additional advantages such as monitoring and interactive analysis, the 
exploitation of important intermediate results, and giving the specific nature of 
the modules, instead of monolithic software, enabling the plugging of external 
components to squeeze results. 

Keywords: HSPs, out-of-core, comparative genomics. 

1 Introduction 

New, massively parallel data acquisition technologies in the life sciences are changing 
bottlenecks in biology and biomedical research from data acquisition to data interpre-
tation. This is leading to a shift from the theory-driven experiments of the last fifty 
years back to traditional observation-driven theory building, but with orders of magni-
tude more data to analyze. The adaptation and creation of software is needed to enable 
bioinformatics’ tools to deal with this massively growing rate of data. Only one ex-
ample: just on February 2012, a miniaturized device -the size of a USB memory stick- 
has been announced as designed to make DNA sequencing universally accessible 
(costs below $900 using Oxford Nanopore Technologies [1]). Still scientists are rac-
ing to develop methods that are fast and cheap enough to allow individual to get his or 
her genome sequenced, thus truly ushering in the era of personalized medicine based 
on genetics. But not only is the human genome of interest. At present, hundreds of 
different organisms, in all kingdoms, have been sequenced and thousands of on-going 
projects have put Comparative Genomics in the spotlight to provide the methods to 
study the relationships among this flood of data. 
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From a different perspective, huge-data handling problems are fundamental as the 
increasing speed of computers, storage and networks are not keeping up with the in-
creasing speed of data generation. This issue has two dimensions. First, there is the 
fundamental dilemma of analysis procedures that show quadratic calculation time 
relative to input size (e.g. 'all versus all' computational strategies; the large usage of 
statistical tools such as maximum likelihood, Bayesian analysis, etc). Second, most 
software for computational biology is designed for single-CPU computers (i.e. dotplot 
[2]). Since conventional analysis software is used for much larger data than originally 
designed for, the limits of computing, as well as those of memory capacity, are being 
reached. This fact produces a pressing need to both retrofit trusted software and also 
create new software. 

A dotplot is the traditional and simple way to compare biological sequences. Basi-
cally, a dotplot is a visual representation of the similarities shared by two sequences, 
one arranged horizontally and the other vertically. The dotplot is built up by compar-
ing each residue in the horizontal sequence against each residue in the vertical  
sequence. A dot is placed in the intersection coordinates when both residues are iden-
tical. Thus, regions of the sequences sharing substantial areas of similarity will be 
revealed by diagonal stretches. Sliding windows combined with stringency thresholds 
are the standard method to remove noise produced by random matches. 

Dotplots were designed to deal with genes and proteins, therefore the solution 
space of the original implementation of dotplot becomes impractical for processing 
with single CPUs when working with larger datasets, such as the mega-sized chromo-
somes of higher eukaryotes (for example, a 30x30MB comparison could take 25 days 
on a single CPU). Enhanced solutions can reduce the computational search space, 
normally to a linear complexity O(N+M) but is still unaffordable for massive  
exercises. 

Many extensions of the basic dotplot methodology have been proposed. These in-
clude interactive usage [3, 4], statistical filtering and the use of other symbols than 
dots to discriminate among matches of different similarity [5], the use of biophysical 
features of the residues for scoring [6], and the simultaneous study of several dotplots 
as a way to perform some forms of multiple alignments [7]. Concerning how this 
information is presented to the user, strong improvements have been made from the 
early simple monochrome representations with virtually no possibility of performing 
an interactive analysis. Color coding was introduced to represent the information [8], 
and a simple window based zooming and panning approach was proposed in [9].  
Dotter [10] introduces a 'Greyramp tool' to interactively adjust the score cut-offs for 
displaying dots, so the separation between noise and signal can be fine-tuned interac-
tively, and in our previous work [11] we proposed the use of image processing filters 
in the framework of mathematical morphology to enforce the signal/noise ratio and 
extend the notion of sequences comparison to structural analysis. In the web domain 
[12] offers a full menu and mouse-driven application, and [13] presents a web-server 
application to align genomic sequences. 

Another way for representing the similarities between biological sequences is to 
use HSPs (High-scoring Segment Pairs), sub-segments from two sequences that share 
ahigh level of similarity. There are some reference programs for computing HSPs  
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(i.e. similarity between biological sequences) such as Blast [14] and Megablast [15] 
for large sequences, also MUMmer application [16] uses HSPs for fast sequence 
alignment, and there are several other programs that somehow perform HSPs calcula-
tions such as Gepard [17] for dotplot visualization. To reduce the computational space 
and accelerate data processing most of the mentioned programs use some kind of pre-
processing step. In this pre-processing step, when genomes replaced sequences as 
input, the limitations of HSPs calculation become evident: the computational com-
plexity and the memory consumption of the algorithms, which rises with the product 
of the length of the sequences and the window-size becomes a problem due to the 
algorithm works in an in-core fashion. Of equal importance, the interactive analysis 
and visual exploration of the solution space would require handling the dotplot matrix 
in memory, which also rise with the second power of the average sequence length. 

In our case, the pre-processing step follows a similar approach but working in an 
out-of-core fashion, to avoid memory consumption limitations. The approach consists 
on a Blast-like strategy also implemented in Megablast and more recently in Gepard 
application with important time reduction, allowing the comparison of human chro-
mosome 1 (more than 300Mbp) in approximately one hour. Concretely, this step pro-
duces a dictionary of words or k-mers that contains a list of occurrences of each k-mer 
in the sequence. To perform the calculation of the dictionary we use a sliding window 
of length k that runs along the sequence one nucleotide each time. All the components 
in the window must be in the ‘ACGT’ alphabet, if not the word will be discarded. 
Then k-mers included in the dictionary are used as prefixes for the rapid identification 
of matching words, the position of the word in each sequence is used as seed point 
(i.e. coordinate) from where to try to extend the local sequence alignment. 

In the way to accelerate computation the organization of the data corresponding to 
k-mers’ position is usually worked out in-core, as we have said before. This advan-
tage turns into a disadvantage since for large sequences an appropriate value of k is 
needed (the size of the word or k-mer). Currently, typical values are around 10 which 
lead to 1,048,576 putative entries. Although array-based memory is manageable in 
terms of main memory, the number of repeats for k=10 can be high for chromosomal 
sequences. With this the number of putative hits or seed points becomes high and 
therefore the computation unaffordable. On the other hand, using a lager value for k 
to reduce the number of repetitions would force the limits of main memory. For in-
stance, with k=20, more than 1TB of possible entries could be expected, it does not 
require the complete 432 address space of the naive implementation. 

The exact number of k-mers in a sequence of length L is L-k+1 which can be ma-
naged in main memory, but requires more complex data management structures and 
procedures (i.e. prefix trees) that could slowing down the complete process. To over-
come this problem it is possible to work out-of-core, i.e. using the hard disk as tempo-
rary storage. The slower access time of storage devices is by far compensated in  
several ways: (a) the size is unbound of k which will reduce the number of repetitions 
and the computational space; (b) it is able to recover –without additional processing 
time- all k’-mers for k’ < k, thus keeping all the sensitiveness for the identification of 
true signals; (c) the already computed dictionaries of words remain available for  
subsequent processing when comparing against other genomes; (d) combining the 
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reduction of the computational space with a modular implementation allows fine-
grained monitoring of execution, and the storage of intermediate results on disk al-
lows the development of simple additional modules for exhaustive analysis, and  
finally; (e) the elapsed time is short enough even to allow an interactive analysis. 

This document reports the design of software modules that enable comparative ge-
nomics. Our development is illustrated with the implementation of HSPs calculation 
at genome scale with linear time and controlled memory requirements, trying to tackle 
the problem in memory consumption faced by the state of the art reference programs. 
Several tests will be presented later on to demonstrate the utility of the strategy. De-
tailed material (including more tests) and open source code are available to reproduce 
results (http://www.bitlab-es.com/dotplot). 

2 Methods 

We have addressed the out-of-core implementation from two complementary perspec-
tives. On the one hand we have designed, developed and implemented an I/O library 
(SFILE) to reduce the number of access to disk storage at the same time keeping con-
trolled memory demands. This library uses a general buffering strategy plus pre-
fetching that perform well in most sequence analysis applications. On the other hand 
we have reformulated the internals of the application to overcome the memory  
limitation of the original codes. 

In short, the SFILE library is designed to provide buffered management of large 
sequences. The library implements the classical methods available in files systems, 
such as open, close, read, write, seek, etc. From the programmer’s perspective the 
library hides the complexity of keeping partial sequences loaded into memory. The 
program can point or make reference to any position of a given sequence and the 
software provides efficient access to such piece of data. The library is built on top of 
the library function layer of the operating system and uses the FILE module of C lan-
guage to map the functionality. Detailed information about the SFILE API is provided 
as Supplementary Material. 

At the same time, the optimization of the HSPs calculation has been addressed in a 
twofold strategy: on one side we focus on the reduction of the computational space, 
which is application specific, and on the other side on the modularization of the 
process which is a classic engineering concept: one tool for one specific task.  
Following these criteria we identify the following main sections in the design: 

Computational Space Reduction. As mentioned above, to reduce the computational 
space we have followed similar strategies as state-of-the-art solutions, based on the 
rapid identification of k-mers present in both sequences, to be used as seed points to 
extend local fragments. 

The main contribution to deal with this problem is to work out-of-core, i.e. using 
the hard disk as temporary storage and the SFILE library. The slower access time of 
storage devices is by far compensated in several ways: 
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1. It is possible to extend the prefix length to any arbitrary value (e.g. by default 
k=32), which, despite producing the same number of words (in practical terms 
L-k+1, with L>>k), does not mean any loss of sensitivity, since a collection of 
prefixes of length K contains all the prefixes with k < K. 

2. Greater k values produce a lower number of words sharing the same prefix, 
thus the number of potential seed points to extend the alignment is much  
shorter.  

3. By using proximity criterion is it possible to reduce the number of seed-points 
yet further  

4. A pre-visualization of seed-points can help in selecting the most appropriate k 
value 

The Modular Organization. The second aspect to enhance the implementation is 
based on the modular organization of the full process, removing dependencies and 
repetitive actions when processing collections of data sets. Thus, the full application 
is aimed for using on multiple data analysis, allowing parameter sensitivity studies as 
well as all-against-all comparisons of a collection of genomes. With these ideas in 
mind we organize the process in a workflow that includes the next steps (see  
figure 1):  

1. Create the dictionaries for each sequence or genome. This section involves the 
following steps: 

(a) Production of words, compressed storage on disk (4 bases per byte)  
including word position.  

(b) Sorting by word. 
(c) Creating a hash table on disk. This table has two components: the hash 

header (the word, the starting position of the word within an array with the 
list of words-repeats positions) and the array of positions of words in the 
sequence.  

2. Determine the hits that will be used as seed points for fragments. This involves 
the following steps: 

(a) Producing all the combinations (positions) of the same word in the two  
sequences 

(b) Sorting the hits by diagonal and offset 
(c) Optional reduction of the number of hits by proximity. 

3. Local fragments detection 
4. Visualization and further data analysis.  

In the first section of the workflow, a collection of k-mers (k=32 by default) including 
their position in the sequence, is stored on disk, avoiding low complexity regions. The 
words are then ordered according to their content. It is worth observing that this in-
termediate result can be post processed to obtain the frequency of k-mers for any 
value of k. The ‘word to hash in disk’ (w2hd) program produces a hash table that 
corresponds to an “inverted index” in which the position of each word in the sequence 
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is recorded. It is most important to observe that this dictionary, when stored in the 
disk device does not need to be obtained any more, and it is available for later usage 
when compared against any other sequence. This section must be executed once for 
each sequence involved in the specific study. 

 

Fig. 1. Workflow for HSPs calculation and dotplot representation. The two branches on the left 
represent the dictionary computation, followed by its detection and finally the fragment  
extension step. 

The second section corresponds to the identification of seed points. If a word wi 
appears n times in the first sequence at positions pj (j=1…n); and the same word wi 
appears m times in the second sequence in positions pk (k=1…m), a hit will occur in 
all (pj, pk) coordinates (see figure 2). For each hit, a diagonal number can be defined 
as d=(pj  - pk). All these “hits” are putative starts of local alignments (with k identities 
at the beginning). Using a proximity approach you can reduce the number of hits, by 
which all those hits on the same diagonal and at a predefined distance are grouped as 
a big-hit (see figure 2). Later filters can select those seeds for processing that fulfill a 
given big-hit size). Ordering the hits by diagonal and offset and joining together  
closest hits does this. 

 

Fig. 2. The showed points are the hits produced into the (pj, pk) coordinates. X1, X2, and X3 
represent distances between hits of the same diagonal of less than a given threshold D. The 
involved hits will be joined into a big hit, reducing considerably the computational space. 
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Finally, a local fragment (un-gapped similarity) is defined as a sub-string matching 
sequence whose positive accumulated score cannot be increased by extending  
the fragment at either of its extremes. A fragment starts in a cell with a positive  
score (the seed points identified in the previous section, using a scoring-matrix  
system), and eventually grows an accumulating score, until the overall fragment  
score becomes negative or the matrix diagonal ends. The fragment boundaries are the 
start cell and the cell with maximum accumulated score. The algorithm continues 
searching in the next cell or in the next diagonal matrix for the next fragment. When 
using k-mers as seed points the algorithm also extend the fragment in the reverse 
direction. 

The main output from the whole process is the set of HSPs identified, among other 
values, by the starting coordinates in sequences, length, score and similarity levels. 
This info can easily be used to draw the full dotplot or to be used as input for any 
visualization process, or to produce the list of aligned fragments, etc. We provide the 
representation as a PNG image and text-based fragments. 

3 Results 

3.1 Benchmarking 

The benchmarks reported in this document have been performed in the SGI Altix 
UltraViolet 1000 system, an extra-large symmetric multiprocessor with up to 2048 
computational cores along with 16 TB of RAM, available at the Scientific Computing 
facilities of the Johannes Kepler University (JKU) in Linz, Austria. All results shown 
in this section correspond to sequential -single core- execution of each module. Ex-
haustive data using other diverse collections of data are available as supplementary 
material (http://www.bitlab-es.com/dotplot). 

The exercise shown at figure 3 describes the dotplot comparison of human (Homo 
sapiens) chromosome X against the same chromosome in several other species.  
Figure displays the dotplots for Pan troglodytes, Macaca mulatta, Canis familiaris, 
Mus musculus, Rattus norvegicus, and Bos taurus. In all cases, we take into account 
the execution time of each module, since this is the worst situation. Obviously, in the 
case we have compared human chromosome X against chimpanzee, macaque, rat, 
mouse, etc. it was only necessary to obtain the human-dictionary once, but to  
facilitate comparison we include this time in all the tables. 

Rather than the relatively short time needed to complete an experiment, is important 
to realize that this tool allows performing exhaustive studies with affordable resources. 
This opens a window for exhaustive comparative genome analysis, such as detection of 
main evolutionary events, new models that can be evaluated experimentally, for inter-
species evolutionary distance, the composition of the k-mers dictionaries for each  
species, etc. Detailed information about these experiments (including several  
other species) is available in the supplementary material (http://www.bitlab-es. 
com/dotplot). 
 



196 A. Rodríguez Moreno, Ó. Torreño Tirado, and O. Trelles Salazar 

Fig. 3. Above on the left, the HSPs found, represented by dotplots of human chromosome X 
against (from top-bottom and left to right) chimpanzee (A), macaque (B), dog (C), rat (D), 
mouse (E) and domestic cow (F). The table on the right describes the sequence size and the 
elapsed time needed to compute the dotplot in the two main steps: building the dictionaries and 
computing hits (seed points) and un-gapped local fragments. 

3.2 Discussion 

The proposed implementation compares quite well with the reference software for 
short sequences. It is much faster than Dotter and it is as fast as Gepard even when it 
pre-computes the dictionaries. Gepard reports 40 seconds for 5Mbp genomes [17], 
compared with 20 seconds in our implementation on an equivalent hardware platform. 
For longer sequences, however, our method notoriously outperforms existing ones. 
We need -on average- no more than ten minutes to compare chromosome 1 from dif-
ferent species (all with more than 120 Mbp), this time results are widely better than 
the estimated 382 years needed by Dotter (estimated from results in [10]) or the  
approximate 1 hour needed by Gepard [17].  

But the strength of our approach is that it actually works without the limitation of 
available main memory. We have downloaded latest versions of both Gepard and 
Dotter applications and tried to run a test comparison of human chromosome X (155 
Mbp) against chimpanzee (156Mbp) without success. Both programs soon abort ex-
ecution because of running out of memory. The test has been carried on a computer 
with eight gigabytes of available memory and an Intel Xeon E5405 @ 2GHz as main 
processor. In the same computer, our implementation deals with the process out-of-
core and achieves the task in less than fifteen minutes (using a single core): ten mi-
nutes for building the dictionaries (this step result is reusable for next comparisons) 
and less than five minutes for computing hits (seed points) and un-gapped local  
fragments. 

A 

B 

C 

D 

E 

F 
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The implementation shows really good performance with some points to analyze. 
Traditionally, bioinformatics programs, as well as any computational development, 
try to perform their work with data in the main memory as efficient as possible. How-
ever, the rate of growth of the volume of data is far greater than that of RAM memo-
ry, even nowadays when -for some special infrastructures- the amount of available 
memory could be in the range of some TB. The main reason for this coding style lies 
in the access-time gap between main and external (i.e. hard disks) memory, which is 
about 6 orders of magnitude. 

However, nowadays there is no way to keep all data in core and therefore there is a 
pressing need to re-design trusted software and also creates new software strategies. It 
is valid to exploit the particular flow of data of each specific application, but general 
software should be the programmer’s final target. In this sense, in this document we 
explain how both approaches have been combined to better exploit the advantages of 
each one. In this out-of-core implementation the following advantages can be  
mentioned: 

1. It removes any dependence of k, enabling small prefixes for short sequences 
and bigger values of k for chromosomes. We identify as 32 the maximum 
value of k that results of interest in this type of applications (identical 
words). Greater values of k do not produce enough seed points to identify all 
the signals even with 100Mbp datasets. 

2. Working in disk allows keeping the dictionaries of words computed in pre-
vious invocations of the program in the secondary storage, reducing the 
processing demand in multiple comparative studies. 

3. The modular implementation stores the intermediate results on disk, which 
allows developing small and simple software components for exhaustive 
analysis of intermediate data such as words frequencies, words structure, 
comparative studies, extreme frequencies analysis, annotation for functional 
genomics, visualization tools, etc. 

4. Several additional features are incorporated into the algorithm such as differ-
ent scoring schemes to allow the detection of remote homologous regions, or 
k-mer size to fine tuning sensitivity, etc. 

5. The elapsed time is short enough even to allow for interactive analysis. 

4 Conclusions 

This document presents (a) a new software library to deal with long sequences in out-
of-core fashion; and (b) a HSPs calculation and dotplot implementation based on an 
enhanced reduction of the computational space combined with a modular implemen-
tation that -apart from an encouraging run time- presents several remarkable advan-
tages, as presented in the Discussion section (independence of K value, reduction of 
complexity, fast and accurate performance, etc.). 

Additionally, new, simple and small software components can be easily added to 
this framework enabling the extension of capabilities in the spirit of software devel-
oper collaboration. The incorporation of new modules does not represent any new  
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re-coding of the current architecture. Some examples currently available are: frequen-
cy of k-mers, over and underrepresented set of words, pre-visualization tools for mon-
itoring, full composition of local un-gapped fragments including their alignment, etc. 

A full battery of benchmark exercises demonstrates the effectiveness of the imple-
mentation, even in a single-core machine. Ongoing work to use our cloud and multi-
processor developments obtains linear speedups. This software aims to facilitate a 
massive comparison of full genomes, and to carry out more complex evolutionary 
studies, helping to identify evolution events such as inversions, translocations, gene 
duplication and ending with providing new insight and experimental data to contrast 
the evolutionary models of populations and species. 
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Abstract. Technological advances in biological and biomedical data ac-
quisition are creating mountains of data. Existing legacy applications
are unable to process this data without using new strategies. However,
some workloads in bioinformatics are easily parallelized by splitting the
data, running legacy applications in parallel and then join the partial
results into one final result. In this paper, we present Bio-Cirrus, a soft-
ware package which facilitates this process. Our software consists of a
user-friendly client (jORCA) for accessing Web Services and enacting
workflows, and a module (Mr. Cirrus) for processing the data with a
map/reduce style approach. Bio-Cirrus binaries and documentation are
freely available at http://www.bitlab-es.com/cloud under the Creative
Commons Attribution-No Derivative Works 2.5 Spain License and its
source code is available under request. (GPL v3 license).

1 Introduction

Bioinformatics is currently facing a post-genomic era characterized by the release
of large amounts of data due to technical breakthroughs in high-throughput tech-
nologies [16]. Such data offer biologists unprecedented opportunities to increase
the understanding of the functions and dynamics of individual cells on the one
end and entire populations on the other, for example meta-genomic studies of
all the micro-organisms’ genomes of a sample, genome re-sequencing and poly-
morphism discovery, mutation mapping and alternative splicing identification.
The potential for biomedicine is equally promising with personalized medicine
and implications on human health and drug discovery.

To effectively process and analyze such data, it is becoming more and more
important to employ advanced high performance computing (HPC) strategies
[11]. One of the main restrictions to increase the adoption of HPC in bioinfor-
matics seems to lie in the lack of trained programmers capable of designing,
developing, and using the right HPC programming tools. Map/Reduce (MR)
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frameworks (for example Hadoop [15]) efficiently take advantage of computing
resources. Therefore, a transitory solution could be to facilitate the porting of
legacy applications (software written for an earlier operating system or hardware
platform). This is straightforward for those applications in bioinformatics which
present embarrassingly parallel workloads, i.e. where the input data can be split
and processed independently in parallel. Cloud Computing (CC) provides an at-
tractive alternative to traditional HPC centers for computational and storage
resources because users only pay for CC resources actually used.

This paper is organized as follows; we present the Bio-Cirrus software frame-
work in Section 2. In Section 3, we discuss Bio-Cirrus and compare the speedup
of our approach with a reference implementation using Hadoop Streaming on
different cluster sizes. Finally, we conclude the paper in Section 4.

2 The Bio-Cirrus Software Framework

Bio-Cirrus is a software framework which aims to simplify the transition to
using CC resources for bioinformatics legacy (command-line) applications. Our
approach uses a parallel strategy (Section 2.1) for processing data using CC
resources. In addition, Bio-Cirrus allows end-users to access these applications
through a consistent and user-friendly interface (Section 2.2).

2.1 The Mr. Cirrus Framework

The software suite Mr. Cirrus (Map-Reduce for High Level Cloud Computing)
consists of three major software modules (see Figure 1):

– Map: This initial module splits the input data and prepares an initial map-
ping of tasks. The output of this module is essentially the distribution of the
computational load, the chunks of data and the reduce task.

– Scheduler: This module in charge of invoking the tasks prepared in the initial
module. The scheduler will assign tasks dynamically to each available worker.

– Reduce: The final module collects the partial results and composes a final,
global result.

The initial implementation of Mr. Cirrus was a Message Passing Interface (MPI)
application, which provides a parallel execution environment for sequential ap-
plications in multiprocessors, cluster of computer machines and IaaS clouds [14].
Mr. Cirrus has also been implemented for the following CC platforms: Amazon
Web Services (AWS) [2], IBM SmartCloud [3] and Microsoft Azure [6,9]. Ob-
viously, the legacy applications running on the different applications must be
executable on the CC platform, for example, the Azure version of Mr. Cirrus
can only be used with legacy applications which run on Windows 2008.

Data Distribution Strategy in Mr. Cirrus. In Mr Cirrus, the map stage
is configurable and determines the data distribution which typically depends on
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Fig. 1. Overview of Bio-Cirrus with the computational framework Mr. Cirrus in the
middle part and the end-user client softare jORCA in the lower part. Note that
jORCA only submits data references to previously prepared data during Web-Service
invocation.

the legacy application. It is essential to distribute data in such a way that each
computing node minimizes the waiting time before starting to process data.
This section gives examples of such strategies for two typical bioinformatics
applications: dotplot and blast.

Dotplot[8] is a simple way to compare biological sequences where the sim-
ilarities of the sequences are represented visually with one sequence arranged
horizontally and the other vertically. For dotplot data, the dot matrix is built
by comparing two sequences Sx and Sy. The simplest distribution is to allot
the computational space Lx and Ly (the lengths of the respective sequences) to
equal lengths. The two sequences are split in Nx and Ny chunks. Mr Cirrus will
process them independently using the available computing nodes for each set
Si where i = 1...Nx and Sj where j = 1...Ny. This will produce partial results
RES(i, j) which are combined in the reduce step to produce the final dot matrix.

BLAST [4] is a well-known application for comparing biological sequences.
When performing a BLAST, we often have a large amount of sequences. The
strategy in this case is to split these sequences in several files, where each file
has a similar number of sequences. It is important to note that this variant can
cause efficiency problems when the number of sequences are too small or the
lengths of the sequences are very different. This will limit the efficiency of the
system because the longer sequences determine the overall performance.

In both cases, it is important to ensure that the map stage minimizes the
start latency and provide a simple final reduce step. We have used Guided Self
Scheduling (GSS) [13] and modified Guided Self Scheduling (mGSS) [17] which
sends light jobs at the beginning of the process to minimize the scheduling cost.
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2.2 The jORCA Client

The jORCA client [12] was developed to facilitate the integrated usage of Web-
Services (WS) in bioinformatics. jORCA uses the Modular programmatic ap-
plication interface (MAPI) [10] to obtain a uniform representation of metadata
related to WS (such as tools, datatypes, WS registries). MAPI is organized in
separate modules which solve specific tasks, for example one module is used to
invoke services, another module to obtain metadata about WS, etc.

jORCA facilitates the usage by generating a consistent and clear user inter-
face for heterogeneous WS. Additionally, jORCA requires tool developers to map
the input/output parameter datatypes to shared data taxonomy, which is essen-
tial to increase interoperability among WS (service composition). The client is
extensible for new WS protocols and metadata repositories.

The following improvements of jORCA have been implemented to integrate
jORCA with Mr. Cirrus:

Component for Transfer of Data to Network Connected Data Storage.
jORCA now supports data transfer to network connected data storage. A stan-
dardized GUI has been developed to upload/download data and it is possible
to extend the supported types of data storage. Initial implementations include
Microsoft Azure blob storage and support for SFTP and Amazon EC2 storage
is under development. For the Azure blob storage, users can specify a storage
account and credentials which are then used to generate temporary keys which
are used by jORCA to authenticate against the blob storage API. The jORCA
component for transferring data to Azure blob storage uses a special type of
blobs (page blobs), which allows the component to upload parts of the data and,
if necessary, resume interrupted transfers.

Component for Invoking WS Using Data References. We have also
specified and implemented support for invoking a RESTful WS front-end for
Mr. Cirrus from jORCA. The WS provides an interface to submit a job speci-
fying the required WS parameters as data references to data already uploaded
on cloud data storage, see Figure 1. The submission creates a new resource (ad-
dressable via a unique URL). The resource can be polled for status and, when
ready, for the final result. Therefore, these call-by-reference invocations greatly
facilitate invocation of a series of WS (i.e. a pipeline or more complex workflow)
because the jORCA client does not need to download the intermediate result
and upload again to the subsequent WS. Not only is this more efficient but it
also saves cost because data transfers between applications running in the cloud
and the storage services are typically free of charge. The WS front-end has been
implemented in C# (for Windows Azure) and Java (for AWS).

The deployment model for the front-end WS in Bio-Cirrus implies that the
size of the computational cluster is known in advance for a specific service. When
data are prepared in the map step, it is not necessary to know the cluster size.
For example, it is possible to split the data in several ways (fixed size, GSS and
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mGSS), see Section 2.1. The data distribution strategy will produce N chunks
where N is typically much larger than the available compute units. Naturally,
this model fits better on a private cloud where we have permanent access to the
computational cluster. On a commercial cloud, it is not economically efficient to
maintain a large cluster used only occasionally.

The WS front-end can be registered with the Flipper [5] application in any of
the WS metadata repositories supported by jORCA.

3 Discussion

Bioinformatics is an extremely active field where new applications and web-
services are developed constantly. Bio-Cirrus aims to simplify the transition of
these applications to run on cloud computing architectures. Although not all
bioinformatics applications are suitable for parallel implementation due to their
irregular computational patterns, data dependencies, etc., bioinformatics is a
clearly a good domain to evaluate Bio-Cirrus.

The legacy application we have chosen to evaluate Bio-Cirrus with is BLAST.
We will search for similarities between a collection of singletons (approximately
160,000 sequences with average size of 530 residues, 85.4 Mb) against the col-
lection of contigs (120,000, 76.9 Mb) obtained as a result of a Next Generation
Sequencing (NGS) DNA-assembly process using reads from Olive tree samples
[8]. It was not possible to group these singletons into contigs during the assem-
bly process. The rationale of the scenario, from a biological point of view, is
to perform an additional verification of singletons that could match with some
specific contigs.

To enable us to evaluate the performance of Mr Cirrus, we have developed a
reference implementation based on Hadoop [15] with similar characteristics as
Mr Cirrus. Hadoop provides a set of libraries for the distributed processing of
large data sets across clusters of computers using a simple programming model.
Nowadays, there are several Cloud providers offering Hadoop-based services, for
example Amazon Elastic Map/Reduce [1]. We used Hadoop Streaming, deployed
on Amazon Elastic Map Reduce [1], which lets us create and run Map/Reduce
jobs with any executable or script as the mapper and reducer functions. We have
developed a bash script that acts as a wrapper between the sequential program
and the Hadoop Streaming library. In our reference implementation, Amazon
S3 buckets are used to store input data and binaries. When the master node is
started, data and binaries are downloaded to the local file system of the master.
Once downloaded, these files are uploaded to Hadoop Distributed File System
(HDFS) [7] so that all cluster nodes (running Hadoop) can access them. HDFS
is a distributed file system designed to run on commodity hardware. HDFS is
highly fault-tolerant and provides high throughput access to large data sets (in
the range of gigabytes or terabytes). An HDFS instance may consist of hundreds
or thousands of server machines (resizable dynamically), each storing part of the
file system’s data. Because of the fact that the probability of failure in a node is
high, a HDFS component is always non-functional.
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Fig. 2. This graph shows the speedup of the Blast benchmark using 1, 2, 8, 16, 32,
64 and 128 processing entities running on Amazon WS using Mr.Cirrus and Hadoop
Streaming respectively. The time to deploy the clusters or the time to upload/download
the input/output files were not included in the measurements, only the time for the
computing nodes to download their input data, process the data and upload the result
to the storage. Please note that, in some cases, the Hadoop Streaming representation
and Mr.Cirrus get speedups higher than the theoretical optimal but this is most likely
because the most commonly used variables in blast have enough space in the processor
cache (much faster than the RAM memory) which distorts the results.

The strategy used to distribute partial input data among the cluster nodes is
important. In the case of Bio-Cirrus, the data distribution is defined explicitly in
the map stage (see Section 2.1). In our reference implementation using Hadoop,
the data distribution is performed implicitly by HDFS. As you can see in Figure
2, the Hadoop version performs better with a little number of processors because
the size of the chunk files to distribute is higher, and thus the synchronizing time
between nodes is lower than the compute time. However, when the number of
processors grows (32 is the inflection point in the graph), Mr.Cirrus performs
better due to the effective synchronization mechanism (mGSS).

4 Conclusions

Breakthroughs in bioinformatics data acquisition have provided researchers with
material to obtain important new knowledge. However, the sheer scale of the
data makes it necessary to employ techniques from high performance computing
(HPC). Ideally, legacy applications can be rewritten to take advantage of parallel
computing but, as an intermediate solution, porting legacy applications using
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map/reduce strategies could be an effective solution in many cases. Clearly, the
potential of using CC for bioinformatics data processing is promising.

This document presents the software framework Bio-Cirrus which aims to
facilitate the transfer of bioinformatics applications to run on CC architectures
and provide consistent and user friendly interfaces. In Section 3, we show that the
speed-up obtained using the computational component of Bio-Cirrus (Mr.Cirrus)
is comparable to Hadoop and, when the number of processing entities grows
large, Mr.Cirrus has an advantage due to its effective synchronization strategy.
The jORCA application is able to provide a simple and standardized interface
for end-users due to the standardized web-service front-end.

In conclusion, Bio-Cirrus provides an integrated solution which supports all
necessary steps for transferring legacy applications in bioinformatics to run on
cloud computing architectures, starting from the deployment of the legacy appli-
cation using Mr.Cirrus, deployment and registration of a web-service front-end
using Flipper and discovery and invocation of the web-service using jORCA.
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Abstract. Ensuring ubiquity, robustness and continuity of monitoring
is of key importance in activity recognition. To that end, multiple sensor
configurations and fusion techniques are ever more used. In this paper
we present a multi-sensor meta-classifier that aggregates the knowledge
of several sensor-based decision entities to provide a unique and reliable
activity classification. This model introduces a new weighting scheme
which improves the rating of the impact that each entity has on the
decision fusion process. Sensitivity and specificity are particularly con-
sidered as insertion and rejection weighting metrics instead of the overall
accuracy classification performance proposed in a previous work. For the
sake of comparison, both new and previous weighting models together
with feature fusion models are tested on an extensive activity recogni-
tion benchmark dataset. The results demonstrate that the new weighting
scheme enhances the decision aggregation thus leading to an improved
recognition system.

Keywords: Meta-classifier, Sensor network, Decision fusion, Weighted
decision, Aggregation, Activity recognition, Human Behavior.

1 Introduction

The assessment of human behavior has been demonstrated of worth value for its
several applications in healthcare [3], rehabilitation [1], industrial maintenance
[16] or gaming [11] among others. Even when relevant contributions have been
provided in the last years to the activity recognition field, there are still several
open issues respectively referring to systems reliability, robustness, pervasiveness
and seamless of usage. The use of multiple sensor configurations appears in this
context as a means to effiently overcome some of these issues.

In wearable computing, several studies have already demonstrated the impor-
tance of monitoring different body parts to increase activity detection capabili-
ties [7,15]. To do so, more than one sensor is normally required to be attached
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at various body locations. However, obtrusiveness has traditionally been one of
the main controversial drawbacks against the wearing of multiple sensors, since
their size and ergonomic limitations may difficult their use in life-long condi-
tions. Nonetheless, progressive sensors miniaturization and cost reductions are
supporting a new generation of devices that may be embedded in garments and
textiles [2], with the aim of integrating tens, hundreds or even thousands of these
sensors in a very reduced area [8].

Together with this mainstream technologies, sensor fusion has become a hot
topic in activity recognition. Sensor fusion applies to different levels of the ac-
tivity recognition chain, including signal fusion, feature fusion and classification
decision fusion. Thus for example, [13] combines features extracted from differ-
ent signal domains (respiration and acceleration) to recognize a set of 13 types
of activities of varying intensities; [18] uses the fusion of 3D acceleration and
angular velocity signals for spotting up to eight regular daily activities; the rela-
tionship between activity intensity and physiological response is also leveraged
in [14] through correlating motion with heart rate or skin temperature data,
which improves the accuracy of activity detection. At a higher level [12] fuses
the classification scores provided by support vector machines (SVM) and gaus-
sian mixture models (GMM) that operate on acceleration and electrocardiogram
data. In [10] the fusion concept is also incorporated in a more sophisticated hier-
archical model that combines information from dynamically-selected acceleration
sensor nodes.

In this work we present a multi-sensor meta-classifier that incorporates an im-
proved version of the weighting scheme introduced in a previous work [4]. This
improvement allow us to independently weight the positive (insertion) and nega-
tive (rejection) decisions yielded by each decision making entity, instead of using
the same value for both. This way is more problem-sensitive and supports the use
of potential decision entities even when their classification or rejection capabil-
ities are unbalanced. The rest of the paper is organized as follows. In Section 2
the meta-classifier structure and the decision weighting scheme are described.
Section 3 presents the main results obtained for the meta-classifier when tested
on an activity recognition benchmark dataset. The proposed model is also com-
pared with a previous hierarchical version and a standard feature fusion model.
Finally, main conclusions and future steps are presented in Section 4.

2 Multi-sensor Meta-classifier

Meta-classification is a prominent subfield of machine learning which shares
conceptual basis with other state-of-the-art meta-algorithms such as stacking,
boosting or mixture of experts among others. In this paper we refer to this as
those models based on the aggregation of the decision provided by several sources
or nodes of information. In the model presented here the decisions are provided
by different level classification entities (hierarchical classification). Moreover,
each decision is particularly rated according to each entity classification capabil-
ities (e.g., from the sensor informativeness). This weighting procedure supports
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an optimal exploitation of the classification potential of each individual entity,
thus allowing for the definition of a precise collective knowledge structure.

The structure of the meta-classifier is very similar to the one presented in [4].
This consists of three classification levels or stages. The first level is composed
by a set ofM by N binary or base classifiers (cmn, ∀m = 1, . . . ,M, n = 1, . . . , N)
which respectively specialize in the discrimination of the activity or class n by
using the information from the sensor or node m. The second classification level
is defined through M node or source classifiers (Sm, ∀m = 1, . . . ,M) which
defines through the decision fusion of each sensor associated binary classifiers.
On top of the model (third level) the fusion of the decisions given by the source
classifiers provides the eventually yielded activity classification.

The model training requires from just a few steps. Firstly, the training dataset
is partitioned in three equally-distributed parts. One of these partitions is used to
train the base classifier entities. Afterwards, another partition is used to test the
performance of the binary classifiers. From here, statistical metrics are obtained
and later used to define the first level of weighting parameters. Once the models
are trained and the metrics obtained the source classifiers are almost defined.
Then, the weighting parameters for the second level are assessed. To that end, the
third yet unused part of the dataset is considered now for the evaluation of the
source classifiers performance. From the test statistics the second level weights
may be obtained. At this point the source classifiers are completely defined. The
meta-classifier is by extension defined as the sources classifiers and weights are,
thus completing the final stage of the model. The final structure may be seen in
Figure 1.

In the following the computation of the first level and second level weights
as well as the suggested decision fusion scheme are presented. As was already
introduced, two parameters are used both to weight classifications/insertions
and rejections. At the class level these parameters are defined as αmn and βmn

which respectively represent the insertion and rejection weights for cmn. The
values of αmn and βmn are obtained from the performance assessment of cmn.
In particular, αmn corresponds to the sensitivity whilst βmn to the computed
specificity. We have selected these performance parameters since they represent
well the insertion and rejection capabilities of the classifier. From the statistical
theory, given TPmn (true positives) the number of correctly identified samples,
FPmn (false positives) the incorrectly identified samples, TNmn (true negatives)
the number of correctly rejected samples and FNmn (false negatives) the incor-
rectly rejected samples, all specifically for the classifier cmn, αmn and βmn may
be defined as:

αmn =
TPmn

TPmn + FNmn
(1)

βmn =
TNmn

TNmn + FPmn
(2)

These weights represent the importance that each base classifier will have on
the source classifier decision scheme. A specific voting algorithm is considered
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Fig. 1. Meta-classifier scheme. αmn and βmn, and γm and δm correspond to the
insertion/rejection weights for the base level and source level respectively.

at this stage to fuse the base classifier individual decisions on a unique decision
for each source respectively. For a source m, given a sample xmk

to be classified
and being q the class predicted by the classifier cmn, if such class belongs to the
class of specialization (q = n), the classifier will set its decision to αmn for the
class n and 0 for the rest of the classes. Otherwise (q 	= n), the decision is set to
0 for the class n and βmn for the others. In summary, the classifier cmn weighted
decision (WDmn) for the class q may be defined as (∀ {q, n} = 1, . . . , N):

WDmn (xmk
) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
αmn, xmk

classified as q

0, xmk
not classified as q

(∀q = n)

βmn, xmk
not classified as q

0, xmk
classified as q

(∀q 	= n)
(3)

The aggregation of the weighted decisions provided by each base classifier for
the m-th source classifier (Sm) may be computed as follows:

Om (xmk
) =

N∑
n=1

WDmn (xmk
) (4)

The class predicted by Sm is the class q for which the source classifier output is
maximized:

qm (xmk
) = argmax

q
(Om (xmk

)) (5)
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For the next level, similar parameters to αmn and βmn are considered, here
defined as γm (insertions) and δm (rejections). Nonetheless, the way they are
computed varies slightly with respect to the above described. At the source level
the classifiers are not binary but multiclass models. Therefore, the evaluation of
each source classifier requires to extend sensitivity and specificity concepts to
the multiclass case (see details in [17]). According to this generalization, γm and
δm may be described as:

γm = 〈γm1, γm2, . . . , γmn〉 =
〈

TPm1

TPm1 + FNm1
,

TPm2

TPm1 + FNm2
, . . . ,

TPmn

TPmn + FNmn

〉

(6)

δm = 〈δm1, δm2, . . . , δmn〉 =
〈

TNm1

TNm1 + FPm1
,

TNm2

TNm1 + FPm2
, . . . ,

TNmn

TNmn + FPmn

〉

(7)

where {TP/TN/FP/FN}mn refer to the previous described classification and
rejection counting values, but now computed for each class k across the confu-
sion matrix results obtained from the evaluation of Sm (∀m = 1, . . . ,M, n =
1, . . . , N). The source level weights are used in a different manner than in the
class level. Besides the decisions are now made in a multiclass way, the weights
are used to reward or penalize those classes that are classified or not by each
source classifier. Accordingly, given qm the decision of Sm for the sample xmk

,
the set of weighted decisions from this classifier is defined as:

WDm (qm (xmk
)) =

{
γmn, n = qm (xmk

)

−δmn, n 	= qm (xmk
)

(∀n = 1, . . . , N) (8)

Now, for a sample xk defined through the corresponding samples delivered by
each source (x1k , . . . , xmk

), the aggregation of the source level weighted decisions
is calculated as follows:

O (xk) = O ({x1k , . . . , xMk
}) =

M∑
p=1

WDp (qp (xpk
)) (9)

Finally, and similarly to (5), the eventually yielded class q is obtained as:

q = argmax
q

(O (xk)) (10)

3 Results and Discussion

For the evaluation of the proposed model an activity recognition benchmark
dataset is used [6]. This dataset comprises motion data (namely acceleration,
rate of turn and magnetic field) recorded for 17 volunteers performing 33 fitness
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activities while wearing a set of nine inertial sensors attached to different parts
of their bodies. For the sake of simplicity, the 3D acceleration data from the so-
defined “ideal-placement” recordings are here considered. Three feature sets (FS)
are respectively extracted for evaluation: FS1=’mean’, FS2=’mean and standard
deviation’ and FS3=’mean, standard deviation, maximum, minimum and mean
crossing rate’. All features are computed over a non-overlapping sliding window
(6 seconds size). C4.5 decision trees (DT, [9]), which have been extensively and
successfully applied in previous activity recognition problems, are used both for
the multiclass classifiers and the binary or base classifiers. For all models a ten-
fold random-partitioning cross validation process is applied across all subjects
and activities. The process is repeated 100 times for each method to ensure
statistical robustness.

In Figure 2 the results for the feature fusion (feature vector composed by
the feature extracted from all sensors), hierarchical weighted classifier (HWC,
[4]) and the here proposed meta-classifier are shown. FS1, FS2 and FS3 are
respectively evaluated on these models for three activity recognition problems
of increasing complexity (10 activities, 20 activities and 33 -all- activities). The
meta-classifier clearly outperforms in all cases the recognition capabilities of the
HWC, which appears to be the less reliable of the tested models. For some
cases the accuracy improvement is of up to 13% as for the experiment with 33
activities and FS3. This systematic enhancement demonstrates that the rating
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Fig. 2. Accuracy results from the evaluation of the fusion models when
tested on different complexity activity recognition datasets. FSi refers to
the feature set extracted from the raw acceleration data. The 10 activities
dataset refers to the activities {1, 2, 18, 20, 23, 25, 30, 31, 32}, the 20 activities to
{1, 2, 3, 7, 12, 13, 17, 18, 19, 20, 21, 23, 25, 27, 28, 29, 30, 31, 32, 33} while the 33 activities
dataset comprises all (see [6] for indices equivalence).
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of not just the insertions (HWC) but also the rejections translates into a more
precise weighting of the decisions yielded by each classifier. Moreover, specificity
and sensitivity also contribute to a more balanced description of the classification
capabilities than for the use of the overall accuracy.

The differences between the meta-classifier and the feature fusion model are
not very significant. Nevertheless, the feature fusion model demonstrates a more
regular performance for all problems and feature sets, whereas the meta-classifier
shows a significant performance worsening for the 20 and 33 activities problems
when FS1 is used. Normally, the more complex (#activities) the problem is the
more features are required. Therefore, these reduced recognition capabilities are
associated to the limited discrimination potential of the binary classifiers when
just a feature (FS1) is considered. Nevertheless, this is shown to be compen-
sated when a richer feature vector is used. In either case, it must be borne in
mind that one of the main drawbacks of the feature fusion models is the drop
on their activity assessment capabilities during realistic daily-living conditions
[5]. A simple anomaly on one of the sensors may potentially affect the whole
fusion process and lead to misclassifications. The proposed meta-classifier could
deal with this and similar issues since the sources or sensors are independently
evaluated and the fusion applies only to the individual yielded decisions.

4 Conclusions and Future Work

In this paper we have presented a meta-classifier scheme for multi-sensor activity
recognition that may nevertheless be applied to other multi-source classification
problems. The model improves the classification performance of a previous hi-
erarchical fusion version through the weighting of both insertions and rejections
at base (activity) and source (sensor) levels. The meta-classifier demonstrates to
be sensitive to weak base classifiers, which translates into a significant drop on
the recognition capabilities as the number of activities (complexity) increases.
Nevertheless, the use of richer feature sets significantly increases the recognition
potential. Next steps will aim to compare the robustness capabilities of the pro-
posed meta-classifier against feature fusion models when dealing with complex
activity recognition issues such as concept drift and diverse sensor anomalies.
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Abstract. Activity recognition has recently gained a lot of interest and
appears to be a promising approach to help the elderly population pur-
sue an independent living. There already exist several methods to detect
human activities based either on wearable sensors or on cameras but
few of them combine the two modalities. This paper presents a strat-
egy to enhance the robustness of indoor human activity recognition by
combining wearable and depth sensors. To exploit the data captured by
those sensors, we used an ensemble of binary one-vs-all neural network
classifiers. Each activity-specific model was configured to maximize its
performance. The performance of the complete system is comparable to
lazy learning methods (k -NN) that require the whole dataset.

Keywords: Smart home, Activity recognition, Artificial neural networks,
One-vs-all binary classifier fusion, Wireless sensors, Depth sensors

1 Introduction

Supporting the quality of life of aging population is one of the greatest chal-
lenges facing our societies nowadays.With age comes neurodegenerative diseases,
memory loss, increased risks of falls, and broken limbs. However, smart home
technologies offer new opportunities to help the elderly population pursue an
independent living. In our work, we are interested in using activity recognition
to build applications that can help people with cognitive or memory problems.
We focus on indoor environments, such as an apartment, which can be equipped
with static sensors (e.g., Kinect depth cameras). In addition, the users can also
carry wearable sensors which can be hidden in clothes or in accessories (e.g., a
watch or a smartphone). In this context, an activity recognition system should
be able to (i) recognise a wide range of activities, (ii) be flexible with regards to
loss of one or more sensor modalities.

There are numerous previous works in activity recognition [7, 10, 13]. Many
works target a medical application: for instance, Amft et al. [1] use a variety
of on-body sensors to perform dietary monitoring and therefore help patients

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 216–223, 2013.
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with their nutrition. They use multiple modalities (accelerometers, microphones
and electromyogram) to detect various activities like chewing, swallowing, drink-
ing, cutting, eating soup. Hondori et al. [5] present a system that helps monitor
various dining activities of post-stroke patients using a Kinect camera and ac-
celerometers. Kepski et al. [6] built a system that uses the Kinect and a single
accelerometer to perform fall detection.

In this paper, we explore the possibility of a smart home system that would
recognize high-level daily activities (e.g., eating, cleaning, drinking, reading)
using artificial neural networks, for instance to help people with memory loss,
by recording a visual log of their daily activities. It has been shown that such a
system can help those people by acting as a cognitive compensation system [3],
and at the same time, given that memory loss can be frustrating, it can provide
a positive feedback letting them remember their recent activities.

This contribution is organized as follows: In Section 2, we present the dataset
we used to conduct our experiments. In Section 3, we explain the various steps
of our activity recognition pipeline. Section 4 discusses the results we obtained
and finally Section 5 presents our conclusions.

(a) Stand (b) Lying on the floor

Fig. 1. Kinect extracted skeleton for two sample poses. The skeleton is overlaid in
green, with yellow dots indicating the joints with a low confidence score reported by
the sensor. The skeleton provided by the Kinect is reliable when the person is standing
in front of the sensor, but it is unreliable when parts of the person’s body are occluded.

2 Dataset

Several activity recognition datasets are available and allow researchers to
benchmark their algorithms. However, even recent datasets [9] do not include
depth-sensors. Our dataset consists of recordings of typical daily living activities
performed by one subject so far, but we are working on a database where several
subjects will take part in the recordings1. The recording environment simulates
the setup of a small apartment with one Kinect camera per room. We decided

1 The current database is available upon request. The complete database involving
several subjects will be available on our website http://ape.iict.ch soon.

http://ape.iict.ch
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to use Kinect and accelerometer sensors because they are both relatively cheap
hardware (when compared to motion capture setup, for example) and are not
too invasive for the user of our system. In addition to its skeleton tracking ca-
pabilities, the Kinect can also be used as a camera and therefore allows us to
show pictures of the activities to the user, which are more easily interpretable
than text labels as shown by Browne et al. [3]. In order to respect the privacy
of the person, the system might not store the video after having been processed
(i.e., it will only store the snapshots, the duration of the activities, etc.).

During the sequence, the subject performs various daily activities including:
Read, Sleep, Sit idle, Dress, Undress, Brush teeth, Clean a table, Work at the
computer, Tidy up the wardrobe, Pick something up, and Sweep the floor, re-
peating each activity multiple times. The duration of the first recording is 2176
seconds, which corresponds to 65’057 samples. Each sample consists of the skele-
ton2 of the person, obtained from the Kinect sensor, placed at a height of around
2 m in the rooms, using the Microsoft’s SDK [12], and the 3-axis acceleration
from 5 wireless inertial measurement units (IMU) from Shimmer Research3,
placed on the wrists, ankles and on the back. In addition, for each timestamp
the Kinect also gives us a RGB image that we used to label the data (by hand)
and validate our system. Figure 1 shows two examples of Kinect captures with
the extracted skeleton overlaid in green. An in-house software was used to syn-
chronize the accelerometers with the Kinect. Figure 2 shows the activity labels
of the whole sequence used in our experiments.
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Fig. 2. Activity labels corresponding to the sequence of 65’057 samples

3 Learning Pipeline

Activity recognition was achieved by combining a set of binary classifiers based
on feedforward artificial neural networks (i.e., Multi-layer Perceptrons).

2 The Kinect sensor tracks the position (relative to the sensor) of 20 body joints at a
rate of about 30hz.

3 http://shimmer-research.com

http://shimmer-research.com
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We decided to use a one-vs-all approach [4] and trained a neural network for
each activity. Each individual neural network was trained to distinguish all the
samples belonging to one activity from a randomly chosen set of samples be-
longing to all other activities. The main reason for this choice is that different
activities might require different features. For example, one might assume that
the position of the feet is not relevant to detect the drink activity.

Our learning pipeline consists of the following steps: acceleration and
skeleton acquisition, signal filtering, window-size selection, neural network com-
plexity (number of hidden neurons) selection, and input selection, for each indi-
vidual binary classifier. We performed parameter exploration to help us choose
the best value for each parameter of this learning pipeline, when possible. This
means that running the whole pipeline can be quite time-consuming, but most
parameters (e.g., window size, topology) that are found optimal on our test se-
quences are likely to be near-optimal on new similar sequences that our system
might encounter in the future.

Acceleration and Skeleton Acquisition. We used 5 three-axis accelerome-
ters. Two were placed on the legs, one on the back and one on each wrist of
the subject. This is a subtotal of 3 ∗ 5 = 15 inputs from the accelerometers. In
addition, we used the following information from the Kinect skeleton data : the
position of the person in the room, the position of left and right hands, elbows
and hips, and the position of each hand relative to the corresponding shoulder.
This gives a subtotal of 3 ∗ 9 = 27 inputs from the Kinect. So we have a total
number of 15 + 27 = 42 input values for each frame.

Signal Filtering. We used a 1Hz low-pass filter to only consider the low fre-
quency components of the subject’s movements. Hence, we mostly kept data
about the posture of the subject when performing an activity. Indeed, most of
the activities we are interested in have quite different postures.

Window Size Selection. After the signal has been filtered, we used a sliding
window to extract feature vectors. We tried window sizes between 10 and 100
samples, and chose the one that gave us the least validation error. We used the
absolute error ε = |yground truth−ypredicted| to evaluate the training performance
of each single neural network for this step. Although not all activities have the
same optimal window size, we used a single window size for all activities (for
simplicity). We chose a window size of 30 samples, which was a good choice for
almost all activities. We tested two overlapping settings for our sliding windows:
50% and “99%” (just slide the window by one value). The windows are used to
sub-sample the original time-series by computing the mean.

Topology Selection. Since we used one-vs-all networks, specific to each activ-
ity, such networks have a single output unit indicating whether the input corre-
sponds to the execution of the given activity (1) or not (0). We used sigmoidal
output neurons, thus output values between 0 and 1 represent the neural net-
work’s certainty regarding the classification of a particular input pattern. Since
we found that networks with a single hidden layer were sufficiently complex for
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our classification problem, the topology selection consisted on (i) determining
the number of hidden units and (ii) selecting the inputs features.

Neural Network Complexity (hidden units). To determine the number
of hidden units used in our networks, we tried values between 1 and 8 and
performed a training/validation procedure using the whole dataset. From these
results, we chose for each activity, the best number of hidden units (e.i., the one
that minimizes the classification error); those numbers are reported in the table
below. Hidden units used the hyperbolic tangent function.

Table 1. Number of hidden units chosen for each activity

sweep floor drink brush teeth undress sleep dress read clean table pick up tidy up sit idle work
4 8 7 7 8 8 1 5 8 8 5 4

Binary Classifiers’ Inputs Selection. As an additional optimisation, for
each activity-specific neural network classifier, we used the sensitivity matrix
method [11] to select the subset of inputs with the highest relevance in the task
of one-vs-all classification, using the whole dataset. Figure 3 shows the set of
selected inputs for each activity-specific binary classifier.
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Fig. 3. Matrix showing the selected inputs for each class. Each modality has 3 axis
(x, y, z). For each activity, we select a different set of inputs (rows). A black square
indicates that the input has been selected for the corresponding activity. On the left
are the features computed from accelerometers, on the right the features computed
from the Kinect (the red line shows the separation).

Binary Classifiers’ Training and Fusion. Each Multi-Layer Perceptron
(MLP) implementing an activity-specific one-vs-all binary classifier was trained
using the FENNIX software4, developed by one of the authors. In particular, we
used the Backpropagation algorithm [2] during 50 and 250 epochs, a decreasing
learning rate from 0.025 to 0.001, and a momentum term of 0.7. The output
of the ensemble of binary classifiers was the action having the highest classi-
fication certainty value (i.e., the highest activity-specific one-vs-all classifier’s
output value), provided that such a value was greater than 0.7. Otherwise, we
considered the recognized activity as being the none activity, which is a special
class for unknown activities.
4 http://fennix.sourceforge.net

http://fennix.sourceforge.net
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4 Results

To evaluate the performance of our system, we compared it to a 10 -NN (k
Nearest Neighbors) classifier, which is often used as a benchmark classifier for
activity recognition tasks. We chose k = 10 here because this gave the best
results after some limited testing of the values of k. We performed two-fold
cross-validation, by creating 10 different training/validation pairs by sliding the
training data window by 10% each time. Then, for each of the training/validation
pair, we performed 20 runs, where we trained our model using the corresponding
training set, and then proceeded to evaluate its validation performance, using the
rest of the dataset. Therefore, a total of 200 runs is performed per experiment. To
compute the resulting performance of the classifier, we used the average (over all
classes) of the f(1) score [8] shown in Equation 1, which estimates how accurately
it classifies a particular activity as such. In Equation 1, precision = tp

tp+fp ,

recall = tp
tp+fn , tp are the true positives, fp are the true negatives, and fn are

the false negatives.

f(1) = 2 · precision · recall
precision + recall

(1)

To fully profit from the use of both wearable and static sensors, we implemented
a model switching capability within the activity recognition system as follows:
given that the skeleton data provided by the Kinect has a quality flag for each
joint and frame, indicating the confidence in the reported joint position, when
this flag was low for most of the joints being tracked, we considered that the
Kinect data was not reliable and we relied on a model based only on the ac-
celerometers, to recognize the activity being performed. To achieve this, we
trained two models: one using both the wearable and the static depth-based
sensors, and a second one using only the wearable accelerometers.
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Fig. 4. Influence of model switching on classification performances (k -NN is shown for
comparison). There are two plots: one where we take the none class into account and
one where we do not. The window overlap parameter is indicated by the color. The
number on top of each boxplot show the value of the median, for ease of comparison.
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To evaluate the usefulness of model switching on our dataset, we compared the
performance of a model using only the accelerometers and the one of a model
using model switching. The results are shown on Figure 4. Notice that using
model switching improves performances by about 5% when using a single frame
window overlap (“99%”). The gain is less important when using a 50% window
overlap. One of the reasons that might explain this is that when using “99%”
window overlap, we have roughly 14 times more data (windows have a length of
30) to train our network. We can also see that using model switching allows us
to get performances very close to k -NN.

Figure 4 shows the overall performances of our system with and without input
pruning. We see that input pruning based on the sensitivity matrix method [11]
gives us a considerable performance improvement (around 14%), when using a
“99%” window overlap, whereas the performance improvement is of around 7%,
when using a 50% window overlap. As we mentioned before, this is likely due to
the fact that having more window overlap means more training data. We also see
that we get performances that are comparable to k -NN, which is an encouraging
result, given that we do not use the whole dataset to classify the input patterns.
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Fig. 5. Classification performance (f(1)score) for our pipeline. On the left, k -NN is
used as a benchmark. There are two plots: one where we take the none class into
account and one where we do not. Then, in the middle of each plot, the performance
of our models without input pruning is shown and on the right are the results for
our models with input pruning. The window overlap parameter is indicated by the
color. The number on top of each boxplot indicates the value of the median, for ease
of comparison.

5 Conclusions

This paper presents an activity recognition system built using activity-specific
one-vs-all artificial neural networks. The experiments demonstrated that the
performance of the system is comparable with a k -NN classifier but with the ad-
vantage that, once trained, the training database can be discarded. This makes
it possible to use this kind of system on an embedded device like a smartphone
or a tablet. We also showed that input pruning and custom configuration of each
activity-specific model can be used to improve the performance of the system.
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Last but not least, we showed that the combination of wearable motion sensors
and static depth sensors can enhance not only the performance, but the robust-
ness of indoor activity recognition systems by taking advantage of one modality
when the other one is not reliable. Our results are quite encouraging, but further
tests with several subjects are required in order to verify to a greater extent the
generalization performance of such a system. Moreover, given that our aim is
to work towards activity recognition democratization, we will try to use as few
sensors as possible in the future.
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in artificial neural networks. In: de Sá, J.M., Alexandre, L.A., Duch, W., Mandic,
D.P. (eds.) ICANN 2007. LNCS, vol. 4668, pp. 39–48. Springer, Heidelberg (2007)

12. Shotton, J., et al.: Real-time human pose recognition in parts from single depth
images. In: Computer Vision and Pattern Recognition (CVPR), pp. 1297–1304.
IEEE (2011)

13. Stiefmeier, T., et al.: Wearable activity tracking in car manufacturing. IEEE
Pervasive Computing 7(2), 42–50 (2008)



On Galois Connections and Soft Computing�

F. García-Pardo, I.P. Cabrera, P. Cordero, and Manuel Ojeda-Aciego

Department of Applied Mathematics, University of Malaga, Spain
{fgarciap,ipcabrera,pcordero,aciego}@uma.es

Abstract. After recalling the different interpretations usually assigned
to the term Galois connection, both in the crisp and in the fuzzy case,
we survey on several of their applications in Computer Science and,
specifically, in Soft Computing.
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1 Introduction

Galois connections are ubiquitous; together with adjunctions, their close rela-
tives, occur in a number of research areas, ranging from the most theoretical
to the most applied. In a rather poetic tone, the preface of [8] reads, Galois
connections provide the structure-preserving passage between two worlds of our
imagination; and we should add that these two worlds can be so different that
the slightest relationship could be seldom ever imagined.

The term Galois connection was coined by Øystein Ore [29] (originally, spelled
connexion) as a general type of correspondence between structures, obviously
named after the Galois theory of equations which is an example linking subgroups
of automorphisms and subfields. Ore generalized to complete lattices the notion
of polarity, introduced by Birkhoff [4] several years before, as a fundamental con-
struction which yields from any binary relation two inverse dual isomorphisms.
Later, when Kan introduced the adjoint functors [19] in a categorical setting,
his construction was noticed to greatly resemble that of the Galois connection;
actually, in some sense, both notions are interdefinable. The importance of Ga-
lois connections/adjunctions quickly increased to an extent that, for instance,
the interest of category theorists moved from universal mapping properties and
natural transformations to adjointness.

When examining the literature, one can notice a lack of uniformity in the use
of the term Galois connection, mainly due to its close relation to adjunctions and
that, furthermore, there are two versions of each one. In this paper, after recalling
the different interpretations usually assigned to the term Galois connection, both
in the crisp and in the fuzzy case, we briefly survey on several of their applications
in Computer Science and, specifically, in Soft Computing.
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TIN11-28084 and TIN09-14562-C05-01, and Junta de Andalucía project FQM-5233.
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2 Galois Connections vs. Adjunctions

This section is devoted to establish the different definitions of Galois connection,
their characterization and the relation among them. For this purpose, the results
will be formulated in the most general framework of preordered sets, that are
sets endowed with a reflexive and transitive binary relation.

For a preordered set A = (A,≤), its dual set is Aop = (A,≥). We denote
a↓ = {x ∈ A : x ≤ a} and a↑ = {x ∈ A : x ≥ a}. Let f : (A,≤) → (B,≤) be a
map between preordered sets.

– f is isotone if a ≤ b implies f(a) ≤ f(b), for all a, b ∈ A.
– f is antitone if a ≤ b implies f(b) ≤ f(a), for all a, b ∈ A. .

In the particular case in which A = B,

– f is inflationary (also called extensive) if a ≤ f(a) for all a ∈ A.
– f is deflationary if f(a) ≤ a for all a ∈ A.
– f is idempotent if f ◦ f = f .
– f is a closure operator if it is inflationary, isotone and idempotent.
– f is a kernel operator if it is deflationary, isotone and idempotent.

For a more detailed study of closure and kernel operators we refer to [7].

Definition 1 (Galois Connections/Adjunctions). Let A = (A,≤) and B =
(B,≤) be preordered sets, f : A→ B and g : B → A be two mappings. The pair
(f, g) is called a1

– Right Galois Connection between A and B, denoted by (f, g) : A⇀↼B, if

a ≤ g(b) if only if b ≤ f(a) for all a ∈ A and b ∈ B.

– Left Galois Connection between A and B, we write (f, g) : A⇁↽B, if

g(b) ≤ a if only if f(a) ≤ b for all a ∈ A and b ∈ B.

– Adjunction between A and B, denoted by (f, g) : A � B, if

a ≤ g(b) if only if f(a) ≤ b for all a ∈ A and b ∈ B.

– Co-Adjunction between A and B, denoted by (f, g) : A � B, if

g(b) ≤ a if only if b ≤ f(a) for all a ∈ A and b ∈ B.

All of the previous notions can be seen in the literature, in fact, one can even find
the same term applied to different notions of connection/adjunction. Although
it is true that the four definitions are strongly related, they do not have exactly
the same properties; hence, it makes sense to specifically describe what is the
1 The arrow notation for the different versions is taken from [31].
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relation between the four notions stated above, together with their corresponding
characterizations.

The following theorem states the existence of pairwise biunivocal correspon-
dences between all the notions above. The transition between the two types
of adjunctions (connections) relies on using the opposite ordering in both pre-
ordered sets, whereas the transition between adjunctions to connections and vice
versa relies on using the opposite ordering in just one of the posets.

Theorem 1. Let A = (A,≤) and B = (B,≤) be preordered sets, f : A→ B and
g : B → A be two mappings. Then, the following conditions are equivalent

1. (f, g) : A⇀↼B
2. (f, g) : Aop⇁↽Bop.
3. (f, g) : A � Bop.
4. (f, g) : Aop � B

Observe that, as a direct consequence of this theorem, any property about Galois
connections can be extended by duality to the other kind of connections.

Remark 1. Obviously, the ordering in which the mappings appear in the pair
determines the kind of Galois connection or adjunction. Thus,

1. (f, g) is a right (left, resp.) Galois connection between A and B if and only
if (g, f) is a right (left, resp.) Galois connection between B and A.

2. (f, g) is an adjunction between A and B if and only if (g, f) is a co-adjunction
between B and A.

Any preordered set (A,≤) induces an equivalence relation in A defined as:

a1 ≈ a2 if and only if a1 ≤ a2 and a2 ≤ a1 for a1, a2 ∈ A. (1)

The notions of maximum and minimum in a poset can be extended to preordered
sets as follows: an element a ∈ A is a p-maximum (p-minimum resp.) for a set
X ⊆ A if a ∈ X and x ≤ a (a ≤ x, resp.) for all x ∈ X . The set of p-maximum
(p-minimum) of X will be denoted as p-maxX (p-minX , resp.). Observe that,
in a preordered set, different elements can be p-maximum for a set X , but, in
this case, a1, a2 ∈ p-maxX implies a1 ≈ a2.

Theorem 2. Let A = (A,≤),B = (B,≤) be two preordered sets, f : A→ B and
g : B → A be two mappings. The following conditions are equivalent:

i) (f, g) : A⇀↼B.
ii) f and g are antitone maps, and g ◦ f , f ◦ g are inflationary maps.
iii) f(a)↓ = g−1(a↑) for all a ∈ A.
iv) g(b)↓ = f−1(b↑) for all b ∈ B.
v) f is antitone and g(b) ∈ p-max f−1(b↑) for all b ∈ B.
vi) g is antitone and f(a) ∈ p-max g−1(a↑) for each a ∈ A.

Theorem 1 and Theorem 2 provide characterizations for the different Galois
connections/adjunctions that are summarized in Table 1.
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Table 1. Summary of definitions and equivalent characterizations

Galois Connections
Right Galois Connections between A and B Left Galois Connections between A and B

(f, g) : A ⇀↼ B (f, g) : A ⇁↽ B

b ≤ f(a) ⇔ a ≤ g(b) f(a) ≤ b ⇔ g(b) ≤ a
for all a ∈ A and b ∈ B for all a ∈ A and b ∈ B
f and g are antitone and f and g are antitone and

g ◦ f and f ◦ g are inflationary g ◦ f and f ◦ g are deflationary
f(a)↓ = g−1(a↑) for all a ∈ A f(a)↑ = g−1(a↓) for all a ∈ A

g(b)↓ = f−1(b↑) for all b ∈ B g(b)↑ = f−1(b↓) for all b ∈ B
f is antitone and f is antitone and

g(b) ∈ p-max f−1(b↑) for all b ∈ B g(b) ∈ p-min f−1(b↓) for all b ∈ B
g is antitone and g is antitone and

f(a) ∈ p-max g−1(a↑) for all a ∈ A f(a) ∈ p-min g−1(a↓) for all a ∈ A

Adjunctions
Adjunction between A and B co-Adjunction between A and B

(f, g) : A � B (f, g) : A � B

f(a) ≤ b ⇔ a ≤ g(b) b ≤ f(a) ⇔ g(b) ≤ a
for all a ∈ A and b ∈ B for all a ∈ A and b ∈ B
f and g are isotone, f and g are isotone,

g ◦ f is inflationary and f ◦ g is deflationary g ◦ f is deflationary and f ◦ g is inflationary
f(a) ↑= g−1(a↑) for all a ∈ A f(a)↓ = g−1(a↓) for all a ∈ A

g(b)↓ = f−1(b↓) for all b ∈ B g(b)↑ = f−1(b↑) for all b ∈ B
f is isotone and f is isotone and

g(b) ∈ p-max f−1(b↓) for all b ∈ B g(b) ∈ p-min f−1(b↑) for all b ∈ B
g isotone and g is isotone and

f(a) ∈ p-min g−1(a↑) for all a ∈ A f(a) ∈ p-max g−1(a↓) for all a ∈ A

Theorem 3. Let A = (A,≤),B = (B,≤) be two preordered sets, f : A → B
and g : B → A be two mappings. If (f, g) : A��B, where �� ∈ {⇀↼,⇁↽,�,�},
then, (f ◦ g ◦ f)(a) ≈ f(a), for all a ∈ A, and (g ◦ f ◦ g)(b) ≈ g(b) for all b ∈ B.
Moreover,

1. If (f, g) is a left and right Galois connection (adjunction and co-adjunction
resp.) then (g ◦ f)(a) ≈ a for all a ∈ A and (f ◦ g)(b) ≈ b for all b ∈ B.

2. If (f, g) is a (left or right) Galois connection and a (co-) adjunction then
f(a1) ≈ f(a2) for all a1, a2 ∈ A with a1 ≤ a2, and g(b1) ≈ g(b2) for all
b1, b2 ∈ B with b1 ≤ b2.

Moreover, for any preordered set A = (A,≤), the quotient set A/≈ with the
relation defined as “ [a1] ≤ [a2] iff a1 ≤ a2” is a partial ordered set (poset) denoted
as A/≈. Theorem 2 allows to translate Galois connections to the quotient posets
as follows.

Theorem 4. Let A = (A,≤) and B = (B,≤) be two preordered sets and let �� ∈
{⇀↼,⇁↽,�,�}. If (f, g) : A �� B then (f≈ , g≈) : A/≈ �� B/≈ where f≈([a]) =
[f(a)] and g≈([b]) = [g(b)] for all a ∈ A and b ∈ B.

Since any equivalence relation is a preorder, Galois connections between two sets
endowed with equivalence relations can be considered. But the properties that
we obtain on these cases are not significative as the following corollary shows.

Corollary 1. Let A = (A,≤),B = (B,≤) be two preordered sets, f : A → B
and g : B → A be two mappings.



228 F. García-Pardo et al.

1. (f, g) is a left and right Galois connection (adjunction and co-adjunction,
resp.) if and only if f≈ and g≈ are inverse mappings (g≈ = f−1

≈ ).
2. (f, g) is a right and left Galois connection, and adjunction and a co-adjunction

if and only if both relations ≤ are equivalence relations and f≈ and g≈ are
inverse mappings.

Example 1. Consider the set P of propositional logic programs on a finite set
{p1, p2, . . . , pn} of propositional symbols, and Bn the set of chains of n digits,
which will be interpreted as assignments of truth-value to the corresponding
propositional symbol. Define P1 ≤ P2 if and only if their least models satisfy
lm(P1) ⊆ lm(P2). This relation is reflexive and transitive, but not antisymmetric.

We define a mapping f : P → B∗ by assigning to each program P the chain
of Boolean values corresponding to the least model of P . Conversely, a mapping
g : B∗ → P assigns to each chain in B∗ the (trivial) program consisting just of
the fact corresponding to the propositional symbols with truth-value 1. It is not
difficult to check that (f, g) is both an adjunction and a co-adjunction. ��

In the particular case of posets, from Theorem 3 and Theorem 2 , we obtain:

Theorem 5. Let A = (A,≤) and B = (B,≤) be posets. If (f, g) : A �� B where
�� ∈ {⇀↼,⇁↽,�,�} then g ◦ f ◦ g = g and f ◦ g ◦ f = f and therefore

– If (f, g) : A⇀↼B then g ◦ f and f ◦ g are closure operators.
– If (f, g) : A⇁↽B then g ◦ f and f ◦ g are kernel operators.
– If (f, g) : A � B then g◦f is a closure operator and f ◦g is a kernel operator.
– If (f, g) : A � B then g◦f is a kernel operator and f ◦g is a closure operator.

3 Fuzzy Galois Connections

Since Lotfi Zadeh introduced Fuzzy Set Theory by considering the unit interval
as truthfulness/membership degree structure, a wide range of algebraic struc-
tures has been used to this aim. The most usual structure in this context is
that of residuated lattice, L = (L,∨,∧, 1, 0,⊗,→), introduced in the 1930s by
Dilworth [9] and used in the context of fuzzy logic by Goguen [14]. Thus, an
L-fuzzy set is a mapping from the universe set to the membership values struc-
ture X : U → L where X(u) means the degree in which x belongs to X . Given
X and Y two L-fuzzy sets, X is said to be included in Y , denoted as X ⊆ Y ,
if X(u) ≤ Y (u) for all u ∈ U . An L-fuzzy binary relation on U is an L-fuzzy
subset of U × U , ρ : U × U → L, and it is said to be:

– reflexive if ρ(a, a) = 1 for all a ∈ U .
– transitive if ρ(a, b)⊗ ρ(b, c) ≤ ρ(a, c) for all a, b, c ∈ U .
– symmetric if ρ(a, b) = ρ(b, a) for all a, b ∈ U .
– antisymmetric if ρ(a, b) = ρ(b, a) = 1 implies a = b, for all a, b ∈ U .

An L-fuzzy preordered set is a pair (U, ρU ) in which ρU is a reflexive and transitive
L-fuzzy relation. A (crisp) preordering can be given from (U, ρU ) by considering
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its 1-cut (a ≤U b iff ρU (a, b) = 1). If ρU is antisymmetric then (U, ρU ) is said to
be an L-fuzzy poset and, in this case, (U,≤U ) is a (crisp) poset. From now on,
when no confusion arises, we will omit the prefix “L-”.

For any fuzzy preordered set U = (U, ρU ), its dual fuzzy preordered set is
defined as Uop = (U, ρ−1

U ) where ρ−1
U (a, b) = ρU (b, a) for all a, b ∈ U .

For every element a ∈ U , the fuzzy extension of upper and lower closure a↑
and a↓ : U → L are given by a↓(u) = ρU (u, a) and a↑(u) = ρU (a, u) for all u ∈ U.

A p-maximum (resp. p-minimum) for a fuzzy set X is an element a satisfying

– X(a) = 1 and
– X ⊆ a↓ (resp. X ⊆ a↑).

Observe that p-minimum and p-maximum elements are not necessarily unique.
If the fuzzy relation is antisymmetric, then p-maximum (minimum, resp.) is a
singleton.

Let A = (A, ρA) and B = (B, ρB) be fuzzy preordered sets. A mapping f : A→
B is said to be

– isotone if ρA(a1, a2) ≤ ρB(f(a1), f(a2)) for each a1, a2 ∈ A.
– antitone if ρA(a1, a2) ≤ ρB(f(a2), f(a1)) for each a1, a2 ∈ A.

Moreover, a mapping f : A→ A is said to be

– inflationary if a ≤A f(a) for all a ∈ A.
– deflationary if f(a) ≤A a for all a ∈ A.

The definition of idempotent mapping, closure operator and kernel operator
follows in the same way as crisp case.

Definition 2 (Fuzzy Galois Connections/Adjunctions). Let A = (A, ρA),
B = (B, ρB) be fuzzy preordered sets, f : A→ B and g : B → A be two mappings.

– (f, g) : A⇀↼B, if ρA(a, g(b)) = ρB(b, f(a)) for all a ∈ A and b ∈ B.
– (f, g) : A⇁↽B, if ρA(g(b), a) = ρB(f(a), b) for all a ∈ A and b ∈ B.
– (f, g) : A � B, if ρA(a, g(b)) = ρB(f(a), b) for all a ∈ A and b ∈ B.
– (f, g) : A � B, if ρA(g(b), a) = ρB(b, f(a)) for all a ∈ A and b ∈ B.

Remark 2. Theorem 1 can be straightforwardly extended to the fuzzy case and,
therefore, any property given for fuzzy Galois connection can be translated to
the other cases.

As far as we know, all the fuzzy extension of the notions of Galois connections
(and adjunctions) in the literature are given on the particular case of considering
the fuzzy poset (with the properties induced by the truthfulness values structure)
in which elements are fuzzy sets and the fuzzy relation is related to the assertion
"to be a subset of" in a fuzzy setting (see Equation 2).

Example 2. Let L = (L,∨,∧, 1, 0,⊗,→) be a complete residuated lattice and U
be the universe set. Then (LU ,∪,∩, U,∅,⊗,→) is a complete residuated lattice
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where (X∪Y )(u) = X(u)∨Y (u), (X∩Y )(u) = X(u)∧Y (u), ∅(u) = 0, U(u) = 1,
(X ⊗ Y )(u) = X(u)⊗ Y (u) and (X → Y )(u) = X(u)→ Y (u) for all u ∈ U .

The L-fuzzy binary relation “to be a subset of” is defined as follows

S(X,Y ) =
∧
u∈U

(
X(u)→ Y (u)

)
(2)

Thus, the inclusion of fuzzy sets ⊆ can be obtained form S as follows: X ⊆ Y if
and only if S(X,Y ) = 1. Observe that (LU ,⊆) is a complete lattice.

Let f : A→ B be a mapping, f : LA → LB and f−1 : LB → LA defined as

f(X)(b) =
∨
{X(x) | f(x) = b} f−1(Y )(a) = Y (f(a)) (3)

for all b ∈ B, a ∈ A. Then, (f, f−1) : (LA, S) � (LB , S).

Notation 1 From now on, we will use the following notation just introduced in
(3): for a mapping f : A → B and a fuzzy subset Y of B, the fuzzy set f−1(Y )
is defined as f−1(Y )(a) = Y (f(a)), for all a ∈ A.

Example 3 (See [2]). Let L = (L,∨,∧, 1, 0,⊗,→) be a complete residuated lat-
tice. Let A,B be two sets and I : A × B → L be an L-fuzzy relation. For all
X ∈ LA and Y ∈ LB , define

X�(b) =
∧
a∈A

(
X(a)→ I(a, b)

)
Y �(a) =

∧
b∈B

(
Y (b)→ I(a, b)

)
The pair (�,� ) is a fuzzy Galois connection between (LA, SA) and (LB , SB). ��

Theorem 6. Let L = (L,∨,∧, 1, 0,⊗,→) be a complete residuated lattice, A =
(A, ρA),B = (B, ρB) be L-fuzzy preordered sets and f : A → B and g : B → A
be two mappings. The following conditions are equivalent:

i) (f, g) : A⇀↼B.
ii) f and g are antitone maps, and g ◦ f , f ◦ g are inflationary maps.
iii) f(a)↓ = g−1(a↑) for all a ∈ A.
iv) g(b)↓ = f−1(b↑) for all b ∈ B.
v) f is antitone and g(b) ∈ p-max f−1(b↑) for all b ∈ B.
vi) g is antitone and f(a) ∈ p-max g−1(a↑) for each a ∈ A.

Proof. According to Remark 2, it suffices to prove that i), ii), iii) and v) are
equivalent. Observe that f(a)↓(b) = ρB(b, f(a)) and g−1(a↑)(b) = ρA(a, g(b)) by
the definition (see Notation 1) then i) and iii) are trivially equivalent.

i) ⇒ ii) Let a ∈ A. As ρB is reflexive, 1 = ρB(f(a), f(a)) and by hypothesis,
ρA(a, g(f(a))) = ρB(f(a), f(a)) = 1, thus, g◦f is inflationary. Given a1, a2 ∈
A, it holds that ρA(a1, a2) = ρA(a1, a2)⊗ 1 = ρA(a1, a2)⊗ ρA(a2, g(f(a2))).
Being ρA transitive, ρA(a1, a2) ≤ ρA(a1, g(f(a2))) = ρB(f(a2), f(a1)). That
is, f is antitone. Similarly, we prove that f ◦g is inflationary and g is antitone.
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ii) ⇒ v) f is antitone, by the hypothesis. For all b ∈ B, since f ◦ g is infla-
tionary, 1 = ρB(b, f(g(b))) = f−1(b↑)(g(b)). On the other hand, since ρA
is transitive, g(b)↓(a) = ρA(a, g(b)) ≤ ρA(a, g(f(a))) ⊗ ρA(g(f(a)), g(b)).
As g ◦ f is inflationary and g antitone, g(b)↓(a) ≤ 1 ⊗ ρA(g(f(a)), g(b)) =
ρA(g(f(a)), g(b)) ≥ ρB(b, f(a)) = f−1(b↑)(a).

v) ⇒ i) It is sufficient to prove that ρB(b, f(a) ≥ ρA(a, g(b)). Firstly note that
f−1(b↑)(g(b)) = 1 is equivalent to f ◦ g being inflationary. Then,

ρB(b, f(a)) ≥ ρB(b, f(g(b)))⊗ ρB(f(g(b)), f(a))
= 1⊗ ρB(f(g(b)), f(a)) ≥ ρA(a, g(b))

��

Remark 2 and Theorem 6 provide similar characterizations for the different fuzzy
Galois connections/adjunctions that are summarized in Table 1.

As we have mentioned at the beginning of this section, any fuzzy preordered
set A = (A, ρA), defines a (crisp) preordered set Ac = (A,≤A) where a ≤A b iff
ρA(a, b) = 1. It is also straightforward that the pair A/≈ = (A/≈, ρA≈) where ≈
is the equivalence relation given by

a ≈ b if and only if ρA(a, b) = ρA(b, a) = 1 (4)

and ρA≈ is defined as ρA≈([a], [b]) = ρA(a, b) is a fuzzy poset. Moreover, any
mapping f between fuzzy preordered sets defines a mapping f≈ between the
quotient poset in the same way as in Theorem 4.

Theorem 7. Let A = (A, ρA) and B = (B, ρB) be two fuzzy preordered sets and
two mappings f : A→ B and g : B → A. Then, for �� ∈ {⇀↼,⇁↽,�,�},

1. (f, g) : A��B implies (f, g) : Ac ��Bc.
2. (f, g) : A��B if and only if (f≈ , g≈) : A/≈��B/≈.

The following example shows that the converse of item 1 above is not true.

Example 4. Let L be the (product) residuated lattice ([0, 1], sup, inf, 1, 0, ·,→).
Let A = (A, ρA) such that A = {a, b}, ρA(a, a) = ρA(b, b) = 1, ρA(a, b) = 0.5 and
ρA(b, a) = 0.2 and let I be the identity mapping on A. Then (I, I) : Ac⇀↼Ac but
(I, I) is not a Galois connection between A and A because 0.5 = ρA(a, I(b)) 	=
ρA(b, I(a)) = 0.2. ��

Observe that, contrariwise to the crisp case, nontrivial fuzzy relations exist that
are both equivalencies and partial orders. They are known as fuzzy equalities
and are strongly reflexive (ρ(a, b) = 1 iff a = b), symmetric and transitive fuzzy
relations. Obviously, in these cases, antitone and isotone maps coincide. But
there exist nontrivial mappings between fuzzy posets (not fuzzy equalities) that
are both antitone and isotone as the following example shows.

Example 5. Let L be the (product) residuated lattice ([0, 1], sup, inf, 1, 0, ·,→).
Consider A = ({a, b, c}, ρ) such that ρ is the L-fuzzy preorder given by the table
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below, then the map f : A → A with f(a) = f(c) = b and f(b) = a is antitone
and isotone.

ρ a b c
a 1 0.5 0.3
b 0.5 1 0.2
c 0.2 0.1 1

��

Theorem 8. Let A = (A, ρA) and B = (B, ρB) be fuzzy preordered sets and
�� ∈ {⇀↼,⇁↽,�,�}. If (f, g) : A��B then, for all a ∈ A, b ∈ B, the following
relations hold (f ◦ g ◦ f)(a) ≈ f(a) and (g ◦ f ◦ g)(b) ≈ g(b). Moreover,

– If (f, g) is both left and right Galois connection (resp., adjunction and co-
adjunction) then (g ◦ f)(a) ≈ a and (f ◦ g)(b) ≈ b for all a ∈ A and b ∈ B.

– If (f, g) is a (left or right) Galois connection and a (co-) adjunction then, for
all a1, a2 ∈ A, ρA(a1, a2) = 1 implies f(a1) ≈ f(a2) and, for all b1, b2 ∈ B,
ρB(b1, b2) = 1 implies g(b1) ≈ g(b2) .

Corollary 2. Let A = (A, ρA) and B = (B, ρB) be two fuzzy posets.

– If (f, g) : A⇀↼B then g ◦ f and f ◦ g are closure operators.
– If (f, g) : A⇁↽B then g ◦ f and f ◦ g are kernel operators.
– If (f, g) : A � B then g ◦ f is closure operator and f ◦ g is kernel operator.
– If (f, g) : A � B then g ◦ f is kernel operator and f ◦ g is closure operator.

4 Applications to Computer Science and Soft Computing

Out of the plethora of applications of Galois connections that can be found in
CS-related research topics, we have selected just a few to comment a little bit
about them. Applications range from the mathematics of program construction
to data analysis and formal concept analysis.

Program Construction. Some authors propose the use of Galois connections
(actually, adjunctions), as suitable calculational specifications: in [25] one can see
how to simplify and easily handle data structures problems when using Galois
connections. On the other hand, [27] considers them as program specifications,
helping in the process of deriving and using an algebra of programming. Another
common usage is based on that a Galois connection is a correspondence between
two complete lattices that consists of an abstraction and concretisation functions.

Constraint Satisfaction Problems (CSPs). In this context, a well-known
Galois connection between sets of relations and sets of (generalized) functions
was used in [18] to investigate the algorithmic complexity of CSPs. Continuing
this idea, [6] established a link between certain soft constraint languages and
sets of certain sets determined by algebraic constructs called weighted polymor-
phisms, resulting in an alternative approach to the study of tractability in valued
constraint languages. This approach was recently used in [20] generalizing the
notions of polymorphisms and invariant relations to arbitrary categories.
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Logic. There are strong links between Galois connections and logic. The first
one arose in Lawvere’s paper on the foundational value of category theory. This
is made explicit in [30] which formally defines a Galois Connection (adjunction)
between sets of sentences and classes of semantic structures.

In [17] the Information Logic of Galois Connections (ILGC) is introduced as a
convenient tool for approximate reasoning about knowledge. Actually, they use
adjunctions introduced as generalized rough approximation operations based on
information relations. ILGC turns out to be the usual propositional logic together
with two modal connectives. This natural inclusion of modal connectives in the
framework, enables the study of such as intuitionistic logic [33,11].

MathematicalMorphology. Galois connections can be seen as well in the math-
ematical structure of morphological operations, in the research area known as
mathematical morphology. In [15] the authors note the duality between the mor-
phological operations of dilation and erosion, and identify them as the components
of an adjunction (by the way, making the proper distinction between Galois con-
nections and adjunctions). Originally, mathematical morphology was applied on
binary images, but later extended to grayscale by applying techniques from the
fuzzy realm, specifically, using fuzzy Galois connections (adjunctions); a survey
on classical and fuzzy approaches of mathematical morphology can be found in
[28]. Later, in [22] a further generalization based on lattices is given aimed at uni-
fying morphological and fuzzy algebraic systems. The benefits of considering the
different links, in terms of Galois connections, that can be established is exploited
in [5], clarifying the links between different approaches in the literature and giv-
ing conditions for their equivalence. Recently, mathematical morphology is being
studied using ideas and results from formal concept analysis [1].

Information Processing and Data Analysis. Another use of Galois connec-
tions (adjunctions) can be seen in [12], where Galois connections are generalized
from complete lattices to flow algebras (an algebraic structure more general than
idempotent semirings, in which distributivity is replaced by monotonicity and
the annihilation property is ignored).

Another interesting application can be found in the theory of relational sys-
tems: in [16] it was shown that every Galois connection between complete lattices
determines an Armstrong system (a closed set of dependencies). More recently,
[21] proved the converse, for any given Armstrong system it is possible to define
a Galois connection which generates the original Armstrong system.

In [32] the author focuses on the different applications of Galois connections
(both types, termed polarities and axialities) to different theories of qualita-
tive data analysis. Specifically, the paper studies some links between axialities
(adjunctions) and the area of data analysis.

Formal Concept Analysis (FCA). The notion of polarity, given by Birkhoff,
is precisely that used by Ganter and Wille in order to define the derivation
operators in crisp FCA. In this context, it is well-known that the concept lattices
induced by Galois connections and by adjunctions are naturally isomorphic.
Authors indistinctly use one or the other approach, for instance [26] considers
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the problem of attribute reduction by using axialities (adjunctions) inspired by
the reduction method in rough set theory.

The introduction of fuzzy Galois connections [2] lead to the systematic devel-
opment of fuzzy FCA. In this framework, the fuzzy concept lattices generated
from Galois connections and from adjunction need not be isomorphic. In [3] it
is shown that the expected isomorphism depends largely on the way the notion
of a complement is defined, the usual based on a residuum w.r.t. 0, is replaced
by one based on residua w.r.t. arbitrary truth degrees.

Different extensions of fuzzy FCA consider even more general frameworks,
some of them use a sub-interval rather than a precise value of the lattice to refer
to what extent an object satisfies an attribute [10,23]. Usually, these extensions
require to provide a sound minimal set of algebraic requirements for interval-
valued implications in order to obtain a Galois connection. Anyway, there are
approaches in which this vicissitude can be circumvented [24].

5 Conclusions

We have surveyed some applications of Galois connections and adjunctions in
Computer Science and Soft Computing. The greater generality of the fuzzy case,
which allows to see a single crisp notion from very different perspectives, suggests
that it is worth to consider these notions either in a more general setting or by
weakening its requirements [13].
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Abstract. In this work, a proximity-based generic method for discovery
of generalized knowledge is presented and implemented in the framework
of a fuzzy logic programming language with a weak unification procedure
that uses proximity relations to model uncertainty. This method makes
use of the concept of λ-block characterizing the notion of equivalence
when working with proximity relations. When the universe of discourse
is composed of concepts which are related by proximity, the sets of λ-
blocks extracted from that proximity relation can be seen as hierarchical
sets of concepts grouped by abstraction level. Then, each group (form-
ing a λ-block) can be labeled, with user help, by way of a more general
descriptor in order to simulate a generalization process based on prox-
imity. Thanks to this process, the system can learn concepts that were
unknown initially and reply queries that it was not able to answer. The
novelty of this work is that it is the first time a method, with analogous
features to the one aforementioned, has been implemented inside a fuzzy
logic programming framework. In order to check the feasibility of the
method we have developed a software tool which have been integrated
into the Bousi∼Prolog system.

Keywords: Fuzzy Logic Programming, Proximity/Similarity Relations,
Discovery of Generalized Knowledge.

1 Introduction

Logic programming is a declarative programming paradigm well suited for knowl-
edge representation and the inference of new knowledge from old one. However,
logic programming does not allow to represent and to manage vagueness in a
natural way due to the lack of specific tools and, particularly, by its rigid query
answering process. This may be a real limitation when modeling some problems.
By instance, logic programming has not a direct ability to manage concepts
which are related by its meaning. Hence, it would be interesting to have mech-
anisms allowing to relate approximate knowledge inside a domain and to grade
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such a relation in the context of a logic programing framework. This was the
aim that motivates the apparition of similarity-based logic programming [4,10]
and proximity-based logic programming [7].

A practical realization of both approaches is Bousi∼Prolog 1 (BPL, for short)
[8], a fuzzy logic language where the classical unification algorithm used in
logic programming has been replaced by a new algorithm based on proxim-
ity/similarity relations. Hence, its operational mechanism is a variant of the SLD
resolution rule introduced in [11]. We have studied how to apply Bousi∼Prolog
for: flexible query answering, advanced pattern matching [6], information retrieval,
where textual information is selected or analyzed using an ontology, text cata-
loging [5], flexible data bases, knowledge-base systems or approximate reasoning [8].
The following example helps to understand the main aspects of the syntax and
semantics of this language.

Example 1. Suppose a fragment of a database that stores a semantic network
with information about people’s names and eye colors, as well as the approximate
relation between black, brown, green and blue eyes.

% BPL directive

:- transitivity(no).

% FACTS

is_a(john, person). is_a(peter, person). is_a(mary, person).

eye_color(john,black). eye_color(peter,brown). eye_color(mary,blue).

% PROXIMITY EQUATIONS

black~ brown =0.8. green~gray =0.8. gray~blue =0.8.

brown~green =0.5. brown~gray =0.5. green~blue =0.5. brown~blue =0.2.

In a standard Prolog system, if we ask about whether mary’s eye color is green,
“?- eye color(mary, green)”, the system fails. However Bousi∼Prolog allows
us to obtain the answer “Yes with 0.5”. This is because the BPL system is
capable of using the proximity equations for the inference process.

The fact of relating concepts by their meaning, throw open the door to man-
age linguistic phenomena based on those relationships. For instance: synonymy,
antonymy or generality. In this work the spotlight becomes focussed on the last
concept.

In a proximity/similarity-based logic programming framework, because of the
use of proximity equations in order to relate concepts, we can extract new gen-
eralized knowledge from those proximity equations. To be specific, we are inter-
ested in the automatization of this generalization process. Therefore the aim of
this paper is to present a proximity-based generic method for the discovery of
generalized knowledge in the framework of a fuzzy logic programming language
with a weak unification procedure that uses proximity equations to model un-
certainty. More precisely, we want to implement this method and to integrate it
within the BPL system.

1 Bousi∼Prolog is publicly available at the URL: http://dectau.uclm.es/bousi
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Providing the BPL system with this ability improves its operational mecha-
nism, supporting inductive learning of new concepts and, hence, the power to
infer new knowledge that the system was unable to infer initially. Then, this is
an additional step towards the goal of consolidating Bousi∼Prolog as a true pro-
gramming language for soft computing, in general, and computing with words,
in particular, since the generalization process is part of ordinary reasoning and a
system aiming at to fit the computing with words agenda should manage these
cognitive process.

2 Knowledge Generalization and Related Work

Generalization is a fundamental property for human reasoning. Given two con-
cepts, C1 and C2, C1 is a generalization of C2 if (i) each instance of C2 is also a
instance of C1; (ii) there exists instances of C1 which are not instances of C2.
Equivalently, it is said that C2 is a specialization of C1. For example, “animal” is
a generalization of “bird” because every “bird” is an “animal”, and there are ani-
mals which are not birds. Linguistic generalization/specialization is well defined
by means of the pair superordinate/hyponym.

In software systems, generalization processing has been handled with many
different techniques. Particularly, it has been performed using thesauri that pro-
vide the pair superordinate/hyponym or ontologies where a hierarchy relation
between concepts is represented and supported. Another solution has been the
abstraction of knowledge from specific knowledge [9].

In order to carry out this task, data mining techniques have been employed,
which simulate the generalization process from the mined data selected accord-
ing to a criterion. The output of this process is a hierarchy, structured by levels,
where the top level contains the most general data and the next levels contains
more specific data. Ideally, the bottom level contains the initial mined data. For
example, given the data set {“Sweden”, “Denmark”, “United Kingdom”, “Ger-
many”, “France”, “Italy”, “Spain”, “Portugal”}, it can be performed a general-
ization process such that the original set is divided in the subgroups {“Sweden”,
“Denmark”, “United Kingdom”}, {“Germany”, “France”} and {“Italy”, “Spain”,
“Portugal”}, attending to a location criterion, and then, respectively assigned
to them the more general descriptors: “Northern Europe”, “Western Europe”,
and “Southern Europe”. Finally these concepts, in the new abstraction level, are
also grouped and the more general descriptor “Europe” is assigned to the new
aggregation. This technique is named “attributed-oriented induction” [3] and it
allows to obtain a concept hierarchy starting from the elemental data available
in the considered system. A fuzzy extension of this technique was applied in
[1] for the discovery of abstract knowledge in fuzzy databases. In that work
similarity classes were used as grouping units. We aim to extend the reach of
this mechanism and transfer it to a fuzzy programming framework that works
with proximity relations, allowing the discovery of concepts starting from the
proximity λ-blocks which characterize this kind of fuzzy relations.
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3 Proximity Relations

A binary fuzzy relation on a (crisp) set U is a fuzzy subset on U × U (that is, a
mapping U ×U −→ [0, 1]). If R is a fuzzy relation on U , the λ-cut Rλ = {〈x, y〉 |
R(x, y) ≥ λ} (which is an ordinary relation on U). There are some important
properties that fuzzy relations may have: Reflexive, if R(x, x) = 1 for any
x ∈ U ; Symmetric, if R(x, y) = R(y, x) for any x, y ∈ U ; and Transitive, if
R(x, z) ≥ R(x, y) ∧ R(y, z) for any x, y, z ∈ U (where the operator ‘∧’ is the
minimum of two elements).

A proximity relation is a binary fuzzy relation which is reflexive and symmet-
ric. A proximity relation is characterized by a set Λ = {λ1, . . . , λn} of approxima-
tion levels. We say that a value λ ∈ Λ is a cut value. A special, and well-known,
type of proximity relations are similarity relations, which are nothing but transi-
tive proximity relations. There exists a close relation between similarity relations
and equivalence relations: the λ-cut of a similarity relation R on U , Rλ, is an
equivalence relation on U . Proximity relations are more complicated in this re-
spect. For a proximity on a set U , the notion of equivalence class splits into two
different concepts: the blocks and the classes of proximity. Given a proximity re-
lation R on a set U , a proximity block of level λ (or λ-block) is a subset of U such
that the restriction of Rλ to this subset is a total relation, and maximal with
this property. The effective computations of λ-blocks in a proximity relation is a
difficult matter which is linked with the problem of finding all maximal cliques
on an undirected graph [2]. On the other hand, the proximity class of level λ (or
λ-Class) of an element x ∈ U is the subset Kλ(x) = {y ∈ U | R(x, y) ≥ λ} of
those elements of U that are approximate to x (at a certain level λ). Observe
that, for the special case of a similarity relation, λ-blocks and λ-classes coalesce.
Hence, in this case λ-blocks can be computed efficiently computing the corre-
sponding λ-classes. The following example illustrate the concept of λ-block in a
proximity relation.

Fig. 1. Blocks diagram for the proximity relation of Example 2



240 P. Julián-Iranzo, and C. Rubio-Manzano

Example 2. Let R be the proximity relation generated by the proximity equa-
tions in Example 1. Figure 1 describe “level by level” the blocks structure of
this proximity relation, which is characterized by a set Λ = {0.2, 0.5, 0.8, 1} of
approximation levels. In particular, for the cut value λ=0.5, there exist three
blocks of level 0.5:

B0.5
1 = {brown, green, gray}, B0.5

2 = {green, gray, blue}, B0.5
3 = {black, brown}.

On the other hand, the classes of level 0.5 for each one of the elements are:

K0.5(black) = {black, brown}.
K0.5(brown) = {brown, black, gray, green}.
K0.5(blue) = {blue, gray, green}.
K0.5(gray) = {gray, blue, green, brown}.
K0.5(green) = {green, gray, blue, brown}.

Note also that the block diagram of Figure 1 determines completely R.

In this paper we are interested in proximity relations on syntactic domains repre-
senting concepts. When the universe of discourse is composed of concepts which
are related under a particular abstraction criterion, a proximity relation can
model the closeness of this concepts. Then, the sets of λ-blocks extracted from
that proximity relation can be seen as sets of concepts grouped by abstrac-
tion criterion that form a hierarchy of abstraction levels. Then, each λ-block
can be labeled by way of a more general descriptor in order to simulate a
generalization process based on proximity relations.

Example 3. Attending to an abstraction criterion of location, the relationships
between the concepts of the set {canada, usa,mexico}, can be model by a prox-
imity relation whose entries may be:R(canada, usa) = 0.8,R(canada,mexico) =
0.5 R(usa,mexico) = 0.8, which is characterized by the set Λ = {0.5, 0.8, 1}
of approximation levels. At level λ = 0.5, there exist only one block B0.5

1 =
{canada, usa,mexico} that can be labeled by the more general descriptor
“north america”.

4 A Generic Approximation

The management of a generalization process in the context of a fuzzy logic
language based on weak unification pass through representing generalization
in an explicit way by means of the addition of specific proximity equations.
On the contrary, some difficulties can arise when launching queries where a
generalization process is involved. For instance, considering Example 1, if we ask
about people with “light” eyes, the system is unable to answer that query because
the generalized information that green, blue or gray eyes are light eyes was not
modeled. A solution to this problem, as we are proposing, would be to produce
the additional proximity equations thru a semi-automatic generalization process
able to classify concepts into groups on the basis of user choices identifying each
concept with a more general descriptor.
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In the sequel, we propose a method to handle the generalization process in
the context of a proximity-based logic programing language. In order to do that,
it is necessary an algorithm capable to obtain proximity λ-blocks. Informally,
a step by step definition of the method is as follows: 1) start from a set of
proximity equations (defined by a user or taken from a thesaurus); 2) generate
a proximity or a similarity relation to suit; 3) execute the algorithm to generate
proximity λ-blocks2; 4) the concepts grouped by λ-blocks which are susceptible
to generalization are labeled by means of a unique abstract descriptor identifying
each one among the others (this step needs human intervention); 5) new prox-
imity equations are generated, putting in relation this new abstract descriptor
with each element belonging to the generalized set described by that descriptor,
thus completing a hierarchy level; 6) the new set of proximity equations, char-
acterizing a hierarchy of concepts, are loaded into a fuzzy logic programming
system based on weak unification. Then, these new concepts can participate
in the inference process, allowing the programmer to launch queries on con-
cepts that were initially unknown for the system and that have been generated
semi-automatically.

Fig. 2. Generating Proximity Blocks

The formalization of some aspects of this method are discussed next. First, we
define an algorithm that automatically computes a hierarchy of concepts from
the set of proximity equations.

2 Note that, for the special case of similarity relations, λ-classes will be used instead
of λ-blocks.
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Algorithm 1
Input: A set of proximity equations, E, and a set of

approximation levels Λ = {λ1, . . . , λn}.
Output: A hierarchy of proximity blocks, J .

Inicialitation: J := ∅; R := generateProximityRel(E).
for each level λ ∈ Λ:

1. PBλ:=generateProximityBlocks(Rλ)
2. insert PBλ in J

Return J
where generateProximityBlocks is a procedure that generates all blocks of a

certain approximation level. This procedure is based on a fuzzy version of the
well-known algorithm for finding all maximal cliques of an undirected graph [2].
This works like a fuzzy clustering algorithm based on lambda-cuts of R, i.e., in
each step cliques of elements connected by proximity are computed.

The following items show the behavior of the initial steps of our method and
Algorithm 1 for the particular case of Example 1:

1. A set Λ of proximity levels is created from a set of proximity equations. In
this case: Λ = {1.0, 0.8, 0.5, 0.2}.

2. Each element (constant, function or predicate symbol) occurring in a proxim-
ity equation is added to an array A. In the present case: A = {black, brown,
green, gray, blue}. Then, a graph G of dimension N×N (being N the length
of the array) is created (see Figure 2). The graph G is representing the prox-
imity relation R induced by the set of proximity equations.

3. Afterwards, a crisp subgraph Gλ representing the λ-cut of R is created, the
idea is that two elements of A are connected at level λ if: G[i][j] ≥ λ or
G[j][i] ≥ λ (i,j=1,. . .,N). This is the input for the generateProximityBlocks
procedure, that, as it was mentioned, computes all maximal cliques (λ-
blocks) of the crisp subgraph. For instance, given the subgraph:
G0.8 = {G[black][brown], G[green][gray], G[gray][blue]}, the maximal cliques
C1 = {black, brown}, C2 = {green, blue}, C3 = {green, gray} are obtained.
Figure 2 gives a partial intuition of how this is done: note that cliques (0.8-
blocks) are maximal connected subgraphs where each element of a clique is
connected with the other elements.

4. Finally, a hierarchy of the corresponding λ-blocks is built at each iteration
step, as previously was formalized in Algorithm 1.

Once we have got the hierarchy of proximity blocks J , the second step con-
sists in the selection of some λ-block Bλ

k ∈ PBλ ⊆ J and the later labeling of
it with an abstract descriptor dk. Then, for each element ej ∈ Bλ

k , we gener-
ate the proximity equation “ej ∼ dk = αjk”, where the approximation degree
αjk ≡ R(ej , dk) is computed as follows: i) the user selects a set R = {r1, . . . , rn}
of typical representative elements in Bλ

k that best fit the notion described by dk;
ii) αjk = (1/n)

∑n
i=1R(ej , ri), that is, an average of the closeness of ej w.r.t. the

considered representative concepts of the block. Note that, if an element ej is
related to the elements of a set D = {d1, . . . , dm} of abstract descriptors, the ap-
proximation degree αjk should be normalized to the value α′jk = αjk/

∑m
i=1 αji,
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in order to fulfill the consistency criterion:
∑m

i=1R(ej , di) = 1. Later, the set
of proximity equations automatically generated can participate in the inference
process of a fuzzy programing language based on weak unification.

Example 4. For the proximity relation in Example 1 the 0.5-blocks generated
by the above mentioned algorithm are: B0.5

1 = {brown, green, gray}, B0.5
2 =

{green, gray, blue} and B0.5
3 = {black, brown}. Then the user might assign the

more general descriptors “mixed” to B0.5
1 , “light” to B0.5

2 and “dark” to B0.5
3 .

Also, he might choice the following sets of representative elements: {brown} for
B0.5
1 , {gray, blue} for B0.5

2 and {black} for B0.5
3 . Then, after this choice phase,

our method generates the additional proximity equations:

mixed~brown=0.48. mixed~green=0.6. mixed~gray=0.45. dark~brown=0.52.

light~green=0.4. light~gray=0.55. light~blue=1.0. dark~black=1.0.

These proximity equations can be load into a proximity-based logic programming
system, as is the case of Bousi∼Prolog, so when asking the system about people
who have “light” eyes, the system will answer “X=mary” with approximation
degree 1.0.

Note that this technique can be seen as a generalization process where the user
controls the selection of the more appropriate descriptor for a proximity λ-block.
More widely, this method can be understood as an abstraction process which:
1) improves, by means of data summaries, the comprehension of the ontology
defined by the proximity equations; and 2) gives the user more freedom in or-
der to define his own generalization. Finally observe that, when the proximity
relation R is a similarity, the notion of “proximity block”, used in the descrip-
tion of Algorithm 1, becomes a “similarity class” which can be computed more
efficiently.

5 A Tool for Discovery of Abstract Knowledge

For the practical materialization of the generalization method described in the
last section, a tool (see Figure 3) has been built and integrated into the BPL
system. This tool allows the automatization of the proximity λ-block generation
process, facilitates the assignment of an abstract descriptor to each one of the
groupings of concepts (selected by the user from the set of generated λ-blocks)
and generates the corresponding proximity equations 3.

The user of this tool has at his disposal graphical windows that facilitate
the interaction with the system: The Hierarchy Displayer Window (1) that shows
the structure of the generated hierarchy and allows the selection of a λ-block
clicking on it. Once a λ-block is selected, its information will become available
in the Descriptor Selection Window (2) which, in addition, has a text field box
where the user can introduce the descriptor that is going to be linked with a
group of concepts. After the choice of a descriptor, the user can, at the push
of the button “Generate Equations”, generate the proximity equations which are
displayed in the Equations Displayer Window (3). Finally, they can be loaded into
the BPL system pushing the button “Load Proximity Equations”.

3 Note that, in Figure 3, the 1-blocks are singletons and they are not represented.
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Fig. 3. A display of the tool for discovery of generalized knowledge

The tool has been implemented in Java 7. For this task, two software layers
have been built. A domain layer which is responsible for the hole functionality of
the described method and it is composed by four classes: the Block class which
is mainly a list of sets of blocks; the Level class composed of a list of objects
belonging to the Block class, along with a field “degree” indicating the level; the
Hierarchy class consists of a list of objects in the Level class, and the Generator
class which implements a fuzzy extension of the clique algorithm [2]. The second
layer is the representation layer. It has the function of implementing the graphical
interface of the tool.

6 Conclusions and Future Work

In this paper we have proposed and implemented a proximity-based generic
method for discovery of generalized knowledge in the context of a fuzzy logic
programming language with a weak unification procedure based on proximity re-
lations (or similarity relations more restrictively). The generalization method can
be understood as modeling a knowledge abstraction process. In order to prove
its feasibility, this method has been integrated as a tool into the Bousi∼Prolog
system. Thanks to the new tool we accomplish the goal of managing a general-
ization process, in a semi automatic way, starting from the semantic knowledge
represented by a set of proximity relations.

Some of the advantages of this proposal are: i) the learned descriptors are
fixed once and used many times, adding new knowledge (this can be considered
a learning process where the user teaches the system new concepts on the basis
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of the existing knowledge); ii) block analysis can contribute to ontology tuning
and lead to a form of information comprehension; iii) gives users the freedom to
define the most convenient generalization. However we can signal out possible
limitations: i) the user has to intervene in the choice of descriptors; ii) block
generation can be non-affordable in time, if you are working with a great amount
of proximity equations.

Regarding future work lines, we want to make more flexible the automatic
generation of proximity equations allowing, for example, to establish relations
between general descriptors of the same abstraction level, that currently are
disposed in a hierarchy (and only relate with descriptors of the superior/inferior
level). On the other hand we like to improve the efficiency of the block generation
algorithm. All in all, we desire continue enhancing the Bousi∼Prolog system in
order to transform it in a effective tool to the development of soft computing
applications.
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Abstract. Fuzzy property-oriented concept lattices are a formal tool
for modeling and processing incomplete information in information sys-
tems. This paper relates this theory to fuzzy mathematical morphology,
which scope, for instance, is to process and analyze images and signals.
Consequently, the theory developed in the concept lattice framework can
be used in these particular settings.

Keywords: Rough sets, fuzzy sets, fuzzy mathematical morphology.

1 Introduction

Mathematical Morphology is a theory concerned with the processing and analysis
of images or signals using filters and other operators that modify them, these
morphological filters are obtained by means of two basic operators, the dilation
and the erosion.

The fundamentals of this theory (initiated by G. Matheron [15] and J. Serra
[16]), are in the set theory, the integral geometry and the lattice algebra. Ac-
tually this methodology is used in general contexts related to activities as the
information extraction in digital images, the noise elimination or the pattern
recognition.

This theory has been developed in a fuzzy enviroment. For instance, a new
type of fuzzy morphological image processing has been given in [2, 5–8, 13, 14]
using L-fuzzy sets as images and structuring elements.

On the other hand, fuzzy concept lattices and fuzzy rough sets are two formal
tools for modeling and processing incomplete information in information systems
and, therefore, they are also used to extract information from these systems.

Another important concept lattice setting is the fuzzy property-oriented con-
cept lattice framework [12], which arises as a fuzzy generalization of Rough
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Set Theory and in which a set of objects and a set of attributes are assumed,
following the view point of Formal Concept Analysis.

Recently, an interesting relation between L-fuzzy concept lattices and fuzzy
mathematical morphology has been introduced in [1]. In this paper we have
extended this relation to the case of fuzzy property-oriented concept lattices.
The main difference in this case is the non-consideration of negation operators.
Moreover, this relation is taken into account in two practical examples, about
binary images and digital signals.

Furthermore, the main result of this paper provides that the theory devel-
oped in both frameworks can be merged in order to prove new results and the
algorithms given for the calculus of fuzzy concepts, or fixed points of closure
operators, can be applied to fuzzy mathematical morphology and vice versa.

2 Preliminaries

First of all, this section recalls the fuzzy property-oriented concept lattices intro-
duced in [12], which use the isotone Galois connections presented in [9]. Later,
several basic notions of mathematical morphology are presented.

2.1 L-Fuzzy Property-Oriented Concept Lattice

A complete residuated lattice (L, ∗, 1) is the considered carrier in this framework.
On this structure, a fuzzy (formal) context is assumed, (X,Y,R), where R : X×
Y → L is a fuzzy relation between the sets X and Y , where X can be interpreted
as a set of objects and Y as a set of properties (attributes).

For a fuzzy context (X,Y,R), two mappings R∃ : LX → LY and R∀ : LY →
LX can be defined:

R∃(A)(y) = sup{A(x) ∗R(x, y) | x ∈ X} (1)

R∀(B)(x) = inf{I(R(x, y), B(y)) | y ∈ Y } (2)

for all A : Y → L, B : X → L, x ∈ X and y ∈ Y , where I is the residuated
implication associated with the conjunctor ∗.

The pair (R∃, R∀) forms an isotone Galois connection [9].
Hence, a property-oriented concept (or, a concept based on rough set theory)

of (X,Y,R) is a pair (A,B) ∈ LX × LY such that B = R∃(A) and A = R∀(B),
B is called the properties, A is called the objects of the concept (A,B).

The set of all property-oriented concepts of (X,Y,R) is denoted by P(X,Y,R),
it is a complete lattice [12], which is called the property-oriented concept lattice
of (X,Y,R) (or, the concept lattice of (X,Y,R) based on rough set theory) [12].
For that isotone Galois connection (R∃, R∀) and lattice P(X,Y,R) interesting
properties have been proven, e.g., in [3, 4, 9, 12].

2.2 Mathematical Morphology in Binary Images and Grey Scale
Images

In this theory images A from X = Rn or X = Zn (digital images, or signals
when n=1) are analyzed.
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The morphological filters are defined as operators F : ℘(X) → ℘(X) that
transform, simplify, clean or extract relevant information from these images A ⊆
X , information that is encapsulated by the filtered image F (A) ⊆ X .

These morphological filters are obtained by means of two basic operators, the
dilation δS and the erosion εS , that are defined in the case of binary images
with the sum and difference of Minkowski [16], respectively.

δS(A) = A⊕ S =
⋃
s∈S

As εS(A) = A� S̆ =
⋂
s∈S̆

As

where A is an image that is treated with another S ⊆ X , that is called structuring
element, or with its opposite S̆ = {−x | x ∈ S} and where As represents a
translation of A: As = {a+ s | a ∈ A}.

The structuring image S represents the effect that we want to produce over
the initial image A.

We can compose these operators dilation and erosion associated with the
structuring element S and obtain the basic filters morphological opening γS :
℘(X)→ ℘(X) and morphological closing φS : ℘(X)→ ℘(X) defined by:

γS = δS ◦ εS φS = εS ◦ δS
The opening γS and the closing φS over these binary images verify the two con-
ditions that characterize the morphological filters: They are isotone and idem-
potent operators.

These operators will characterize some special images (the S-open and the
S-closed ones) that will play an important role in this work.

2.3 Fuzzy Mathematical Morphology

A new type of fuzzy morphological image processing has been developed
[2, 5–8, 13, 14] using L-fuzzy sets A and S (with X = R2 or X = Z2) as im-
ages and structuring elements.

In this framework, fuzzy morphological dilations δS : LX → LX and fuzzy
morphological erosions εS : LX → LX are defined using some operators of the
fuzzy logic.

In the literature, (see [2, 5, 10, 14]), erosion and dilation operators are intro-
duced associated with the residuated pair (∗, I) as follows:

If S : X → L is an image that we take as structuring element, then we consider
the following definitions associated with (L,X, S)

Definition 1. [5] The fuzzy erosion of the image A ∈ LX by the structuring
element S is the L-fuzzy set εS(A) ∈ LX defined as:

εS(A)(x) = inf{I(S(y − x), A(y)) | y ∈ X} ∀x ∈ X
The fuzzy dilation of the image A by the structuring element S is the L-fuzzy

set δS(A) defined as:

δS(A)(x) = sup{S(x− y) ∗A(y) | y ∈ X} ∀x ∈ X
Then we obtain fuzzy erosion and dilation operators εS , δS : LX → LX .
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3 Relation between Both Theories

First of all, we will associate any fuzzy image S ∈ LX with the fuzzy relation
RS ∈ LX×X , defined, for all x, y ∈ X , as:

RS(x, y) = S(y − x)

Hence, the fuzzy erosion and dilation are as follows:

εS(A)(x) = inf{I(RS(x, y), A(y)) | y ∈ X}

δS(A)(x) = sup{RS(y, x) ∗A(y) | y ∈ X}

and the following results can be proven.

Proposition 1. Let (L,X, S) be the triple associated with the structuring ele-
ment S ∈ LX . Let (L,X,X,RS) be the L-fuzzy property-oriented context whose
incidence relation is the relation RS associated with S. Then the operators ero-
sion εS and dilation δS in (L,X, S) are related to the derivation operators (RS)

∀

and (RS)∃ in the L-fuzzy property-oriented context (L,X,X,RS) by:

εS(A) = (RS)
∀(A)

δS(A) = (RS)∃(A)

for all A ∈ LX .

Proof. Taking into account the definitions of (RS)
∀ and (RS)∃, given in Equa-

tions (2) and (1), for each x ∈ X the following equations hold:

εS(A)(x) = inf{I(RS(x, y), A(y)) | y ∈ X} = (RS)
∀(A)(x), for all A ∈ LX

Analogously,

δS(A)(x) = sup{RS(y, x) ∗A(y) | y ∈ X} = (RS)∃(A)(x), for all A ∈ LX

��

As a consequence, the dilation and erosion hold the properties of the isotone
Galois connection (R∃, R∀).

Proposition 2. Given a structuring element S ∈ LX , where (L,�) is a com-
plete lattice and X a set of objects, we have

1. εS : L
X → LX and δS : L

X → LX are isotone operators.
2. εS ◦ δS : LX → LX is a closure operator.
3. δS ◦ εS : LX → LX is an interior operator.
4. εS ◦ δS ◦ εS = εS
5. δS ◦ εS ◦ δS = δS
6. δS(A1) � A2 if and only if A1 � εS(A2), for all A1, A2 ⊆ X
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The next result proves the connection between the outstanding morphological
elements and the L-fuzzy property-oriented concepts.

Theorem 1. Let S ∈ LX and its associated relation RS ∈ LX×X , the following
statements are equivalent:

1. The pair (A,B) ∈ LX × LX is an L-fuzzy property-oriented concept of the
context (L,X,X,RS).

2. A is S-closed and B is the S-dilation of A.
3. B is S-open and A is the S-erosion of B.

Proof. 1. =⇒ 2. Given an L-fuzzy property-oriented concept (A,B) of the L-
fuzzy property-oriented context (L,X,X,RS), we have that B = (RS)∃(A) and,
Proposition 1, B = δS(A), that is, B is the S-dilation of A.

Moreover, it is fulfilled that φS(A) = εS(δS(A)) = εS(B) = (RS)
∀(B) = A,

which proves that A is S-closed.

2. =⇒ 3. By hypothesis and Proposition 2(5), the following chain of equalities
is obtained:

γS(B) = δS(εS(B)) = δS(εS(δS(A))) = δS(φS(A)) = δS(A) = B

which shows that B is S-open. On the other hand, taking into account that A
is S-closed, A = φS(A) = εS(δS(A)) = εS(B) holds, that is, A is the S-erosion
of B.

3. =⇒ 1. Given the L-fuzzy property-oriented context (L,X,X,RS), since A
is the S-erosion of B, by hypothesis, and, using Proposition 1, we obtain that
(RS)

∀(B) = εS(B) = A.
In order to prove the other equality, we consider the other hypothesis, B is

S-open, and Proposition 1, and the equalities (RS)∃(A) = δS(A) = δS(εS(B)) =
γ(B) = B hold.

Thus, (A,B) is a property-oriented concept of the context (L,X,X,RS). ��

Now, we present two interesting examples in which the results above are applied.
The first one is about the interpretation of one binary image (crisp case) as a
property-oriented concept.

Example 1. Since two dimensional images are assumed, the considered referential
set is X = R2. If L = {0, 1} the maps A : R2 → L are interpret as two dimen-
sional images. The elements of X are denoted as x = (x1, x2) ∈ R2.

The structuring binary image S is

S = {(x1, x2) ∈ R | x21 + x22 ≤ w2}

where w is a positive number. Hence, the associated incidence relation RS ⊆
R2 × R2 is defined, for each x = (x1, x2), y = (y1, y2), as

RS(x, y) = S(y − x) =
{
1 if (y1 − x1)2 + (y2 − x2)2 ≤ w2

0 otherwise
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From these data the assumed context is ({0, 1},R2,R2, RS). Hence, for A ∈ LR
2

and for each x = (x1, x2) ∈ R2 the dilation operator is

δS(A)(x) = (RS)∃(A)(x)
= sup{RS(y, x) ∗A(y) | y ∈ R2}
= sup{A((y1, y2)) | (x1 − y1)2 + (x2 − y2)2 ≤ w2}

=

⎧⎪⎨⎪⎩1 if
there exists (y1, y2) ∈ R2 such that A((y1, y2)) = 1

and (y1 − x1)2 + (y2 − x2)2 ≤ w2

0 otherwise

Hence, given a set A, the dilation of A is the set A union with the set formed
by all points (x1, x2) of R2, such that the distance between (x1, x2) and a point
of A is less or equal to w.

On the other hand, the erosion operator is:

εS(A)(x) = (RS)
∀(A)(x)

= inf{I(RS(x, y), A(y) | y ∈ X}
= inf{A((y1, y2)) | (x1 − y1)2 + (x2 − y2)2 ≤ w2}

=

⎧⎪⎨⎪⎩0 if
there exists (y1, y2) ∈ R2 such that A((y1, y2)) = 0

and (y1 − x1)2 + (y2 − x2)2 ≤ w2

1 otherwise

Fig. 1 shows an example of property-oriented concept. The pair (A,B) is a
property-oriented concept of the context ({0, 1},R2,R2, RS) because φ(A) = A
and B = δS(A).

A

S

A

B = δS(A)

S

Property-oriented concept (A,B)

Fig. 1. A property-oriented concept of the context ({0, 1},R2,R2, RS)
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The second example interprets one open digital signal as a fuzzy property-
oriented concept.

Example 2. If X ⊆ Z and L = {0, 0.1, 0.2, . . . , 0.9, 1} then the maps A : X → L
can be interpret as 1-D discrete signals.

In this example the considered referential set is X = {0, 1, 2, . . . , 21, 22}. The
structuring binary image S is the crisp set S = {−1, 0, 1}.

Hence, the associated incidence relation RS ⊆ X × X is defined, for each
(x, y) ∈ X ×X , as

RS(x, y) = S(y − x) =
{
1 if |y − x| ≤ 1

0 otherwise

From these data the considered context is (L,X,X,RS). Here, for A ∈ LX and
for each x ∈ X the dilation and erosion operators are

δS(A)(x) = sup{RS(y, x) ∗A(y) | y ∈ X} = sup{A(y) | |x− y| ≤ 1}

εS(A)(x) = inf{I(RS(x, y), A(y)) | y ∈ X} = inf{A(y) | |y − x| ≤ 1}
In Fig. 2 a particular discrete signal A and its dilation B = δS(A) are assumed.

It can be directly checked that the pair (A,B) satisfies φ(A) = A and B = δS(A)
and, therefore, it is a property-oriented concept of the context (L,X,X,RS).
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(a) Discrete signal A as an L-Fuzzy set (b) B = δS(A)

Fig. 2. Discrete signals

4 Conclusions and Future Work

This paper relates fuzzy property-oriented concept lattices and fuzzy mathe-
matical morphology, in which no negation operators are considered, and two
practical examples have been analyzed. As a consequence, the theory developed
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in both frameworks can be merged in order to prove new results and the al-
gorithms given for fuzzy concept lattices can be applied to fuzzy mathematical
morphology and vice versa.

In the future, we will study the theory of concept lattices to process and
analyze images and signals using the filters and the operators considered in
fuzzy mathematical morphology. Moreover, the result obtained will be applied
to practical examples.
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Abstract. Fuzzy set theory has proved to be a successful paradigm to
extend the database relational model, augmenting its skill to capture un-
certaintly. This capability may be consider in two levels: the data itself
and the constraints defined to adjust the database schema to the real
system. When constraints are considered, it is necessary to design meth-
ods to reason about it and not only a way to express them. This situation
leads to a ambitious goal: the design of automated reasoning methods.
Highly-expressive data models are not useful without an automated rea-
soning method. In this work we introduce an automated method to infer
with fuzzy functional dependencies over a high level generalization of the
relational model and provide its completeness result.

1 Introduction

From the 70’s, the relational model [1] has become an standard in the database
area. In these years some extensions of the original model have been proposed in
order to achieve a more expressive model for some environments and real appli-
cations. In [2] we showed a discussion about the interest of an adequate extension
of Codd’s model. This request is not only a logicians mater but also interest-
ing for the database community: “When one leaves business data processing,
essentially all data is uncertain or imprecise” [3].

Fuzzy Set Theory has provided a generalization of the relational model in or-
der to incorporate to the data some degree of uncertainty, vagueness, truthlike-
ness, incompleteness and imprecision. We emphasize three research lines in fuzzy
databases corresponding to the use of fuzzy membership values [4, 5], possibility
distributions [6, 7] or similarity relations [8–10]. Apart of this, another outstand-
ing topic in fuzzy databases is the fuzzification of the constraints. In [2], an study
of the main works related with this topic is presented. The main conclusion is the
necessity of a proper definition of Fuzzy Functional Dependency (FFD).

In [11–14], the authors have presented some extensions of the relational model,
several definitions of FFDs and complete axiomatic systems to reason with
them. Nevertheless, these axiomatic systems are not designed to build automated
method to make inference with fuzzy functional dependencies. Beside that, there
are two dimensions to categorize [2] the wide range of FFD definitions: the way

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 254–265, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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in which vagueness is incorporated to the data and level of fuzzification of the
functional dependency.

In [15,16] we have introduced two definitions of FFD together with the corre-
sponding sound and complete axiomatic systems and their automated reasoning
method. Both definitions incorporate different levels of fuzzification of the de-
pendency while data remain crisp. In [2], we establish this classification and
introduce a general FFD definition. In the relational model, the atomic ele-
ment is the attribute value. Our approach associates a degree to each value of
the attribute, providing the maximum level of uncertainty in tables. A sound
and complete axiomatic system for these dependencies has been also introduced
in [2]. As a future work, the need for an automated reasoning method for this
approach was suggested and it constitutes the goal of this paper.

The paper is organized as follows: Section 2 shows the notions of Fuzzy At-
tributes Tables and Fuzzy Functional Dependencies for this model. The Simpli-
fication Logic for Fuzzy Functional Dependencies appears in Section 3. Section
4 introduces the automated reasoning method for this fuzzy functional depen-
dencies. It directly uses the rules of logic to decide whether a formula may be
inferred from a theory. Soundness and completeness of the automated reasoning
method is provided in Section 5. The paper ends with a conclusion section.

2 Preliminaries

We assume that basic notions related to Fuzzy Logic are known. In this frame-
work, it is usual to replace the truthfulness value set {0, 1} (false and true) for the
interval [0, 1] (truth degrees) enriched with some operations. The basic approach is
to consider the following lattice: ([0, 1],min,max, 0, 1). This approach may be en-
hanced by adding a t-norm (triangular norm) and a residuated implication defined
over the t-norm. This is only a particular case of a residuated lattice.1

Our approach uses the unit interval [0, 1], the infimum (denoted by ∧) as the
universal quantifier, the supremun (denoted by ∨) as the existential quantifier,
an arbitrary left-continuous t-norm (denoted by ⊗) as the conjunction and the
residuum defined by a → b = sup{x ∈ [0, 1] | x ⊗ a ≤ b}. That is, the system
of truth values is the residuated complete lattice ([0, 1],∨,∧, 0, 1,⊗,→) where
([0, 1],⊗, 1) is a commutative monoid and (⊗,→) is an adjoin pair (a⊗ b ≤ c iff
a ≤ b→ c).

2.1 Fuzzy Functional Dependencies

In this subsection, we show the basic concepts of the Relational Model, with
emphasis on functional dependencies, and its fuzzy extension that we will use in
this paper. Considering a family of sets {Da | a ∈ Ω}, named domains, indexed
in a finite non-empty set Ω of elements, named attributes, a relation is a subset

1 There is a wide range of extensions of the notion of residuated lattice. Some of them
obtained by including new operations as, for example, multiadjoint lattices [17]. Other
ones by relaxing the properties of the operations as in the case of multi-lattices [18].
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of the cartesian product of the domains R ⊆ D =
∏

a∈Ω Da. The elements in
this product t = (ta)a∈Ω ∈ D will be named tuples.

Now, some issues concerning the database notation are summarized: Given
A,B ⊆ Ω, AB denotes A ∪ B and DA denotes

∏
a∈ADa. Let t ∈ R be a

tuple, then t/A denotes the projection of t to DA; that is, if t = (ta)a∈Ω then
t/A = (ta)a∈A.

Definition 1. A formula A�→B, where A,B ⊆ Ω, is named a functional depen-
dency (FD). A relation R ⊆ D is said to satisfy A�→B if, for all tuples t1, t2 ∈ R,
t1/A = t2/A implies that t1/B = t2/B .

In the literature, some very similar definitions of functional dependency have been
proposed [11,12,14,19,20]. The first step in order to fuzzify the model is consider-
ing similarity relations instead of the equality. Thus, each domain Da is provided
with a similarity relation ρa : Da ×Da → [0, 1], that is, a reflexive (ρa(x, x) = 1
for all x ∈ Da) and symmetric (ρa(x, y) = ρa(y, x) for all x, y ∈ Da) fuzzy rela-
tion. Given A ⊆ Ω, the extension to the set D is the following: for all t, t′ ∈ D,

ρA(t, t
′) =

∧
a∈A

ρa(ta, t
′
a) (1)

The definition of fuzzy functional dependency used in this paper, presented
in [21], is the following.

Definition 2. A fuzzy functional dependency (FFD) is an expression A
ϑ−−→B

where A,B ⊆ Ω and ϑ ∈ [0, 1]. A relation R ⊆ D is said to satisfy A
ϑ−−→B if,

ϑ ≤
∧

t,t′∈R

ρA(t, t
′)→ ρB(t, t′) (2)

2.2 Fuzzy Attributes Tables

As we have motivated in the previous subsection, database fuzzy extensions are
fundamented on the establishment of similarity relations between values of the
domains. Nevertheless, in most of these extensions the table definition remains
classical [11, 12, 19].

Since the value of each attribute is the atomic element in the classical rela-
tional model, if we would like to introduce uncertainty at the ground level, the
values assigned to each attribute in each tuple has to be capable to be fuzzified.
Thus, we propose to introduce a rank associated to each value which indicates
the truthfulness degree of the value of this attribute in this tuple. This approach
provides the maximum level of uncertainty in fuzzy tables.

Example 1. A company decided to make an questionnaire where the age is a
relevant data. The obtained results are: (Ann, 26), (Albert, 33) and (Dave, 43).
Nevertheless, we would like to enrich the model by adding a grade that informs
us about the truthlikeness of the age. This situation may be modeled introducing
a degree for each value in the Age attribute, providing the following three tuples:
(Ann, 26/1), (Albert, 33/0.9) and (Dave, 43/0.6).
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This extension of the classical relational table is named Fuzzy Attributes Tables
and constitutes a generalization of other fuzzy data tables appeared in the lit-
erature [11, 12, 19]. That is, for each tuple t = (ta)a∈Ω ∈ D, we consider a map
R : D→ [0, 1]Ω or, equivalently R : D×Ω → [0, 1], which renders a tuple of truth
values R(t) = (ra)a∈A.

For each tuple t, ta denotes the value of the attribute a in the tuple t and
R(t)(a) is the truthfulness of the value ta. We would like to remark that, it is
possible that R(t)(a) = 0 for all attribute a ∈ Ω.

When we work with Fuzzy Attributes Tables, we also consider similarity rela-
tions in domains in the same way as previous works [15,21,22]. Fuzzy Attributes
Table is an extension of the original table in the classical relational model by
adding the degree of certainty to the values of each attribute.

Example 2. We consider a table to store some patients with a mark from infec-
tion in their skin. The table is built with the set of attributes A = {n, a, p, c, l}
where n represent the name, a the age, p the percent of extension in the skin, c
the mark color, l the localization in the skin.

The domain of the attributes are Dn = {John,Peter,Ann,Dave,Peter}, Da =
{n ∈ N | 0 ≤ n ≤ 120}, Dp = {n ∈ N | 0 ≤ n ≤ 100}, Dc = { Black, Brown,
Purple, Red, Yellow } and Dl = {Arm, Face, Foot, Hand, Leg}. We build the
similarity relations in each domain Da as follows:

ρc b w p r y ρl a f o h l
b 1 0.7 0.4 0.3 0.1 a 1 0.2 0.4 0.9 0.4
w 0.7 1 0.5 0.4 0.2 f 0.2 1 0.2 0.2 0.2
p 0.4 0.5 1 0.8 0.2 o 0.4 0.2 1 0.6 0.8
r 0.3 0.4 0.8 1 0.1 h 0.9 0.2 0.6 1 0.3
y 0.1 0.2 0.2 0.1 1 l 0.4 0.2 0.8 0.3 1

ρn(tn, t
′
n) =

{
1 if tn = t′n
0 if tn 	= t′n

ρa(ta, t
′
a) = 1− |ta−t′a|

maxa−mina
ρp(tp, t

′
p) = 1− |tp−t′p|

100

And finally, we consider the following Fuzzy Attributes Table.

name age percent colour localization

Ann/1 26/0.9 2/0.8 Brown/0.8 Hand/0.8
Albert/1 33/0.7 4/0.7 Black/0.6 Leg/0.9
Mary/1 21/0.6 7/0.6 Purple/0.9 Arm/0.9
Dave/1 43/0.4 4/0.9 Yellow/0.8 Foot/0.8
Peter/1 24/0.1 3/0.7 Brown/0.7 Arm/0.6

The information represented in the table corresponds to the patient’s names and
the description about their infection. Note that the name attribute is crisp, as a
particular case.

The next step to provide a notion of Fuzzy attribute table over domains with
similarity relations is to relate the similarity degree between two values of an
attribute (in two tuples) with their truthfulness degree.
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Definition 3. Thus, let R be a fuzzy attributes table and let t, t′ ∈ R two tuples,
for all a ∈ Ω, the relative similarity degree is defined as

ρRa (t, t
′) = (R(t)(a) ⊗R(t′)(a))→ ρa(ta, t′a)

The above definition may be generalized to subsets of attributes A ⊆ Ω as usual,
that is, ρRA(t, t

′) =
∧

a∈A ρ
R
a (t, t

′)

The definition of the relative similarity relation presented in Definition 3 may
be used in Equation (2) so that the definition of fuzzy functional dependency
remains with no change.

Definition 4. A fuzzy functional dependency is an expression A
ϑ−−→B where

A,B ⊆ Ω, A 	= ∅ and ϑ ∈ [0, 1]. A Fuzzy Attributes Table R is said to satisfy

A
ϑ−−→B if the following condition holds:

ϑ ≤
∧

t,t′∈D

ρRA(t, t
′)→ ρRB(t, t′))

Example 3. The Fuzzy Attributes Table given in Example 2 is a model of the
fuzzy functional dependency

colour, percent
0.6−−−→localization

for the �Lukasiewicz t-norm (a ⊗ b = max{0, a+ b − 1}) and its residuum (a →
b = min{1− a+ b, 1}).

3 A Logic for the Management of Fuzzy Functional
Dependencies for Fuzzy Attribute Tables

Some complete axiomatic system over several kind of FFDs have been
defined [11–13]. However, like in the case of classical FDs and the Armstrong’s
Axioms, these fuzzy inference systems are not oriented to develop automated
method to manipulate FFDs. A logic for the management of FFDs over fuzzy
attribute tables, named FSL, was introduced in [2]. In the axiomatic system of
this logic, the transitivity role is played by a novel rule, named simplification
rule, which opens the door to define automated reasoning methods.

In this section, FSL is introduced. Its language is the following:

Definition 5. Given a finite set of attribute symbols Ω, we define the language

L = {A ϑ−−→B | ϑ ∈ [0, 1] and A,B ∈ 2Ω}

Concerning the semantic, the models are given by a fuzzy attribute table R : D→
[0, 1]Ω over a family of domains {(Da, ρa) | a ∈ Ω}. We say that R |= A ϑ−−→B if

R satisfies A
ϑ−−→B, R |= Γ means that R satisfies every FFD in the set Γ and

Γ |= A ϑ−−→B denotes that R |= Γ implies R |= A ϑ−−→B.
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Definition 6. The axiomatic system for FSL has one axiom scheme and three
inference rules:

[Ax] Reflexive Axioms: � A 1−→ A
[InR] Inclusion Rule: A

ϑ1−−→B � A ϑ2−−→B′

when ϑ2 ≤ ϑ1 and B′ ⊆ B.
[CoR] Composition Rule: A

ϑ1−−→B, C ϑ2−−→D � AC ϑ1∧ϑ2−−−−−−→BD
[SiR] Simplification Rule: A

ϑ1−−→B, C ϑ2−−→D � C-B ϑ1⊗ϑ2−−−−−−→D-B
when A ⊆ C and A ∩B = ∅.

The next definition presents the well known notions of syntactic inference (�)
and equivalence (≡).
Definition 7. Let Γ, Γ ′ ⊆L and ϕ ∈L. We say that ϕ is (syntactically) inferred
from Γ , denoted Γ � ϕ, if there exist ϕ1 . . . ϕn ∈ L such that ϕn = ϕ and, for all
1 ≤ i ≤ n, we have that ϕi belongs to Γ , is an axiom or is obtained by applying
the inference rules to formulas in {ϕj | 1 ≤ j < i}.
Γ and Γ ′ are said to be equivalent, denoted Γ ≡ Γ ′, if Γ � ϕ′, for all ϕ′ ∈ Γ ′,
and Γ ′ � ϕ, for all ϕ ∈ Γ .

Theorem 1 ( [2]). The axiomatic system of FSL is sound and complete.

4 Automated Reasoning for Fuzzy Functional
Dependencies

The aim of this section is to propose an automated reasoning method to decide

if a formula A
ϑ−−→B can be derived from a theory Γ (a set of fuzzy functional

dependencies). That is, an automated algorithm to compute the membership
function for the closure of Γ defined as follows:

Γ+ = {A ϑ−−→B | Γ � A ϑ−−→B} (3)

Notice that, as a consequence of [InR], Γ+ assigns an infinite set of pairs (B, ϑ)
to every set A. If the set B is also fixed then Γ+ gives an interval (consequence
of [InR]) whose supremum will be denoted as ϑ+

A,B

ϑ+
A,B

= sup{ϑ ∈ [0, 1] | A ϑ−−→B ∈ Γ+} (4)

On the other hand, if we fix the value of ϑ then a subset of 2Ω is obtained. This
set is finite and, by [InR] and [CoR], is an ideal of (2Ω,⊆). The maximum element
of this ideal will be denoted by A+

ϑ .

A+
ϑ = max{B ⊆ Ω | A ϑ−−→B ∈ Γ+} (5)

And finally, for each set of attributes A, the closure of A is defined as

A+ = {(a, ϑ+
A,{a}) | a ∈ Ω, 0 < ϑ

+
A,{a}} (6)

The following proposition is straightforward from definition.
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Proposition 1. Let Γ be a set of fuzzy functional dependencies, A,B ⊆ Ω and
ϑ ∈ (0, 1]. The following properties are equivalent.

1. Γ � A ϑ−−→B
2. ϑ ≤ ϑ+

A,B

3. B ⊆ A+
ϑ = Cutϑ(A

+) where Cutϑ(A
+) = {a ∈ Ω | (a, η) ∈ A+ with η ≥ ϑ}

Thus, the method to solve the implication problem (i.e. to test if Γ � A ϑ−−→B)
is strongly based on the computation of A+. Algorithm 1 computes A+ di-

Algorithm 1. Closure Algorithm

Data: Γ, A
Result: A+

begin
X := {(x, 1) | x ∈ A};
repeat

Xold := X;
Σ := ∅;

foreach B
ϑ−−→C ∈ Γ do

if there exists b ∈ B such that b �= a for all (a, κ) ∈ X then η := 01

else η := min{κ | (b, κ) ∈ X with b ∈ B};2

if η ⊗ ϑ �= 0 then X := X 
 {(c, η ⊗ ϑ) | c ∈ C};3

if η �= 1 and C �⊆ Cutϑ(X) then4

Σ := Σ ∪ {B� Cut1(X)
ϑ−−→C � Cutϑ(X)}

Γ := Σ;
until X = Xold ;
return “A+ is ” X

end

rectly based on FSL as the next section proves. Now, some comments about this
algorithm are given:

– Observe that, in the lines labeled with the numbers 1 and 2 in Algorithm 1,
the computed degree is

η = sup{κ | B ⊆ Cutκ(X)} (7)

So, when η = 1 (see condition in Line 4) the inclusion B ⊆ Cut1(X) holds.
– On the other hand, in Line 3, a kind of union is used that is defined as:

A �B = {(x, σ(x)) | there exists η with (x, η) ∈ A ∪B} (8)

where

σ(x) =

⎧⎨⎩
η if (x, η) ∈ A and x 	= y for all (y, κ) ∈ B
κ if (x, κ) ∈ B and x 	= y for all (y, η) ∈ A
η ∨ κ if (x, η) ∈ A and (x, κ) ∈ B

(9)
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Example 4. In this example abc+ are going to be computed from the set

Γ = {cd 0.6−−−→e, ac 0.7−−−→def, f 0.5−−−→dg, de 0.9−−−→ch, dh 0.4−−−→a}

by considering the �Lukasiweicz product. The initial set X is {(a, 1), (b, 1), (c, 1)}
and the sketch of the trace of Algorithm 1 is the following:

1. For cd
0.6−−−→e, since there does not exist κ such that (d, κ) ∈ X, then η = 0.

Moreover, η⊗0.6 = 0 and {e} � Cut0.6(X) = {a, b, c}. So, X = {(a, 1), (b, 1),
(c, 1)} and Σ = {d 0.6−−−→e}.

2. For the formula ac
0.7−−−→def we have that η = 1 and η ⊗ 0.7 = 0.7. Then

X = {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7)}

and Σ = {d 0.6−−−→e}.
3. For f

0.5−−−→dg, since (f, 0.7) ∈ X , η = 0.7 and η ⊗ 0.5 = 0.2. Thus,

X = {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2)}

and Σ = {d 0.6−−−→e, f 0.5−−−→g}.
4. Considering de

0.9−−−→ch, η = min{0.7, 0.7} = 0.7 and η ⊗ 0.9 = 0.6. Then

X = X � {(c, 0.6), (h, 0.6)}
= {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2), (h, 0.6)}

and Σ remains without changes.

5. For dh
0.4−−−→a, since η = 0.6, η⊗ 0.4 = 0 and {a} ⊆ Cut0.4(X), then there is

no change in either A or Σ.

6. Now, Γ = {d 0.6−−−→e, f 0.5−−−→g} and, since Xold 	= X, the sets are initialized
as Xold := X and Σ = ∅.

7. For d
0.6−−−→e, η = 0.7 and η⊗0.6 = 0.3. Therefore, X and Σ remain invariant.

8. For f
0.5−−−→g, η = 0.7 and η ⊗ 0.5 = 0.2. Therefore, X does not change and

Σ = {f 0.5−−−→g}.

Thus, since Xold = X, the algorithm returns:

abc+ = {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2), (h, 0.6)}

Example 5. Let Γ = {cd 0.6−−−→e, ac 0.7−−−→def, f 0.5−−−→dg, de 0.9−−−→ch, dh 0.4−−−→a}
and ⊗ be the �Lukasiweicz product. To decide if Γ � abc 0.5−−−→dh holds, we first
compute abc+ (see Example 4)

abc+ = {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2), (h, 0.6)}

Since {d, h} ⊆ Cut0.5(abc
+) = {a, b, c, d, e, f, h}, then the answer is affirmative.
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Table 1. Algorithm’s schema

B
ϑ−−−→C ∈ Γ Σ X

Γ = {cd 0.6−−−−→e, ac
0.7−−−−→def, f

0.5−−−−→dg, de
0.9−−−−→ch, dh

0.4−−−−→a}
∅ {(a, 1), (b, 1), (c, 1)}

cd
0.6−−−−→e {d 0.6−−−−→e} {(a, 1), (b, 1), (c, 1)}

ac
0.7−−−−→def {d 0.6−−−−→e} {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7)}

f
0.5−−−−→dg {d 0.6−−−−→e, f

0.5−−−−→g} {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2)}
de

0.9−−−−→ch {d 0.6−−−−→e, f
0.5−−−−→g} {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2), (h, 0.6)}

dh
0.4−−−−→a {d 0.6−−−−→e, f

0.5−−−−→g} {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2), (h, 0.6)}
Γ = {d 0.6−−−−→e, f

0.5−−−−→g}
∅ {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2), (h, 0.6)}

d
0.6−−−−→e ∅ {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2), (h, 0.6)}

f
0.5−−−−→g {f 0.5−−−−→g} {(a, 1), (b, 1), (c, 1), (d, 0.7), (e, 0.7), (f, 0.7), (g, 0.2), (h, 0.6)}

5 Soundness and Completeness

The following theorem is one of the cornerstones of Algorithm 1.

Theorem 2. Let Γ be a set of fuzzy functional dependencies, A ⊆ Ω, a ∈ Ω
and ϑ ∈ (0, 1]. The following equivalencies hold.

(a, ϑ) ∈ A+ if and only if Γ ∪ {∅ 1−→ A} � ∅
ϑ−−→a (10)

if and only if Γ ∪ {∅ 1−→ x | x ∈ A} � ∅
ϑ−−→a (11)

Basically, the algorithm considers the set Γ ∪ {∅ 1−→ x | x ∈ A} and applies to
it transformations that preserve the equivalence. Specifically, the equivalences
applied are the following.

Lemma 1. Let A = {ai | i ∈ I} ⊆ Ω and B,C ⊆ Ω be finite sets of attributes
and {ϑi | i ∈ I} ∪ {ϑ} ⊆ (0, 1]. The following equivalency holds:

{∅ ϑi−−→ ai | i ∈ I}∪{B
ϑ−−→C} ≡ {∅ ϑi−−→ ai | i ∈ I}∪{B�A1

ϑ−−→C�Aϑ} (12)

where Aϑ = {ai | ϑ ≤ ϑi} and particularly A1 = {ai | ϑi = 1}.

Proof. The following sequence proves the derivation

{∅ ϑi−−→ ai | i ∈ I} ∪ {B
ϑ−−→C} � B �A1

ϑ−−→C �Aϑ

1. ∅
1−→ A1 . . . . . . . . . . . . . . . . . . By [CoR] from hypothesis {∅ 1−→ ai | ai ∈ A1}.

2. B �A1
1⊗ϑ−−−→ C �A1 . . . . . . . . . . . . . . . . . . . . . . By [SiR] from 1. and B

ϑ−−→C.
3. B �A1

ϑ−−→ C �Aϑ . . . . . . By [InR] from 2. and C �Aϑ ⊆ C �A1 because
A1 ⊆ Aϑ.
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On the other hand, the following sequence proves the converse derivation

{∅ ϑi−−→ ai | i ∈ I} ∪ {B �A1
ϑ−−→C �Aϑ} � B ϑ−−→C

1. B ∩A1
1−→ B ∩ A1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . By [Ax].

2. B
1∧ϑ−−−→ (C �Aϑ) ∪ (B ∩ A1) . . . . . . . . . . . .By [CoR] from 1. and hypothesis.

3. ∅
ϑ−−→Aϑ . . . . . . . By [InR] and [CoR] from hypothesis {∅ ϑi−−→ ai | ai ∈ Aϑ}.

4. B
ϑ−−→(C �Aϑ) ∪ (B ∩ A1) ∪ Aϑ . . . . . . . . . . . . . . . . . . By [CoR] from 2. and 3.

5. B
ϑ−−→C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .By [InR] from 4.

�

As particular cases of the equivalence given in the previous lemma, if C ⊆ Aϑ

then

{∅ ϑi−−→ ai | i ∈ I} ∪ {B ϑ−−→C} ≡ {∅ ϑi−−→ ai | i ∈ I} (13)

and, if B ⊆ A1, then

{∅ ϑi−−→ ai | i ∈ I} ∪ {B ϑ−−→C} ≡ {∅ ϑi−−→ ai | i ∈ I} ∪ {∅ ϑ−−→c | c ∈ C �Aϑ}
(14)

Equivalence (15) is used in Algorithm 1 in two steeps (Line 3 and Line 6), Equiv-
alence (14) is used in the combination of Line 3 and Line 4 and Equivalence (13)
is used in Line 3.

Lemma 2. Let A = {ai | i ∈ I} ⊆ Ω and B,C ⊆ Ω be finite sets of attributes
and {ϑi | i ∈ I} ∪ {ϑ} ⊆ (0, 1]. If B ⊆ A and η = min{ϑi | i ∈ I} then

{∅ ϑi−−→ ai | i ∈ I} ∪ {B ϑ−−→C} � {∅ η⊗ϑ−−−→ c | c ∈ C} (15)

Proof. It is straightforward from [InR] and [SiR]. �

Lemma 2 is used in Line 5 of Algorithm 1. Now we introduce the completeness
result and outline its proof.

Theorem 3 (Soundness and Completeness). Given a set of fuzzy func-
tional dependencies Γ and a set of attributes A, Algorithm 1 returns A+.

Proof. The soundness is consequence of Lemmas 1 and 2. Tarski’s fixed-point
theorem ensures that the algorithm finishes because the sequence of the sets A is
growing simultaneously with the decrease of the set Γ . Regarding completeness,

when the algorithm finishes, any formula ∅
η−→ B that can be derived from

{∅ ϑ−−→ a | (a, ϑ) ∈ A} ∪ Γ can be also derived from {∅ ϑ−−→ a | (a, ϑ) ∈ A} by
[InR] and [CoR]. �
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6 Conclusions

In [2] we have introduced the Simplification Logic for the management of fuzzy
functional dependencies over fuzzy attribute tables, FSL, and we have outlined
its advantages. In this paper we show that the design of the FSL axiomatic sys-
tem provides a way to define automated reasoning methods for fuzzy functional
dependencies. Specifically, we present a sound and complete automated reason-
ing method to solve the implication problem. This provides a framework with a
high expressive power useful for the applications.
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Abstract. In formal concept analysis, attribute reduction is an impor-
tant preprocessing in order to obtain concept lattices, which provides
fundamental information of the attributes, as well. This importance is
increased in the fuzzy case.

This paper presents, in the general fuzzy framework of multi-adjoint
concept lattices, a classification of the fuzzy-attributes of a context,
which provides interesting properties of the attributes and its application
to reduce the computational complexity for building this kind of concept
lattices.

Keywords: Formal concept analysis, fuzzy sets, attribute classification.

1 Introduction

Formal concept analysis was introduced by R. Wille in the eighties, and it is one
of the effective mathematical tools for conceptual data analysis and knowledge
processing. This formal tool has a lot of applications, there are papers ranging
from ontology merging [18] to diverse fields of application such as the Semantic
Web [2, 4, 5].

Attribute reduction is a fundamental part in Formal Concept Analysis since
the complexity for building the concept lattice is exponential in the number of
attributes and objects. In knowledge systems usually appear unnecessary at-
tributes which considerably increase the computational time for obtaining the
concept lattice, hence it is very important knowing the unnecessary attributes
at the beginning.

Therefore, this line is widely studied in the classical case [11, 13, 21, 22]. In the
fuzzy extensions of concept lattices, we can remark [12]. Other interesting view-
points in order to reduce the complexity for building the fuzzy concept lattices
are the use of truth stressers (which is also called hedges) in the concept-forming
operators [1, 9, 10], and the granularity [8]. However, these methodologies de-
crease the complexity reducing the size of the fuzzy concept lattices.
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This paper presents a first prospect about attribute reduction in multi-adjoint
concept lattices [14, 16]. These concept lattices are a fuzzy generalization of
classical formal concept analysis, which embeds other fuzzy extensions, and in
which the basic operators, taken into account in the concept-forming operators,
are the adjoint triples [3]. Specifically, the corresponding definitions of attribute
reduction theory will be given in this fuzzy framework, several properties and
a classification of fuzzy attributes will be made. As a consequence of this last
result, the unnecessary fuzzy attributes can be located and erased, therefore, a
reduct is easily obtained, from which the whole multi-adjoint concept lattice is
built.

2 Preliminaries

This section presents a sketch of attribute reduction theory in formal concept
analysis and the general fuzzy framework of multi-adjoint concept lattices [16].

2.1 Attribute Reduction in Formal Concept Analysis

Attribute reduction was already studied by B. Ganter and R. Wille in [6].
For that, they considered the irreducible elements of the concept lattice. This
consideration was taken into account in [15] in order to present an attribute
classification assuming the definitions given in Rough Set Theory [17].

First of all, the definitions of finer, consistent set, reduct and core on concept
lattices will be recalled.

Definition 1. Given two concept lattices B(A1, B,R1) and B(A2, B,R2). If
for any (X,Y ) ∈ B(A2, B,R2) there exists (X ′, Y ′) ∈ B(A1, B,R1) such that
X = X ′, then we say that B(A1, B,R1) is finer than B(A2, B,R2) and we will
write:

B(A1, B,R1) ≤B(A2, B,R2)

If B(A1, B,R1) ≤ B(A2, B,R2) and B(A2, B,R2) ≤ B(A1, B,R1), then these
two concept lattices are said to be isomorphic to each other, and we will write:

B(A1, B,R1) ∼= B(A2, B,R2)

Considering a context (A,B,R), a subset of attributes, Y ⊆ A and the restriction
relation RY = R∩ (Y ×B), the triple (Y,B,RY ) is also a formal context, which
can be interpreted as a subcontext of the original one. Hence, we can apply the

mappings ↓ and ↑, which will be rewritten in this subcontext as ↓Y

and ↑Y .
It is clear that, given X ⊆ B, we obtain that X↑Y = X↑ ∩ Y .

If (A,B,R) is a formal context, we can easily verify that for any Y ⊆ A, such
that Y 	= ∅, B(A,B,R) ≤ B(Y,B,RY ) holds.

Definition 2. Given a context (A,B,R), if there exists a set of attributes Y ⊆
A such that B(A,B,R) ∼= B(Y,B,RY ), then Y is called a consistent set of
(A,B,R). Moreover, if B(Y � {y}, B,RY�{y}) 	∼= B(A,B,R), for all y ∈ Y ,
then Y is called a reduct of (A,B,R).

The core of (A,B,R) is the intersection of all the reducts of (A,B,R).
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Theorem 1 ([22]). Let (A,B,R) be a formal context, Y ⊆ A and Y 	= ∅.
Then, Y is a consistent set if and only if B(Y,B,RY ) ≤B(A,B,R).

Pawlak [17] proposed three types of attributes for rough set theory, which were
introduced in a formal context in [22]. Now, this definition will be recalled
considering the notation in [20] to denote the subsets of attributes.

Definition 3. Given an index set Λ, a formal context (A,B,R) and the set
{Yi | Yi is a reduct, i ∈ Λ} of all reducts of (A,B,R). The set of attributes A
can be divided into the following three parts:

1. Absolutely necessary attributes (core attribute) Cf =
⋂

i∈Λ Yi.
2. Relatively necessary attributes Kf = (

⋃
i∈Λ Yi)� (

⋂
i∈Λ Yi).

3. Absolutely unnecessary attributes If = A� (
⋃

i∈Λ Yi).

The pre-processing of attribute reduction in formal concept analysis aims at
classifying the attributes from the irreducible elements in B(A,B,R). Therefore,
the definition of irreducible elements of a lattice must be introduced.

Definition 4. Given a lattice (L,�), such that ∧,∨ are the meet and the join
operators, and an element x ∈ L verifying

1. If L has a top element �, then x 	= �.
2. If x = y ∧ z, then x = y or x = z, for all y, z ∈ L.

we call x meet-irreducible (∧-irreducible) element of L. Condition (2) is equiva-
lent to

2′. If x < y and x < z, then x < y ∧ z, for all y, z ∈ L.

Hence, if x is ∧-irreducible, then it cannot be represented as the infimum of
strictly greatest elements.

A join-irreducible (∨-irreducible) element of L is defined dually.

2.2 Multi-Adjoint Concept Lattices

The considered operators in the forming-concept operators are the adjoint triples,
which are generalizations of a triangular norm (t-norm) and its residuated
implication [7].

Definition 5. Let (P1,≤1), (P2,≤2), (P3,≤3) be posets and &: P1 × P2 → P3,
↙ : P3×P2 → P1, ↖ : P3×P1 → P2 be mappings, then (&,↙,↖) is an adjoint
triple with respect to P1, P2, P3 if:

x ≤1 z ↙ y iff x& y ≤3 z iff y ≤2 z ↖ x (1)

where x ∈ P1, y ∈ P2 and z ∈ P3.

Condition (1) is also called adjoint property. Note that the commutativity and
associativity properties are not assumed for the conjunctor &. Moreover, assum-
ing different adjoint triples adds more flexibility to the language [16].
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Definition 6. A multi-adjoint frame L is a tuple

(L1, L2, P,�1,�2,≤,&1,↙1,↖1, . . . ,&n,↙n,↖n)

where (L1,�1) and (L2,�2) are complete lattices, (P,≤) is a poset and, for
all i = 1, . . . , n, (&i,↙i,↖i) is an adjoint triple with respect to L1, L2, P .
Multi-adjoint frames are denoted as (L1, L2, P,&1, . . . ,&n).

A multi-adjoint context is a tuple consisting of sets of objects, attributes and a
fuzzy relation among them; in addition, the multi-adjoint approach also includes
a function which assigns an adjoint triple to each pair of objects and attributes.

Definition 7. Let (L1, L2, P,&1, . . . ,&n) be a multi-adjoint frame, a context is
a tuple (A,B,R, σ) such that A and B are non-empty sets (usually interpreted
as attributes and objects, respectively), R is a P -fuzzy relation R : A × B → P
and σ : A×B → {1, . . . , n} is a mapping which associates any element in A×B
with some particular adjoint triple in the frame.

Given a multi-adjoint frame and a context for that frame, the forming-concept
operators are denoted as1 ↑ : LB2 −→ LA1 and ↓ : LA1 −→ LB2 and are defined, for
all g ∈ LB2 , f ∈ LA1 and a ∈ A, b ∈ B, as

g↑(a) = inf{R(a, b)↙σ(b) g(b) | b ∈ B} (2)

f↓(b) = inf{R(a, b)↖σ(b) f(a) | a ∈ A} (3)

These two arrows form a Galois connection [16], and so the notion of concept is
defined as usual: a multi-adjoint concept is a pair 〈g, f〉 satisfying that g ∈ LB2 ,
f ∈ LA1 and that g↑ = f and f↓ = g.

Given g ∈ LB2 (resp. f ∈ LA1 ), the closure concept of g (resp. f) is the
concept 〈g↑↓, g↑〉 (resp. 〈f↓, f↓↑〉). Finally, the definition of concept lattice in
this framework is introduced.

Definition 8. The multi-adjoint concept lattice associated with a multi-adjoint
frame (L1, L2, P,&1, . . . ,&n) and a context (A,B,R, σ) is the set

M = {〈g, f〉 | g ∈ LB2 , f ∈ LA1 and g↑ = f, f↓ = g}

in which the ordering is defined by 〈g1, f1〉 � 〈g2, f2〉 if and only if g1 �2 g2
(equivalently f2 �1 f1).

It was proven in [16] that (M,�) is really a complete lattice, together with a
representation theorem, which generalizes the classical one and different other
fuzzy generalizations.

1 Note that the notation of LB
2 and LA

1 is considered to the set of mappings g : B → L2,
f : A → L1, respectively.



270 M.E. Cornejo, J. Medina-Moreno, and E. Ramı́rez

3 Fuzzy-Attribute Reduction

Following the similar steps to classical setting, first of all, a characterization of
the ∧-irreducible elements of a multi-adjoint concept lattice will be presented.
From now on, we will consider a multi-adjoint concept latticeM associated with
a multi-adjoint frame (L1, L2, P,&1, . . . ,&n), a context (A,B,R, σ), an index set
I, such that A = {ai | i ∈ I}, and the following specific family of fuzzy subsets
of LA1 .

Definition 9. For each ai ∈ A, the fuzzy subsets of attributes φi,xi ∈ LA1
defined, for all x ∈ L1, as

φi,x(a) =

{
x if a = ai
0 if a 	= ai

will be called fuzzy-attributes. The set of all fuzzy-attributes will be denoted as
Φ = {φi,x | ai ∈ A, x ∈ L1}.

Considering these fuzzy subsets of attributes, the following result characterizes
the ∧-irreducible elements of a multi-adjoint concept lattice.

Theorem 2. The set of ∧-irreducible elements ofM, MF (A,B,R, σ), is:{
〈φ↓i,x, φ

↓↑
i,x〉 | φ

↓
i,x 	=

∧
{φ↓j,xj

| φj,xj ∈ Φ, φ
↓
i,x ≺2 φ

↓
j,xj
} and φ↓i,x 	=⊥

↓
A

}
In the previous set, the expression φ↓i,x 	=

∧
{φ↓j,xj

| φ↓i,x ≺2 φ
↓
j,xj
} may be

replaced by φ↓i,x ≺2

∧
{φ↓j,xj

|φ↓i,x ≺2 φ
↓
j,xj
}, since both are equivalent. However,

we prefer using the inequality in order to emphasize the difference.
As a consequence of this theorem, the ∧-irreducible elements are directly

obtained from the fuzzy-attributes and these are only considered to compute
them.

Example 1. Let us consider a shorter example than the one given in [19], in
which, the goal is to find out the best day to walk. Hence, a suitable definition
of walking time is assumed and the theory of concept lattices is used to obtain
the best day satisfying this definition. In this introductory example, we have
only considered the weak-end and we will analyze the built concept lattice.

Let ([0, 1], [0, 1], [0, 1],≤,≤,≤,&G) be the multi-adjoint frame where &G is
the commutative Gödel conjunctor. The considered context is formed by the set
of objects and attributes:

A = {warm, cold, poor in rain, calm wind}
B = {Fri, Sat, Sun}

and the relationship R : A×B → P , which is defined in Fig. 1.
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Fig. 1. Table Example 1

R Fri Sat Sun

warm 1.0 1.0 0.0

cold 0.5 0.5 0.5

poor in rain 1.0 1.0 0.5

calm wind 0.5 0.5 0.0

From the context (A,B,R, σ), a concept lattice (M,�) with the following 5
concepts is built.

C0 = 〈{0.5/Fri, 0.5/Sat}, {1.0/warm, 1.0/cold, 1.0/poor in rain, 1.0/calm wind}〉
C1 = 〈{1.0/Fri, 1.0/Sat}, {1.0/warm, 0.5/cold, 1.0/poor in rain, 0.5/calm wind}〉
C2 = 〈{0.5/Fri, 0.5/Sat, 0.5/Sun}, {, 1.0/cold, 1.0/poor in rain}〉
C3 = 〈{1.0/Fri, 1.0/Sat, 0.5/Sun}, {, 0.5/cold, 1.0/poor in rain}〉
C4 = 〈{1.0/Fri, 1.0/Sat, 1.0/Sun}, {, 0.5/cold, 0.5/poor in rain}〉

The Hasse diagram of this lattice is shown in Figure 2, in which each node
represents the fuzzy extension of each concept.

{[0.5, 0.5, 0.0]}

{[1.0, 1.0, 0.0]} {[0.5, 0.5, 0.5]}

{[1.0, 1.0, 0.5]}

{[1.0, 1.0, 1.0]}

Fig. 2. The Hasse diagram of (M,�)

The concept C4 is the closure concept of the fuzzy-attributes φa,0.0, for all
a ∈ A, and φcold,0.5 and φpoor in rain,0.5, as well. The rest of closure concepts are:

〈φ↓
warm,0.5, φ

↓↑
warm,0.5〉 = 〈φ↓

warm,1.0, φ
↓↑
warm,1.0〉 = 〈φ↓

calm wind,0.5, φ
↓↑
calm wind,0.5〉 = C1

〈φ↓
cold,1.0, φ

↓↑
cold,1.0〉 = C2

〈φ↓
poor in rain,1.0, φ

↓↑
poor in rain,1.0〉 = C3

〈φ↓
calm wind,1.0, φ

↓↑
calm wind,1.0〉 = C0
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Consequently, the concepts in (M,�) are associated with, at least, one fuzzy-
attribute in Φ. Considering the Hasse diagram (Fig. 2), the set of ∧-irreducible
elements is

MF (A,B,R, σ) = {C1, C2, C3}

Furthermore, these concepts satisfy the conditions of the previous theorem,
namely, they are concepts 〈φ↓i,x, φ

↓↑
i,x〉 associated with fuzzy-attributes satisfy-

ing φ↓i,x 	=
∧
{φ↓j,xj

| φ↓i,x ≺2 φ
↓
j,xj
} and φ↓i,x 	=⊥

↓
A. For instance, given C2 =

〈φ↓cold,1.0, φ
↓↑
cold,1.0〉, it is not possible to express this element as intersection of

elements φ↓j,xj
, such that φ↓cold,1.0 ≺2 φ

↓
j,xj

; and φ↓cold,1.0 is not the top-element.

However, φ↓calm wind,1.0 is the intersection of φ↓warm,1.0 and φ↓cold,1.0 and so,

C0 = 〈φ↓calm wind,1.0, φ
↓↑
calm wind,1.0〉 is not a ∧-irreducible concept. ��

In order to give a classification of fuzzy-attributes in the multi-adjoint frame-
work, several definitions introduced in [17] must be extended. The first one
introduces the extension of a consistent set.

Definition 10. A subset of fuzzy-attributes, Ψ ⊆ Φ, is called fuzzy-consistent
set of (A,B,R, σ), if for each 〈g, f〉 ∈ M(A,B,R, σ), there exists a family

{φj,xj}j∈J ⊆ Ψ , such that g =
∧

j∈J φ
↓
j,xj

.

Moreover, if each element φk,xk
∈ {φj,xj}j∈J , satisfies that Ψ � {φk,xk

} is not
fuzzy-consistent, then Ψ is called fuzzy-reduct set of (A,B,R, σ).

The core of (A,B,R, σ) is the intersection of all the fuzzy-reducts of (A,B,R, σ).

This definition arises from the classical definition and considering that each
element 〈g, f〉 ∈ M(A,B,R, σ) is the infimum of concepts in M(A,B,R, σ).
Therefore, proving that there exists 〈g′, f ′〉 in the concept lattice M(Y,B,RY ,
σY ×B), such that g = g′, is equivalent to proving that there exists a family of
∧-irreducible elements 〈gj , fj〉 ∈MF (Y,B,RY , σY×B), such that g =

∧
j∈J gj.

Following the classical case, three different types of fuzzy-attributes will be
considered. The set of fuzzy-reducts of (A,B,R, σ) will be denoted as {Ψλ ⊆ Φ |
Ψλ is a fuzzy-reduct, λ ∈ Λ}, where Λ is an index set.

Definition 11. The set of fuzzy-attributes can be divided into the following three
types:

1. Absolutely necessary fuzzy-attributes (core fuzzy-attributes):

CΦ = {φi,xi ∈ Φ | φi,xi ∈
⋂
λ∈Λ

Ψλ}

2. Relatively necessary fuzzy-attributes:

KΦ = {φi,xi ∈ Φ | φi,xi ∈
⋃
λ∈Λ

Ψλ �
⋂
λ∈Λ

Ψλ}
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3. Absolutely unnecessary fuzzy-attributes:

IΦ = {φi,xi ∈ Φ | φi,xi /∈
⋃
λ∈Λ

Ψλ}

Several technical results must be given before introducing the classification of
fuzzy-attributes. The first proposition presents a characterization of fuzzy-reducts
by ∧-irreducible elements.

Proposition 1. A subset of fuzzy-attributes, Ψ ⊆ Φ, is a fuzzy-consistent set
of (A,B,R, σ), if and only if, for each 〈g, f〉 ∈ MF (A,B,R, σ), there exists

φj,xj ∈ Ψ , such that g = φ↓j,xj
.

This result can be rewritten as follows.

Corollary 1. Ψ ⊆ Φ is a fuzzy-consistent set of (A,B,R, σ) if and only if

MF (A,B,R, σ) ⊆ {〈φ↓i,x, φ
↓↑
i,x〉 | φi,x ∈ Ψ}

The following proposition provides a mechanism to interchange elements in a
fuzzy-reduct, which is very useful.

Proposition 2. A fuzzy-reduct Ψ and an element φj,xj ∈ Ψ , such that there

exists φi,xi ∈ Φ satisfying that φi,xi /∈ Ψ and φ↓i,xi
= φ↓j,xj

. Then, the set Ψ ′ =
Ψ � {φj,xj} ∪ {φi,xi} is a fuzzy-reduct of (A,B,R, σ).

Next, we show that each fuzzy-attribute associated with a ∧-irreducible element
is in, at least, one fuzzy-reduct.

Proposition 3. Given φj,xj ∈ Φ, we have that there exists a fuzzy-reduct Ψ ,

with φj,xj ∈ Ψ , if and only if 〈φ↓j,xj
, φ↓↑j,xj

〉 ∈MF (A,B,R, σ).

Finally, the following theorem classifies the fuzzy-attributes.

Theorem 3. Given a formal context (A,B,R, σ), the following equivalences are
obtained:

1. φi,xi ∈ Iφ if and only if 〈φ↓i,xi
, φ↓↑i,xi

〉 	∈MF (A,B,R, σ).

2. φi,xi ∈ Kφ if and only if 〈φ↓i,xi
, φ↓↑i,xi

〉 ∈ MF (A,B,R, σ) and there exists

φj,xj ∈ Φ, φi,xi 	= φj,xj , such that 〈φ↓i,xi
, φ↓↑i,xi

〉 = 〈φ↓j,xj
, φ↓↑j,xj

〉.
3. φi,xi ∈ Cφ if and only if 〈φ↓i,xi

, φ↓↑i,xi
〉 ∈ MF (A,B,R, σ) and 〈φ↓i,xi

, φ↓↑i,xi
〉 	=

〈φ↓j,xj
, φ↓↑j,xj

〉, for all φj,xj ∈ Φ, φi,xi 	= φj,xj .

Note that these results generalize the classical ones, and they are important,
since, for instance, we can know the classification of each fuzzy-attribute of each
attribute in A, which helps us to recognize several properties of each (crisp)
attribute.
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Example 2. Considering Example 1, by Theorem 3(1), the absolutely unneces-
sary fuzzy-attributes are: φwarm,0.0, φcold,0.0, φcold,0.5, φpoor in rain,0.0,
φpoor in rain,0.5, φcalm wind,0.0, φcalm wind,1.0.

By Theorem 3(2), since C1 is ∧-irreducible and it is the closure of φwarm,0.5,
φwarm,1.0 and φcalm wind,1.0, we have that these fuzzy-attributes are relatively
necessary attributes:

Kf = {φwarm,0.5, φwarm,1.0, φcalm wind,0.5}

Finally, C2 and C3 are ∧-irreducible concepts and they only are the closure
of the fuzzy-attributes φcold,1.0 and φpoor in rain,1.0, respectively. Therefore, by
Theorem 3(3), the set of absolutely necessary fuzzy-attributes is:

Cf = {φcold,1.0, φpoor in rain,1.0}

As a consequence, several reducts are obtained. For example, we can consider
the fuzzy-reduct:

Ψ = {φwarm,1.0, φcold,1.0, φpoor in rain,1.0}

in which only three attributes, with the maximum truth-value, are assumed to
build the fuzzy concept lattice. This fact also shows the importance of these
attributes and that they must be considered with the maximum value of the
lattice. Note that the number of fuzzy-attributes (the cardinality of Φ), in this
simple example, is 12.

Next, by Theorems 2 and 3, a detailed classification of the fuzzy-attributes of
another fuzzy concept lattice will be provided.

4 A Worked Out Example

The considered multi-adjoint formal frame is (L,�,&G), where L = {0, 0.5, 1}
and &G is the Gödel conjunctor defined on L. The context is (A,B,R, σ), where
A = {a1, a2, a3, a4, a5}, B = {b1, b2, b3}, R : A×B → L is given by Table 1, and
σ is constant.

Table 1. Relation R

R b1 b2 b3

a1 0.5 1 0

a2 0.5 1 0.5

a3 0.5 0.5 0.5

a4 1 1 0.5

a5 1 0.5 1

a6 1 1 0.5
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The concept lattice (M,�), associated with the framework and context
considered, has 10 concepts listed below.

C0 = 〈{0.5/b1, 0.5/b2}, {1.0/a1, 1.0/a2, 1.0/a3, 1.0/a4, 1.0/a5}〉
C1 = 〈{0.5/b1, 1.0/b2}, {1.0/a1, 1.0/a2, 0.5/a3, 1.0/a4, 0.5/a5}〉
C2 = 〈{1.0/b1, 0.5/b2}, {1.0/a1, 0.5/a2, 0.5/a3, 1.0/a4, 1.0/a5}〉
C3 = 〈{0.5/b1, 0.5/b2, 0.5/b3}, {, 1.0/a2, 1.0/a3, 1.0/a4, 1.0/a5}〉
C4 = 〈{1.0/b1, 1.0/b2}, {1.0/a1, 0.5/a2, 0.5/a3, 1.0/a4, 0.5/a5}〉
C5 = 〈{0.5/b1, 1.0/b2, 0.5/b3}, {, 1.0/a2, 0.5/a3, 1.0/a4, 0.5/a5}〉
C6 = 〈{1.0/b1, 0.5/b2, 0.5/b3}, {, 0.5/a2, 0.5/a3, 1.0/a4, 1.0/a5}〉
C7 = 〈{1.0/b1, 1.0/b2, 0.5/b3}, {, 0.5/a2, 0.5/a3, 1.0/a4, 0.5/a5}〉
C8 = 〈{1.0/b1, 0.5/b2, 1.0/b3}, {, 0.5/a2, 0.5/a3, 0.5/a4, 1.0/a5}〉
C9 = 〈{1.0/b1, 1.0/b2, 1.0/b3}, {, 0.5/a2, 0.5/a3, 0.5/a4, 0.5/a5}〉

The Hasse diagram of this lattice is shown in Figure 3.

{[1.0, 1.0, 0.5]}

{[1.0, 1.0, 1.0]}

{[1.0, 0.5, 0.0]}

{[1.0, 1.0, 0.0]} {[1.0, 0.5, 0.5]}

{[1.0, 0.5, 1.0]}

{[0.5, 0.5, 0.5]}

{[0.5, 1.0, 0.5]}

{[0.5, 0.5, 0.0]}

{[0.5, 1.0, 0.0]}

Fig. 3. The Hasse diagram of (M,�)

The fuzzy-attributes are: 〈φ↓a,0.0, φ
↓↑
a,0.0〉 = C9, for all a ∈ A, 〈φ↓2,0.5, φ

↓↑
2,0.5〉,

〈φ↓3,0.5, φ
↓↑
3,0.5〉, 〈φ

↓
4,0.5, φ

↓↑
4,0.5〉, 〈φ

↓
5,0.5, φ

↓↑
5,0.5〉 and 〈φ

↓
6,0.5, φ

↓↑
6,0.5〉 are C9, and the

rest of concepts are

〈φ↓1,0.5, φ
↓↑
1,0.5〉 = C4 〈φ↓1,1.0, φ

↓↑
1,1.0〉 = C1

〈φ↓2,1.0, φ
↓↑
2,1.0〉 = C5 〈φ↓3,1.0, φ

↓↑
3,1.0〉 = C3

〈φ↓4,1.0, φ
↓↑
4,1.0〉 = 〈φ

↓
6,1.0, φ

↓↑
6,1.0〉 = C7 〈φ↓5,1.0, φ

↓↑
5,1.0〉 = C8

Hence, the concepts associated with the fuzzy-attributes of Φ are C1, C3, C4,
C5, C7, C8 and C9. Referring to the Hasse diagram, it is not difficult to see
that the concepts C4 = 〈φ↓1,0.5, φ

↓↑
1,0.5〉 = 〈φ↓1,1.0, φ

↓↑
1,1.0〉, C5 = 〈φ↓2,1.0, φ

↓↑
2,1.0〉,
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C7 = 〈φ↓4,1.0, φ
↓↑
4,1.0〉 = 〈φ↓6,1.0, φ

↓↑
6,1.0〉 and C8 = 〈φ↓5,1.0, φ

↓↑
5,1.0〉 are the set of

∧-irreducible elements ofM, that is

MF (A,B,R, σ) = {C4, C5, C7, C8}

Once computed the ∧-irreducible elements of the concept lattice, Theorem 3
can be applied and the classification of the fuzzy attributes is obtained. For
instance, φ1,1.0 and φ3,1.0 belong to IΦ, because C1 = 〈φ↓1,1.0, φ

↓↑
1,1.0〉 and C3 =

〈φ↓3,1.0, φ
↓↑
3,1.0〉 are not in MF (A,B,R, σ).

Furthermore, φ4,1.0 belongs to KΦ, since C7 = 〈φ↓4,1.0, φ
↓↑
4,1.0〉 is ∧-irreducible,

MF (A,B,R, σ), and, if we consider φ6,1.0 ∈ LA1 , we have that φ4,1.0 	= φ6,1.0
and 〈φ↓4,1.0, φ

↓↑
4,1.0〉 = 〈φ

↓
6,1.0, φ

↓↑
6,1.0〉. Analogously, the fuzzy-attribute φ6,1.0 also

belongs to KΦ.
The other fuzzy-attributes are in the core, for example, φ1,0.5 is in CΦ, because

C4 = 〈φ↓1,0.5, φ
↓↑
1,0.5〉 ∈ MF (A,B,R, σ) and there does not exist φi,xi ∈ LA1 with

φi,xi 	= φ1,0.5, such that 〈φ↓i,xi
, φ↓↑i,xi

〉 = 〈φ↓1,0.5, φ
↓↑
1,0.5〉.

Finally, the classification of the fuzzy-attributes is the following:

IΦ = {φ1,0.0, φ1,1.0, φ2,0.0, , φ2,0.5, φ3,0.0, φ3,0.5,
φ3,1.0, φ4,0.0, φ4,0.5, φ5,0.0, φ5,0.5, φ5,1.0, φ6,1.0}

KΦ = {φ4,1.0, φ6,1.0}
CΦ = {φ1,0.5, φ2,1.0, φ5,1.0}

As a consequence, two possible fuzzy-reducts arise: Ψ1 = {φ1,0.5, φ2,1.0, φ5,1.0,
φ4,1.0} and Ψ2 = {φ1,0.5, φ2,1.0, φ5,1.0, φ6,1.0}.

5 Conclusions and Future Work

Several interesting results in fuzzy attribute reduction theory have been intro-
duced and a classification of the fuzzy-attributes has been given, which provides
important properties of the attributes. This has been considered in a worked out
example and the corresponding reducts are easily obtained.

For further work, a classification of the crisp attributes will be given con-
sidering the introduced results, and an attribute reduction mechanism will be
presented keeping the original concept lattice and without losing information.
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Abstract. The overcapacity of the European fishing fleets is one of the
recognized factors for the lack of success of the Common Fisheries Policy.
Unwanted non-targeted species and other incidental fish likely represent
one of the causes for the overexploitation of fish stocks; thus there is
a clear connection between this problem and the type of fishing gear
used by vessels. This paper performs an environmental impact study of
the Spanish Fishing Fleet by means of ordinal classification techniques
to emphasize the need to design an effective and differentiated com-
mon fish policy for “artisan fleets”, that guarantees the maintenance of
environmental stocks and the artesan fishing culture.

Keywords: Machine learning, Ordinal Classification, Commitment to
sustainability, Common Fisheries Policy, Fleet Overcapacity.

1 Introduction

“Commitment to Sustainability” is a common statement of intentions used in
large companies. Since 2009, the Common Fisheries Policy (CFP) has been re-
vised in order to address the real threat of depletion of fishing grounds in the
near future [1]. The CFP reform begins to admit the political failure of previous
plans as reflected in the conclusions of the external audit made on European
fisheries [2] where it was shown that fleet capacity has not been reduced; indeed,
it has caused an alteration in European Union (EU) markets since it has failed
to establish an effective monitoring system on catches and discards.

Meanwhile, the EU has attempted to control the evolution of community fish-
ing fleets through the so-called Multi-Annual Guidance Programmes (MAGPs),
simultaneously applied to the successive CFPs, where the member state fleet
capacity has been measured using aggregate Tonnage and the Engine Power of
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fishing vessels in order to obtain a standardized measure for all member states.
As Pascoe and Gréboval noted [3], although Tonnage and Engine Power affect
the vessel’s catching ability, the fishing capacity as the ability of a vessel to
catch fish is a highly complex concept which depends on multiple-inputs that
must be addressed. While the MAGPs program was operating, the EU reduced
the number of vessels, along with the crew members, the gross tonnage (GT)
and the power (kW) of its fleet, applying “Fishing capacity-Effort reduction”
and “Vessel Renewal and Modernisation” policies. However, the average size of
the fishing boat was significantly greater. In this sense, this paper seeks to char-
acterize the Spanish Fishing Fleet according to the environmental impact of each
vessel using for this purpose the gears declared (note that the gear information
about a vessel may be unknown or wrong in some cases) in order to compute an
understandable and predictable model which can be used to identify the complex
patterns which influence the commitment to sustainability.

However, the classification problem in this paper is considered as a different
setup to the standard one, as the variable to predict is not numerical or nominal,
but ordinal, so categories have a natural order. The major problem with this
kind of classification is that there is not a precise notion of the distance between
categories and there are some misclassification errors which should be more
penalized. To cope with this issue, a cost-sensitive decision tree hybridized with
an ordinal cost matrix is used to penalize misclassification errors according to
the distance in ranking to the true class.

The remainder of the paper is organized as follows. Section 2 shows a brief
analysis about Machine Learning (ML) methods for solving the abovementioned
problem. Section 3 explains the methodology constructed. Section 4 shows the
experimental data design. In Section 5 the results are shown and discussed.
And finally, some conclusions are drawn in Section 6.

2 Background

The ML paradigm is a scientific discipline related to Artificial Intelligence. It
is based on the design and development of methods and algorithms that could
yield patterns or prediction rules from a set of input data in order to make
intelligent decisions. Very different paradigms such as regression, classification
and time-series are usually included in this multidisciplinary research area.

There are several works in the literature that have addressed the characteri-
zation of the fishing fleet using statistical techniques: In the case of Piniella et
al. [4], the Artisanal Fishing Fleet in Andalusia (2007) was analysed by using
regression techniques in order to evaluate the relation between the various vari-
ables characterizing a fleet. Another example is in the work of Castro et al. [5],
where a multivariate analysis, a clustering and time-series methodologies were
conducted in order to identify métiers by target species inferred from the species
composition of landings, applied to Spanish longliners operating in non-Spanish
European waters. Similarly, Pauly et al. [6] assessed the problem of determining
the global trends in fishing efforts. Also, in a recent work, Crilly and Esteban [7]
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conducted a cost-benefit analysis of social, economic and environmental factors
of the United Kingdom North Sea cod fishery, comparing the two main fishing
gears declared in this area: trawlers (mobile) and gillnets (static). The results
show that the environmental impacts caused by the trawlers are more costly
than the value of their landings, whereas gillnets generate positive value for so-
ciety. Similar conclusions were obtained by Gascuel et al. [8] using the Celtic Sea
and the North Sea as case studies to show a clearly highlighted contrast between
fleet segments, based on the ecological impact and economic performances of the
major fleets operating within each ecosystem. Villasante [9] showed in 2010 an
update of the EU fishing fleet assuming that the tonnage probably represents
the most appropriate indicator to measure fishing capacity and extending the
four fish sectors of the Galician fishing fleet to the EU, demonstrating how the
Tonnage and Power had decreased since 1987, whereas the productivity rate, in
terms of catch value, had increased significantly. The author concludes that the
largest fishing vessels have increased their capacity under the application of the
CFP, despite many attempts to address the problem of overcapacity.

In order to help link the concepts of “fleet capacity” and of “fishing effort”,
this paper presents a characterization of the gears employed by the Spanish
Fishing Fleet, according to its commitment to the sustainability of its registered
gear, by following a previous classification of fishing gears provided by the Food
and Agriculture Organization in 1990. Specifically, we make use of a specific
learning paradigm known as ordinal classification [10]. The use of this method-
ology is mainly justified by the existing ordinal rank among the classes, as these
classes correspond to the use of different kinds of gears, which determine the en-
vironmental impact of the vessels. Thus, the classes in the problem are ordered
according to this environmental impact (from lowest to highest).

3 Ordinal Classification

The goal in classification is to assign an input vector x ∈ Rd, d being the data
dimensionality, to one of the K classes Ck. To do so, a given algorithm is trained
according to some labeled data {x,y}, where yi is the category assigned to
pattern xi. In the case of ordinal classification there is a ranking among the
classes, so this kind of classification needs to be treated differently. One of the
main approaches developed for ordinal classification focuses on the use of cost
matrices, where several errors were considered when misclassifying a pattern.
The usual cost matrix used for weighting the errors for the case of K = 10 can
be seen in Table 1 and it is known as the standard absolute cost matrix. From
this matrix, one could notice that when classifying a pattern from class C1 in C1
the associated error is obviously zero, as the pattern has been correctly classified.
However, when misclassifying it with a different class, the associated error varies
according to its order, since the implicit order among categories becomes an
important issue when classifying, e.g. misclassifying a pattern from C1 (the one
which presents the minimal environmental impact) with C10 should be clearly
more penalized than when misclassifying it with class C2. More formally, in
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Table 1. Matrix elements represent the cost applied to each kind of error

Real category
Predicted Category C1 C2 C3 C4 C5 C6 C7 C8 C9 C10

C1 0 1 2 3 4 5 6 7 8 9
C2 1 0 1 2 3 4 5 6 7 8
C3 2 1 0 1 2 3 4 5 6 7
C4 3 2 1 0 1 2 3 4 5 6
C5 4 3 2 1 0 1 2 3 4 5
C6 5 4 3 2 1 0 1 2 3 4
C7 6 5 4 3 2 1 0 1 2 3
C8 7 6 5 4 3 2 1 0 1 2
C9 8 7 6 5 4 3 2 1 0 1
C10 9 8 7 6 5 4 3 2 1 0

the ordinal classification paradigm, the outcome space is ordered, so the classes
present a ranking structure: C1 ≺ C2 ≺ · · · ≺ CK , where ≺ denotes this order.

In this work, different classical Decision Tree algorithms (C4.5 and Logistic
Model Tree) have been hybridized with an ordinal cost matrix to induce an
ordinal ranking among the classes of the problem. Therefore, all the tree growing
and pruning procedure change, in such a way that instead of minimizing the
number of errors, regardless of cost, they take into account ordinal cost errors.
Thus, these techniques are considered as post-processor decision trees, which
both implement cost-sensitive specialization by seeking to specialize leaves for
high misclassification cost classes in favor of leaves for low misclassification cost
classes. For further information about cost-sensitive tree induction algorithms,
see [11,12].

Nonetheless, the choice of this technique for the classification problem is not
arbitrary. Cost-sensitive decision trees have been chosen due to their easy inter-
pretability (which is a necessary requirement in many real-world applications)
and their close relation to the problem of ordinal regression through the use of
cost matrices. Although really complex and successful algorithms have been de-
veloped in the ordinal regression paradigm (many of them derived from existing
nominal techniques such as the Support Vector Machine or Kernel Discriminant
Analysis), very little effort has been made to design interpretable methodologies
in order to extract direct knowledge from them.

4 Design of the Sample

This study focuses on the Spanish fleet, as a preview of subsequent research,
that should be extended to other EU state members. The sample design is:

1. The complete status of the current Spanish fleet (2012) is obtained from the
“Fleet Register On the Net”, part of the Fisheries and Maritime Affairs of
the European Commission.

2. Variables such as Port Code, IRCS, Loa, Tonnage, Power, first gear and
second gear were selected in order to study the factors that influence the
environmental impact of a vessel. First, port codes were classified according
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to their region resulting in the characterization in Table 2. In that vein, Table
2 also summarises the main characteristics of the database (the different
variables involved and the number of patterns, classes and attributes).

3. Following a 1990 FAO report [13] where different gears were categorized,
the gears presented in the Spanish Fleet have been classified in this paper
according to their environmental impact (from lowest to highest), as can be
seen in Fig. 1, primarily dependent on whether the gear is static or towed,
and secondly, whether it is located in the demersal or pelagic zones.

4. Finally, the entire Spanish Fleet was then classified taking its declared main
and secondary gear into account (see Table 3 and Fig. 1).

Table 2. Characteristics of the dataset constructed

Patterns: 10460, Classes: 10, Attributes: 6
Variable Description Type Values Mode Source
Zone Zone assigned to a Port (see the legend of this Table) Nom {1,2,3,4,5} 2 OWN

IRCS Code Has the vessel the International Radio Call Sign? Bin {0,1} 0 EUFR
Loa Vessel length, expressed in metres (m) Num [2.8, 116] 10.91 EUFR

Ton Gt Total capacity of the vessel, expressed in volumetric
tons of 100 cubic feet Num [0.12, 4406] 37.98 EUFR

Main Power Main vessel engine power, in Kilowatts (Kw) Num [0, 5854.3] 85.74 EUFR
Auxiliary Power Auxiliar vessel engine power, in Kilowatts (Kw) Num [0, 3980.87] 21.75 EUFR
Zone 1 - Basque Country, Cantabria and Asturias; Zone 2 - Galiza; Zone 3 - West Andalusia
Zone 4 - East Andalusia, Valencia, Alicante, Balearic Islands and Catalonia; Zone 5 - Canary
Islands; Nom = Nominal; Bin = Binary; Num = Numeric; EUFR = EU Fleet Register

Table 3. Description of Spanish Fleet registered Gear (Nédélec 1990)

Spanish Fleet Gear Declared Code ISSCFG Static/Towed Pelagic/Demersal
Otter OTB 03.1.2 T D
Pair PTB 03.1.3 T D
Purse Seines PS 01.0.0 M P
Trammel nets GTR 07.5.0 S DP
Drifting Longlines LLD 09.4.0 S P
Pots FPO 08.2.0 S D
Set Longlines LLS 09.3.0 S D
Set Gillnets GNS 07.1.0 S D
ISSCFG = International Standard Statistical Classification of Fishing Gear
GR = Gross Registered; PF= Power/Fishery

The study of this sample has also shown that most of the vessels are concen-
trated in only a part of the total number of classes of the problem studied. In
fact, the dataset presents an unbalanced nature (the pattern distribution being
{245, 187, 873, 57, 86, 7187, 671, 970, 9, 175}).

5 Results

Several state-of-the-art approaches that have been proposed in the domain of
ML have been tested for the problem. The methodologies tested are based on
Logistic Regression (Logistic and Logistic Model Tree), Decision Tree learning
(C4.5), Bayesian Approaches (NaiveBayes) and Artificial Neural Networks (Mul-
tilayer Perceptron), although the study is focused on the use of Decision Trees
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Fig. 1. a) Spanish Fleet Declared Gear classification according to its environmental
impact (Nédélec 1990). b) Dataset to classify the Spanish Fishery Fleet according to
previous gear categorization (Eurostat).

because of their interpretability (specifically Cost-sensitive Decision Trees), that
can provide us with some useful information about the model. Furthermore,
some ordinal classification state-of-the-art methods have been tested for com-
parison purposes (Support Vector for Ordinal Regression [14] and Discriminant
Learning for Ordinal Regression [15]).

A 5-fold partitioning technique has been used in order to divide the dataset
and analyse how selected algorithms generalise on unseen data, dividing the data
into 80% for training and 20% for testing.

Evaluating the performance of a classification algorithm is a fundamental
aspect of ML since it is very important to understand the quality of certain
algorithms but it is also a difficult issue. The experimental results obtained can
be seen in Table 4, where two evaluation metrics were considered: the well-
known accuracy measure (Acc), which is the rate of correctly classified patterns
although it does not consider the order relation among the categories. The Mean
Absolute Error (MAE), which is average deviation in absolute value of the
predicted class from the true class [16]. This metric is specially designed for
ordinal regression and its values range from 0 to K − 1 (maximum deviation
in number of ranks between two labels), K being the number of classes in the
problem.

Concerning the results in Table 4, one can notice that decision tree method-
ologies (C4.5 and Logistic Model Tree) are those with higher performance, even
better than the results of some of the methods specially proposed for ordinal clas-
sification. In this sense, the Logistic Model Tree achieved the best results when
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Table 4. Mean and Standard deviation for Accuracy (Acc) and Mean Absolute Error
(MAE) values from the 5 models obtained for the test sets

Algorithm Acc (%) MAE

Standard nominal classifiers

C4.5 89.22 ± 0.36 0.341 ± 0.019
LMT 89.62± 0.45 0.344 ± 0.022

SLogistic 88.03 ± 0.38 0.383 ± 0.017
MLogistic 88.14 ± 0.39 0.379 ± 0.018

MLP 88.47 ± 0.39 0.363 ± 0.017
NaiveBayes 84.81 ± 0.54 0.468 ± 0.029

Ordinal classifiers

Support Vector for Ordinal Regression 85, 14± 0, 78 0, 347± 0, 009
Discriminant Learning for Ordinal Regression 77, 95± 0, 79 0, 483± 0, 017

Hybridized techniques

Cost-sens. C4.5 89.31 ± 0.34 0.321± 0.011
Cost-sens. LMT 89.54± 0.33 0.326± 0.020

Cost-sens. C4.5 (Best model) 89.87 0.307

Best method is in bold face and the second best is in italics

taking into account the Acc, but failed when considering the MAE measure,
since C4.5 presented lower results. However, this technique presented slightly
lower performance in Acc. With regard to the hybridization of the decision trees
with the ordinal cost matrix, the obtained Acc values remain almost invariant,
however, a considerable improvement can be seen in MAE values. Moreover,
the results obtained provide evidence that the variables selected for the problem
were appropriate and robust enough to perform the classification of vessels, due
to the high ratio of well-classified patterns achieved by most of the algorithms.

Taking the Mean Average Error into account, which actually reports ordinal
errors, it is seen that the mean value obtained is very low, thus showing that
the ordering performed on the gears is correct; in addition, the techniques used
in this paper are able to capture this order information, thus avoiding serious
ordinal errors when classifying, which is an important issue for the prediction
model. The cost-sensitive C4.5 method is chosen for the interpretation of the
best model since it achieves the minimum mean MAE value. This model has
been included in a webpage1.

Concerning the interpretation of the best model, several conclusions can be
drawn. Firstly, it can be noted that the IRCS Code variable does not contribute
much information about the end-point variable since it does not appear in many
nodes of the tree. However, there is a clear relation between the top-rated classes
and the vessels presenting the IRCS. On the other hand, the zone variable is
clearly determining for classification. For example, class 3 only appears for zone
5, which demonstrates the need to perform different studies according to the
zone, and develop different policies accordingly. This is also the case with the

1 http://www.uco.es/grupos/ayrna/en/partitions-and-datasets/#MLforCFP

http://www.uco.es/grupos/ayrna/en/partitions-and-datasets/#MLforCFP
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Loa variable, which influences the classification notably (e.g. classes C3 and C6 are
characterized by a lower loa value). It can also be noticed that when presenting
patterns under the similar variable conditions (i.e. patterns at the same tree
leaf), classification is performed by considering the Main Power and Auxiliary
Power variables (determining these the membership to adjacent classes in the
ordinal scale). In particular, for low classes (C1 to C3), very low values for the
Auxiliary Power variable are given (mostly 0). Finally, for those classes which
are at the top of the ordinal scale, the Tonnage, the Auxiliary Power and the Loa
present very high values. The analysis has also shown the need to take individual
note of the two types of powers of a vessel since they have different impacts on
the model.

6 Conclusions

In this paper, the notion of cost-sensitive decision tree for ordinal regression is
explored in order to construct a comprehensible and predictive model to un-
derstand where the real “lack of commitment” to sustainability is located in
the Spanish Fishing Fleet. The results show evidence that some of the vari-
ables selected for the vessels (port zone, size of the loa, tonnage, main power
and auxiliary power) are highly significant and appropriate for determining the
classification, and their use enables the model to classify the fleet accordingly.
Furthermore, the ordinal methodology constructed is able to properly capture
the implicit class ordering of the data showing competitiveness with other ordinal
regression state-of-the-art algorithms.
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5. Castro, J., Punzón, A., Pierce, G.J., Maŕın, M., Abad, E.: Identification of métiers
of the northern spanish coastal bottom pair trawl fleet by using the partitioning
method clara. Fisheries Research 102(12), 184–190 (2010)

6. Anticamaraa, J., Watsona, R., Gelchua, A., Paulya, D.: Global fishing effort (1950-
2010): Trends, gaps and implications. Fisheries Research 107, 131–136 (2010)

7. Crilly, R., Esteban, A.: Small versus large-scale, multifleet fisheries: The case for
economic and environmental access criteria in european fisheries. Marine Policy 37,
20–27 (2012)
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Abstract. Determine an appropriate distribution of reservoir parameters is a 
challenge in reservoir engineering. Permeability is one of special reservoir 
parameters which its modeling is more complicated because there is no direct 
tool to determine permeability distribution. This problem is more critical in 
carbonate reservoir because of the fracture effects on measurements. The most 
reliable way of permeability calculation is laboratory analysis of cores, but this 
method could not provide a thorough permeability profile in the desired field. In 
recent years, different methods and algorithms used to predict permeability. 
One of the most common methods is artificial intelligent methods such as ANN, 
FL and GA. This paper provides a way to compare the ability of different fuzzy 
methods to predict permeability from well logs in one of southern Iranian 
carbonate reservoirs. Sugeno type fuzzy inference system (SFIS), adaptive 
neuro-fuzzy inference system (ANFIS) and locally linear neuro-fuzzy (LLNF) 
used to predict permeability. One third of all data used for test the fuzzy 
systems. Mean square error (MSE) and correlation coefficient (CC) of the test 
dataset used to select the best method in permeability determination. In final 
step genetic algorithm is applied to combine different method results to obtain a 
final model. This algorithm minimizes an error function. This function consists 
of SFIS, ANFIS and LLNF model predictions. The ability of different methods 
are compared to find an appropriate method for permeability prediction. 

Keywords: permeability prediction, SFIS, ANFIS, LLNF, GA. 

1 Introduction 

Permeability, which measures the ability of a rock to transmit fluids, is one of the 
most important properties of reservoir rocks. Estimation of permeability is important 
in determining the well completion strategy and the resulting productivity (Cuddy, 
1998). Reservoir management and development requires accurate knowledge of 
permeability. Depending on the available data, permeability can be determined by 
analyzing well test data, core data, or well log data (Balan et al., 1995). Well test 
interpretation provides a reliable in situ measure of average permeability. When there 
are no well test data, taking core measurements in a laboratory is another way to 
estimate permeability. However, both well test data and core data are expensive to 
obtain (Chen and Lin, 2006). Well log data can be used to estimate permeability if 
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limited core data are also available. Well logging is performed for almost all wells. 
Many correlations have been widely studied to estimate permeability using well log 
data with the aid of available core-measured permeability (Balan et al., 1995). 

Artificial intelligent tools were a common way of un-sampled property prediction 
from well logs recently. Many authors applied different methods separately to predict 
an un-sample property. Abdulraheem et al. 2007 used fuzzy logic to predict 
permeability from well logs, they shown that subtractive clustering provide better 
predictions compare to grid partitioning technique. Cuddy (1998) implemented fuzzy 
logic for litho-facies and permeability prediction. The fuzzy prediction technique was 
calibrated in a cored well and ‘‘blind tested’’ in another well to see how well it fitted 
the actual core permeabilities.Amabeoku et al. (2005) used fuzzy logic to model and 
predict permeability in cored wells by calibrating core permeability against 
conventional open-hole logs. Beiraghdar et al. (2010) use a locally linear neuro-fuzzy 
model to predict permeability from well logs. Many other authors applied a 
combination of different AI methods to predict un-sampled properties. Kadkhodaie et 
al. (2009) provide a committee machine to predict petrophysical data from seismic 
attributes. They used Larsen, Mamdani and Sugeno type fuzzy inference system and a 
pattern search genetic algorithm to combine the prediction of these methods. Chen 
and Lin (2006) introduce a committee machine to predict permeability from well logs. 
They used empirical formula, neural network and genetic algorithm to improve their 
predictions. Wong et al. (2000) proposed multiple networks resulting in a smaller 
error for permeability prediction when compared with multiple linear regression and 
other neural networks. Labani et al (2010) applied a committee machine with 
intelligent system to predict NMR log parameters from conventional well log data. 
Ja’fari and H. Moghadam (2012) integrate ANFIS, NN and GA to determine porosity 
and permeability from log data. Their method shows that the combined prediction 
provides better results than any methods individually. In this study different fuzzy 
models (SFIS, ANFIS and LLNF) combined using GA tool to predict permeability 
from conventional well logs. The method applied to a dataset from one of southern 
Iranian carbonate reservoir. 

2 Theory and Methodology 

The application of AI tools such as fuzzy logic and NN is evolving as an oil field 
technology. Over the last few years several studies have been conducted in the field of 
petroleum engineering by applying AI. The major applications are seismic data 
processing and interpretation, well logging, reservoir mapping and engineering (El 
Ouahed et al 2005). The aim of this study is to focus on different fuzzy methods to 
predict permeability in un-cored wells. A brief description of different methods is 
described here. 
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2.1 Sugeno Type Fuzzy Inference System 

Fuzzy logic is a convenient way to map an input space to an output space. Fuzzy logic 
was first introduced by Zadeh (1965). As the name suggested, it deals with the 
concept of partiality. Fuzziness or vagueness refers to not only crisp definition of 
conventional Boolean logic (e.g. true or false) but also continuous form of anything in 
between (i.e. partially true and partially false). The partial membership behavior can 
be characterized deterministically and mathematically by fuzzy sets (or fuzzy 
membership functions) and a set of fuzzy "if-then" rules (or fuzzy rules). In other 
words, descriptive uncertainties can be quantified (Tran, 2004). Complete theoretical 
descriptions of fuzzy logic (fuzzy sets, memberships and rules) can be found in Kosko 
(1992). 

Fuzzy inference is the process of formulating the mapping from a given input to an 
output using fuzzy logic. Fuzzy inference process comprises of five parts: 
fuzzification of the input variables, application of the fuzzy operator (AND or OR) in 
the antecedent, implication from the antecedent to the consequent, aggregation of the 
consequents across the rules, and defuzzification (Matlab help). Figure 2 represent a 
schematic diagram of this, which is shown by Lee (2004) and Kadkhodaie Ilkhchi 
(2009). 

The most important differences among fuzzy inference systems are the types of the 
output membership functions and the implication methods. The output membership 
functions for SFIS are either linear or constant (Sugeno 1985).A typical rule in a 
Sugeno fuzzy model has the form: 

If Input1=x0 and Input2=y0, then z=px0+qy0+r 

For a zero-order Sugeno model, the output level is a constant (p=q=0). The output 
level, zi, of each rule, is weighted by the firing strength αi of the rule. The final output 
of the system is the weighted average of all rule outputs, computed as follows: 
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A graphical illustration of SFIS is shown in Figure 1. 

 

Fig. 1. Schematic of SFIS (Kadkhodaei et al., 2009) 
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2.2 Adaptive Neuro-fuzzy Inference System 

In recent years, considerable attention has been devoted tothe use of hybrid NN–fuzzy 
logic approaches as an alternative for pattern recognition, clustering, statistical and 
mathematical modelling. It has been shown that NN models can be used to construct 
internal models that capture the presence of fuzzy rules. Neuro-fuzzy modeling is a 
technique for describing the behavior of a system using fuzzy inference rules using a 
NN structure. The model has a unique feature in which it can express linguistically 
the characteristics of complex nonlinear systems (Nikravesh et al2003). The 
formulation between input and output data is performed through a set of fuzzy if–then 
rules. Normally, fuzzy rules are extracted through a fuzzy clustering process. 
Subtractive clustering (Chiu 1994) is one of the effective methods for constructing a 
fuzzy model. The effectiveness of a fuzzy model is related to the search for the 
optimal clustering radius, which is a controlling parameter for determining the 
number of fuzzy if–then rules. Fewer clusters might not cover the entire domain, and 
more clusters (resulting in more rules)can complicate the system behavior and may 
lead to lower performance (Kadkhodaie-Ilkhchi et al 2009). Depending on the case 
study, it is necessary to optimize this parameter for construction of the fuzzy model. 
The basic idea behind the neuro-adaptive learning techniques is very simple. These 
techniques provide a method for the fuzzy modelling procedure to learn information 
about a dataset, in order to compute the membership function parameters that best 
allow the associated fuzzy inference system to track the given input/output data. The 
Sugeno fuzzy model was proposed by Tagaki, Sugeno and Kang in an effort to 
formulate a systematic approach to generalized fuzzy rules from an input–output 
dataset. A typical fuzzy rule in a Sugeno fuzzy model has the following format: 

if x is A and y is B then z = f (x, y) 

where A and B are the fuzzy sets in the antecedent; z = f (x, y) is a crisp function in the 
consequent. When f (x, y) is a constant, then we have the zero-order Sugeno fuzzy 
model, which can be viewed as a special case of the Mamdani fuzzy inference system. 
If f (x, y) is a first-order function, then we have a first-order Sugeno fuzzy model. 
Consider a first-order Sugeno fuzzy inference system which contains two rules. 

Rule 1: if X is A1 and Y is B1, then f 1 = p1x + q1y + r1. 
Rule 2: if X is A2 and Y is B2, then f 2 = p2x + q2y + r2. 

Figure 2(a) illustrates graphically the fuzzy reasoning mechanism to derive an output 
f from a given input vector[x, y]. The firing strength w1 and w2 are usually obtained 
as the product of the membership grades in the premise part, and the output f is the 
weighted average of each rule’s output. To facilitate the learning or adaptation of the 
Sugeno fuzzy model, it is convenient to put the fuzzy model into the framework of 
adaptive networks that can compute gradient vectors systematically. The resultant 
network architecture is called ANFIS, and is shown in figure 2(b), where nodes within 
the same layer perform functions of the same type. Layer 1: each node in this layer 
generates membership grades of a linguistic label. Parameters in this layer are referred 
to as the premise parameters. Layer 2: each node in this layer calculates the firing 
strength of a rule via multiplication. Layer 3: node i in this layer calculates the ratio of 
the ith rule’s firing strength to the total of all firing strength. Layer 4: node i in this 
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layer computes the contribution of the ith rule towards the overall output. Layer 5: the 
single node in this layer computes the overall output as the summation of contribution 
from each rule (Jang2000). 

The constructive adaptive network shown in figure 2(b) is functionally equivalent 
to the fuzzy inference system shown in figure 2(a). There are two methods that 
ANFIS learning employs for updating membership function parameters: back 
propagation (which calculates error signals (the derivative of the squared error with 
respect to each node’s output) recursively from the output layer backward to input 
nodes. This learning rule is exactly the same as the back propagation learning rule 
used in the common feed forward NN) for all parameters (a steepest descent method) 
and a hybrid method consisting of back propagation for the parameters associated 
with the input membership functions, and leastsquares estimation for the parameters 
associated with the output membership functions (Matlab user’s guide 2007). 

2.3 Locally Linear Neuro-fuzzy with Model Tree 

The fundamental approach with the LLNF model is dividing the input space into 
small linear subspaces with fuzzy validity functions. Any produced linear part with its 
validity function can be described as a fuzzy neuron. Thus, the total model is a neuro-
fuzzy network with one hidden layer, and a linear neuron in the output layer which 
simply calculates the weighted sum of the outputs of locally linear neurons 
(Gholipoor et al. 2007). Figure 3 demonstrate a schematic of LLNF model. 
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denotes the LLM parameters of the ith neuron, and p is the size of input vector. For 
proper modeling, it is necessary that the Gaussian validity functions be normalized. 
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There are two sets of learning parameters: the rule consequent parameters of the 
LLMs (wijs) and the rule premise parameters of validity functions (σijs and cijs).Since 
the learning algorithm searches for locally linear models, supposing that the cijs and 
σijs are known, the least square technique is a reasonable choice for tuning the LLMs 
parameters (Nejadfar et al., 2013).Several methods can be used for the approximation 
of rule premises (parameter of hidden layer). Tree based methods are appropriate for 
their simplicity and intuitive constructive algorithm (Mirmomeni et al. 2009). 
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Fig. 2. (a) First-order Sugeno fuzzy model; (b) corresponding ANFIS architecture (Jang 2000) 

 

Fig. 3. Structure of LLNF (Nejadfard et al. 2013) 
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In each iteration, the one locally linear neuron with the worst performance is 
subdivided. In p dimensional input space, for all possible orthoaxial sets of 
subdivisions, the performance index is calculated and the one with best performance 
is selected. Hence, the LLM neuron becomes divided into two equal halves on the 
selected input dimension. Based on such a division, the centers cij and standard 
deviations rij of the two new neurons are computed and the fuzzy validity functions 
are updated. The centers of new validity functions are the centers of the new 
hypercubes. The standard deviation determines the support area for Gaussian validity 
functions. Each division of input space is assigned as support area for the 
corresponding validity function as well. A schematic of the algorithm used here is 
shown in figure 4. 

 

Fig. 4. First four iteration of LOLIMOT training algorithm (Mirmomeni et al. 2009) 

2.4 Genetic Algorithm 

GAs was first introduced in the field of AI by Holland(1975). These algorithms 
mimic processes from the Darwinian theories of natural evolution in which winners 
survive to reproduce and pass along ‘good’ genes to the next generation, and 
ultimately, a ‘perfect’ species is evolved. Hence the term ‘genetic’ was adopted as the 
name of the mathematical algorithms (Huang et al 1998).The GA works by firstly 
encoding the parameters of a given estimator as chromosomes (binary or floating-
point).This is followed by populating a range of potential solutions. Each 
chromosome is evaluated by a fitness function. The better parent solutions are 
reproduced and the next generation of solutions (children) is generated by applying 
the genetic operators (crossover and mutation). The children solutions are evaluated 
and the whole cycle repeats until the best solution is obtained (Tamhane et al 2000, 
Labani et al 2010). 



294 A. Ja’fari and R. Hamidzadeh Moghadam 

3 Data Preparation and Modeling 

The above described methods are integrated to predict permeability in an Iranian 
carbonate reservoir from conventional well logs. Dataset composed of well logs and 
conventional core analysis data. Regression analysis applied to determine more 
appropriate log data from a suit of well logs. Sonic, neutron porosity, photo-electric 
factor, resistivity, gamma ray and bulk density logs are selected because of their 
higher correlation coefficients by permeability. Table 1 summarizes the CC of the 
dataset. 

Table 1. Correlation coefficient of well logs and permeability 

 DT NPHI RHOZ log(Rxo) PEF GR log(K) 

DT 1       

NPHI 0.700784 1      

RHOZ -0.92765 -0.66458 1     

log(Rxo) -0.40164 -0.57199 0.538567 1    

PEF -0.20588 -0.15033 0.093485 -0.03 1   

GR 0.436083 0.010164 -0.52331 -0.40278 -0.2116 1  

log(K) 0.758737 0.695619 -0.70051 -0.45621 -0.23766 0.205702 1 

Dataset is divided into two parts as training and testing datasets. Different fuzzy 
systems are trained using train dataset and validated using test dataset which are not 
participated in training of the model. 

Clustering methods can be used to clustering input dataset to train the fuzzy 
systems better. Subtractive clustering method applied here for SFIS and ANFIS. 
Different clustering radiuses were applied and the system is trained by these radiuses. 
The best radius is selected based on correlation coefficient and mean square error 
while applying the testing set to the trained system. Table 2 provides information 
about SFIS using different clustering radiuses. Radiuses start with 0.05 and increase 
by 0.05. Some of the best performances of the algorithm are summarized. 

Regarding to data in table 2 clustering radius of 0.4 is bolded. This radius provides 
the highest CC and lowest MSE for our test dataset. 

The same procedure is done for ANFIS training and validation. Different clustering 
radiuses applied and the results is summarizes in table 3. Results show a clustering 
radius of 0.9 with highest CC and lowest MSE. This radius selected as the optimum 
clustering radius for ANFIS model. Note that the training and testing datasets are 
same for all algorithms and tried to determine an optimum method to predict 
permeability using these algorithms by a reasonable judgment. 
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Table 2. Performance of SFIS with different clustering radiuses 

Clustering Radius Test CC Test MSE 

0.05 0.784828 0.020593 

0.10 0.774934 0.022174 

0.15 0.066292 0.023806 

0.20 0.856565 0.013288 

0.25 0.876732 0.010987 

0.30 0.876241 0.011138 

0.35 0.886203 0.010108 

0.40 0.887279 0.010024 

0.45 0.882533 0.010410 

0.50 0.880221 0.010571 

0.55 0.878480 0.010669 

0.60 0.872855 0.011218 

0.65 0.871860 0.011298 

0.70 0.876562 0.010900 

0.75 0.876518 0.010892 

0.80 0.877741 0.010780 

0.85 0.875678 0.010897 

0.90 0.883008 0.010280 

0.95 0.883345 0.010250 

1.00 0.882983 0.010289 

Table 3. Performance of ANFIS with different clustering radiuses 

Clustering Radius Test CC Test MSE 

0.1 0.734966 0.030189 

0.2 0.841352 0.014313 

0.3 0.804725 0.017472 

0.4 0.865821 0.011825 

0.5 0.868407 0.01164 

0.6 0.837793 0.014704 

0.7 0.829975 0.015793 

0.8 0.837213 0.015249 

0.9 0.888307 0.009903 

1 0.887909 0.009931 
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The third algorithm which used to predict permeability was LLNF. By means of 
LOLIMOT algorithm, both thenumber of neurons and the parameters of LLMs are 
trained. Table 4 summarizes the training and testing procedure of this algorithm. Data 
demonstrate that after 5 neurons by increase number of neurons the training error 
decreases but the test error doesn’t decrease any more. So this can be used to 
determine optimum number of neurons for permeability prediction. The CC of this 
algorithm for test data set is better than both previous ones. This can verify the 
strength of LLNF to predict permeability from well log data in present dataset. 

Table 4. Performance of LLNF with different No. of parts 

No of Parts training CC training MSE test CC test MSE 

1 0.810702 0.018842 0.822663 0.015258 

2 0.85783 0.014561 0.877942 0.010716 

3 0.876325 0.012772 0.880322 0.010504 

4 0.885677 0.011868 0.877718 0.010874 

5 0.897748 0.010696 0.879046 0.010925 

6 0.901733 0.010281 0.877508 0.011123 

7 0.908348 0.009621 0.887413 0.01024 

8 0.910311 0.009425 0.882055 0.010773 

9 0.915118 0.008938 0.876151 0.011212 

10 0.920496 0.008396 0.884541 0.010596 

11 0.924747 0.007968 0.872399 0.0119 

12 0.928325 0.007601 0.877342 0.011502 

13 0.930344 0.007393 0.875677 0.011684 

14 0.934114 0.007006 0.877777 0.011978 

15 0.936025 0.006811 0.877483 0.011976 

16 0.936743 0.006737 0.877531 0.011987 

17 0.937592 0.006652 0.878007 0.012067 

18 0.941038 0.006298 0.871913 0.012903 

19 0.944545 0.005944 0.870022 0.013036 

20 0.945297 0.005866 0.876472 0.012563 

In order to apply GA method we need a cost function. This cost function can be 
minimized by GA to obtain the optimum condition for our problem. The cost function 
here is defined as an error function: 


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w1, w2 and w3 are the weight factors and Ti is target values. The initial population size 
is set to 20 which specifies the number of individuals in each generation, and the 
initial range is [0, 1]which specifies the range of the individuals in the initial 
population. The initial population is generated with a random process covering the 
entire problem space. The maximum number of generations that specifies the 
maximum number of GA iterations is set to 100. The next generation is produced 
using crossover and mutation operators with default functions in the GA toolbox. 

The defined algorithm applied on training data and the results of that is validated 
using test dataset. The following formula describe the weight factors of each data for 
final prediction. 
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2)*66.0*229.0*115.0(  (6) 

Results show that this algorithm can improve CC of the test dataset, but not so much. 
Table 5 summarizes the results of these algorithms. Figure 6 compare test dataset and 
each algorithm predictions. 

Table 5. Summary of different applied methods 

Algorithm MSE CC 
SFIS 0.887279 0.010024 
ANFIS 0.888307 0.009903 
LLNF 0.887413 0.01024 
Combined (GA) 0.8881 0.0106 
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4 Conclusion 

Different fuzzy based methods were applied to predict permeability. The performance 
of each method is evaluated using a test dataset which is not participated in training. 
The results show that the ability of all methods are approximately same for all 
algorithms with a little differences. ANFIS provide the best correlation coefficient 
and also least mean square error for this dataset. The LLNF model also can predict 
with a lower MSE than combined method. Using different decision making scenarios 
like MSE and CC can chose different algorithms for prediction but ANFIS here 
provide the most powerful one regard to MSE and CC. Results show that all the fuzzy 
algorithms can mimic the real data trends to some extent. 
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Abstract. In this paper we present a method for debugging XPath
queries which has been implemented with the fuzzy logic language MALP
by using the FLOPER tool developed in our group. We describe how
XPath expressions can be manipulated for obtaining a set of alternative
queries matching a given XML document. For each new proposed query,
we give a “chance degree” that represents an estimation on its devia-
tion w.r.t. the initial expression. Our work is focused on providing to the
programmers a repertoire of paths which can be used to retrieve answers.

Keywords: XPath, Fuzzy (Multi-adjoint) Logic Programming,
Debugging.

1 Introduction

The eXtensible Markup Language (XML) is widely used in many areas of com-
puter software to represent machine readable data. XML provides a very simple
language to represent the structure of data, using tags to label pieces of textual
content, and a tree structure to describe the hierarchical content. XML emerged
as a solution to data exchange between applications where tags permit to lo-
cate the content. XML documents are mainly used in databases. The XPath
language [1] was designed as a query language for XML in which the path of
the tree is used to describe the query. XPath expressions can be adorned with
boolean conditions on nodes and leaves to restrict the number of answers of the
query. XPath is the basis of a more powerful query language (called XQuery)
designed to join multiple XML documents and to give format to the answer.

In spite of the simplicity of the XPath language, the programmer usually
makes mistakes describing the path in which the data are allocated. Tipically,
the programmer omits some of the tags of the path, adds more than necessary,
and also uses similar but wrong tag names. When the query does not match to
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the tree structure of the XML tree, the answer is empty. However, we can also
find the case in which the query matches to the XML tree but the answer does
not satisfy the programmer. Due to the inherent flexibility of XML documents,
the same tag can occurs at several positions, and the programmer could find
answers that do not correspond to her (his) expectations. In other words, (s)he
finds a correct path, but a wrong answer. We can also consider the case in which
a boolean condition is wrong, expressing a wrong range, and several boolean
conditions that do not hold at the same time. When the programmer does not
find the answer is looking for, there is a mechanism that can try to debug the
query. In XPath there exists an operator, denoted by ‘//’, that permits to look
for the tag from that position. However, it is useless when the tag is present
at several positions, since even though the programmer finds answers, does not
know whether they are close to her (his) expectations.

XPath debugging has to take into account the previous considerations. Par-
ticularly, there is an underlying notion of chance degree. When the programmer
makes mistakes, the number of bugs can be higher or lower, and the chance
degree is proportional to them. Moreover, there are several ways on which each
bug can be solved, and therefore the chance degree is also dependent from the
number of solutions for each bug, and the quality of each solution. The quality of
a solution describes the number of changes to be made. Finally, there is a case in
which we have also focused our work. The case in which the mistake comes from
a similar but wrong used tag. Here, the chance degree comes from the semantic
closeness of the used tag.

Our proposed XPath debugging technique is guided by the programmer that
initially establishes a value (i.e., a real value between 0 and 1), used by the
debugger to penalize bugs in a proportional way. Additionally, we assume that
the debugger is equipped with a table of similarities, that is, pairs of similar
words with an assigned value in the range [0..1]. It makes possible that chance
degrees be computed from similarity degrees.

The debugger reports a set of annotated paths by using an extended XPath
syntax incorporating three annotations: JUMP, SWAP and DELETE. JUMP is used to rep-
resent that some tags have been added to the original expression, SWAP is used to
represent that a tag has been changed by another one and, DELETE is used to rep-
resent that a tag has been removed. Moreover, the reported XPath expressions
updates the original XPath expression, that is: case JUMP incorporates ‘//’ at the
position in which the bug is found; case SWAP includes the new tag; and finally
case DELETE removes the wrong tag.

Additionally, our proposal permits the programmer to test the reported XPath
expressions. The annotated XPath expressions can be executed in our tool
(http://dectau.uclm.es/fuzzyXPath/) in order to obtain a ranked set of
answers w.r.t. the chance degree. It facilitates the process of debugging because
programmers can visualize answers to each query in a very easy way. Our imple-
mentation has been developed on top of the recently proposed fuzzy XPath ex-
tension [2,3], which uses fuzzy logic programming to provide a fuzzy taste to XPath
expressions.The implementationhas been codedwith the fuzzy logic programming

http://dectau.uclm.es/fuzzyXPath/
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language MALP and developed with the FLOPER tool designed in our research
group and freely accessible from http://dectau.uclm.es/floper/.

Although our approach can be applied to standard (crisp) XPath expressions,
chance degrees in XPath debugging fits well with our proposal. Particularly,
XPath debugging annotations can be seen as annotations of XPath expressions
similary to the proposed DEEP and DOWN of fuzzy XPath [2,3]. DEEP and DOWN serve
to annotate XPath expressions and to obtain a ranked set of answers depending
on they occur, more deeply and from top to down. Each answer is annotated
with a RSV (Retrieval Status Value) which describes the degree of satisfaction
of the answer. Here JUMP, SWAP and DELETE penalize the answers of annotated XPath
expressions. DEEP and JUMP have, in fact, the same behavior: JUMP proportionally
penalizes answers as deep as they occur. Moreover, in order to cover with SWAP,
we have incorporated to our framework similarity degrees. Finally, let us remark
that the current work is an extension of our previous published work [4].

The structure of the paper is as follows. After summarizing in Section 2 our
fuzzy extension of XPath [2,3], in Section 3 we describe our debugging technique.
Implementation details are drawn in Section 4.

2 Fuzzy XPath

In this section we summarize the main elements of our proposed fuzzy XPath
language described in [2,3]. We firstly incorporate two structural constraints
called DOWN and DEEP to which a certain degree of relevance is associated. So,
whereas DOWN provides a ranked set of answers depending on the path they are
found from “top to down” in the XML document, DEEP provides a ranked set of
answers depending on the path they are found from “left to right” in the XML
text. Both structural constraints can be used together, assigning importance’s
degrees with respect to the distance to the root XML element.

Secondly, our fuzzy XPath incorporates fuzzy variants of and and or for XPath
conditions. Crisp and and or operators are used in standard XPath over boolean
conditions, and enable to impose boolean requirements on the answers. XPath
boolean conditions can be referred to attribute values and node content, in the
form of equality and range of literal values, among others. However, the and and
or operators applied to two boolean conditions are not precise enough when the
programmer does not give the same value to both conditions. For instance, some
answers can be discarded when they could be of interest by the programmer, and
accepted when they are not of interest. Besides this, programmers would need
to know in which sense a solution is better than another. When several boolean
conditions are imposed on a query, each one contributes to satisfy the program-
mer’s preferences in a different way and perhaps, the programmer’s satisfaction
is distinct for each solution.

We have enriched the arsenal of operators of XPath with fuzzy variants of and
and or. Particularly, we have considered three versions of and: and+, and, and-
(and the same for or : or+, or, or-) which make more flexible the composition of
fuzzy conditions. Three versions for each operator that come for free from our
adaptation of fuzzy logic to the XPath paradigm.

http://dectau.uclm.es/floper/
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One of the most known elements of fuzzy logic is the introduction of fuzzy
versions of classical boolean operators. Product, Łukasiewicz and Gödel fuzzy
logics are considered as the most prominent logics and give a suitable semantics
to fuzzy operators. Our contribution is now to give sense to fuzzy operators into
the XPath paradigm, and particularly in programmer’s preferences. We claim
that in our work the fuzzy versions provide a mechanism to force (and debilitate)
conditions in the sense that stronger (and weaker) programmer preferences can
be modeled with the use of stronger (and weaker) fuzzy conditions. The com-
bination of fuzzy operators in queries permits to specify a ranked set of fuzzy
conditions according to programmer’s requirements.

Furthermore, we have equipped XPath with an additional operator that is
also traditional in fuzzy logic: the average operator avg. This operator offers the
possibility to explicitly give weight to fuzzy conditions. Rating such conditions
by avg, solutions increase its weight in a proportional way. However, from the
point view of the programmer’s preferences, it forces the programmer to quantify
his(er) wishes which, in some occasions, can be difficult to measure. For this
reason, fuzzy versions of and and or are better choices in some circumstances.

Finally, we have equipped our XPath based query language with a mechanism
for thresholding programmer’s preferences, in such a way that programmer can
request that requirements are satisfied over a certain percentage.
The proposed fuzzy XPath is described by the following syntax:

xpath := [‘[’deep-down‘]’ ]path
path := literal | text() | node | @att | node/path | node//path
node := QName | QName[cond]
cond := xpath op xpath | xpath num-op num
deep := DEEP=num
down := DOWN=num

deep-down := deep | down | deep ‘;’ down
num-op := > | = | < | <>

fuzzy-op := and | and+ | and- | or | or+ | or- | avg | avg{num,num}
op := num-op | fuzzy-op

Basically, our proposal extends XPath as follows:

– Structural constraints. A given XPath expression can be adorned with
«[DEEP = r1; DOWN = r2]» which means that the deepness of elements is penalized
by r1 and that the order of elements is penalized by r2, and such penalization
is proportional to the distance (i.e., the length of the branch and the weight
of the tree, respectively). In particular, «[DEEP = 1; DOWN = r2]» can be used for
penalizing only w.r.t. document order. DEEP works for //, that is, the deepness
in the XML tree is only computed when descendant nodes are explored, while
DOWN works for both / and //. Let us remark that DEEP and DOWN can be used
several times on the main path expression and/or any other sub-path included
in conditions.

– Flexible operators in conditions. We consider three fuzzy versions for
each one of the classical conjunction and disjunction operators (also called
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&P(x, y) = x ∗ y |P(x, y) = x+ y − x ∗ y Product: and/or
&G(x, y) = min(x, y) |G(x, y) = max(x, y) Gödel: and+/or-
&L(x, y) = max(x+ y − 1, 0) |L(x, y) = min(x+ y, 1) Łuka.: and-/or+

Fig. 1. Fuzzy Logical Operators

<bib>
<name>Classic Literature</name>
<book year="2001" price="45.95">

<title>Don Quijote de la Mancha</title>
<author>Miguel de Cervantes Saavedra</author>
<references>

<novel year="1997" price="35.99">
<name>La Galatea</name>
<author>Miguel de Cervantes Saavedra</author>
<references>

<book year="1994" price="25.99">
<title>Los trabajos de Persiles y Sigismunda</title>
<author>Miguel de Cervantes Saavedra</author>

</book>
</references>

</novel>
</references>

</book>
<novel year="1999" price="25.65">

<title>La Celestina</title>
<author>Fernando de Rojas</author>

</novel>
</bib>

Fig. 2. Input XML document in our examples

connectives or aggregators) describing pessimistic, realistic and optimistic
scenarios, see Figure 1. In XPath expressions the fuzzy versions of the con-
nectives make harder to hold boolean conditions, and therefore can be used
to debilitate/force boolean conditions. Furthermore, assuming two given
RSV’s r1 and r2, the avg operator is obviously defined with a fuzzy taste as
(r1 + r2)/2, whereas its priority-based variant, i.e. avg{p1, p2}, is defined as
(p1 ∗ r1 + p2 ∗ r2)/p1 + p2.

In general, a fuzzy XPath expression defines, w.r.t. an XML document, a se-
quence of subtrees of the XML document where each subtree has an associated
RSV. XPath conditions, which are defined as fuzzy operators applied to XPath
expressions, compute a new RSV from the RSVs of the involved XPath expres-
sions, which at the same time, provides a RSV to the node. In order to illustrate
these explanations, let us see some examples of our proposed fuzzy version of
XPath according to the XML document shown of Figure 2.

Example 1. Let us consider the fuzzy XPath query of Figure 3 requesting title’s
penalizing the occurrences from the document root by a proportion of 0.8 and
0.9 by nesting and ordering, respectively, and for which we obtain the file listed
in Figure 3. In such document we have included as attribute of each subtree,
its corresponding RSV. The highest RSVs correspond to the main books of the
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Document RSV computation
<result>

<title rsv="0.8000">Don Quijote de la Mancha</title>
<title rsv="0.7200">La Celestina</title>
<title rsv="0.2949">Los trabajos de Persiles y ...</title>

</result>

0.8000 = 0.8
0.7200 = 0.8 ∗ 0.9
0.2949 = 0.85 ∗ 0.9

Fig. 3. Execution of the query «/bib[DEEP=0.8;DOWN=0.9]//title»

Document RSV computation
<result>

<title rsv="1.00">Los trabajos de Persiles y ....</title>
<title rsv="0.25">Don Quijote de la Mancha</title>

</result>

1.00 = (3 ∗ 1 + 1 ∗ 1)/(3 + 1)
0.25 = (3 ∗ 0 + 1 ∗ 1)/(3 + 1)

Fig. 4. Execution of the query «//book[@year<2000 avg{3,1} @price<50]/title»

Document RSV computation
<result>

<title rsv="0.25">Don Quijote de la Mancha</title>
<title rsv="0.0625">Los trabajos de ...</title>

</result>

0.25 = (3 ∗ 0 + 1 ∗ 1)/(3 + 1)
0.0625 = 0.54 ∗ (3 ∗ 1 + 1 ∗ 1)/(3 + 1)

Fig. 5. Execution of the query «/bib[DEEP=0.5]//book[@year<2000 avg{3,1}
@price<50]/title»

document, and the lowest RSVs represent the books occurring in nested positions
(those annotated as related references).

Example 2. Figure 4 shows the answer associated to a search of books, possibly
referenced directly or indirectly from other books, whose publishing year and
price are relevant but the year is three times more important than the price.
Finally, in Figure 5 we combine both kinds of (structural/conditional) operators,
and the ranked list of solutions is reversed, where “Don Quijote” is not penalized
with DEEP.

3 Debugging XPath

In this section we propose a debugging technique for XPath expressions. Our
debugging process accepts as inputs a query Q preceded by the [DEBUG=r] com-
mand, where r is a real number in the unit interval. For instance, «[DEBUG=0.5]
/bib/book/title».

Assuming an input XML document like the one depicted in Figure 2, the
debugging produces a set of alternative queries Q1, ..., Qn packed into an output
XML document with the following structure (see also Figure 6):

<result>
<query cd="r1" attributes1> Q1 </query>
. . .
<query cd="rn" attributesn> Qn </query>
</result>
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<result>
<query cd="1.0">/bib/book/title</query>
<query cd="0.8" book="novel">/bib/[SWAP=0.8]novel/title</query>
<query cd="0.5" book="//">/bib/[JUMP=0.5]//title</query>
<query cd="0.5" bib="//">/[JUMP=0.5]//book/title</query>
<query cd="0.45" book="" title="name">/bib/[DELETE=0.5][SWAP=0.9]name</query>
<query cd="0.4" bib="//" book="novel">/[JUMP=0.5]//[SWAP=0.8]novel/title</query>
<query cd="0.25" book="" title="//">/bib/[DELETE=0.5][JUMP=0.5]//title</query>
<query cd="0.25" book="//" book="">/bib/[JUMP=0.5]//[DELETE=0.5]title</query>
<query cd="0.25" bib="" book="//">/[DELETE=0.5][JUMP=0.5]//book/title</query>
<query cd="0.25" bib="//" book="//">/[JUMP=0.5]//[JUMP=0.5]//title</query>
<query cd="0.25" bib="//" bib="">/[JUMP=0.5]//[DELETE=0.5]book/title</query>
<query cd="0.225" title="//" title="//" title="name">

/bib/book/[JUMP=0.5]//[JUMP=0.5]//[SWAP=0.9]name</query>
<query cd="0.225" bib="" book="//" title="name">

/[DELETE=0.5][JUMP=0.5]//[SWAP=0.9]name</query>
<query cd="0.225" bib="//" book="" title="name">

/[JUMP=0.5]//[DELETE=0.5][SWAP=0.9]name</query>
<query cd="0.2" bib="" book="//" book="novel">

/[DELETE=0.5][JUMP=0.5]//[SWAP=0.8]novel/title</query>
.........

</result>

Fig. 6. Debugging query «[DEBUG=0.5]/bib/book/title»

where the set of alternative queries is ordered with respect to the CD key. This
value measures the chance degree of the original query with respect to the new
one, in the sense that as much changes are performed on Qi and as more trau-
matic they are with respect to Q, then the CD value becomes lower.

In Figure 6, the first alternative, with the highest CD, is just the original query,
thus, the CD is 1, whose further execution should return «Don Quijote de La Man-
cha». Our debugger runs even when the set of answers is not empty, like in this
case. The remaining options give different CD’s depending on the chance degree,
and provide XPath expressions annotated with JUMP, DELETE and SWAP commands.

In order to explain the way in which our technique generates the attributes
and content of each query tag in the output XML debugging document, let us
consider a generic path Q of the form: «[DEBUG=r]/tag1/.../tagi/tagi+1/...», where
we say that tagi is at level i in the original query. So, assume that when exploring
the input query Q and the input XML document D, we find that tagi in Q does
not occurs at level i in (a branch of) D. Then, we consider the following three
situations.

3.1 Swapping Case

Instead of tagi, we find tag′i at level i in the input XML document D, where
tagi and tag′i are two similar terms with similarity degree s. Then, we generate
an alternative query by adding the attribute tagi ="tag′i" and replacing in the
original path the occurrence "tagi/" by "[SWAP= s]tag′i/". The second query pro-
posed in Figure 6 illustrates this case:

« <query cd="0.8" book="novel">/bib/[SWAP=0.8]novel/title</query> »
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Let us observe that : 1) we have included the attribute «book="novel"» in
order to suggest that instead of looking now for a book, finding a novel should
be also a good alternative, 2) in the path we have replaced the tag book by novel
and we have appropriately annotated the exact place where the change has been
performed with the annotation [SWAP=0.8] and 3) the CD of the new query has
been adjusted with the similarity degree 0.8 of the exchanged tags.

Now, it is possible to launch with our FuzzyXPath interpreter, the execution of
the (fuzzy) XPath queries «/bib/novel/title» and «/bib/[SWAP=0.8]novel/title».
In both cases we obtain the same result, i.e., «La Celestina» but with different
RSV (or Retrieval Status Value): 1 and 0.8, respectively.

3.2 Jumping Case

Even when tagi is not found at level i in the input XML document D, tagi+1

appears at a deeper level (i.e., greater than i) in a branch of D. Then, we
generate an alternative query by adding the attribute tagi="//", which means
that tagi has been jumped, and replacing in the path the occurrence "tag_i/"
by "[JUMP=r]//", where r is the value associated to DEBUG.

This situation is illustrated by the third and fourth queries in Figure 6, where
we propose to jump tags book and bib. The execution of the queries returns
different results, and as more tags are jumped, the resulting CD’s become lower.
Let us see the results of «/bib/[JUMP=0.5]//title» and «/[JUMP=0.5]//book/title»,
respectively:

<result>
<title rsv="0.5">Don Quijote de la Mancha</title>
<title rsv="0.5">La Celestina</title>
<title rsv="0.03125">Los trabajos de Persiles y Sigismunda</title>

</result>

<result>
<title rsv="0.5">Don Quijote de la Mancha</title>
<title rsv="0.03125">Los trabajos de Persiles y Sigismunda</title>

</result>

3.3 Deletion Case

This scenario emerges when at level i in the input XML document D, we found
tagi+1 instead of tagi. So, the intuition tell us that tagi should be removed from
the original query Q and hence, we generate an alternative query by adding
the attribute tagi="" and replacing in the path the occurrence "tag_i/" by
"[DELETE=r]", being r the value associated to DEBUG.

This situation is illustrated by the fifth query in Figure 6, where the dele-
tion of the tag book is followed by a swapping of similar tags title and name.
The CD 0.45 associated to this query is defined as the product of the values
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associated to both DELETE (0.5) and SWAP (0.9), and hence the chance degree of
the original one is lower than the previous examples. So, the execution of query
«/bib/[DELETE=0.5][SWAP=0.9]name», should produce the XML-based output:

<result>
<name rsv="0.45">Classic Literature</name>

</result>

As we have seen in the previous example, the combined use of one or more
debugging commands (SWAP, JUMP and DELETE) is not only allowed but also frequent.
In other words, it is possible to find several debugging points.

When executing a query like «/[DELETE=0.5][JUMP=0.5]//[SWAP=0.9]name» , with
several changes on its body (w.r.t. the original goal) and a CD 0.225 quite low,
the RSV of the result is low too, since it has been obtained by multiplying the
three values associated to the deletion of the tag bib (0.5), jumping the tag book
(0.5) and the swapping of title by name (0.9):

<result>
<name rsv="0.225">Classic Literature</name>
<name rsv="0.028125">La Galatea</name>

</result>

It is important to note that the wide range of alternatives proposed by our
technique (Figure 6 is still incomplete), reveals its high level of flexibility: pro-
grammers are free to use the alternative queries to execute them, and to inspect
results up to their intended expectations.

Finally, we would like to remark that even when we have worked with a very
simple query with three tags in our examples, our technique works with more
complex queries with large paths and connectives in boolean conditions, as well
as DEBUG used in several places on the query. For instance, in Figure 7, we show
the result of debugging the following query: «[DEBUG=0.7]/bib/[DEBUG=0.6]book/
[DEBUG=0.5]title».

4 Some Implementation Hints with MALP and FLOPER

In this section we assume familiarity with logic programming and its most pop-
ular language Prolog [5], for which MALP [6] (Multi-Adjoint Logic Programming
1) allows a wide repertoire of fuzzy connectives connecting atoms in the bodies
of clauses. Although the core of our application is written with (fuzzy) MALP
rules, our implementation is based on the following items:

1. We have reused/adapted several modules of our previous Prolog-based im-
plementation of (crisp) XPath described in [9,10].

2. We have used the SWI-Prolog library for loading and writing XML files, in
order to represent a XML document with Prolog term2.

1 See also [7,8] and visit http://dectau.uclm.es/floper for downloading our
FLOPER system.

2 The notion of term (i.e., data structure) is just the same in MALP as in Prolog.

 http://dectau.uclm.es/floper
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<result>
<query cd="1.0">/bib/book/title</query>
<query cd="0.8" book="novel">/bib/[SWAP=0.8]novel/title</query>
<query cd="0.7" bib="//">/[JUMP=0.7]//book/title</query>
<query cd="0.6" book="//">/bib/[JUMP=0.6]//title</query>
<query cd="0.56" bib="//" book="novel">/[JUMP=0.7]//[SWAP=0.8]novel/title</query>
<query cd="0.54" book="" title="name">/bib/[DELETE=0.6][SWAP=0.9]name</query>
<query cd="0.42" bib="" book="//">/[DELETE=0.7][JUMP=0.6]//book/title</query>
<query cd="0.42" bib="//" book="//">/[JUMP=0.7]//[JUMP=0.6]//title</query>
<query cd="0.378" bib="" book="//" title="name">

/[DELETE=0.7][JUMP=0.6]//[SWAP=0.9]name</query>
<query cd="0.378" bib="//" book="" title="name">

/[JUMP=0.7]//[DELETE=0.6][SWAP=0.9]name</query>
<query cd="0.336" bib="" book="//" book="novel">

/[DELETE=0.7][JUMP=0.6]//[SWAP=0.8]novel/title</query>
<query cd="0.3" book="" title="//">/bib/[DELETE=0.6][JUMP=0.5]//title</query>
<query cd="0.2646" bib="//" bib="" book="" title="name">

/[JUMP=0.7]//[DELETE=0.7][DELETE=0.6][SWAP=0.9]name</query>
.........

</result>

Fig. 7. Debugging of the query «[DEBUG=0.7]/bib/[DEBUG=0.6]book/[DEBUG=0.5]title»

[element(bib,[],
[element(book,[year=2001,price=45.95],

[element(title,[],[Don Quijote de la Mancha]),
element(author,[],[Miguel de Cervantes Saavedra]),
element(publications,[],

[element(book,[year=1997,price=35.99],
[element(title,[],[La Galatea]),
element(author,[],[Miguel de Cervantes Saavedra]),

element(publications,[],...])...]),])])

Fig. 8. A Prolog term representing a XML document

3. The parser of XPath has been extended to recognize new keywords such as
DEBUG and others like DEEP, DOWN, avg, etc. with their proper arguments.

4. Each tag is represented as a data-term of the form: element(Tag, Attri-
butes, Subelements), where Tag is the name of the XML tag, Attributes
is a Prolog list containing the attributes, and Subelements is a Prolog list
containing the sub-elements (i.e. subtrees) of the tag. For instance, the doc-
ument of Figure 2 is represented in SWI-Prolog like in Figure 8.

5. A predicate called fuzzyXPathwhere fuzzyXPath(+ListXPath,+Tree,+De-
ep,+Down) receives four arguments: (1) ListXPath is the Prolog represen-
tation of an XPath expression; (2) Tree is the term representing an input
XML document and (3) DEEP/DOWN.

6. The evaluation of the query generates a truth value which has the form of a
tree, called tv tree. Basically, the fuzzyXPath predicate traverses the Prolog
tree representing a XML document annotating into the tv tree the corre-
sponding DEEP/DOWN values. These actions directly revert on the new predicate
debugQuery implementing the ideas described in this work.

7. Finally, the tv tree is used for computing the output of the query, by
multiplying the recorded values. A predicate called tv_to_elem has been
implemented to output the answer in a pretty way.
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tv(0.9,[[],
tv(0.9,[element(title,[],[Don Quijote de la Mancha]),[],
tv(1,[[],[],
tv(1,[[],

tv(0.9,[[],
tv(0.9,[element(title,[],[La Galatea]),[],
tv(1,[[],[],
tv(1,[[],

tv(0.9,[[],
tv(0.9,[element(title,[],[Los trabajos de Persiles..]),...]),

tv(0.8,[[],
tv(0.9,[element(title,[],[La Celestina]),[],[]]),...

Fig. 9. Example of a XML output in MALP

More details about our implementation of the flexible version of the XPath inter-
preter and debugger reported in this paper are available on:
http://dectau.uclm.es/fuzzyXPath/ (please, try with the on-line tools).

5 Conclusions and Future Work

In this paper we have presented an approach for XPath debugging. The result
of the debugging process of a XPath expression is a set of alternative queries,
each one associated to a chance degree. We have proposed JUMP, DELETE and SWAP

operators that cover the main cases of programming errors when describing a
path about a XML document. Our implemented and tested approach has a fuzzy
taste in the sense that XPath expressions are debugged by relaxing the shape of
path queries with chance degrees.

Although XML files are extensively used in many applications, the debugging
of XPath queries has not been studied enough in the literature. Some authors
have explored this topic [11], where the functional logic language TOY has been
used for debugging XPath expressions. There the debugger is able to assist the
programmer when a tag is wrong, providing alternative tags, and to trace exe-
cutions. The current work can be considered as an extension of the quoted work.
Here, our debugging technique gives to programmers a chance degree for each
proposed alternative by annotating wrong-points on XPath expressions. We have
based our approach in the works [12,13], where XPath relaxation is studied by
giving some rules for query rewriting: axis relaxation, step deletion and step
cloning, among others. However, they do not give chance degrees associated to
wrong XPath expressions.

We are nowadays introducing thresholding techniques on our fuzzy XPath in
order to increase its performance when dealing with massive XML files. Our idea
is to create filters for prematurely disregarding those superfluous computations
dealing with non-significant solutions. In [14] we have reported some successful
thresholding-based techniques specially tailored for MALP.

 http://dectau.uclm.es/fuzzyXPath/
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Abstract. This work describes the design of a bot for the first person
shooter Unreal Tournament™ 2004 (UT2K4), which behaves as a hu-
man expert player in 1 vs. 1 death matches. This has been implemented
modelling the actions (and tricks) of this player, using a state-based IA,
and supplemented by a database for ‘learning’ the arena. The expert
bot yields excellent results, beating the game default bots in the hardest
difficulty, and even being a very hard opponent for the human players
(including our expert). The AI of this bot is then improved by means
of three different approaches of evolutionary algorithms, optimizing a
wide set of parameters (weights and probabilities) which the expert bot
considers when playing. The result of this process yields an even better
rival; however the noisy nature of the fitness function (due to the pseudo-
stochasticity of the battles) makes the evolution slower than usual.

1 Introduction

A bot is an autonomous agent which tries to behave as a human player, normally
fighting against some other humans/bots in a computer game. There are different
types of bots in addition to the opponents, such as the cooperative players (try
to aid the main player). They essentially refer to an Artificial Intelligence (AI)
engine which is able to perform the same actions in a game as a human player.

First Person Shooter games (FPS) are one of the most profitable area in the
study/implementation of bots due to their usual open-code philosophy. They are
games where the player can only see the hands and the current weapon of his
character, and has to fight against enemies by shooting to them. They usually
have a multiplayer fighting mode placed in a limited arena.

Unreal game series follows this philosophy to make it easy the game-modding
(modification), including with every copy of the game an editor (UnrealEd),
an own programming language (UnrealScript), and a compiler, to add/change

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 312–323, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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almost whatever the user desires: scenarios, items, characters; just with a few
constraints. The state-based AI engine is also open.

Moreover, some additional tools have arisen some years ago, such as Game-
Bots1, a mod that allows the control of characters (bots) in the game through
network connections to other programs. The game sends character’s sensory
information to the client program, which can decide the actions the bot will
take. These actions are sent back to the game which interprets them for the
bot movement, shooting, jumping, etc. It was initially released for the Unreal
sequel Unreal Tournament™ (UT) and later implemented for UT 2003. Over the
basis of that tool, it was later launched Pogamut2, which defines an interface
(using GameBots architecture) to program the bots externally using Java. It was
implemented for Unreal Tournament™ 2004 (UT2K4).

These open-code possibilities and external tools are the main reasons why this
game environment has been widely considered in the computational intelligence
researching field [1,2,3].

This work is also embedded in the UT2K4 environment, and uses Pogamut for
implementing a bot which we have named UT Expert Bot (E-Bot). Its behaviour
(AI) follows a shape of Finite State Machine (based in two levels of states), that
describes a complex set of rules. These rules are based in the knowledge of an
UT2K4 Spanish expert player and are focused on 1 vs 1 Death Match battle. It
has been modelled according to his experience, including several tricks, as the hu-
mans players do, for getting a better behaviour in the game. We have considered
the rules defined in the official competitions of UT2K4 for human players, such as:
there are some items forbidden (U-Damage), weapons are not respawned and the
match runs for 15 minutes, not for a number of frags (number of enemies killed).

Once E-Bot has been completely defined and tested (it beats the default
game bots in the hardest difficulty levels), we have designed some evolutionary
approaches based on the application of a Genetic Algorithm (GA)[4] for opti-
mizing the set of parameters (weights, probabilities, thresholds) which the rules
of behaviour apply, following previous approaches [3,5], but considering an own
created behavioural model as the main difference with regard to these works,
where the standard AI in the game was improved.

A GA is an algorithm where a population of possible solutions (called individu-
als) are evolved bymeans of selection and recombination/mutation to create a new
set of candidates that compete using their fitness (quality of adaptation) with the
rest of solutions, until a stop criterion (i.e. number of generations) is met. Fitness
function is a quality function that gives the grade of adaptation of an individual
respect the others. This function usually models the problem to solve.

2 State of the Art

Bots have been widely used in games since 1992, when Quake™ became the
first known game in including autonomous characters. It presented not only the

1 http://gamebots.sourceforge.net/
2 http://pogamut.cuni.cz/main/tiki-index.php

http://gamebots.sourceforge.net/
http://pogamut.cuni.cz/main/tiki-index.php


314 A.M. Mora et al.

option of playing against machine-controlled bots, but also the possibility to
modify them or create new ones. Some AI approaches arose such as the SOAR
Quakebot [6], which modelled a human-like behaviour.

Unreal™ appeared some years later, being as stated in the previous section, the
first game in including an easily programming environment and a more powerful
language, thus plenty of bots were developed. However just a few of them applied
metaheuristics or complex AI techniques, and most of these bots were based in
predefined hard-coded scripts.

The studies involving computer games and the improvement of some compo-
nents of the characters’ AI appeared some years ago [7], but the use of meta-
heuristics to study (and improve) specifically the behaviour of the bots inside
FPSs, have arisen in the last few years. We started our research in this field
in 2001, publishing our results in national conferences (in Spanish). We applied
a Genetic Algorithm to improve the parameters in the bots AI core (as later
several authors did [8]), and to change the way of controlling the bots by au-
tomatically redefining, by means of Genetic Programming, the standard set of
rules of the main states.

Some other evolutionary approaches have been published, such as [9], where
evolution and co-evolution techniques have been applied, or [2] in which an
evolutionary rule-based system has been applied. The two latter developed inside
the Unreal Tournament™ 2004 environment (UT2K4).

There are several studies involving other techniques, such as Self-Organizing
Maps, Machine Learning, or Neural Networks, to cite a few. Another line of
research involves the human-like bots (which try to imitate the human’s be-
haviour) [1]. There is even a competition which searches for the ‘most human’
bot [10] in UT2K4.

Our work is devoted to present and study two ideas: first a human-like bot,
based in a human expert knowledge modelling is described; second the bot is
improved by means of evolutionary computation, as in previous works [3,5], but
starting from an own created AI engine, not the standard one.

3 UT2K4 Expert Bot

The design of the expert bot (E-Bot) AI is based in the knowledge of an expert
(human) player,Me$$!@h, who belongs to the best Spanish UT2K4 clan, Trauma
Reactor (dRâ), and who has participated in some European championships.
He is one of the authors of the paper and has designed and implemented the
main work flow of the bot’s behaviour. As a summary, E-Bot is implemented
considering hierarchical states (primary and secondary), a set of rules to decide
the correspondent states, and a (simple) database.

Some tips have to be taken into account as part of the expert knowledge
to model. Thus, the items and weapons are critically valuable in a 1 vs 1 Death
Match. It is even more important to consider the respawn timing of each of
them, i.e. the time it takes to appear again once an item has been picked up.
The importance grows in this mode since if one player picks one item/weapon,
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he/she prevents the opponent for profiting it (while he/she does, of course).
Expert players must control this time in order to move to a known respawn area
in the moment an item appears. These conditions (timing and locations) depend
on the map, which the player should know (or learn).

The main items include: Shields (provide protection points), Health packs
(health points), and Adrenaline (which can provide the player special states
such as invisibility or faster movement).

Weapons in UT2K4 have been ‘carefully’ designed to be all of them equally
useful and important (as a difference to other games), so there is no absolutely
better weapon than the rest. Everyone has a perfect moment to use and take
advantage over other weapons. The choice of this moment is an expert decision
that depends on several factors such as the player’s and enemy’s health, the
distance to enemy or the height/level where it is placed. The considered weapons
are: Shield Gun, Assault Rifle, Link Gun, Bio Rifle, Minigun, Rocket Launcher,
Flak-Cannon, Shock Rifle, and Lightning Gun.

The movement is another key factor in UT2K4, since it could mean the differ-
ence between win or lose. Players usually move jumping, in order to avoid being
shot easily. This is a problem of our approach because Pogamut movement mod-
ule does not implement the jump.

The proposed E-Bot uses a ‘simple’ database, which stores the location of
every (new) item it founds while moving around the maps (searching for enemies
or just exploring to learn), as the human players do the first times in a new
arena. Additional information could be stored, but we think this is enough for
this initial version.

The use of Pogamut implies we cannot consider the FSM defined in the UT2K4
bot’s AI, thus, a complete AI engine has been designed and implemented. How-
ever, we have profited Pogamut’s high-level functions, such as basic navigation
from point to point in a map, or the so-called listeners (triggers for detecting
events).

The E-Bot ’s AI module considers two levels of states: primary and secondary.
The first ones correspond to general actions to perform: Attack, Hunt, Retreat,
Greedy and Camp in this initial version. The secondary states are devoted to
perform additional tasks within the main action flow (offensive and defensive
profiles, pickup items or weapons, among others). For instance, the bot can
decide attacking to the enemy, but if it has low health search for any health
pack at the same time.

The comparisons and decisions required to choose the state are quite com-
plex, because they consider several factors and situations that the human expert
knows. For instance, the comparison of weapons depends on several parameters
and weights, because of the existing balance between the power and usefulness
of all of them, which could mean that a weapon is the best in a specific situation
(different levels, hidden opponent, close/far enemy), but that weapon would be
the worst on a different position.

The AI engine (composed by a huge system of rules) at a time chooses the
primary state, but while the bot is performing the actions associated to it, the
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engine continues checking conditions (for instance the timing of every item),
receiving sensory information, checking the bot status, etc. This way, a secondary
state can be also set. However the engine can stop and change, at any time, both
the primary and/or the secondary state, depending of the conditions, received
information and status, giving an extra ‘flexibility’ level to the FSM.

As a general summary, the bot tends to be defensive if its health is lower
than the enemy’s, unless the latter has a critical health level, so the bot will
attack him to win a frag. In similar health conditions the attitude depends on
the weaponry (in comparison with the enemy’s weapons). If the bot’s health is
good, it is quite aggressive.

The value of the expert bot has been tested in an experiment, consisting in
four different 1 vs 1 - Death Match combats against a standard UT2K4 game bot,
held in two different maps. The bots have been fighting, respecting championship
rules, during 15 minutes. The results of every match as well as the average are
shown in Table 1.

Table 1. Scores (number of frags) of the test fights between E-Bot and a Standard
UT2K4 bot in the hardest difficulty (StdBot). Match 1 (m1) and 2 (m2) in every map.

Map E-Bot StdBot

DM-Ironic 13 (m1), 26 (m2) 6 (m1), 8 (m2)
DM-Idoma 23 (m1), 25 (m2) 15 (m1), 8 (m2)

Average 21.75 9.25

As it can be seen E-Bot outperforms the standard game bot, even in the
hardest difficulty level, which is a challenge for a medium level player.

4 Evolution of the UT2K4 Expert Bot

Following previous approaches [8,3,5], the expert bot will be improved. To this
end, the set of parameters which act as thresholds, weights, priorities and con-
ditions, and which finally determine the final behaviour of the bot, will be opti-
mized by means of a Genetic Algorithm (GA)[4], which can evolve their values
searching for the best combination, i.e. the set of values which performs better
in a battle. Following this idea, we have designed and tested a GA-based bot,
named GE-Bot3, following different approaches.

4.1 First Approach: chromosome-143

In this approach the chromosome scheme has 143 genes, grouped in six different
blocks: having 2 genes for health levels, 3 genes for distance, 5 genes to value the
risk, 1 gene for time to see an enemy, 6 genes for items priority, and 126 genes
related to weapons selection.

3 The source code of both E-Bot and GE-Bot can be downloaded from
https://github.com/franaisa/EvolutionaryBot under a GPL license.

https://github.com/franaisa/EvolutionaryBot
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The fitness function has been defined as:

f =

⎧⎪⎪⎨
⎪⎪⎩

3 + (damP/damR) if (frags + 1) = deads
(2 · frags− deads) + (damP/damR) if frags > deads
(3/2) + (damP/damR) if frags = deads
frags/deads if frags < deads

(1)

Where frags is the number of enemy kills the bot has obtained, deads is the
number of own deads, damP is the total damage produced by the bot, and
damR is the total damage it has received. This function rewards the individuals
with a positive balance (more frags than deads) and a high number of frags. In
addition individuals which perform a high amount of damage to the enemies are
also rewarded, even if they have not got a good balance.

The evaluation of an individual consists in setting the values of the chromo-
some in the E-Bot AI engine, then a 1 vs 1 combat is launched between this and
a standard E-Bot. After the time limit defined, the fitness value is computed
for the individual. There is a high pseudo-stochastic component in these battles,
since the results do not depend completely on our bot, but also on the enemy’s
actions which we cannot control. Thus, the fitness function is considered as noisy
[11], since an individual could be valued as good in one combat, but yield very
bad results in another match.

An elitist selection mechanism has been applied, remaining the best four indi-
viduals in the next population. The rest of population is considered as parents.

The uniform crossover operator (every gene of a descendent has the same
probability of belonging to each one of the parents) has been applied in two
steps: on the one hand it is used with the elite, yielding two descendents by
combining the best individual with a random one in the best four chosen. On
the other hand, the rest of the offspring is formed as a random combination of
the rest of parents (in pairs). Finally, four random individuals are included in the
population (they substitute the four worse) to add diversity.

The mutation mechanism is performed on every descendent. It changes with
a probability 1/chromosome size the value of every gen in a ±10% rate.

Some experiments were conducted to test this approach for the GE-Bot. All
of them (and next) have been conducted in the map DM-Ironic, since it is one
of the most used maps in competitions, and has a design that offers almost any
possible fighting situation: different levels, hidden zones, viewpoints and camping
areas.

Firstly, the algorithm is tested considering as parameter setting: 30 genera-
tions, 30 individuals, and 15 minutes every evaluation, taking 10 running days.

Figure 1 shows the best and average fitness evolution in the run, considering
one (left side) and three (right side) evaluations per individual.

As it can be seen on the left subfigure, the evolution is highly noisy, as com-
mented when the fitness function was defined, due to the pseudo-stochasticity of
combats. In order to deal with this effect, some evaluations (different matches)
per individual have been performed, as it is recommended [12]. This second ex-
periment has taken one month of computational time and is plotted on the right
side subfigure. An improvement in the fitness evolution tendency is shown.
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Fig. 1. Fitness evolution of the best, elite and average in 30 generations for the first
approach of GE-Bot (143 genes chromosome, 1 evaluation (left) and 3 evaluations
(right) per individual).

The best fitness graphs proved the noise nature of the function, so even consid-
ering three matches for every evaluation, and having followed an elitist scheme,
the best values oscillate without a clear tendency. The average results show a
lightly improvement tendency, which let us think in a good (but slow) evolution
and improvement of individuals (parameters) or results. The reasons of these
light tendencies and high oscillations might be two: first reason could be the
chromosome length, since the evolution of 143 genes might take much more
generations; the second reason could be the inclusion of diversity enhancement
mechanisms, such as the uniform crossover or the random generation of some
individuals (which substitute the four worst).

4.2 Second Approach: chromosome-26

Since the chromosome length implies a high number of generations (and so, huge
computational time) are required for a good optimization process, the chromo-
some scheme was redefined considering 26 genes, by reducing the weapons block
to just 9 genes (one associated to the priority of each weapon). This representa-
tion is less precise from the expert’s AI performance point of view, but with a
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more approachable size. The rest of the algorithm terms and operators remained
the same. Results are presented in Figure 2 (two runs of ten), with a different
parameter setup, due to the expected computational time reduction, so, in order
to perform a more complete evolution, the number of generations has been in-
creased to 50, being the population again 30 individuals and considering this time
5 minutes for evaluating every individual. The running time of this experiment
has been 5 days per run.

Fig. 2. Fitness evolution of the best, elite and average in 50 generations for the second
approach of GE-Bot (26 genes chromosome). Two different runs.

As it is shown, there are again fluctuations and light improving tendencies.
The oscillations seem to be lighter, but what is happening is that the resulting
values have been reduced (due to the shorter battle time). The average fitness
tendency on the other hand is less clear this time. Thus, the reduction in the
evaluation time just has meant an improvement in the computational cost.

4.3 Third Approach: Fitness and Operators Redefinition

According to the second conclusion reached by the end of Subsection 4.1, the
evolution in this problem is quite difficult, so it would be recommended the
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implementation of mechanisms to increase the exploitation of solutions rather
than increasing diversity (as it has been done).

Firstly, the fitness function has been redefined in order to take into account
more elements of the individual/bot performance during a match, i.e. the most
important items for survive and the best weapons for our bot (the most useful
according to the defined FSM). They have been included in some terms of the
evaluation function as follows:

f =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(frags− deads) + s2 + s1
2
+ tS/10

d+1

+ tL/10
d+1

+ log((damP − damR) + 1) if frags ≥ deads

frags
deads

+ s2 + s1
2
+ tS/10

d+1

+ tL/10
d+1

+ log((damP − damR) + 1) if frags < deads

(2)

Where frags, deads, damP and damR are the same as in Equation 1. s1 and
s2 refers respectively to the number of Shields and Super Shields the bot has
picked up. tS is the time the bot has used the Shock Rifle, and tL refers to the
time it has used the Lightning Gun. The term frags is the most important and
the rest are weighted to have lower relevance.

The GA scheme has been changed to a stationary approach in order to in-
crease the selective pressure and get a higher convergence factor. Thus the best
15 individuals are considered for the new population. They also are one of the
parents for generating the offspring and the other parents are selected using a
probability roulette wheel from the rest of population. The crossover and muta-
tion operators remains the same as in the other approaches.

Figure 3 shows the results of two runs (of ten), considering the same parameter
configuration as in the last approach.

As it can be seen, the results are better than in previous approaches, showing
a ‘softer’ fitness tendency (with less fluctuations), and a clear improving, with
the generations, in the average results.

5 Expert Bot versus Evolved Bots

A last test has been performed confronting the best individuals of the GE-Bot
approaches against E-Bot, since they have been optimized for beating it (they
have fought against it during the evolution). The average results of four matches
are shown in Table 2. They have been held in the same two maps and for 15
minutes each.

The results show that the GE-Bots with a higher number of generations and
smaller chromosome perform better than the one with the higher length. This
result should be expected, since the chromosome length is a key factor in the
evolution, because it defines the search space size, so long individuals need a
higher number of generations. In this case, we just have performed (due to the
huge computational time required) 30 generations for 143 genes which are clearly
insufficient, according to the experiments results. The evolved for longer GE-
Bots (50 generations) yield a very good performance beating E-Bot in average.
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Fig. 3. Fitness evolution of the best, and average in 50 generations for the third ap-
proach of GE-Bot (26 genes chromosome, complex fitness function and stationary
scheme).

Table 2. Average scores (number of frags) of the test fights between the three ap-
proaches of GE-Bot versus E-Bot. 4 battles in two maps: DM-Ironic and DM-Idoma.

Score

GE-Bot: 143chr-30gen-3evals 4.2 13.2 E-Bot
GE-Bot: 26chr-50gen-1evals 15.3 7.8 E-Bot
GE-Bot: 26chr-50gen-1evals-complexfitness 17.5 6.2 E-Bot

Finally, the last approach considering the complex fitness function performs
better than the rest, because it is less influenced by the noisy nature of the
evaluation function due to the consideration of additional (and important)factors
to compute it.

6 Conclusions and Future Work

In this work, a human-like bot for the First Person Shooter game Unreal Tour-
nament™ 2004 (UT2K4) has been described. It models the expert knowledge
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of a Spanish high-level player so, its has been named Expert-Bot (E-Bot). Its
behaviour is based in a shape of finite state machine with two levels of states
(primary and secondary), each of them with an associated priority for performing
actions. This work flow is flexible, so the AI engine can alter/change it depending
on the conditions or status (bot’s or enemy’s). Moreover, the bot uses a database
for ‘learning’ the maps, as a human player would do the first time it navigates
around a new arena. E-bot has been designed for fighting in 1 vs 1 death match
mode, considering the official competition rules.

Then a Genetic Algorithm (GA) has been implemented to improve the pa-
rameters (thresholds, weights, priorities) that the bot’s AI considers in its be-
havioural rule system. The evolved expert bot, named GE-Bot has been tested
considering different approaches (chromosome length, number of generations,
scheme, fitness function, crossover), along with an evaluation consisting in re-
peated battles which are rated once they have finished, for assigning an average
fitness value to every individual in the population. The aim is to deal with the
noisy nature of the fitness function, since it depends on the results of the bat-
tles, which can vary for the same individual from time to time, regarding to the
situation in the map or the enemy’s actions which we cannot predict.

Some experiments have been conducted, firstly proving that E-Bot outper-
forms the standard UT2K4 bots, even in the hardest difficulty level. The result-
to-effort ratio for GE-Bot is not very good, since the extremely high computation
time that every experiment takes (from 5 to 30 days), has limited the number
of generations and runs performed, so the improvement is not substantial. How-
ever, the results yielded show that the best approaches are those which consider
a smaller chromosome size, and a higher number of generations, rather than
wasting time in repeated evaluations. Moreover, the approach following a sta-
tionary scheme and a fitness function that considers items and weapons use gets
the best performance and results. Both approaches have improved the results of
E-Bot and have beaten it in a set of test battles. However, the evolution is not
as good as desired and some repetitions of the evaluations could definitely help
to improve this tendencies. We will consider this as the first future work line.

According to the expert’s opinion, the bots do not perform as well as expected
(from the behavioural point of view). This way, another line of research will be
the improvement of E-Bot in its main flaw, the movement. Thus, the possibility
of jumping must be included in its actions, in order to get a harder opponent
(more difficult to kill). Once the behaviour has been improved, several research
could be conducted with regard to the evolutionary approaches, since the results
in this paper can be considered as preliminary. A better noisy fitness dealing
could be an interesting issue to address.

Finally, another option to study could be the optimization of E-Bot for mul-
tiplayer and team modes, which are so far the most famous among the players.
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Abstract. This work studies the performance and the results of the
application of Evolutionary Algorithms (EAs) for evolving the decision
engine of a program, called in this context agent, which controls the
player’s behaviour in an real-time strategy game (RTS). This game was
chosen for the Google Artificial Intelligence Challenge in 2011, and sim-
ulates battles between teams of ants in different types of maps or mazes.
According to the championship rules the agents cannot save information
from one game to the next, which makes impossible to implement an EA
‘inside’ the agent, i.e. on game time (or on-line), that is why in this paper
we have evolved this engine off-line by means of an EA, used for tuning
a set of constants, weights and probabilities which direct the rules. This
evolved agent has fought against other successful bots which finished in
higher positions in the competition final rank. The results show that,
although the best agents are difficult to beat, our simple agent tuned
with an EA can outperform agents which have finished 1000 positions
above the untrained version.

1 Introduction

Real-Time Strategy (RTS) games are a sub-genre of strategy-based videogames
in which the contenders control a set of units and structures that are distributed
in a playing arena. The game objective is normally eliminating all the enemy
units. It is usually possible to create additional units and structures during the
course of the game, at a cost in resources. Another usual feature is their real time
nature, so the player is not required to wait for the results of other players’ moves
as in turn-based games. StarcraftTM, WarcraftTM and Age of EmpiresTM are
some examples of RTS games.

The 2011 edition of the Google AI Challenge [5] was conducted with an RTS
game named ANTS, in which the players control a set of ants that must ‘fight’
against the colonies of the rest of players in a grid with labyrinthine paths. The
ants must gather food for generating new individuals and get an advance over
the rivals. The fighting between ants is solved following some rules, but as a
thumb rule, the higher number of ants are grouped, the easier will be to win a
fight.

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 324–333, 2013.
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Thus, this is a RTS where the AI must be implemented at both commented
levels: on the one hand, the ants must be grouped and specialized (explorers,
fighters, gatherers), on the other hand each individual should have a particular
behaviour to get a global emergent behaviour.

As a first approximation, a behavioural engine (for both levels) was designed
by defining a set of states and rules guided by several parameters. This agent
participated in the contest and finished in position 2076.

Then the initial engine has been improved by means of a Evolutionary Algo-
rithms (EAs)[2]. They are a class of probabilistic search and optimisation algo-
rithms inspired in darwinistic evolution theory. There are some types, including
the extended Genetic Algorithms (GAs)[4], but the main features are common
to all of them: a population of possible solutions (individuals) of the target prob-
lem, a selection method that favours better solutions and a set of evolutionary
operators that act upon the selected solutions. After an initial population is cre-
ated (usually randomly), the selection mechanism and the operators (crossover,
mutation, etc) are successively applied to the individuals in order to create new
populations that replace the older one. The candidates compete using their fit-
ness (quality of adaptation). This process guarantees that the average quality
of the individuals tends to increase with the number of generations. Eventually,
depending on the type of problem and on the efficiency of the EA, the optimal
solution may be found.

To conduct the evolution (in the evaluation step), every candidate agent
in the population has fought against three different enemies (in two differ-
ent approaches): a deterministic agent who finished in rank 993, and two very
competitive agents which got position 1 and 165.

According to the results the agent has performed quite good, and has been
able to beat bots which finished almost 1000 positions better than it in the
competition.

2 State of the Art

AI in games has become the most interesting element in actual games from
the player’s point of view, once the technical components (graphics and sound)
have reached almost an upper bound. They mostly request opponents exhibiting
intelligent behaviour, or just better human-like behaviours [9].

Researchers have also found it an interesting area from the early nineties, so
this scope has presented an exponential grown in several videogames and fields,
mainly starting with the improvement of FPS Bot’s AI, the most prolific type of
game [8,12], and following with several games such as Super Mario [19], Pac-Man
[10] or Car Racing Games [14], to cite a few.

The RTS games research area presents an emergent component [18] as a con-
sequence of the commented two level AIs (units and global controllers). RTS
games usually correspond to vast search spaces that traditional artificial in-
telligence techniques fail to play at a human level. As a mean to address it,
authors in [15] proposed to extract behavioural knowledge from expert demon-
strations which could be used to achieve specific goals. There are many research
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problems involving the AI for RTSs, including: planning with uncertainty or
incomplete information, learning, opponent modelling, or spatial and temporal
reasoning [1].

However, most of the RTS games in industry are basically controlled by a fixed
script (i.e. a pre-established behaviour independent of inputs) that has been
previously programmed, so they are predictable for the player some combats
later. Falke et al. [3] tried to improve the user’s gaming experience by means
of a learning classifier system that can provide dynamically-changing strategies
that respond to the user’s strategies.

Evolutionary Algorithms (EAs), have been widely used in this field [16,7], but
they are not frequently used on-line (in real-time) due to the high computational
cost they require. In fact, the most successful proposals for using EAs in games
corresponds to off-line applications [17], that is, the EA works previously the
game is executed (played), and the results or improvements can be used later
during the real-time game. Through off-line evolutionary learning, the quality
of bots’ intelligence in commercial games can be improved, and this has been
proven to be more effective than opponent-based scripts. For instance, in [11]
an agent trained with an EA to play in the previous Google AI Challenge is
presented.

In the present work, EAs are also used, and an off-line Genetic Algorithm
(GA) is applied to improve a parametrised behaviour model (set of rules), inside
a RTS named ANTS.

3 The Google AI Challenge

This section describes the game scenario where the bots will play. The ANTS
game was used as base for the Google AI Challenge 2011 (GAIC)1 [6]. An ANTS
match takes place on a map (see Figure 1) that contains several anthills. The
game involves managing the ant community in order to attack (and destroy) the
maximum number of enemy hills. Initially, game players have one or more hills
and each hill releases the first ant. Then, the bot has to control it in order to
reach food and generate another ant. Game is based on a turn system (1000 turns
in official games). For each turn, participants have a limited time to develop a
strategy with the ant community, i.e. decide the set of simple steps (just one cell
in one direction) that every ants must perform. Before turn time-over, the bot
should return a witness indicating that tasks have been finished. If the witness
is not sent before time-over, the player receives the ‘timeout’ signal. This signal
carries penalty points and the inability to make more movements until game
finish. However, this does not entail game disqualification.

If the player has accumulated enough points before ‘timeout’, she could win.
For each captured hill, the player receives two points and if one of our hills is
captured, she misses a point.

There are two strong constraints (set by the competition rules) which deter-
mine the possible methods to apply to design a bot: a simulated turn takes just

1 http://ants.aichallenge.org/

http://ants.aichallenge.org/
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one second, and the bot is not allowed to store any kind of information between
games about its former actions, about the opponent’s actions or about the state
of the game (i.e., the game’s map).

Thus, if desired, it is mandatory to perform an off-line (not during the match)
fine-tuning or adaptation in order to improve an agent’s behaviour. In this work,
an evolutionary algorithm has been applied. Therefore, the goal in this paper
is to design a bot/agent and improve it using an extra GA layer that consider
a set of representative maps and enemies to train and adapt the bot for being
more competitive, in order to fight the enemy, conquer its anthills, and finally
win the game.

4 Algorithm and Experimental Setup

In this section the strategy to evolve is presented. A Genetic Algorithm (GA) is
used to improve parameters of a basic agent. In order to improve the agent two
different type of fitness functions and six different maps have been used.

4.1 Behavioural Rules and Parameters

The basic behaviour of our bot is mainly based in a Greedy strategy to prioritize
multiple tasks entrusted to the ants:

IF enemy hill in sight

attack the hill

ELSE IF food in sight

pick up the food

ELSE IF enemy ants in sight

attack the ants

ELSE IF non-explored zone in sight

explore the area randomly

The second part of the strategy, is a lefty movement, i.e. follow a straight line
until water/obstacle is found, and then, walks to the left bordering it.

In order to perform a parameter optimization using genetic algorithms, we
have defined a set in the above specified bot’s rules. They are:

– food distance: Maximum distance to go get food, i.e. ants ignores food that
is at a distance greater than this value.

– time remaining: Margin time we have for one turn to finish without a ‘time-
out penalty’. Higher values indicate that more actions are performed, but as
previously explained, the player receives a penalty.

– distance my ant attack and distance hill attack: These parameters are used
to determine the attack priority. Distance my ant attack means that we have
one ant partner close enough to take advantage when attacking enemy ants.
In this situation, the distance hill attack is taking into account in order to
change ant objective. If another enemy ant is close to our hill, our ant give
priority to this more dangerous situation for our interest. In this case an ant
is sacrificed to keep alive our anthill.
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– turns lefty: Maximum number of consecutive turns in which an ant lefty
strategy can be used. After that number of turns, ants community change
to Greedy strategy.

4.2 Genetic Algorithm

A GA has been used to evolve the previously presented parameters. Thus each
individual in the population is represented by an array of integers, where each
number indicates the value of one of the parameters previously explained.

The fitness function, which determines the individual’s adaptation to the en-
vironment, is based on launching a game against several opponents, in a certain
number of turns and a specific map. The score for the agent after that game will
determine the degree of kindness and individual adaptation to the problem we
want to solve, knowing the individual that maximizes the score. Two different
fitness functions have been studied:

– Basic fitness: it only considers the score obtained by our agent in the
battle.

– Hierarchical fitness: the fitness is a tuple of the following elements in order:
My score, enemy’s score (negative), number of my own ants and number of
enemy’s ants (negative). A lexicographical order is applied to compare two
individuals.

The considered operators have been:

– selection: choose half of population with individuals who obtained the high-
est scores in the games for improving the convergence component.

– crossover : multi-point crossover has been performed, mixing some parts of
the parents to create the offspring.

– mutation: changes parameter values in an individual randomly (inside a
range) with certain probability.

In order to achieve evolution it has been added an extra layer to the game
implementation that allows us to store best individuals (set of parameters), and
let to evolve the population in future generations.

4.3 Experimental Setup

Six maps have been considered in order to perform the bot evolution. All of
them are provided by the competition organizers in a tools package. Three maps
are mazes with different level of difficulty and the rest are open walking areas.
Figure 1 shows two examples of different type of maps. The circles mark hills
positions with one colour for each team/player. The blue areas represent water
that ants cannot cross, nor walk on it, small points represent food and the rest
are land where ants can move. Some other relevant information about maps is
detailed in Table 1.
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Table 1. Maps

Name Type #competitors Rows Cols #Hills

map1 random walk p02 01 Open 2 100 80 1
map2 random walk p02 05 Open 2 52 70 1
map3 maze p02 05 Maze 2 66 66 2
map4 maze p02 34 Maze 2 108 138 1
map5 maze p02 42 Maze 2 72 126 2
map6 cell maze p02 10 Open maze 2 42 142 2

(a) Map 1: open map (b) Map 3: maze/labyrinth type

Fig. 1. Two different example maps considered in the experiments

The experiments conducted try to analyze the performance of the imple-
mented approaches (GA + fitness function) in each of the six maps. Both have
considered 64 individuals in the population, a crossover rate equal to 0.3, a
mutation rate of 0.1 and a stop criterion set to 20 generations. Every agent is
evolved in the six maps 10 times in order to get a reliable fitness value; i.e trying
to avoid the ‘noisy nature’ [13] of game playing as a valuation function for an
individual when the opponent is non-deterministic. The reason is the same agent
(individual) could be valued as very good or very bad depending on the combat
result, which in turn depends on the enemy’s actions and the game events.

5 Results and Analysis

Firstly it is important to notice that all the selected competitors which have been
considered as opponents in the evolution got higher final rankings than our bot,
who finished in rank 2076. They are a deterministic agent who finished in rank
993, and two very competitive and non-deterministic agents which got position
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Table 2. Results of ten battles between the evolved bot (using two fitness functions)
and three different opponents with higher final ranks in the Google AI 2011 Competi-
tion. The scores, number of own and enemy’s ants and the average number of turns to
finish the match are presented, along with the standard deviation in each case.

maxScore maxMyAnts maxEnemyAnts meanTurns

Basic fitness vs. Bot993.

map1 3,00 ± 0,00 84,08 ± 43,82 66,50 ± 49,20 416,87 ± 125,94
map2 3,00 ± 0,00 68,08 ± 39,10 60,67 ± 34,92 425,64 ± 90,26
map3 6,00 ± 0,00 39,91 ± 15,65 186,91 ± 63,74 318,28 ± 124,63
map4 1,00 ± 0,00 8,64 ± 0,67 12,00 ± 0,00 150,00 ± 0,00
map5 5,42 ± 0,51 36,00 ± 27,24 228,75 ± 89,91 428,93 ± 189,53
map6 6,00 ± 0,00 46,25 ± 59,21 111,25 ± 20,82 221,18 ± 104,35

Hierarchical fitness vs. Bot993.

map1 3,00 ± 0,00 154,56 ± 28,84 2,67 ± 1,50 481,33 ± 48,26
map2 3,00 ± 0,00 97,67 ± 37,83 3,00 ± 2,18 486,78 ± 79,99
map3 6,00 ± 0,00 45,00 ± 8,85 118,33 ± 19,49 266,00 ± 55,57
map4 1,00 ± 0,00 9,22 ± 0,44 12,00 ± 0,00 150,00 ± 0,00
map5 4,67 ± 0,50 73,78 ± 71,10 226,89 ± 57,61 706,78 ± 262,88
map6 5,00 ± 1,15 104,11 ± 107,52 77,89 ± 58,10 519,44 ± 262,51

Hierarchical fitness vs. Bot165.

map1 0,00 ± 0,00 33,58 ± 2,97 101,17 ± 7,83 183,42 ± 7,29
map2 0,17 ± 0,39 31,08 ± 8,54 122,00 ± 49,41 221,17 ± 86,06
map3 0,00 ± 0,00 35,33 ± 9,72 98,83 ± 10,99 186,50 ± 9,26
map4 0,00 ± 0,00 34,75 ± 9,75 99,17 ± 10,96 184,92 ± 9,11
map5 0,00 ± 0,00 32,50 ± 10,51 101,75 ± 12,19 186,25 ± 9,18
map6 0,00 ± 0,00 31,50 ± 10,91 103,10 ± 12,80 188,00 ± 9,08

Hierarchical fitness vs. Bot1.

map1 0,00 ± 0,00 31,00 ± 34,00 109,00 ± 95,00 185,00 ± 198,00
map2 0,00 ± 0,00 17,00 ± 23,00 119,00 ± 132,00 156,00 ± 175,00
map3 0,00 ± 0,00 16,00 ± 17,00 118,00 ± 147,00 160,00 ± 186,00
map4 0,00 ± 0,00 14,00 ± 17,00 130,00 ± 120,00 166,00 ± 160,00
map5 0,00 ± 0,00 20,00 ± 31,00 112,00 ± 108,00 149,00 ± 147,00
map6 0,00 ± 0,00 21,00 ± 19,00 127,00 ± 131,00 172,00 ± 171,00

165 and the winner of the competition. Table 2 shows the obtained results in
ten combats performed once the evolution has been completed.

It could be noticed the small standard deviation present in most of the results,
due to the small variations in the combat scores. It is zero in many cases because
there are very few possible values (i.e. in maps with only two hills, max score
will be 0, 1 or 3 points). In addition, when a bot is good, it wins most of times
and the other way round. Thus in the evolutionary process after 20 generations
the system evolves always to reach max score.

For the same reason it can be seen in the table that our bot can not beat those
in positions 165 and 1, since they are much more sophisticated in its defined
behavioural engine. However, the evolution of the agent gets higher number of
own ants and decreases the number of enemy ants.
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Moreover, our evolved agent wins on all maps to the robot that ended in
ranking 993, more than 1000 positions above the initial version (without opti-
mization). The number of ants is the main difference between basic fitness and
hierarchical fitness, and this feature allows to use more effective attack tech-
niques. In maps 5 and 6, the score is lower than the obtained with basic fitness
in some cases. However, the number of own ants doubles those obtained with
a basic fitness. This invites us to improve strategies in such type of maps to
achieve a better use of the large community of generated ants.

6 Conclusions and Future Work

This paper presents the design of an agent (bot) that plays in the RTS ANTS
game proposed for the Google AI Challenge 2011. Starting with a combination
of two basic behaviours (Lefty and Greedy) and a set of parameters, an Evolu-
tionary Algorithm (EA) is used to fine-tune them and thus modify the agent’s
behaviour.

This bot is evolved in six maps provided by Google, and fighting three different
bots that participated in the contest: those who finished in positions 993, 165
and the winner. Two different fitness functions have been tested: a basic function
that only takes into account the final score (the number of conquered anthills in
a run), and a hierarchical fitness, where the number of player’s ants, turns, and
enemy ants are also used to compare individuals.

Results show that, even evolving the parameters of two simple strategies, the
agent is capable to win harder opponents. On the other hand, the same strat-
egy is not affective against a medium-ranked bot, so it is clear that the enemy
behaviour affects to the off-line training algorithms with an specific strategy.
However genetic optimization is enough to beat a competitor who is above more
than 1000 positions in the ranking.

We conclude that parameters optimization using EA significantly improves
agent performance in RTS games and this technique would obtain better results
combined with good planning strategies.

For future work, new combination of strategies will be studied and more dif-
ferent fitness funtions will be analysed: for example, combining all maps in each
fitness calculation. Because the stochastic behaviour of some robots also affects
the fitness, an study of how this fitness is affected during the algorithm run
will be performed. As demonstrated, the behaviour of the enemies is also a very
important key to analyse for designing a all-terrain bot: an agent should adapt
to these different behaviours. Also, using a quick map analysis in each turn to
set the parameters obtained in this work could be studied to adapt the agent
accordingly. A map analysis could be performed, for example, counting the num-
ber of direction changes in a period of time. If many direction changes occurs by
collisions with walls, means that bots are fighting in a map with maze pattern.
Once map type has been detected, bot can choose suitable parameter group for
the map. The combination of the Greedy and Lefty actions also will be studied
in other RTS games, as the previous Google AI Contest games.
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Abstract. User interaction experience has been lately the main focus
of the industry of entertainment. High rendered graphics and huge com-
puting process have been lagging behind for paving the way to the user
experience interaction in which the way the user gets involved with the
system is a key point. For this reason, we present along with this paper
an enhancement for video games and museum applications that is able
to increase user experience by separating the display from the controller
side, using mobile phones as tracking devices. For this purpose, we have
implemented a system architecture based on a Bluetooth peer-to-peer
model that establishes a strong connection between mobile phones and
desktop applications. The utilization of mobile phones has been revealed
as a fundamental element in user experience due to its ease of use and its
widespread adoption among society, which makes possible to enter the
competitive market of entertainment.

Keywords: Virtual Reality, Bluetooth, Accelerometers, Tracking, 3D
models.

1 Introduction

It is clear that mobile technologies have experienced a considerable boom over the
last few years. Part of this growth comes from the appearance of new advanced
computing telephones that offers a bigger processing performance: smartphones
[1]. The concept of these devices comes from a melting together of different
apparatus, such as computers, telephones, music players, cameras, applications
(software, web services) and networks (telephone and data), people use in their
daily basis.

Smartphones offer the possibility to install software, which leads to a new
business idea, the development of applications and the utilization of the best
fit operating system on hardware devices. There are multiple different types
of applications, which are aimed to utilities, entertainment, productivity, search
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tools, social networking, etc., but it is obvious that gaming applications and those
which are related to the entertainment of users are creating a very competitive
place for software companies products, such as Sony, Samsung, HTC, LG, Apple,
Nokia, etc.

In the meantime, the video games and consoles industry has been suffering
from a stagnation derived from the lack of innovation in their products [2].
While companies were putting their efforts in improving CPU speed and GPU
enhancements, they realized that users were not interested in those features as
much as before. For this reason video games companies started to invest in I+D
and focus both software (SW) and hardware (HW) in new directions, where user
experience and interaction were key points of the product. On that basis new
consoles, such as Nintendo Wii [3], and peripherals, such as Microsoft Kinect [4]
and Sony Move [5], have appeared on the scene giving rise to a new era in video
games field, in which the most important feature of the product resides on the
user interaction with the virtual reality (VR) environment [6].

Video games companies are not the only ones that can take profit of this
situation. One of this market shares belongs to applications aiming the tech-
nical support for museums. It is true that museums are culture providers and
exhibitors but it is mandatory to assume that the way they reach citizens has
fallen behind in terms of technology and the coverage of the population [7].
Nowadays, young people are more closely related to technology than ever since
they have grown up in a world in which every task in their daily basis is ac-
complished or accompanied by an electronic device. For this reason a way to
grant the increase of the interest of young people in museums might be based on
providing them with new entertainment and interaction methods that are closer
to the new technology trends.

Moreover, not only young people can take profit of these enhancements. New
technologies can play a significant role in supporting elderly people and allowing
them to lead high-quality lives. One of the most difficult problems in adopt-
ing technology has been that of user interfaces which are often not well-suited
for elderly users, as growing old inevitably changes the physical and cognitive
capabilities of humans. Touchable interfaces and the utilization of larger icons
have helped to the paradigm in the context of supporting elderly users in their
everyday lives [8].

This paper shows the development of applications that are focused on these
new trends, new interaction techniques for video games and new business ideas
for museums by the utilization of mobile devices and their capabilities in terms
of connectivity and tracking. Section 3 presents the design and Section 3.1 the
implementation of the architecture used for this work. Section 3.2 describes the
material used for the implementation of an Android video game, and Section 3.3
shows the development and components involved in the museum application.
Finally we state in Section 4 the results and conclusions extracted from the
described work as well as the future and ongoing work in Section 5.
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2 Interactive Techniques for Entertainment Applications

One of the key points of our development was the integration of tracking capabil-
ities as the main source of user experience that is the order of the day for video
games. Tracking technologies include different HW elements such as accelerom-
eters, gyroscopes, gravity and proximity sensors, which make mobile devices a
complete development platform with a powerful tool-chain for user experience
enhancements. Furthermore, tracking features in Android applications provide a
huge versatility thanks to the possibility to develop a complete and customizable
user interaction interface. For example, there are already devices that provide
these features (i.e. Wiimote [9]) but, in addition to the expensive costs they are
exposed to, their interface and logic are restricted and closed to the original idea
they were developed for; in other words, they are not customizable.

On the other hand, museums also need to maintain citizens interest that
leads to an increase of new and returning visits [7]. The idea of the second
application is also related to the mobile business but applied to the interaction
of real elements that people can find in museums such as sculptures, figures,
paintings, furniture, etc. Most parts of these museum elements are not available
for real public interaction because of wear, which means that many times, users
are not able to walk around a sculpture or figure in order to see its details. Add
in this fact the update mechanism for the information/legend that corresponds
to these elements is a tedious process in which involves printing a new plaque
with the new content. This leads inevitably to an expensive update process and
it is where our business idea approach has a place for museums.

Our development consists of two applications. The first application consists
of a mobile-mobile video game in which the display side and the controller side
are separated into two different devices. One of them used as a rendering display
device, and the other one as a tracking one, exchanging data through a wireless
connection.

The other application maintains the same concept, but it is targeted to mobile-
desktop applications for museums. It offers the same services as a tourist guide
but including the possibility to interact with the elements that exist inside rooms.
The idea is to download the application whenever you are to your mobile device.
Your device could display 3D models that you are able to interact with or even
to obtain information from them. When the user selects a 3D model, this is
displayed on a screen of the room can interact with the model and also navigate
in a virtual world.

In addition to this, another key point of our study regards to the utilization of
own user devices that means a reduction in the maintenance costs of hardware
elements for museums since they do not need to maintain any technical support
service caused by the wear of these items.

The following Section 3 presents the implementation of both applications.
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3 Framework Design

Our system presents an architecture to support the design and implementation
of mobile games and museum applications using two intercommunicated devices,
one for tracking user moves and control and another one as a display device for
rendering 3D models.

First, we proposed a Nintendo Wiimote as the controller device, nevertheless,
we experimented a considerable communication delay between this controller
and Android devices. Since communication delays are not permissible in video
games for a correct user interaction, we consider the utilization of other devices.
After some tests, we obtained an unappreciable communication delay between
two Android devices so that we decided to use them as the display and the
controller device respectively.

Fig. 1. System architecture model for mobile-mobile and mobile-desktop applications
as controller and display devices with Bluetooth massage passing functionalities

The point of departure of this work is based on the client-server model archi-
tecture previously for desktop games using mobile devices [1]. Analogous to this
architecture, our system architecture includes a communication protocol that
follows the peer-to-peer (P2P) model using Bluetooth (BT) as Fig. 1 shows.

The display side application includes sound, graphical and control managers
as well as a manager to handle BT events. These BT events are implemented in
the BT stack which exchanges data between the display and controller applica-
tions. The same way the display application handles BT events, the controller
application also includes a BT handler, with the exception of using it to send
the accelerometers values and commands to the display side.
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3.1 Implementation

For the architecture implementation, the platform and OS selected has been
Android which offers a complete BT development framework based on Java,
which allows compatibility with desktop applications. Moreover, Android offers
OpenGL ES. as a 3D render engine. On the other hand, for the desktop ar-
chitecture implementation we have developed the system using Java3D as the
rendering system on the top of BlueCove layer, which allows communication
between Android and desktop applications.

At first sight, it may initially seem that the need to use two mobile/tablet
devices could represent a cost problem but actually, tablets and mobiles have
become so prevalent that they are usually both present in any household. More-
over, we offer an all-in-one affordable solution that allows the customization of
the device interface whilst big companies normally force users to invest in new
peripherals to enhance playing experience. A clear example of this are the previ-
ously mentioned Microsoft Kinect and PlayStation Move. Tracking devices that
are mandatory for playing several exclusive Microsoft and Sony games. In fact,
users are not able to play them by using any other devices which represents an
important barrier to the entertainment market.

Next Sections 3.2 and 3.3 present the utilization and implementation of the
described development framework for a mobile-mobile game application and for
a mobile-desktop museum application.

3.2 Mobile-Mobile Application

The first application scenario of this system architecture (Fig. 1) focuses the
development of an Android video game application using two devices. One of
the devices is used as a screen display and commander receiver while the other
is used as a tracking device.

The game consists in a retro-style space ship adventure (Fig. 2) in which the
user drives a space ship that must plough through the space crossing geometric
figures to score points while avoiding meteors that are also flying all around the
space and destroy the ship. The user has a limited number of lives that run out
when a meteor impacts the space ship. This part of the video game is executed
on the display application.

Regarding movements, the space ship is controlled by another application that
runs on the controller application, a smartphone. It captures user motion from
accelerometers and gyroscopes. The accelerometers compute the acceleration
and direction in which the user has realized a movement and the gyroscope the
user position respecting the coordinate axes. Every time the controller detects
motion, it is captured by an event and sent to the display application using the
BT communication.

In terms of user experience, the fact of separating the display and the con-
troller functions into different devices improve visualization and usability. The
problem is that by using the same device for both tasks causes a loss of vision
when the display is over a certain vision angle [10]. This is translated into a
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Fig. 2. Game concept of the mobile-mobile application. At the top, the display device
rendering the graphic part of the game and receiving commands from the controller
application through Bluetooth (at the bottom).

lack of usability and user experience. This problem has been lately identified by
video game companies such as Sony, which has developed their last portable PS
Vita [11] with touchable capabilities on the back side. This guarantees touchable
functions even with just one screen without interfering visualization.

For this reason, we developed our video game on two devices: the controller
and the display application. The following sections describes the implementation
of both sides.

Controller Application Implementation. This application is responsible for
sending commands and the accelerometer values to the display application. It
does not require of a high performance HW since it is only focused on captur-
ing motion and sending commands. For this reason almost any low-cost mobile
device would be suitable for this purpose.

We have implemented a Java class as a global object to control the game status
and store the values from the accelerometers. This class is called RemoteDevice
and is composed of three types of attributes: accelerometer values, state of the
game on controller side (playing, paused...) and the selected space ship model.
Accelerometer values are capture as a coordinates vector [x,y,z] corresponding
to x, y and z axes as Fig. 3 shows.

In order to ensure the capture of accelerometer values, we have created a
function that captures the event that is launched when accelerometer’s values
change. This function is called onSensorChanged. After updating the accelerom-
eter values, bluetoothSendAccelerometers function prepares a command buffer
object composed of four bytes. The first byte is used to indicate the display
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Fig. 3. Mobile-mobile game application. Left: The center image shows the 3D rendering
of the display device running. The lower-right-hand corner presents the customized
interface of the controller device. Right: Mobile accelerometers for [x,y,z] axes.

application the command that the user is executing on the controller applica-
tion and must be executed. These command types regard to pausing, resuming
and restarting the game and are interpreted later on on the display application.

The main layer is composed of several icon-like buttons as Fig. 3 shows. The
game interface includes a BT button, which is used to establish the BT com-
munication between both devices. When it is pushed, the device lists all the
BT devices that are in its BT coverage. By clicking on a device, the application
attempts to connects. There is also a cross-like button. It is actually composed
by four buttons: top, down, left and right. These button are used in the selection
screen so that the user choses different space ships. In addition to this, a confir-
mation button is used to confirm options such as space ship selection, and also to
stop and resume the game. A try again button is used when the user runs all his
lives out the game stops and shows a Game Over screen. Finally, an auxiliary
button (Help Button) shows a help message when pressed. The help message
depends on the status of the game. When there is no BT connection establish, it
shows instructions to establish the connection, otherwise the message is related
to the game instructions.

It is important to remark that this screen interface is totally customizable,
making it possible to add or remove buttons and features when required.

Display Application Implementation. The display application runs the
graphical engine of the video game and executes the commands sent by the
controller. The graphic engine has been implemented with the Android version
of OpenGL ES that Android NDK provides.

The same way the controller application instantiates a remoteDevice object,
the display application has its own remoteDevice. Both objects have as at-
tributes the x, y and z coordinates, game status (selecting space ship, playing and
dead), the BT connection status and the chosen space ship model but in addition
to this, the display application has more attributes related to the global variables
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of the game. This refers to lives number, score, game features, difficulty level,
timers that controls the progress of the game to change the difficulty level, the
OpenGL renderer and several MediaPlayer objects that plays different sounds
of the game.

When the application is initialized, a BT connection is launched waiting for in-
coming connections. This BT connection has been performed as paired by using
the Bluetooth object from the Android SDK. The BT connection is implemented
as a listener that performs six functions: bluetoothWrite(), bluetoothRead(), on-
Connecting(), onConnected(), onConnectionFailed() and onConnectionLost().
These functions runs as the following state diagram (Fig. 4) shows:

Fig. 4. State diagram of the Bluetooth connection between devices

The initial state of the display application remains waiting for incoming BT
requests. When the controller application establishes a connection with the dis-
play, in both sides onConnected() is executed and a BT paired is performed.
After pairing, the display application runs the OpenGL render and the game
starts by driving the user into the selection screen. Among Connected state,
both applications are able to exchange BT packages by using bluetoothWrite()
and bluetoothRead() when the BT event handler is triggered.

When the user exits the controller application, the Android OnDestroy() func-
tion evokes the unpairing between both devices. The display side receives this
request and performs onConnectionLost() that resets the BT connection. After
the BT reboot, the display application is ready again to receive incoming BT
requests. onConnectionFailed() works in the same way as onConnectionLost()
except that it is executed after expiring a BT idle timer.

3.3 Museum Application

The museum application consists also in two applications. The first application
is a desktop application running Java3D and displaying 3D models. The other
one is an interactive application to control the displayed 3D models and virtual
scenario. On this occasion, however, both of them are implemented using differ-
ent architecture devices. The display application has been implemented in Java
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and runs on a desktop computer and the controller application has been imple-
mented for Android devices. Android mobiles allow users to interact with the
virtual environment by using their own devices. This makes possible an imme-
diate availability of the interaction resources that are available at the museum,
otherwise user would have to wait for their availability.

Fig. 5. Museum controller application. User side application that allows the interaction
with a list of 3D models on the desktop application. Buttons available: Bluetooth
connection, 3D models gallery and Virtual Tour.

The main concept of the application is based on a controller application run-
ning on an Android device to interact with the elements of a museum in a 3D
virtual scenario. The museum provides a screen that is connected to a desktop
computer, which is running the display application. This application is play-
ing a custom video while it is waiting for incoming BT connections. The BT
connection has been implemented using the Java BlueCove library. When the
connection is established, the video stops and the application starts to show the
3D models that users can interact with.

For the controller application, the museum offers a QR code [12] that is avail-
able for visitors to download the application. Then the user runs the application
(Fig. 5), its interface is displayed to the user showing all the interacting possi-
bilities with the 3D models. The controller interface is exposed in Fig. 5.

The interface offers to the user two main options apart from the BT con-
nector: a model gallery for model interaction and a virtual tour. The model
gallery shows up a list of the available 3D models than can be displayed and
then interacted by the user on the screen of the display application (Fig. 6).
This interaction includes zooming, color change, rotation, translation and the
possibility of showing information of the models on the controller device.

Moreover, the virtual tour offers the possibility of a third-person navigation
through a virtual room like the room in which the user lies. Along with this
room the objects that can be rendered are distributed all along the scene. The
user is able to approximate to these objects using the device accelerometers
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Fig. 6. Left: The center picture shows the navigation through the Virtual Tour, and
the top-right-hand square shows the closer object to the user position. Right: User
interface of the controller application. Shows 3D model selection menu, zooming bar
and the information button.

that are sent to the desktop application the same way the previous described
video game in section 3.2 describes. By this the user can rotate and translate
along the room looking for different 3D models. When the user collides with a
model, the Java3D render of the desktop application runs the viewer of the model
and the controller application interface changes in order to provide the user the
interaction possibilities previously described. When the user stops viewing a
model, he/she is returned to the virtual tour.

Whenever the user exits the application, the initial demo video runs again
waiting for a new incoming BT connection.

4 Conclusions

We have implemented a system architecture to use mobiles as powerful and cus-
tomizable devices to control entertainment applications using a BT P2P com-
munication model. This approach has been applied to two different examples, a
mobile-mobile video game with tracking capabilities and a mobile-desktop ap-
plication to interact with 3D models in a virtual environment for museums.

Regarding the mobile-mobile application, we have developed an Android Vir-
tual Reality video game with a 3D render, OpenGL ES. The game consists in two
applications that run in two different devices. One of the application is consid-
ered as a display device using OpenGL ES, and the other one has been designed
to be running on an Android smartphone. We have included the possibility of
exchanging tracking data and user commands between applications through a
BT connection. This has created a solid communication system between both
devices. By this, we made possible to transfer tracking values and commands
from the controller application to the display device.

A key point of the development of the controller application is the utilization
the device accelerometers and the Android Sensors API to add user tracking
capabilities [9]. This application is registering the user tracking every time there
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is a change in its status by capturing a sensor event. Thanks to this, we have im-
proved the user experience hence the user interacts with the game with his arm’s
move instead of the typical button-interface. This makes the user get immersed
into a VR environment. In addition to this, using different devices for controlling
and displaying the game ensures a good user interaction experience since, the
touchable screen and the torsion angle derived from the tracking movement, does
not interfere with the display of the game as occurs in single screen devices and
consoles that joins control and display. This also lead us the opportunity to focus
only on the specific tasks of each application, avoiding any device overhead and
preventing the display application of any graphic lack or slow-down produced
by motion/control capture.

On the other hand, the utilization of an Android device as a tracking controller
has made possible the creation of a suitable interacting interface that is com-
pletely customizable. Unlikely to other HW tracking devices, such as Wiimote,
Kinect, PS Move, our controller is an all-in-one device designed for our system
requirements in terms of interface, software and communication protocols. This
provides the system with a high level of versatility as opposed to its competitors.
Moreover, we made possible the utilization of a mobile device, which is nowadays
a daily basis of human beings.

In addition to this, we have developed a new business idea application for
museums using a desktop computer and an Android device. This concept in-
cludes Java3D for graphic rendering and BlueCove to provide communication
between devices. This application increases considerably the user experience of
the traditional museum technical support. Moreover, it is a new business idea
that guarantees a considerable savings in terms of hardware since the device
itself is provided by the user and not by the museum that can be subject to
physical wear.

5 Future Work

We have planned to enhance the graphic aspects of the video game as well as
to add multiuser features to our mobile-mobile and mobile-desktop applications.
Currently, both applications allow only one connection at the same time. The
video game would aim to a multi-player system in which one of the devices
acts as a display screen, and more than one user connect to the display device
at the same time with their mobiles. Users’ mobiles would be the controllers
again and the game type could be a collaborative game as well as a multi-
player adventure. Moreover, adding the possibility for the user to modify the
controller interface in real-time would provide a new interface interaction concept
to the controller application. Equally, the addition of multiuser features for the
mobile-desktop application would make possible several users to interact with
the desktop application and the 3D models.

In terms of technology, we are planning to integrate the Qualcomm Aug-
mented Reality library. The idea is to provide and improve the game interaction
with a higher user experience derived from the overlapping of additional virtual



Interactive Techniques for Entertainment Applications Using Mobile Devices 345

information to the display of the game. This would make possible to use the
game in wide-open spaces, becoming the real wold the new virtual environment.

To end with, we are planning to invest in increasing our scope aiming to video
surveillance and applications for the automotive domain. Our efforts are focusing
in designing applications for these domains that could take the advantage of using
mobile devices and their sensors and the lower price of its components since these
are very competitive markets and business savings are very significant.

Acknowledgement. This work has been supported by the FP7 project
TOMSY: Topology Based Motion Synthesis for Dexterous Manipulation (Grant
Agreement number FP7-270436).
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University of Málaga, Campus de Teatinos, 29071 - Málaga, Spain

{ccottap,afdez,raul}@lcc.uma.es
2 elvetto@hotmail.com

Abstract. Car racing is a successful genre of videogames, as proved, for
example, by the racing simulator saga, Gran Turismo. In this genre of
games, players not only race but they are also involved in the process of
setting up the car, assuming the role of a technician/mechanic/engineer.
Generally, this configuration deals with a large set of parameters that
range from the amount of fuel loaded into the car to the tire pressure
and type. This article compares different proposals for optimizing this
process using evolutionary computation techniques to make several sug-
gestions for a simulated international competition for car racing setup
optimization.

1 Introduction

Artificial intelligence (AI) in games has become very important so much so that
there are even international conferences that only focus on this topic, or provide
tracks and special sessions devoted to this area. These conferences frequently
include competitions in order to compare and discuss different proposals of AI
applied to videogames.

The GECCO conference proposed simulating the days before a race, when me-
chanics and drivers work together on the car setup to discover which car setup is
the best for the circuit. The goal of this competition was to design an evolution-
ary algorithm to search for the best car setup in a racing car simulator thereby
replacing the team of mechanics and drivers, in the search for the best car setup
in a racing car simulator. This article describes different algorithms and analyzes
their performance within the framework of the aforementioned competition.

There is a related competition, the Simulated Car Racing Championship,
where each participant has to submit a controller to drive a car. This is a very
active competition with a lot of controllers submitted and a wide range of AI
techniques are used to develop them. [1] presents an autonomous racing car
controller with several context-dependent behavioral modules the parameters of
which have been optimized by evolutionary strategies. For example, [6] exhibits
a tuned-by-hand modular architecture combined with a simple fuzzy system,
while in [3,7] the authors use fuzzy systems in order to implement the controller.
Another example that uses an on-line neuroevolution system is presented in [2].

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 346–354, 2013.
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2 The Competition

The competition is linked to TORCS 1 (The Open Racing Car Simulator), which
is a multi-platform racing simulator, that can also be used as both a game in
itself and as a research platform because it includes artificial players and compar-
isons between them. The competition, called “Optimizing Car Setup”, is based
on 3 tracks or grand prizes. The participants have to provide evolutionary al-
gorithms to optimize the best car setup for each track. The contest is divided
into two consecutive phases: optimization and evaluation. During the optimiza-
tion phase, the evolutionary algorithm should optimize the car parameters for a
fixed amount of playing time (i.e. game tics): 10 million tics. Then, the best car
setup is used to compete for a certain number of tics (time units), the maximum
distance covered by a car using this configuration. Then, all the distances of the
participants are compared with each other and these participants are ranked
according to the distance reached; the player with the longest distance earns 10
points, while the second and third earn eight and six points, respectively. The
rest of the players from the fourth to the eighth position receive five to one point,
respectively.

A real-valued vector of 50 elements represents the parameters of a car setup.
The competition software provides an API to evaluate these parameters in a
race and returns useful information such as the best lap time, the maximum
speed, the distance raced and the damage the car has suffered during the race.
Through the API, it is possible to specify the amount of game tics to use in the
assessment of a car setup. The game tics spent for an evaluation will be sub-
tracted from the total amount of playing time available. The evaluation process
ends when it reaches 10 million games tics or it spends more than 2 hours of
computing time.

2.1 The Architecture

TORCS is available as a standalone application, in which the bots (non-human
players, in other words, the cars) are compiled as separate modules of the game
and then loaded into the main memory prior to the start of a race. The cars
available in TORCS have several parameters that should be optimized for each
circuit, such as the angle of the wings or the suspension’s parameters. These pa-
rameters make TORCS an ideal testing framework for optimization algorithms
based on evolutionary computation. However, this architecture has two prob-
lems: (a) there is no separation between the bots and the simulation engine so
that bots have full access to all the data structures that represent the track and
the car; this information might be used to create game cheating Artificial Intelli-
gence (AI), and (b) TORCS architecture restricts the choice of the programming
language used to develop the bots.

1 http://sourceforge.net/projects/torcs/

http://sourceforge.net/projects/torcs/
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The competition software modified TORCS to cope with these problems and
it extended the original architecture as follows:

1. TORCS is structured as a client-server application: the bots run as an ex-
ternal process and connect to the race server through an UDP connection.

2. It is possible to change the car parameters during the race; in the original
TORCS the parameters were loaded at the start of each race.

3. The competition software creates a physical separation between the opti-
mizer and the server of the race, building an abstraction layer, which re-
moves the restriction of which programming language is used for the bots.
Moreover, it only allows access to a set of parameters defined by the contest
designer, and it prevents the possibility of exploiting some specific domain
knowledge.

An optimization process involves a server and a client. At the beginning of the
process, the client identifies the server and establishes a connection between
them; then the latter sends some information to the former, namely the number
of parameters to be optimized and the number of available ticks. After this, the
simulation begins and the individuals sent by the client are evaluated.

For each evaluation, the client sends the server a request to evaluate a list of
values of the parameters to be optimized as well as the duration of the evaluation
expressed as a number of game tics. The evaluation (i.e. the race) is in itself a
black box and the designer does not have access to it; this aspect of the game
raises an interesting and hard challenge in the design of the game’s AI. As soon
as the evaluation is complete, the server returns the result to the client encoded
as four values: distraced (i.e., distance raced), topspeed (i.e., maximum speed
reached during the race), damage (i.e., damage to the car), and bestlap (i.e., best
lap time)

Once the simulation is over, the client must send the server the best solution
found. The final solution is the only result considered for the competition. During
the competition, the final solution produced by each competitor will be compared
with the others to assess the best optimization strategy and this will be scored
according to the rules shown in the previous section.

3 A Steady-State Algorithm

The first proposal is an evolutionary steady-state algorithm. Individuals are
selected in pairs from a population, using a binary tournament method of two
parents (i.e. the parent with the best fitness is selected), subsequently they are
combined into one individual and mutated (with a probability of 1.0). This new
individual is added to the new population and the whole process is repeated a
certain number of generations.

Each parameter was a real value and each of them was encoded as a 10-
bit binary value. There were 50 parameters to optimize so each individual of
the population was an array of 500 bits (50 * 10-bit real genes). With this
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representation, the implementation of the converter had a way to translate the
binary representation to a real-value vector.

On the other hand, we had to establish a fitness function to evaluate the
quality of each individual. As mentioned above, the server returns four values:
bestlap, distraced, topspeed and damage. At this point, we considered a single
fitness to optimize:

C1 ∗ distraced + C2 ∗ topspeed + C3 ∗ (1000− bestlap) + C4 ∗ damage (1)

Ci are real constants that provide weights to the four values to optimize in
Eq. (1). The value of this fitness corresponds to the mono-objective version of
our evolutionary algorithm.

4 Experimental Analysis

This section includes a description of the experiments conducted in order to
evaluate the performance of the mono-objective algorithm that was described
in the last section. An analysis of the performance of this proposal during the
contest held at the conference EVO-GAMES 2010 is also presented here.

For the experiments, we decided to set the following parameters: 10 runs
of the algorithm with a population of 50 individuals and 20 generations. The
number of tics for the simulation was set to 10000 and 5000 for the evaluation
of each individual in the population and the evaluation for each solution of the
optimization respectively.

For a competitive solution, first we had to find the appropriate values for the
constants Ci (for i ∈ [1, 4]) in the expression (1), and for that we considered vari-
ous combinations of values. The results of the fitness functions were tested on four
different circuits (i.e., Speedway, wheel1, Olethros, and E-track 4). Table 1 shows
the fitness function that were proposed for the study. As there are a lot of com-
binations to consider, we only present the data from some of these. The left hand
column shows the fitness function used to train our proposal and the right hand
column shows the total score after training in the four aforementioned circuits.

Prior to running the experiments, we had to find the appropriate values for
the constants Ci in the fitness definition (1). Table 1 shows the score obtained
from different combinations of these values.

The best performance of the mono-objective algorithm was achieved with the
combination of values (C1 = 0.6, C2 = 2.5, C3 = 0.15 and C4 = 0.05), so the
mono-objective algorithm’s fitness function was the following:

0.6 ∗ distraced + 2.5 ∗ topspeed + 0.15 ∗ (1000− bestlap) + 0.05 ∗ damage (2)

We submitted the mono-objective evolutionary algorithm to the EVO-* compe-
tition, which specified the following rules:

– The contest involved 3 tracks.
– Only 22 parameters out of 50 to optimize.
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Table 1. Score obtained by using different Ci values in the fitness function

Fitness Function (1) Total Points

0.6∗distraced+2.5∗topspeed+0.15∗(1000−bestlap)+0.05∗damage 29
0.6 ∗ distraced+ 3 ∗ topspeed− bestlap− 0.1 ∗ damage 19
0.7 ∗ distraced+ 1.5 ∗ topspeed− 0.1 ∗ bestlap− 0.05 ∗ damage 19
0.6 ∗ distraced+ 1.5 ∗ topspeed− 0.25 ∗ bestlap− 0.05 ∗ damage 17
0.25 ∗ distraced+ 0.25 ∗ topspeed− 0.25 ∗ bestlap− 0.25 ∗ damage 12
0.25 ∗ distraced+ topspeed− 0.25 ∗ bestlap− 0.25 ∗ damage 12
distraced+ 0.25 ∗ topspeed− 0.25 ∗ bestlap− 0.25 ∗ damage 8
distraced+ topspeed− 0.25 ∗ bestlap− 0.25 ∗ damage 8
0.6 ∗ distraced+ 0.25 ∗ topspeed− 0.15 ∗ bestlap− 0.05 ∗ damage 6
0.25 ∗ distraced+ 10 ∗ topspeed− 0.25 ∗ bestlap− damage 5
0.6∗distraced+2.5∗topspeed+0.15∗(1000−bestlap)−0.05∗damage 5
0.25 ∗ distraced+ 0.25 ∗ topspeed+ 0.25 ∗ bestlap+ 0.25 ∗ damage 0
0.25 ∗ distraced+ 0.25 ∗ topspeed− 0.25 ∗ bestlap+ 0.25 ∗ damage 0
0.25 ∗ distraced+ 0.25 ∗ topspeed+ 0.25 ∗ bestlap− 0.25 ∗ damage 0

– The simulation time was 1 million games tics.
– The optimization algorithm ran 10 times in each circuit.
– The best solution was scored according to the distance covered in 10000

game tics.

The results for each of the three tracks considered in the competition are pre-
sented in Table 2 (note that Fuentes/Cotta/Fdez/Cab is our mono-objective
algorithm).

Table 2. Distance Average and final classification in the 2010-competition: Dis-
tance(Points)

Competitor CG Track Poli-Track Dirt-3 Distance Points

Muñoz (MOEA) 9831.83 (10) 7654.01 (6) 6128.29 (8) 23614.13 24
Garćıa-Sáez (PSO) 8386.77 (6) 7979.86 (10) 5021.41 (5) 21388.04 21
Walz (PSO) 8408.25 (8) 7304.54 (5) 5336.88 (6) 21049.77 19
Fuent-Cotta-Fdez-Cab (GA) 7553.21 (4) 5931.47 (4) 6263.40 (10) 19748.08 18
Muñoz-Mart́ın-Sáez (EA) 8167.60 (5) 7718.36 (8) 4629.33 (4) 20515.29 17

Each track was won by a different competitor. Our driver won in Dirt-3 and
the difference between the second and the fourth classified, was really small
(only 3 points). The winner of the competition used a multi-objective algorithm
(MOEA) to optimize the four parameters considered in the competition (i.e.,
distraced, topspeed, bestlap and damage).

5 Multi-Objective Evolutionary Proposals

We also considered two multi-objective algorithms that are described next.
Initially we considered several possibilities and finally decided to create two
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multi-objective algorithms using SPEA2 [8], specifically the implementation of
this algorithm provided by the ECJ2 library.

In order to use a multi-objective algorithm, it is neccessary to add a new field
to the population that corresponds to Pareto file size. This file corresponds to a
part of the subpopulation and the size of the file cannot be larger than the size
of the population.

Another peculiarity of the SPEA2 implementation from the ECJ library is
that the fitness includes two elements: an array of floating point values repre-
senting the fitness values (0.0 is the worst and infinity is the best) and another
value representing the SPEA2 fitness that identifies the individual status. The
individuals are sorted by fitness value, so the best individual is the one with the
lowest value.

In addition to this algorithm, we also propose a modification of SPEA2 multi-
objective algorithm that is capable of finding a set of characteristics for the best
individual in the Pareto archive, using a feature selection algorithm.

The feature selection algorithm used for this study consists of a Principal
Component Analysis (PCA) [4,5]. To implement PCA, we used the method
included in Matlab3. This method, which has been applied to each candidate,
returns several variables among which a set of characteristics can be found.

The method to obtain the pattern vector is as follows. Candidate solutions are
executed ten times in four tracks/races and we consider a Pareto file with size 10.
Each individual for each circuit should have a file of 100 individuals resulting
from the simulation. Then, the Pareto front of non-dominated individuals is
computed.

Each of these individuals are then evaluated in all four tracks, obtaining their
distances raced. These distances are grouped into a matrix that is passed to the
Matlab function in order to calculate the principal components. These values
are involved in the process of selecting the best individual.

6 Experimental Analysis Including MOEAs

In this section, we have compared our results obtained in the aforementioned
experiments and those obtained by the participants of the competition held in
GECCO 2009.

For the multi-objective evolutionary algorithm, we consider a population of
50 individuals, 20 generations and 10000 game tics for the simulation and eval-
uation. Different candidates were run 3 times on the same tracks that were
previously used for single objective. Table 3 shows some of the fitness combina-
tions that were considered (first column) and the score obtained by SPEA2 to
optimize in this context.

The best combination for our multi-objective algorithm was minimizing Best-
lap and maximizing the fitness used by the mono-objective algorithm explained
above.

2 http://cs.gmu.edu/~eclab/projects/ecj/
3 http://www.mathworks.es/help/toolbox/stats/princomp.html

http://cs.gmu.edu/~eclab/projects/ecj/
http://www.mathworks.es/help/toolbox/stats/princomp.html
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Table 3. Results obtained using different fitness combinations

Fitness combinations Total

f [0] = min bestlap, f [1] = Single-objective fitness 36
f [0] = min bestlap 32
f [0] = min bestlap, f [1] = max distraced 27
f [0] = min bestlap, f [1] = min f [0]− damage 16
f [0] = min bestlap, f [1] = max topspeed 15
f [0] = distraced 13
f [0] = distraced, f [1] = topspeed, f [2] = min bestlap, f [3] = min damage 13

The experiments with a variation of the multi-objective algorithm (based on
PCA) had the following characteristics: two versions of the proposals were con-
sidered: one with a Pareto file size of 5 and another with a size of 10. Each
version, in turn, had two versions: one version with the fitness previously con-
sidered in SPEA2, and the second one considered by directly optimizing the four
main parameters of the competition (i.e., distraced, topspeed, bestlap, and dam-
age). The evaluation was performed with the same scenario as in the previous
experiments. Table 4 contains all the results.

Table 4. Score obtained using different parameters

Drivers Total

4 fitness and 5 not dominated 25
4 fitness and 10 not dominated 27
2 fitness and 5 not dominated 36
2 fitness and 10 not dominated 28

The best variation of the multi-objective algorithm is the result of combining a
Pareto file size 5 with the fitness: minimizing bestlap and maximizing the fitness
used by the mono-objective algorithm. Table 5 shows the overall score obtained
by the three proposals described above and the three drivers submitted to the
contest GECCO-2009. In this table, the best performance corresponds to our
SPEA2 multi- objective algorithm (without PCA).

Note that the winner in the evo-*2010 competition, as displayed in Section 4,
is a multi-objective algorithm (MOEA) similar to our best proposal, as shown
here. In fact, our two multi-objective proposals were much more competitive
than the single-objective proposal that was sent to the competition. So we are
led to think that either of these two proposals could have obtained better results.

6.1 Additional Comments

Three parameters were disabled in the experiments: fuel consumption, car dam-
age and the time limit per turn. The reader may wonder why and the answer is
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Table 5. Overall score of the proposals submitted to GECCO 2009

Driver Speedway ETRACK Olethros Wheel Total

Multi-objective 10 5 8 8 31
V&M&C 4 8 5 10 27

Jorge 8 4 10 4 26
Multi-objective PCA 3 10 6 6 25

Single-objective 5 6 4 5 20
Luigi 6 3 3 3 15

simple: the objective of this contest was to find the best solution for a car, but,
during the training, the car may suffer variations. One of these changes is the
damage done to the car. If a car collides with an object it is likely to deform
the chassis and all the data obtained from then may not be reliable because it
is conditioned by the crash. Fuel consumption leads to the same data reliability
problem. In each lap the car consumes fuel and in turn it weights less, becoming
easier and faster to drive.

7 Conclusions

In this article, we have considered different proposals based on evolutionary
computation to set up a car in a racing simulator. In order to achieve this, we
have used an international contest in which there were several parameters to be
optimized.

The nature of the competition and experimental analysis has shown that
multi-objective evolutionary algorithms are a good solution to the problem. Fo-
cusing on our proposals, the best proposal is based on the SPEA2, although
it is true that we can not underestimate the work done by the single-objective
algorithm. That defined the fitness function and this was used in our best multi-
objective algorithm as one of the objectives to be optimized.

The results obtained by a variant of our multi-objective algorithm with search
patterns was good (better than the results obtained by the single-objective algo-
rithm) and this makes us think that the calculation of the principal components
is a good technique to take into account for the future, although it requires
further in depth studies.

There are several lines open such as trying new fitness functions for our single-
objective algorithm or searching a classification algorithm to find better patterns
for the multi-objective.

Acknowledgements. This work is partially supported by Spanish MICINN
under project ANYSELF4 (TIN2011-28627-C04-01), and by Junta de Andalućıa
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4 http://anyself.wordpress.com/
5 http://dnemesis.lcc.uma.es/wordpress/
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Abstract. A numerical method for computational implementation of
gradient dynamical systems is presented. The method is based upon the
development of geometric integration numerical methods, which aim at
preserving the dynamical properties of the original ordinary differential
equation under discretization. In particular, the proposed method be-
longs to the class of discrete gradients methods, which substitute the
gradient of the continuous equation with a discrete gradient, leading to
a map that possesses the same Lyapunov function of the dynamical sys-
tem, thus preserving the qualitative properties regardless of the step size.
In this work, we apply a discrete gradient method to the implementa-
tion of Hopfield neural networks. Contrary to most geometric integra-
tion methods, the proposed algorithm can be rewritten in explicit form,
which considerably improves its performance and stability. Simulation
results show that the preservation of the Lyapunov function leads to an
improved performance, compared to the conventional discretization.

Keywords: Gradient Systems, Hopfield Neural Networks, Geometric
Integration.

1 Introduction

Algorithms that include some sort of gradient computation are pervasive in ma-
chine learning literature and, in fact, in all branches of mathematics and com-
puter science. A non-exhaustive list could include backpropagation [7], recurrent
neural networks [8,9] or parameter estimation [3,4]. The performance of such al-
gorithms is a direct consequence of their dynamical behaviour, i.e. the fact that
states follow a trajectory such that the gradient of some function, usually a target
function of some optimization problem, is forced to decrease. Many algorithms
have a natural description in continuous time, i.e. they are formally defined as

� This work has been partially supported by FEDER funds (through project no.
TIN2010-16556 from the Spanish Government and project no. P08-TIC-04026 from
the Junta de Andalućıa), and the Agencia Española de Cooperación Internacional
para el Desarrollo (project no. A2/038418/11).
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Ordinary Differential Equations (ODEs), so that they should be discretized in
order to be implemented as a practical algorithm on a digital computer, which is
intrinsically a discrete system. In general, numerical methods used to discretize
a continuous system will destroy the dynamical properties.

The recent approach of geometric numerical integration aims at designing
numerical methods for ODEs that preserve the qualitative properties of the
original ODE [13,6]. This approach has been rather fruitful in providing numeri-
cal methods for Hamiltonian systems, whereas few methods have been proposed
that preserve the Lyapunov function of gradient systems. To the best of our
knowledge, the main proposals in this regard comprise the discrete gradient
methods [12] and the projection methods [5]. On one hand, projection methods
are too involved and, although they are formally explicit, they require solving a
nonlinear equation at every step. Projection methods have the advantage that
arbitrary order can be achieved but, when preservation of the gradient struc-
ture is the main aim and accuracy is not crucial, discrete gradient methods are
more appealing. However, on the other hand, no practical implementations of
discrete gradient methods have been pursued. Therefore, in this contribution we
construct a discrete gradient method for the implementation of Hopfield neural
networks.

In Section 2 we briefly recall the definition of discrete gradient methods. Hop-
field neural networks are presented as an interesting case in point in Section 3.
The main contribution of this paper is the construction of a discrete gradient
method for continuous Hopfield networks, which is the subject of Section 4.
Some experimental results shown in Section 5 support the performance of the
proposed implementation. Finally, Section 6 gathers the conclusions and suggest
some directions for further research.

2 Numerical Methods Based on Discrete Gradients

In this section we recall, for the sake of completeness, the process of construction
of a numerical method that preserves the Lyapunov function of an ODE, by
means of a discrete gradient. Further details can be found in references [12].

First of all, consider an ODE
d y

d t
= f(y) with the usual assumptions about

existence and uniqueness of solutions, so that a trajectory y(t) is defined for
each initial value y0 = y(0). The trajectories y(t) are defined on the real n-
dimensional vectorial space Rn. The interesting case for our exposition is the
existence of—at least—one equilibrium yf , i.e. a point where f(yf ) = 0 holds.
We assume further that such equilibrium is asymptotically stable, which amounts
to both stability in the sense of Lyapunov and attractiveness; in other words,
all trajectories y(t) that start in a neighbourhood of yf remain in a—possibly
different—neighbourhood and tend to the equilibrium, i.e.: lim

t→∞ y(t) = yf . It

is well known from the converse Lyapunov function theorems [11] that if an
equilibrium is asymptotically stable, then a Lyapunov function exists. Then we
assume the explicit knowledge of a function V (y) that satisfies the conditions
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for being a Lyapunov function in a neighbourhood of the equilibrium yf . Recall
that a Lyapunov function, apart from usual smoothness assumptions, fulfils the

condition
d V

d t
≤ 0 and yf must be a—possibly local—minimum of V . Then, the

ODE
d y

d t
= f(y) can be written in the linear-gradient form:

d y

d t
= L(y)∇V (y) (1)

where L(y) is a symmetric and negative-semidefinite matrix function and ∇V (y)
is the gradient of the function V . Arguably the fact that the ODE is explicitly
written in the linear-gradient form could have been taking as the starting as-
sumption for the studied systems, however it is worth emphasizing that the
linear-gradient form given by Equation (1) is not unique [10].

An ODE that has been rewritten in the form of linear gradient, as in Equa-
tion (1), can be discretized by considering the following integration method:

yk+1 − yk
h

= L̃(yk, yk+1, h)∇V (yk, yk+1) (2)

where L̃ is an approximation of L such that L̃(yk, yk, 0) = L(y) and ∇V is a
discrete gradient, i.e. the following conditions are met:

∇V (yk, yk+1) · (yk+1 − yk) = V (yk+1)− V (yk)

∇V (y, y) = ∇V (y)

(3)

It can be proved that the numerical method given by Equation (2) has the
same Lyapunov function as the original ODE, regardless the step size h, thus
the approximate discretized trajectories will converge to the same equilibria,
provided that initial values are close enough.

Note that there is considerable freedom in the choice of both L̃ and ∇V and,
in general, the method given by Equation (2) is implicit. In this paper we propose
a suitable choice of these functions so that an explicit method for discretization
of Hopfield networks is obtained.

3 Continuous Hopfield Networks

Hopfield networks comprise a well known neural paradigm that was originally
defined as a discrete time recurrent system [8]. Then, a continuous version [9]
was proved to be useful for solving, among others, optimization problems. In the
Abe formulation [1], the continuous Hopfield network is defined by the following
system of ODEs:

d u

d t
= W y − b ; y = tanhu (4)
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where u and y are n-dimensional vectors,W is a zero-diagonal matrix of weights,
and b is a bias vector. Note that the computation of the vector y is componen-
twise, i.e. yi = tanhui for i = 1 . . . n is meant. From a biological point of view,
the vector u represents the post-synaptic potentials of the neurons whereas the
vector y represents the action potential, thus y can be considered an output and
u comprises the internal neuron states. However, mathematically the variables
y are fed back into the ODE so it is convenient to rewrite the model depending
only on this vector, which results from the chain rule:

d y

d t
=

d y

d u

d u

d t
= (1− tanh2 u) (W y − b) = (1− y2) (W y − b) (5)

Then, from the dynamical point of view, Hopfield networks are stable systems
because a Lyapunov function can be defined as a function of the states y:

V (y) = −1

2
y′W y + b′ y (6)

where the apostrophe ′ denotes matrix transpose. We emphasize that the con-
struction of a practical optimization algorithm from Hopfield networks stems
from the dynamical properties [2]: since a Lyapunov function is decreasing over
time, thus the evolution of the states of the network heads towards a stable
equilibrium, where the Lyapunov function presents a—possibly local—minimum.
Therefore, an optimization problem where the target function has the same struc-
ture of the Lyapunov function given by Equation (6) is solved by matching the
target and the Lyapunov function, so that the weights and biases are obtained.
Finally, the network is “constructed”, which usually means that some numerical
method is used to integrate Equation (4) until the states reach an equilibrium,
which provides the minimum. Therefore, using a numerical method that pre-
serves the dynamical properties of the continuous ODE under discretization is
a crucial step, since a solution is only obtained by an algorithm that mimics the
correct dynamical behaviour.

4 Discretization of Hopfield Networks

In this section, for the sake of comparison, we describe the conventional dis-
cretization that is usually adopted to implement Hopfield networks. Then, we
apply the results of Section 2 to define a discrete gradient method that numer-
ically integrates a Hopfield network while preserving the Lyapunov function,
regardless of the step size h.

The usual discretization of Hopfield networks results from replacing the deriva-

tive
d u

d t
by the linear approximation

uk+1 − uk

h
in Equation (4) for a chosen h

that should be small enough. Therefore, a two-step iteration that involves both
the internal potential u and the state y is obtained:

uk+1 = uk + h (W yk − b) ; yk+1 = tanhuk+1 (7)
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The linear approximation is well founded—indeed it is the basis for the well
known Euler rule—but it does not guarantee that the resulting numerical method
will preserve the dynamical properties of the ODE and, in particular, that it will
possess the same Lyapunov function as the continuous dynamical system.

We now present the main contribution of the paper: designing a discrete gradi-
ent method for the Hopfield network. First of all, recall that the Hopfield network
given by Equation (4) can be cast into the linear gradient form, by eliminating

the internal variable u, as shown in Equation (5). Then, the functions L̃ and ∇
are chosen with a suitable definition:(

L̃(y, z, h)
)
ii
= 1− yi zi

(
∇V (y, z)

)
i
=

V (z1 . . . zi, yi+1 . . . yn)− V (z1 . . . zi−1, yi . . . yn)

zi − yi

(8)

and L̃ is a diagonal matrix, i.e.
(
L̃(y, z, h)

)
ij
= 0 if i 	= j. It is straightforward

to prove that this choice is consistent with the definition of discrete gradient pre-
sented in Section 2. A crucial point of this definition is the fact that the implicit
numerical method given by Equation (2) can be rewritten as an explicit method
in the particular case of Hopfield networks. After straightforward algebra, the
proposed iteration results:

(yk+1)i =
(yk)i + h

(
W v(i) − b

)
i

1 + h (yk)i
(
W v(i) − b

)
i

(9)

where v(i) is a vector with mixed components:
(
v(i)
)
j
= (yk+1)j if j < i and(

v(i)
)
j
= (yk)j if j ≥ i. Note that Equation 9 is an explicit map because the

matrix W has zeros on the diagonal.

5 Experimental Results

In this section we present a summary of our simulation results, which show
the superior performance of the discrete gradient numerical method, designed
to preserve the Lyapunov function of an ODE. The continuous Hopfield net-
work, as described in Section 3, is used as a case in point since, as mentioned
above, its optimization ability is a result of its dynamical properties. In par-
ticular, the definition of a Lyapunov function, which is matched to the target
function of the optimization problem, proves that the trajectories of the states
of Hopfield networks converge to stable equilibria. We measure the performance
of a discretization algorithm considering two features of the convergence to the
minimum: convergence speed and avoidance of local minima.

A Hopfield network has been implemented both with the numerical method
based upon discrete gradients and the conventional discretization, as presented
in Section 4. The same value of the step size h was assigned for both methods.
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Fig. 1. Decrease in target function along trajectories for the conventional Hopfield
implementation and the numerical method based upon discrete gradient

Fig. 2. Relative outperformance (percentage) of the method of discrete gradient re-
garding target function decreasing
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Fig. 3. Decrease in target function along trajectories, considering another initial point:
each method converges to a different stable point

Fig. 4. Relative outperformance (percentage) of the method of discrete gradient re-
garding target function decreasing for the same initial point as in Figure 3
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A battery of experiments has been performed, by assigning different values to
all design parameters of the neural network: dimension—number of neurons—
of the network, weight matrix and initial point of the trajectory. The results
show a consistent outperformance of the discrete gradient method, both from
the point of view of convergence speed and avoidance of local minima. There is
certainly a random component, due to the choice of initial point, but in most of
the experiments the discrete gradient method converges considerably faster. In
a significant number of instances, the discrete gradient method attains a stable
equilibrium that corresponds to a lower value of the target function, whereas
the conventional Hopfield implementation is stuck at a local minimum. The dis-
crete gradient method, as all algorithms based upon local approximations, is not
immune to local minima, but the occasions in which the solution provided by
the conventional network is better are exceptional and statistically not signifi-
cant. Only a portion of these experiments, which is considered to illustrate the
conclusions, is here shown for brevity.

In Figure 1, the implementation of an instance of a Hopfield network of di-
mension n = 30 is depicted, showing the discretization with the discrete gradient
method and the conventional Hopfield network. Since the trajectories of the 30
components of the state are not particularly informative, only the values of the
target function at each state are presented. The graphs show that both algo-
rithms converge to the same equilibrium, thus the attained value of the target
function is the same. However, the discrete gradient method converges signifi-
cantly faster since, for instance, reaching the value V = −600 requires a 20 per-
cent less in the number of computed iterations, approximately. In Figure 2, the
values of the target functions along the simulated trajectories with both meth-
ods are shown as the percentage that the discrete gradient method is lower than
the value achieved by the conventional method. At some stages of the network
evolution, the discrete gradient algorithm provides a value of the target function
that is almost 80 percent lower than that of the conventional Hopfield method,
using the absolute value of the minimum of both values as a base. Note that
faster convergence of a method is a significant finding, since it could mean that
a quasi-optimal solution is obtained with reasonable computational cost, where
is the computing time of a slower algorithm may be unaffordable.

Similar results are shown in Figures 3 and 4, but now the difference between
both methods is qualitative, since a different stable equilibrium is attained, i.e.
the solutions obtained by the two methods are different. In Figure 3, again
faster decrease of the target function achieved by discrete gradient method is
observable and, besides, a significantly lower value is finally attained. This fact
confirms that the conventional method has stuck at a local minimum. In Figure 4,
the relative improvement in the obtained value of the target function is obtained.
Not only the discrete gradient outperforms the conventional method during the
network evolution, but also the solution finally obtained is a 40p̃ercent better,
approximately.
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An exhaustive set of experiments supports that the discrete gradient method
outperforms the conventional Hopfield implementation as a rule.

6 Conclusions and Future Directions

We have presented the construction of a numerical method for implementation of
continuous Hopfield networks. The method is based upon discrete gradients, thus
it guarantees the preservation of the Lyapunov function, which is the key to the
optimization ability of Hopfield networks. The suitable choice of the functions
that define the method leads to an explicit method, which is a considerable
advantage concerning both stability and computational cost. Simulation results
show that the proposed method provides superior performance compared to the
conventional implementation of Hopfield networks.

We suggest that this novel method paves the way for far-reaching advances
in the construction of algorithms, beyond the particular case presented. More
attention should be paid to the preservation of dynamical properties under dis-
cretization and the application of techniques from the geometric integration ap-
proach should be widespread. Therefore we are currently engaged in two main
directions for expanding the presented results. On the one hand, we are generaliz-
ing the discrete gradient method to a wide range of systems, more complex than
Hopfield networks. On the other hand, we aim at a deeper theoretical founda-
tion for discrete gradients, in particular developing more accurate, higher-order
methods, while preserving the qualitative properties of the dynamical system.
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Abstract. The paper proposes a neurocomputing approach for numerical solv-
ing of a hyperbolic partial differential equation (PDE) arising from a system of
conservation laws. The main idea is to combine the method of lines (transforming
the mixed initial boundary value problem for PDE into a high dimensional system
of ordinary differential equations (ODEs)) with a cellular neural network (CNN)
optimal structure which exploits the inherent parallelism of the new problem in
order to reduce the computational effort and storage. The method ensure from the
beginning the convergence of the approximation and preserve the stability of the
initial problem.

Keywords: CNN, method of lines, hyperbolic PDE, ODE, conservation laws,
neurocomputing, neuromathematics, Courant-Isaacson-Rees rule.

1 Introduction

Citing [1], neuromathematics – as a branch of computational mathematics – aims to
develop new methods and algorithms for solving both non-formalized (or weakly for-
malized) and formalized problems by using neural networks’ paradigm. In the case of
formalized problems (but not only) there is no need for a learning process based on ex-
perimental data in order to obtain the weights of the interconnections. In this case, the
neural networks’ structure is based mainly on the “natural parallelism” of the problem
itself.

In our opinion, the neuromathematics field is still at its beginning, i.e. there are
many aspects which require formalization. A short list of the mathematical problems or
tasks arising from natural sciences and engineering applications, which are suitable for
solving within the neuromathematics context, comprises [1]:

– high dimensional systems of linear or nonlinear algebraic equations and inequalities
– see the list of the problems in [2] or the work [3] to give only a few examples;

– optimization and systems identification problems – there are many approaches and
a large area of applications; see e.g. [4–6];

– function approximation and extrapolation;
– (systems of) ordinary differential equations – see e.g. [7, 8];
– partial differential equations – see e.g. [9–12].

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 365–374, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Since our present work is related to the problem of numerical solving of ODEs and
PDEs by using neural networks, we restrict our attention only on this formalized-type
problem. From this point of view, there are proposed several different approaches and
methods. [9] discussed the computing problem of the transient response of some me-
chanical vibrating systems. The authors used the finite element method for reducing the
PDEs to a system of ODEs which are then mapped onto a CNN structure. The proce-
dure proposed in [10], and its extension [11], solves ODEs and elliptic PDEs problems
by using the collocation method for spatial discretization and two different static neural
networks: a multilayer perceptron for solving a minimization problem and a radial basis
function network for the construction of some trial solution that satisfies the boundary
conditions (BCs). Almost the same idea regarding the inclusion of the BCs in the form
of the trial solution is used in [12] for solving the Stokes problem. Other approaches for
solving ODEs problems are that of [8] and the references therein.

The present paper is concerned with a neurocomputing approach for numerical solving
of an engineering application – a system of conservation laws, the case of the overhead
crane. In our case, the problem under consideration is different from those evaluated
within the above mentioned approaches: 1) the mathematical model is described by a
hyperbolic partial differential equation in one space variable, with space-varying param-
eters and derivative boundary conditions, 2) the analytical solution is unknown.

The approach we proposed combines the method of lines, used for converting the
specific hyperbolic PDE problem to a high-dimensional system of ODEs, with a CNN
structure which exploits the local interconnections among the variables of ODEs’
system. CNNs are special cases of M-lattice systems. Both CNNs [13] and M-lattice
systems [14] had as initial applications those of image processing and pattern recogni-
tion. M-lattice systems are inspired by the reaction-diffusion paradigm used by Turing
in order to describe the chemical mechanism for morphogenesis (biological pattern
formation). As dynamical neural networks having a special structure based on local
interconnections, CNNs become desirable for solving ODEs’ and PDEs’ problems.

The rest of the paper is organized as follows. Section 2 introduces the problem state-
ment and the mathematical model of the system – a non-standard model for the over-
head (gantry) crane where two basic simplifying assumptions are overruled: negligible
distributed mass of the rope and negligible acceleration of the load mass with respect
to the gravity acceleration [15]. Then, there are presented the main steps of the proce-
dure for deducing the approximate system of ODEs via the method of lines. In Section
3 we propose a solution for mapping the systems of ODEs onto a CNN structure and
compute the approximate numerical solution. The paper ends with some conclusions.

2 The Mathematical Model and the Method of Lines

2.1 The Problem Statement

One considers the control model of the overhead crane incorporating the elasticity ef-
fects due to the mass distribution along the length of the crane’s rod. The control u in
the BCs was calculated in [15] via the control Lyapunov functions and replaced such
that the closed loop dynamics is described by the following hyperbolic PDE, written in

the standard notations of the PDE field (ytt =
∂ 2y
∂ t2 , yσ = ∂y

∂σ , (a(σ))σ = ∂
∂σ a(σ))
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ρL
m
· L

g
ytt −

((
1+

ρL
m
σ
)

yσ

)
σ
= 0 , t > 0 , 0≤ σ ≤ 1, (1)

with the limit conditions

L
g
· ytt(0, t) = yσ (0, t) , y(1, t) = Xp

L
g
· Ẍp =−(XP−XP)− f (ẊP)−

(
1+

ρL
m

)
yσ (1, t).

(2)

The nonlinearity f (·) verifies the sector condition

0≤ f (λ )
λ
≤ f̄ , f (0) = 0, (3)

and the notations of variables and parameters are as follows [15]

σ - the rated (to the cable length L) arc length along the flexible non-stretching cable,
σ = s/L with s defined in Fig. 1;

y - the horizontal displacement at time t of the cable point whose curvilinear abscissa
is σ ;

yσ - the angular inclination of the cable at σ with respect to the vertical;
Xp - the platform abscissa;
X p - the platform constant reference;
ρ - the mass per unit length of the cable;
m - the load mass.

The equations (1) – (2) represent a mixed initial boundary value problem for a hyper-
bolic PDE. The purpose of this work is to obtain a numerical solution for this prob-
lem such that to be ensured the convergence of the approximation and the stability
preservation of the initial problem.

u

m

y(s,t)

0

s

L

M

XP

Fig. 1. The overhead crane with flexible cable [15]
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The complexity of the problem under consideration is well described in [17]: “The
numerical solution of conservation laws is a highly complicated and problem-dependent
process.” “In the method of lines, the space and time discretizations of a partial differ-
ential equation are decoupled and analyzed independently. First a method is selected
to discretize the differential equation in space and incorporate the boundary conditions.
The spectrum of this discrete operator is then used as a guide to choose an appropriate
method to integrate the equations through time.”

The procedure we propose in order to cope with our problem has two main parts:

1. converting the PDE problem to a high-dimensional system of ODEs via the method
of lines,

2. numerical solving of the system of ODEs by using the neural network logical basis.

2.2 Obtaining the Approximate System of ODEs via the Method of Lines

In the sequel we shall present the first part of the procedure. We shall use the approach
of [18] – Part II in order to deduce the approximate system of ODEs.
S1. Consider the system (1) – (2). One introduces the new distributed variables

v(σ , t) = yt(σ , t) , w(σ , t) = yσ (σ , t), (4)

and write the system in the Friedrichs form

ρL
m
· L

g
vt −

((
1+

ρL
m
σ
)

w

)
σ
= 0

wt − vσ = 0 , t > 0 , 0≤ σ ≤ 1

L
g

vt(0, t) = w(0, t) , Ẋp = v(1, t),

L
g
· Ẍp =−(XP−XP)− f (ẊP)−

(
1+

ρL
m

)
w(1, t).

(5)

Let us remark that the control, obtained via the control Lyapunov functions, is such that
the closed loop dynamics of the system has a global asymptotic stable equilibrium at
v(σ) = v = 0, w(σ) = w = 0, XP [15].

S2. Denoting

λ 2(σ) =
g
L
· m
ρL

(
1+

ρL
m
σ
)
> 0 , 0≤ σ ≤ 1, (6)

one introduces the Riemann invariants u1(σ , t) and u2(σ , t) by

v(σ , t) =
1√
λ (σ)

(−u1(σ , t)+ u2(σ , t))

w(σ , t) =
1

λ (σ)
√
λ (σ)

(u1(σ , t)+ u2(σ , t)),
(7)
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S3. One writes the transformed system

∂u1

∂ t
+λ (σ) · ∂u1

∂σ
+

1
4λ (σ)

· g
L

u2(σ , t) = 0

∂u2

∂ t
−λ (σ) · ∂u2

∂σ
− 1

4λ (σ)
· g

L
u1(σ , t) = 0,

(8)

with the boundary conditions

L
g

(
− d

dt
u1(0, t)+

d
dt

u2(0, t)

)
=

1
λ (0)

(u1(0, t)+ u2(0, t))

ẊP =
1

λ (1)
(−u1(1, t)+ u2(1, t))

L
g
· Ẍp =−(XP−XP)− f (ẊP)−

(
1+

ρL
m

)
1

λ (1)
√
λ (1)

(u1(1, t)+ u2(1, t))

(9)

and identifies the forward wave u1(σ , t) and the backward wave u2(σ , t).

S4. The discretization of the system, with respect to the spatial variable – σ , is made
by taken into consideration the forward and the backward waves. By applying the Euler
approximation using the Courant-Isaacson-Rees rule for (8) – (9) we shall obtain a good
coupling with the boundary conditions and also, the convergence of the approximation
– according to [18]. In the sequel, we consider the discretization step h = 1/N of the
interval [0,1] and the following notations: ξi(t)≈ u1(ih) for i = 0,N and η j(t)≈ u2( jh)
for j = 0,N− 1. After some tedious but straightforward manipulations, we obtain the
following systems of ordinary differential equations:

– for the forward wave u1(σ , t)

ξ̇0(t) =
−3
4
· 1
λ (0)

· g
L
·ξ0−

(
Nλ (0)+

g
L
· 1
λ (0)

)
η0 +Nλ (0)η1

ξ̇i(t) = Nλ (ih)ξi−1−Nλ (ih)ξi−
g
L
· 1

4λ (ih)
ηi , i = 1,N− 1

ξ̇N(t) = Nλ (1)ξN−1−
(

Nλ (1)+
g
L
· 1

4λ (1)

)
ξN−

g
L
· 1

4λ (1)
VP

(10)

– for the backward wave u2(σ , t)

η̇ j(t) =−Nλ ( jh)η j +Nλ ( jh)ηi+1 +
g
L
· 1

4λ ( jh)
ξ j , j = 0,N− 2

η̇N−1(t) =−Nλ ((N− 1)h)ηN−1 +
1

4λ ((N− 1)h)
ξN−1

+Nλ ((N− 1)h)ξN +N
√
λ (1)λ ((N− 1)h)VP

(11)
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– the remaining equations

ẊP(t) =VP

V̇P(t) =−2
g
L

(
1+

ρL
m

)
1

λ (1)
√
λ (1)

ξN −
g
L

XP

− g
L

(
1+

ρL
m

)
1

λ (1)
VP +

g
L

XP−
g
L

f (VP).

(12)

The second part of our procedure is concerned with the numerical solving of the ODEs’
systems (10) – (12) by using the neural network logical basis.

3 Numerical Approximation by Using CNNs

As already mentioned in Introduction, CNNs or “cell-like neural networks” [1] have
some peculiarities of the structure which make them adequate for solving problems hav-
ing some inherent parallelism and regularities as in the case of the tasks emerging at the
solution of PDEs. Based on only local interconnections, one of the key idea of CNNs is
that of representing the interactions among the cells by cloning templates – being them
translation-invariant or regularly varying templates. To cite [13], “the cloning template
is the elementary program of the CNN (an instruction or subroutine) and it can be spec-
ified by giving prescribed values, and/or characteristics to the template elements”. Here
the authors referred to the case of programmability in VLSI implementation, but the
structure of a CNN can be software implemented as well. The dynamics of a cell can
be described by

ẋi j(t) =−xi j + ∑
kl∈Nr(i j)

Ai j,klykl + ∑
kl∈Nr(i j)

Bi j,klukl + Ii j

yi j = f (xi j)
(13)

where the notations are as follows: xi j – the state variable of the cell i j, y – the output
variable, u – the input (control) variable, Nr(i j) – the r–neighbourhood of the cell i j,
Ai j,kl – the feedback cloning template, Bi j,kl – the control cloning template, Ii j – the bias
or an external input. The nonlinearity f (·) is the unit bipolar ramp function, but in some
cases one can consider only the linear part, i.e. f (xi j) = xi j.

In order to map the systems of ODEs (10) – (11) onto a regularly varying CNN struc-
ture, we have first to rearrange them for revealing the so-called “cloning template”. The
solution is to assemble the systems’ equations by interpolating them in the following
manner

xT = [η0 ξ0 η1 ξ1 . . . ηN−1 ξN−1 ξN ] (14)

and obtaining a (2N + 1) – dimensional system of ODEs. If we consider, as it is previ-
ously suggested, f (xi j) = xi j, we obtain two inner feedback cloning templates having
r = 1 and the general form

A1 = [−g(i) h(i) g(i)] , i = 0,N− 2

A2 = [g(i) − h(i) − g(i)] , i = 1,N− 1
(15)
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where g(·) and h(·) depend on the spatial one-dimensional grid points i and read as

g(i) = Nλ (ih) , h(i) =
g

4Lλ (ih)
(16)

The inner grid points of the (2N + 1) – dimensional system of ODEs have zero control
templates. For them, the dynamics is described by the following equations

ẋ2k+1 =
(
−g(i) h(i) g(i)

)⎛⎝ x2k+1
x2k+2

x2k+3

⎞⎠ , i = 0,N− 2 , k = 0,N− 2

ẋ2k =
(

g(i) −h(i) −g(i)
)⎛⎝ x2k−2

x2k−1

x2k

⎞⎠ , i = 1,N− 1 , k = 2,N

(17)

The cells x2N−1 and x2N+1 of the CNN have as external input controls the speed of
the platform Vp, which represents the output of the second dynamical neural network
modelling the equations (12). All the cells xi, i = 1,2N + 1 of the CNN have as biases
their initial conditions xi0, which means that within the equations (17) one considers
additionally this term.

Let us emphasize the advantages of this rearrangement on the CNNs’ structure and
the computational effort:

– It is obtained a CNN having a 5-diagonal matrix of interconnections.
– The two inner templates A1 and A2 are such that A1 =−A2, reducing once more the

computational effort.
– The elements on the main diagonal of the interconnection matrix are those having

as values the terms −g(i) in both templates.
– There are only four elements within the boundary templates which do not obey the

rule of the inner templates and thus have to be separately calculated.
– The other elements of the boundary templates are zero and can be eliminated to-

gether with the non-diagonals zeros of the matrix by generating a so-called “sparse
matrix”. The sparse matrices specify the positions of the zero elements within a ma-
trix allowing storage optimization and significantly reducing the number of func-
tion evaluations [19] – integration, in our case.

Regarding the system (12) it will be mapped onto a normal dynamical neural
network (NN2) which will interact with the first one, the CNN. The input signals (or
biases) for the entire structure are the initial conditions and the position reference of the
platform, XP.

For the numerical evaluation we borrow from the literature [16] the following data for
the parameters of the overhead crane: L = 8m, ρ = 3Kg/m, M = 1000Kg, m = 1500kg.
For the platform we have taken the following values: the reference position XP = 3m,
initial speed VP0 = 0.2m/s, initial position XP0 = 0.3m. The initial conditions for xi (ξi

and ηi), i = 1,2N + 1 are random numbers within the interval [0,1] with BCs satisfied.
The simulations are made by using the Matlab software package.

The numerical solutions for the forward and backward waves are presented in
Fig. 2 – Fig. 4. In Fig. 2 it is plotted the time evolution of the two waves while,
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Fig. 2. Time evolution of the forward and backward waves
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Fig. 4. 3-D plot for the backward wave, u2

Fig. 3 – Fig. 4 are 3-D representation of the solutions. The spatial axis represents the in-
terval [0,1], on which σ varies. It can be seen that the solutions asymptotically converge
to the stationary states and this is in accordance with the fact that the partial differential
equation (1) corresponds to the already stabilized system, as mentioned in Section 2. In
our case, N = 10 is sufficiently large for the convergence of the algorithm.

4 Conclusions

The paper proposes a neurocomputing approach for numerical solving of a hyperbolic
PDE arising from a system of conservation laws. We took into consideration the model
of the overhead crane dynamics which became some kind of benchmark problem for
control theory and practice. From this point of view, the numerical solution we have
obtained is in accordance with the results of the qualitative analysis made in [15], and
this fact recommends the method.

Our approach combines analytical manipulations with numerical computation. It is
based mainly on the method of lines for transforming the mixed initial boundary value
problem for a hyperbolic PDE into a problem of high dimensional system of ODEs
which, due to the inherent parallelism and local regularity, could be mapped onto a CNN
structure – after some rearrangements which provide the optimal structure in order to
reduce the computational effort and storage.

As already said, our method ensure from the beginning the convergence of the ap-
proximation (according to [18]) and, preserve the stability of the initial problem.
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Abstract. The structures of the Artificial Intelligence (AI) are sometimes “cre-
ated” in order to solve specific problems of science and engineering. They may
be viewed as dedicated signal processors, with dedicated, in particular repetitive,
structure. In this paper such structures of Neural Networks (NN)-like devices are
considered, having as starting point the problems in Mathematical Physics. Both
the ways followed by such inferences and their outcomes may be quite diverse -
one of the paper’s aims is to illustrate this assertion. Next, ensuring global stabil-
ity and convergence properties in the presence of several equilibria is a common
feature of the field. The general discussion on the “emergence” of AI devices
with NN structure is followed by the presentation of the elements of the global
behavior for systems with several equilibria. The approach is illustrated on the
case of the M-lattice; in tackling this application there is pointed out the role of
the high gain to ensure both gradient like behavior combined with binary outputs
which are required e.g. in image processing.

1 Introduction: Some Interacting Sources for Neural Networks
Emergence

A. We want to start from an interesting state of the art due to Grossberg [12], more or
less “synchronized” with the start of IWANN conference series. It is said there that in
order to “better understanding how we (humans) manage to cope so well in a changing
world... new intuitive concepts and mathematical models were needed whereby to ana-
lyze these data and link behavior to brain. New mathematical methods were sought to
analyze how very large numbers of neural components interact over multiple spatial and
temporal scales via nonlinear feedback interactions in real time. These methods needed
to show how neural interactions may give rise to behaviors in the form of emergent
properties”. And to continue with the state of the art: “Many experimentalists were su-
perb at doing one type of psychological or neurobiological data, but rarely read broadly
about other types of data. Few read across experimental disciplines, even fewer knew
any mathematics or models. The people who were starting to develop Artificial Intel-
ligence (AI) favored symbolic mathematical methods. They typically disparaged the
nonlinear differential equations that are needed to describe adaptive behavior in real
time (our emphasizing)”.

To end this quite large quotation, the problem was and it still is “understanding how
neural models function autonomously in a stable fashion despite unexpected changes in

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 375–385, 2013.
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their environments. The contents of these models consists of a small set of equations that
describe processes such as activation of Short Term Memory (STM) traces, associative
learning by adaptive weights or Long Time Memory (LTM) traces... etc” [12].

On the other hand, one of the sources of the AI emergence had been problem
solving - a more algorithmic and easier subject to a formal approach. If we consider
a quite known textbook of Artificial Neural Networks (ANN) [9], it is started from the
beginning that ANN are “computational networks which attempt to simulate, in a gross
manner, the networks of nerve cells (neurons). This simulation is a gross cell-by-cell
simulation... It thus differs from conventional (digital or analog) computing machines
that serve to replace, enhance or speed-up human brain computation without regard to
organization of the computing elements and of their networking... The neural network
is in fact a novel computer architecture... relative to conventional computers. It allows
very simple computational operations (additions, multiplication and fundamental logic
elements) to solve mathematically ill-defined problems... The ANN will be (a) compu-
tationally and algorithmically very simple and (b) it will be a self organizing feature to
allow it to hold for a wide range of problems” [9]. The following remarks of [9] are also
worth mentioning: “Biological systems, in order to be as efficient and as versatile as
they certainly are despite their inherent slowness (their basic computational step takes
about a millisecond versus less than a nanosecond in today’s electronic computers), can
only do so by converging to the simplest algorithmic architecture that is possible (our
emphasizing)... at the present state of NN their range of adaptability is limitated. How-
ever, their design is guided to achieve this simplicity and self organization by its gross
simulation of the biological network that is (must be) guided by the same principles”.

We deduce from all these considerations two theses that will structure the present
survey: i) to infer networked repetitive structures (similar, possibly to ANN) that may
be problem oriented or of general purpose (wishful thinking!) and ii) to demonstrate
specific global convergence to some steady states accounting for the above mentioned
algorithmic architectures.

B. If the aforementioned similarity of the biological and artificial NN is generating
similar structures with other networked structures, the convergence properties - as qual-
itative ones - deserve some special attention. The best known property is asymptotic
stability of equilibria: it is global for linear systems and for nonlinear ones exhibiting
almost linear behavior. In the case of the NN (in fact in the case of AI devices) however,
the case of a single globally exponentially stable equilibrium does not apply except,
possibly, the solvers of the optimization problems. Most of the cases (e.g. classifiers,
associative memories, Cellular NN - CNN) require existence of several equilibria with
attractor behavior.

Dynamical systems with several equilibria are known to applied scientists. Their
qualitative behavior is described by such concepts as dichotomy, global asymptotics
and gradient behavior; especially the last concept is mostly required. Their use turned
to be useful and fruitful in synchronization problems: electrical machines [13], phase
synchronization [8, 19, 20] and other [13, 25]; for NN good surveys of these notions
are [3, 4].

An interesting fact is that the second method of Liapunov is applicable to the multi-
equilibria case. The importance of this cannot be underestimated for a system of n
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ordinary differential equations - where n ∈ N may be large. The underlying idea goes
back to Poincaré. Since the properties of the solutions of a system of differential equa-
tions are obtained by system solving, and this may be quite difficult, we are sent to the
“qualitative theory” whose initial meaning was “to obtain properties of the solutions
without calculating them”. A solution is defined by n functions and, instead of this the
information is grasped from the properties of a single function - suitably chosen.

In the case of time delay systems such a Liapunov like theory is only in statu
nascendi [6]; the structure of the NN contain sometimes time delays hence such a the-
ory is necessary; it is replaced however by the earlier, by now classical approach of
[10, 11].

Taking into account the aforementioned considerations, the aim of this paper is some-
how twofold: to display an improved overview of the Liapunov approach to systems
with several equilibria and to examine some general structures of NN in the light of this
theory. Consequently the paper is organized as follows. The next section is concerned
with systems with several equilibria and the Liapunov-like theory with its various ex-
tensions, including those of V. M. Popov [22–24] which still await application. A third
section considers the general structure attached to the M-lattice [27, 28], its connection
with other structures and its qualitative properties. A fourth section considers the high
gain M-lattice; the paper ends with a section of conclusions.

2 Systems with Several Equilibria and Liapunov Theory

A. We start with some definitions reproduced from [19, 25], the mathematical frame-
work being the system of Ordinary Differential Equations (ODE)

ẋ = f (x, t) , dimx = dim f = n (1)

with f : Rn×R �→Rn continuous in both arguments and locally Lipschitz in the first of
them. We may state

Definition 1. a) Any constant solution of (1) is called equilibrium. The set of equilib-
ria E is called stationary set.

b) A solution of (1) is called convergent if it approaches asymptotically some equilib-
rium:

limt→∞x(t) = c ∈ E

c) A solution is called quasi-convergent if it approaches asymptotically the stationary
set:

limt→∞d(x(t),E ) = 0

Definition 2. System (1) is called monostable if every bounded solution is convergent;
it is called quasi-monostable if every bounded solution is quasi-convergent.

Definition 3. System (1) is called gradient-like if every solution is convergent; it is
called quasi-gradient-like if every solution is quasi-convergent.
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It is useful to comment these definitions because there exist also other terms for the
same notions. The first definition still concerns a single solution property; the conver-
gence notion is due to M. Hirsch [14–16]. Monostability has been introduced by R.
E. Kalman [17]. in [22] the same notion is called mutability. Another term for quasi-
monostability is dichotomy [8] since for monostable (quasi-monostable) systems there
exists some kind of dichotomic behavior: their solutions are either unbounded or tend
to an equilibrium (or to the stationary set) but in any case self sustained oscillations are
excluded. Worth mentioning that absence of self sustained oscillations is vital for AI
structures, in particular for NN. The quasi-gradient like property is also called global
asymptotics [8]. As mentioned, convergence is associated with solutions and monos-
tability and gradient like property with systems. There exist also properties associated
with the stationary set.

Definition 4. The stationary set E is uniformly stable if for any ε > 0 there exists δ (ε)
such that for any t0 if d(x(t0),E )< δ then d(x(t),E )< ε for all t ≥ t0.

The stationary set E is uniformly globally stable if it is uniformly Liapunov stable
and the system is quasi-gradient-like (has global asymptotics).

The stationary set is pointwise globally stable if it is uniformly Liapunov stable and
the system is gradient-like.

I order to establish fulfilment of these properties, the following Liapunov like results
are available [8, 19]

Lemma 1. Consider the nonlinear system

ẋ = f (x) , dimx = dim f = n (2)

and assume existence of a continuous function V : Rn �→ R that is nonincreasing along
any solution of (2). If, additionally, a bounded on R+ solution x(t) for which there
exists some τ > 0 such that V (x(τ)) = V (x(0)) is an equilibrium then the system is
quasi-monostable.

Lemma 2. If the assumptions of Lemma 1 hold and, additionally,V (x)→∞ for |x|→∞
then system (2) is quasi-gradient-like.

Lemma 3. If the assumptions of Lemma 2 hold and the set E is discrete (i.e. it consists
of isolated equilibria only) then system (2) is gradient-like.

The following remarks from [19] turn to be very useful. Namely, the set E being discrete
means that every equilibrium of (2) is isolated. If f ∈ C 1 and its Jacobian matrix Jf (p)
is nonsingular, then the equilibrium p is isolated.

B. As mentioned, systems with time delays are also present in the field of AI, in par-
ticular of the NN - see the aforementioned [10, 11]. The Liapunov like results for such
systems are included in the following lemma [6], relying on the Barbashin Krasovskii
La Salle invariance principle for infinite dimensional systems [26]

Lemma 4. Assume that for system

ẋ(t) = f (xt ) (3)
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(with the usual notation xt(·) = x(t + ·)) there exists a Liapunov functional V (in the
above sense) which, additionally, has the following property: any bounded solution of
(3) such that V (xt) ≡ const is an equilibrium. Then the system is dichotomic. If addi-
tionally V is globally defined and radially unbounded then the system is gradient like.

The main difficulty in applying this lemma is, as usually, to find a Liapunov (Krasovskii)
functional with the required properties. The standard papers concerning NN-like struc-
tures with time lags always tackle systems with a single globally stable equilibrium
state whose usefulness sends to e.g. optimization problems.

When the nonlinear functions are e.g. sigmoids if not more general functions re-
stricted to a sector, the counterpart method - the frequency domain inequalities that are
due to V. M. Popov - may be applied to systems written in the form of integral equations
with several equilibria [18, 19, 21]. We reproduce here the result of [18]

Lemma 5. Consider the Volterra integro-differential equation

σ̇(t) = α(t)−ρφ(σ(t− τ))−
∫ t

0
γ(t−θ )φ(σ(θ ))dθ (4)

with ρ , τ > 0 being constants, α ∈ L 1(0,∞), α(t)→ 0 for t → ∞, |γ(t)| ≤ γ0e−λ t ,
λ > 0. Let φ ∈ C 1 be such that

−μ1 ≤ φ ′(σ)≤ μ2 , μi > 0 (5)

Let χ(s) = ρe−στ+ γ̃(s), s ∈C, where γ̃(s) is the Laplace transform of the kernel γ(t).
Assume that the following frequency domain inequality holds

ℜe[χ(ıω)−ϑ0(χ(ıω)+ μ−1
1 ıω)(χ(ıω)+ μ−1

2 ıω)]− ε|χ(ıω)|2 ≥ δ > 0 , ∀ω ∈R
(6)

for some δ > 0, ε > 0, ϑ0 ≥ 0 subject to either 4ϑ0δ > ν2 or 4εδ > ν2
0 where ν and

ν0 depend on the properties of the nonlinear functions.
Then any solution of (4) approaches a zero of the nonlinear function φ and its deriva-

tive approaches 0 for t→ ∞

Worth mentioning that this lemma awaits extension to the multivariable case (several
nonlinear functions). Also the adequate structure of the NN to whom this lemma applies
is still to be found.

3 Structures of Neural Networks That Are Induced by the
Equations of Mathematical Physics

We shall discuss here three different cases, from the point of view of their connection
to mathematical physics.

A. The first case is that of [29] which is dedicated to the implementation of the
self organizing map. Starting from the state of the art at the given moment, it is de-
scribed an algorithm of achieving the self organizing process of the map by the numer-
ical solution of a wave equation that is similar to the two-dimensional, time dependent
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Schrödinger equation: effectively, after reminding the principle of the learning algo-
rithm of the self organizing map, there is presented the modified algorithm based on the
Schrödinger equation that creates similar learning results. Summarizing we have the
following approach.

The Schrödinger equation in the two dimensional case has the form

α&ψ−βd(x,y)ψ =−ı
∂ψ
∂ t

, α =
h

2πm
, β =

2π
h

(7)

h being at the beginning the Planck constant. Aiming to find an absolute minimum
for d(x,y), the parameters α , β are considered from the point of view of their impact
on the search process. The properties of (7) are such that |ψ(x,y, t)|2, which acts as a
probability density, approaches asymptotically the local minima.

The searching algorithm (called “the third” in [29]) starts from the remark that αβ =
1/m and both α and β can be “searched” by varying h, according to the simplest rule

dh
dt

=−γ(h− h2(t)) (8)

where h2(t) is the “final value” at the end of the searching process and must decrease
slowly to 0; since γ > 0, the solution of the forced equation (8) approaches asymptot-
ically the steady state h2(t); worth mentioning that steady state may be not necessary
an equilibrium but also some special regime (e.g. periodic, almost periodic); in the Li-
apunov theory this is what is called “basic solution”; when about h, it is “periodically”
re-initialized each time when a new input vector comes to the map. The second step of
the searching algorithm is to adapt the weights towards the input vector - proportionally
to the probability density |ψ(x,y, t)|2 that is obtained from the “searched Schrödinger
equation”. We have thus a feedback coupled structure which, experimentally works well
(according to [29]); its rigorous (i.e. proof based) fundamentals are still waiting to be
established (up to our knowledge).

B. The M-lattice structure of [27, 28] has a different source and “evolution”: (bio-
)inspired by the paper of A.M. Turing on morphogenesis [30], the following system of
reaction diffusion in d dimensions is considered

∂ψ
∂ t

= (Dm&ψm− (∇ψm)v− rmψm)︸ ︷︷ ︸
diffusion and dissipation

+Rm(ψ1, . . . ,ψm)︸ ︷︷ ︸
reaction

, m = 1, . . . ,M (9)

where M is the numbers of the “morphogens”, represented by their concentrations,∇ψm

is the row gradient vector and &ψm = div gradψm is the Laplacian. It is clear that the
linear terms account for dissipation and diffusion while the coupling reaction terms are
nonlinear. In particular, the Turing system [30] has two morphogens, no convection, no
dissipation.

The inference process is as follows. First the system (with the Turing system as a “toy
system”) is partially discretized using the method of lines as arising from the numerics
of Partial Differential Equations (PDE) to obtain a system of ODE for the morphogens;
the periodic Boundary Value Problem (BVP) is considered and a lattice structure is thus
obtained, with N equidistant cells. The system is linearized and solved by separation of
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the variables using the Discrete Fourier Transform (DFT)- recall the periodicity with
respect to the discretized space variable. This allows viewing a structure that displays
cyclic convolution with Finite Impulse Response (FIR) digital filters. Consequently,
a new network structure is infered, called “M-lattice” where M does not appear any
longer, being thus only the “trace” of the number of morphogens. In fact there will be
a single “morphogen” located in N cells that are connected through some FIR digital
filtering structures; the lattice will be 1-dimensional with some a priori boundedness of
the state variables, obtained by using sigmoid nonlinear functions. The system structure
of the “M-lattice” is as follows

ẋ = Ax− (∇yΦ(y))∗ , y = g(x) , dimx = N (10)

where the N×N matrix A is real, symmetric and negative definite, ∇y(·) denotes the
gradient along the direction of the N-vector y - assumed to be a row vector, as prescribed
by tensor analysis. The “potential function”Φ : RN �→R is assumed to be at least C 1 as
smoothness. The entries ηi of the vector y are the outputs of the state variables ξi (the
entries of the state vector x) obtained from the readout sigmoidsηi = gi(ξi), i= 1, . . . ,N,
gi being the entries of the readout vector map g. This is the smooth “M-lattice” which
defines a rather general structure allowing re-discovering Hopfield and Cellular NN (but
not only) as special cases [28].

For instance, the continuous time Hopfield NN is obtained from (10) provided A is
diagonal with negative elements and Φ : RN �→ R is a multilinear polynomial i.e. its
independent variables have the powers 0 and 1 only:

A = diag{a1, . . . ,aN} ,
∂ 2Φ
∂ηi∂η j

= 0 , i, j = 1, . . . ,N (11)

i.e. the Hessian matrix of Φ is zero.
Further, the CNNs are obtained from (10) under the following assumptions: A is

again diagonal but with equal diagonal elements (a1 = . . . = aN = a < 0) while Φ
is such that ∇yΦ(y) is the product of a symmetric (block-) circulant matrix standing
for the discrete cyclic convolution kernel, with a translation invariant FIR digital filter.
Therefore

Φ(y) =
1
2
|Hy|2 + s∗y+σ (12)

with H the aforementioned (block-)circulant matrix.
As long as the readout nonlinear (“warping”) functions gi(·) are smooth, the

“M-lattice” thus defined may be considered as a special case of the gradient like systems
already studied in [2].

We associate to (10) the following “potential energy” functionΠ : RN �→ R

Π(x) =−1
2

x∗Ax+Φ�(x) (13)

where we denoted Φ�(x) := Φ(g(x)) and g(x) is the readout column vector with the
entries gi(ξi). Therefore system (10) can be written as a gradient system

ẋ =−(∇xΠ(x))∗ (14)
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Like in Classical Mechanics, the equilibria of system (10) are the critical points of the
potential energy function Π(x), its minima being locally asymptotically stable. On the
other hand, when discussing global behavior differentiation ofΠ(x) along the solutions
of (13) will give

d
dt
Π(x(t)) =−|∇xΠ(x(t))|2 ≤ 0 (15)

and the function Π(x(t)) is non-increasing and constant on the equilibria set only. But
A is a Hurwitz matrix and since the “warping” functions are sigmoids hence their range
is bounded, all solutions of (10) are bounded. Since the conditions of Lemma 1 are
gathered, the system is quasi-gradient like. In order to obtain the gradient like behavior
we need to check that the equilibria of (10) - or at least the interesting ones - are isolated.
Compute the Jacobian matrix of (10)

J(x) = A−Hy(Φ(g(x)))gx(x) (16)

where Hy(·) is the Hessian matrix of Φ and gx(x) is the diagonal matrix with g′i(ξi) as
diagonal entries. Obviously J(x) is the Hessian matrix of Π(x); therefore at least the
minima and maxima of Π(x) are isolated. The gradient like behavior is ensured for the
smooth “M-lattice”.

C. We would like to end this section by mentioning another structure generated
by equations of Mathematical Physics - the structure tackled in [5]. It belongs to the
more comprehensive class generated when the aforementioned method of lines is im-
plemented, in this case for linear and nonlinear hyperbolic PDE, including the systems
of conservation laws. Within the framework of this method the space derivatives only
are “discretized” i.e. replaced by the corresponding finite differences. Since the details
are in [5] we just mention that the derivative of the forward wave must be discretized
backwards while the backward wave must be discretized forwards; this rule, due to R.
Courant, E. Isaacson and M. Rees, is the only one ensuring matching to the boundary
conditions as well as convergence of the approximations to the exact solutions.

4 High Gain M-Lattices

The development of the structures called “M-lattices” in order to replace CNNs [27, 28]
led to the requirement of having as outputs binary sequences of e.g.±1s. The proposed
approach was a strict saturation of the “warping” readout map: the smooth strictly in-
creasing sigmoid was replaced by

gT (u) =
1
2

(∣∣∣1+ u
T

∣∣∣− ∣∣∣ u
T
− 1
∣∣∣) (17)

where T was called “temperature”. The function (17) is only piecewise differentiable
since it has angular point at u = ±1. This lack of monotonicity results in existence of
non-isolated equilibria. The situation was considered acceptable since there will exist
a (possibly dense) set of binary equilibria that could be eventually discriminated. From
the point of view of the global behavior, only the quasi-gradient property was obtained
in [27, 28] for the newly introduced “M-lattices” called “clipped”: the trajectories are
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bounded since gT (u) as defined by (17) is bounded, and they tend to the set of equilibria
as a whole (in fact the union of all ω-limit sets coincides with set of equilibria). But if
A is diagonal then this behavior can be shown to be even gradient like.

Another possibility of obtaining gradient like behavior is to use the high gain. This
used to be the approach for the so called KWTA neural networks, derived from the
Hopfield networks [1]. Following [7] we re-write (10) as

ẋ = Ax− (∇yΦ(y))∗ , y = g(λx) (18)

where λ > 0 is a (possibly high) gain. As previously, gi(σ) are strictly monotonous,
continuous, Lipschitz and such that limσ→±∞ gi(σ) =±1.

The energy like Liapunov function will be now

Πλ (x) =−
1
2

x∗Ax+
1
λ
Φ(g(λx)) (19)

and system (18) will be written again as

ẋ =−(∇xΠλ (x))∗ (20)

Therefore
d
dt
Πλ (x(t)) =−|∇xΠλ (x(t))|2 ≤ 0 (21)

From the smoothness properties of the system the gradient like behavior will follow.
On the other hand, considerations as in [1, 7] show that if λ > 0 is large enough, the
equilibrium output should be in some neighborhood of a “corner” (vertex) of the hyper-
cube [−1,1]N: the outputs will thus have approximately the form of binary sequences
and larger is the gain λ > 0, better is the approximation.

The “clipped M-lattice” also can display some high gain in the un-saturated domain
of the readout “warping” map, for low “temperatures” (small T > 0) but the high gain
approach should normally avoid clipping.

5 Some Conclusions

Throughout this paper there was pointed out an important source for generating AI
structures - the Mathematical Physics. Two basic classes of outcomes have been dis-
cussed: learning algorithms as implemented by iterative processes of solving equa-
tions of mathematical physics (the first two applications described in Section 3) and
AI structures arising from direct problem solutions in mathematical physics (the ap-
plication mentioned at the end of Section 3 and which can be seen in detail in these
Proceedings).

Our reflections followed the two theses mentioned within the Introduction (Section
1). While the inferences are closer to the engineering philosophy (of rational design),
the second thesis implying a rigorous a posteriori foundation of the inference concerns
the theoretically oriented engineer and the applied mathematician. For this reason there
were recalled throughout the paper the more recent topics in Liapunov theory - dealing
with the global behavior of the systems with several equilibria; while the Liapunov
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standard theory is a very consolidated achievement, this newer part of it is not very
popular among the people involved in applications. Moreover, its component dealing
with time delay equations is still in statu nascendi. In order to illustrate this thesis
we tackled the “M-lattice” structure with particular reference to the case containing
smooth, namely sigmoid nonlinear functions. There is thus defined a system showed to
have gradient like behavior and able to “accept” high gains without de-stabilizing.

In fact the second thesis of the paper states that the global convergence properties are
not ensured a priori and their separate analysis, based on suitable (“natural”) Liapunov
functions remains an urgent task. Coping with this task has been and still is an active
field of research, at least for this author [6, 7, 25] (see also [3–5]).
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Abstract. Biological vision systems have become highly optimized over mil-
lions of years of evolution, developing complex neural structures to represent 
and process stimuli. Moreover, biological systems of vision are typically far 
more efficient than current human-made machine vision systems. The present 
report describes a non-task-dependent image representation schema that simu-
lates the early phase of a biological neural vision mechanism. We designed a 
neural model involving multiple types of computational units to simulate gan-
glion cells and their non-classical receptive fields, local feedback control cir-
cuits and receptive field dynamic self-adjustment mechanisms in the retina. We 
found that, beyond the pixel level, our model was able to represent images self-
adaptively and rapidly. In addition, the improved representation was found to 
substantially facilitate contour detection. We propose that this improvement 
arose because ganglion cells can resize their receptive fields, enabling multi-
scale analysis functionality, a neighborhood referring function and a localized 
synthesis function. The ganglion cell layer is the starting point of subsequent 
diverse visual processing. The universality of this cell type and its functional 
mechanisms suggests that it will be useful for designing image processing  
algorithms in future. 

Keywords: neural model, non-classical receptive field, feedback control  
circuits, dynamic self-adjustment mechanism. 

1 Introduction 

We describe a new type of schema for image representation, developed to further our 
understanding of image processing. Our new schema is based on the simulation of 
biological processes, because biological visual systems are highly optimized as a 
result of evolutionary pressures. This system involves modeling retinal ganglion cells 
and their dynamic properties. 

Neuroscience provides a promising approach for understanding image processing. 
Biological visual systems, especially the vision of higher mammals, can adapt to 
changing environments. This suggests a biological mechanism to solve the tradeoff 
problem between performance and cost, optimized by biological evolution. In the 



 A Retina-Inspired Neurocomputing Circuit for Image Representation 387 

 

current study, we used the early neuronal vision system as a template for simulation, 
because in this phase the neural subsystem pre-processes the signals from photorecep-
tors as well as delivering periodical results to high-level structures for advanced 
processing. Ganglion cells (GCs) and their receptive fields (RF) are the major micro 
neural structures in this phase of processing. A number of computational simulations 
have focused on GCs in the past 20 years, typically focusing on edge or contour de-
tection[1], image enhancement[2], and multi-scale analysis[3], using the GC model. 
Some recent studies have applied the GC and RF models to represent images[4], and 
have begun to model much more complex functions of GCs and RFs. Summarizing 
these studies from the perspective of neural computation reveals two aspects that can 
be improved upon: (a) referring to more neurobiological findings to construct a more 
complete neural-processing cell-circuit, and (b) adopting a dynamic receptive field 
strategy that requires cell-circuits to adjust their receptive fields self-adaptively. As 
such, the main purpose of this paper is to design a model that takes more considera-
tion of neuronal mechanisms, and uses it as a general schema to represent images. 

This paper is arranged into the following sections: In section 2, we formalize the 
design of the image representation model based on the biological mechanisms of the 
GC and its RF, and statistically test whether the important features of an image are 
preserved in our new model. In section 3, 4 and 5 we apply proposed model on  
segmentation and figure-ground separation. Finally, in section 6, we provide a  
conclusion. 

 

Fig. 1. The spatial structure of the CRF and nCRF and their computational relationships 

2 The Design of GC-Based Image Representation Array  

2.1 The Parameter Configuration of Ganglion Cell Computational Model 

RFs of GCs have the following biological characteristics (see also in Fig. 1): 

(a) The classical RF (CRF) of a GC comprises two concentric areas, the center and 
the surround. These two areas have antagonistic effects on the response of the GC; 

(b) Outside the CRF there is a much larger ring area, the non-classical RF (nCRF), 
which compensates the inhibition that the surround area imposes on the center area. 
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That is, the response of a GC caused by the nCRF is antagonistic to the response 
caused by the surround area; 

(c) The RF and nCRF are formed by bipolar cells, horizontal cells and amacrine 
cells[5, 6] , which operate through very complex local circuits[7, 8]. Both CRF and 
nCRF are composed of many sub-regions, and their sizes can vary (see 
http://webvision.med.utah.edu/HC.html, http://webvision.med.utah.edu/AII.html). 

 

Fig. 2. Inner flowchart of single GC-like module computation 

2.2 The Design of a Single GC-Like Computational Unit 

Although characteristics of the GC discussed above are widely known, finding a way 
in which to apply them in image understanding (rather than just processing), remains 
problematic, especially in information integration. A common approach is to apply 
antagonistic effects in edge detection, but this wastes much of the computational 
power enabled by the nCRF. According to the neural circuit between a GC and its 
CRF and nCRF, and also in terms of the GC’s electrophysiological characteristics, we 
propose that the function of GCs is not merely edge-detection. Rather, they may play 
a crucial role in sampling the whole visual field accurately and economically. An 
important anatomical finding is that the compression ratio of the number of photore-
ceptor cells to the number of GCs is approximately 100:1, so the information the brain 
receives is undergoing substantial selection. From a sampling perspective, we propose 
that the GC functions as some kind of high-order feature descriptor, particularly  
involved in detecting homogeneous distributions of stimuli. 
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After the signal processing function of the GC and the multiple-layer neural struc-
ture of the RF were clarified, a brief computational model was designed (see Figure 
2), involving a simplification of complex biophysical details regarding the neural 
construction and control of RFs. Figure 2 shows a conceptual model of the way in 
which an image is processed by a GC and its RF structure. The functional elements of 
this model are described in more detail in Table 1. 

Table 1. Single GC-like module processing algorithm 

1. (See gray label 1) Photoreceptor-like units transform RGB values of pixels to wave 
length like value; and at the beginning the center, surround and nCRF regions have 
their initial sizes, and all photoreceptor-like units belonging to every region will be 
summed. 

2. (See gray label 2) All summed RGB-equivalent information is transmitted upwards, 
through different channels of RF size controlling units, to corresponding relay units, 
i.e. intensity recording units. 

3. (See gray label 3) A convolution unit DOG executes integration basing on two input 
streams: from the center and from the surround; once it finished integration, unit DOG 
submits its output to switcher unit; and switcher unit will decide whether the output is 
zero or not; at the beginning another convolution unit 3-Gauss is closed, because it is 
enabled by switcher unit. Unit 3-Gauss will not be trigged until CRF region has been 
sufficiently expanded. 

4. (See gray label 4) If the output of unit DOG is approaching zero, switcher unit will 
send positive sign to trigger one of RF area controlling units; this unit will update RF 
size upwards according to a ratio rule: the center vs. the surround vs. the nCRF = 
1:3:3. 

5. (See gray label 5) An instruction of expanding RF is sent to three RF region control-
ling units; and the center, the surround and the nCRF are expanded simultaneously. 
Due RF size being changed must cause some photoreceptor units changing their  
ownerships, so a new round iteration will start. 

6. (See gray label 6) If the output of unit DOG is not zero, switcher unit will send two 
negative signs out; one is to trigger another RF area controlling unit, which will  
update RF size downwards according to he same ratio rule. 

7. (See gray label 7) An instruction of shrinking RF is sent to three RF region control-
ling units, and they will decrease the range of RF; a new, and also the last, round  
iteration will start. 

8. (See gray label 8) Another negative sign is sent to unit 3-Gauss, and enable it; and at 
the same time this sign is also sent to unit DOG to shut it down; unit 3-Gauss will re-
ceive three instantaneous input streams: from the center, from the surround and from 
the nCRF, and execute convolution; the final output unit will send the result out. 

2.3 The Design of a Hierarchical Arrays Model 

Above, we described the way in which a single GC-like module processes pixels. 
However real images typically consist of millions of pixels, so a single module is 
insufficient for processing them. Combining multiple individual modules, we de-
signed a hierarchical multi-layer model to perform this task, in which each layer is an 
array with a large number of units. In Fig.3, the bottom layer is a pixel-array that 
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stores an image. The upper layer is a GC-array that plays a similar role to real GCs, 
and each of them corresponds to the ‘final output unit’ of Fig.3. The middle layer is 
the receptive field formation layer, which is an array of several types of units corres-
ponding to all other units, except the ‘final output unit’ and the ‘photoreceptor unit’ in 
Fig.2. These units play similar roles to the bipolar cell, horizontal cell and amacrine 
cell in the biological retina. 

 

Fig. 3. Hierarchical multi-layer model for image representation 

 
                         (a)              (b)           (c) 

Fig. 4. Dynamic change of RF 

To test whether the RFs in our model exhibited self-adaptation, we conducted an 
experiment with a checkerboard pattern (Fig.4). At the beginning, RFs of random size 
were located evenly on the board (Fig.4(a)), and became stabilized after the iterations 
described in Fig.2. The green circles denote the final size of RFs, while red circles 
denote the size-changing processes (Fig.4(b)). Fig.4(c) shows the visualized results of 
GC behavior. From this figure, it can be seen that if stimuli in a local area are uni-
form, RFs tend to expand in size to cover as large an area as possible. In contrast, if 
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stimuli are sufficiently diverse, the RF tends to shrink in size, obtaining a finer resolu-
tion that can identify detail more accurately. This type of dynamic adjustment ability 
provides an ideal sampling mechanism for representing images. 

3 GC-Array’s Output Promoting Segmentation 

As described above, it is clear that the GC array can represent original images faith-
fully, and that the dimensions of the array are much smaller than the dimensions of 
the original image. If a computer conducts image processing on the level of the GC 
array, efficiency should be markedly better than processing conducted on the pixel-
level. Segmentation is a particularly important phase for advanced analysis. The fol-
lowing experiment demonstrated that a representation formed by the GC array can 
markedly promote segmentation. Figure 5 (a) shows a wall texture comprised of 
stone, while (b) and (c) show two clustering results according to GC outputs. Fine 
precision was able to highlight details, while coarse precision highlighted the main 
structure of the image. 

 

(a)               (b)                (c) 

Fig. 5. Segmentation on the GC array is more efficient 

4 Promoting N-Cut Algorithm 

The N-cut algorithm[9] is a widely used method for image segmentation. We tested 
the effects of running this algorithm on a GC array instead of pixels. Figure 6 shows 
the results. We applied this algorithm [10] to BMP images and a GC-array, respec-
tively, then compared the two resulting segmentations. The third column shows that 
the results were improved relative to the use of the algorithm alone. The green circles 
mark the specific places in which the segmentation was improved. Importantly, there 
was a dramatic reduction in the required run-time. Thus, a good GC-based representa-
tion can improve the efficiency of segmentation without sacrificing performance. 

This advantage of the current method was likely related to the much smaller di-
mensions of the GC-array compared to the original BMP image, which would be 
expected to greatly reduce the complexity of the graph-based segmentation algorithms. 
The computational complexity of the min-cut in time is represented by O(n2logn), 
where n is the number of vertices of graph, and a near-optimal min-cut algorithm’s 
computational complexity is O(2nm* log(n2/m)), where m is the number of edges [11]. 
Thus, smaller dimensions must reduce the values of n and m. 
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Original picture N-cut on pixels N-cut on GC-array 

  
Run-time: 34.2777 

 
Run-time: 4.5071 

  
Run-time: 36.1163 

 
Run-time: 5.101 

 
 

Run-time: 19.3885 
 

Run-time: 1.5967 

  
Run-time: 23.8193 

 
Run-time: 2.8363 

  
Run-time: 21.3145 

 
Run-time: 3.5533 

  
Run-time: 69.6711 

 
Run-time: 4.4497 

Fig. 6. Facilitation of the N-cut algorithm by the GC-array 

5 Promoting Figure-Ground Separation 

In traditional segmentation algorithms, a pixel-array is imposed on the original image 
to denote the position of contours. The main reason for drawing these boundaries is to 
reveal their locations. However, this does not change the properties of pixels as com-
pletely free but not polymer-like entities, meaning that a computer cannot represent or 
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manipulate pixels in a compound fashion. If no mathematical morphological calcula-
tions can follow-up this initial processing, then the significance of drawing these 
boundaries is limited to presentation only. The GC-array provides an ideal solution 
for representation purposes, because (a) each GC RF has a regular shape, (b) the posi-
tion of each GC is fixed, and (c) several neighboring GCs can aid in localization, 
similarly to GPS. A vectorizable representation schema would be helpful to increase 
the ease of describing the results of segmentation. Here we first clustered GCs with 
similar responses and adjacent positions, then combined their receptive fields. We 
then used some controlling points to construct strict polygons. Finally, a brief repre-
sentation was obtained through a union of polygons, because any polygon was easy to 
vectorize with a small number of parameters. These controlling points can be obtained 
based on the circumferences of receptive fields. Because triangular shapes can be 
easily formalized by its three vertices, Figure 7 displays the result of applying Delau-
nay triangulation (similar to the method used in [13] to compensate and represent 
contours. 

 

Fig. 7. Vectorized and formalized representations of segments can be produced by GCs and 
their RFs. (a) shows the original image; (b) shows a part of the top-right flower; (c) shows a 
part of the bottom-left flower; (d) shows a part of the background. 

6 Conclusion 

Developing an appropriate method for representing visual stimuli was essential for the 
evolution of sighted animals. An effective representation system must meet the re-
quirements of expressiveness, efficiency and perceptual soundness. In addition, a 
representational schema must be able to express all of the necessary information, 
support the efficient execution of successive processing, and provide a natural schema 
for expressing the required grouping-knowledge. Our currently proposed GC array 
and RF model possess all of these attributes. 

The current paper tested the possibility of an image representation system based on 
the physiological mechanisms of GCs and their RFs. Although some biological details 
of RFs and retinal cells remain unclear, this does not prevent us from designing realis-
tic simulations using appropriate algorithms. The RF is flexible, adapting to changes 
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in contrast and brightness, and adjusting its filter characteristics according to the loca-
lized spatial frequency components of an image. Because the RF sometimes employs 
a high-pass filter, and sometimes a low-pass filter, it can play multiple roles, 
representing either fine detail or continuous areas.  
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Abstract. Most companies recognize the need for the integration and
coordination of various components in logistics and supply chain man-
agement as an important factor. This paper presents an evolutionary
approach to modeling and optimization on inventory routing problem of
inventory management, logistics distribution and supply chain manage-
ment. The aim of this research is to present different individual evolution-
ary approach, and to obtain power extension of these hybrid approaches.
In general, these evolutionary hybrid approaches are more competitive
than classic problem-solving methodology including improved heuris-
tics methods or individual bio-inspired methods and their solutions in
inventory management, logistics distribution and supply chain.

Keywords: Evolutionary approach, inventory routing problem, genetic
algorithms, bio-inspired models, logistics.

1 Introduction

Most companies recognize the need for the integration and coordination of var-
ious components in a supply Chain Management (SCM) as an important factor
in order to remain competitive. Most of the activities in the SCM are inter-
related and changes in one part of the SCM are likely to affect the performance of
other processes. Inventory management and transportation are two key logistical
drivers of the SCM. Other components include production, location, marketing
and purchasing [1]. The coordination of these two drivers, often known as the
inventory routing problems (IRP), is critical in improving the logistics activities
in SCM.

The rest of the paper is organized in the following way. The following section
overviews the inventory routing problem, Section 3 elaborates basic approach
to evolutionary approach in general. Section 4 shows two implementations of
hybrid evolutionary IRP models which are critical in contemporary business and
management, and also presented in this section are: (1) hedge-based stochastic
inventory routing system; (2) simultaneous delivery and pickup problems with
time window. Section 5 concludes the paper.
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2 Inventory Routing Problem and Related Work

The inventory routing problem dates 30 years back [2]. It can be described as the
combination of vehicle routing and inventory management problems, in which
a supplier has to deliver products to a number of geographically dispersed cus-
tomers, subject to side constraints. IRP are among the most important and
most challenging extensions of optimizing vehicle routing problem, in which
inventory control, routing decisions and delivery scheduling have to be made
simultaneously. The IRP represents a non-deterministic polynomial-time hard
(NP-hard) problem. The objective is to determine policies that minimize total
cost, sum inventory holding and transportation costs, while avoiding stock-out
and respecting storage capacity limitations.

The routing component, vehicle routing problem by itself makes the problems
difficult. In fact, the problems reduce to the traveling salesman problem when
the planning horizon is one, the inventory costs zero, the vehicle capacity infinite,
and all customers need to be served. Furthermore, even when only one customer
is considered, some variants remain computationally hard [3]. Different solutions
on vehicle routing problem based on hybrid artificial intelligent approach are
discussed in [4].

This paper is interested in biologically inspired computing, a branch of natural
computing which develops algorithms inspired by nature to solve highly complex
problems, in particular the problems that cannot be addressed in a satisfactory
way by a traditional approach. Under this paradigm, algorithmic models of pro-
cesses observed in nature are developed and implemented to explore solution
spaces. There is a growing interest in bio-inspired algorithms, and the represen-
tatives of this trend have been applied to a large variety of problems, including
optimization problems.

3 Evolutionary Intelligence

Evolutionary algorithms are modern techniques for searching complex space for
an optimum. These meta-heuristics can be differentiated into a quite large set
of algorithmic families representing bio-inspired system, which mimic natural
evolution. The term “evolutionary” can be used in this case because their basic
behavior is drawn from nature and evolution is the basic natural force driving a
population of tentative solutions towards the problem regions where the optimal
solutions are located.

Evolutionary algorithms have become the method of choice for optimization
problems that are too complex to be solved using deterministic techniques such
as linear programming. However, most real-world problems involve simultaneous
optimization of several mutually concurrent objectives. Multi-objective evolu-
tionary algorithms are able to find optimal trade-offs in order to get a set of
solutions that are optimal in an overall sense.

Evolutionary algorithms model natural processes, such as selection, recom-
bination, mutation, migration, locality and neighborhood. Basic structure of a
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simple evolutionary algorithm is presented in [5]. Evolutionary algorithms work
on populations of individuals instead of single solutions. In this way the search
is performed in a parallel manner.

Nevertheless, better results can be obtained by introducing multiple subpop-
ulations. Every subpopulation evolves over a few generations isolated before one
or more individuals are exchanged between the subpopulation.

Initialization

� Creation of initial

population

� Evaluation of individuals

Start

Best

individuals

Stop

Generate new

population

fitness assignment

selection
competiotion

recombinationmigration

mutation

Evaluation of

offspring

reinsertion

Are termination

criteria met ?

Yes

No

Fig. 1. Structure of an extended multi-population evolutionary algorithm (Source
[5], p.33)

Multi-population evolutionary algorithm models the evolution of a species in
a way more similar to nature than single population evolutionary algorithm.
The structure of such an extended multi-population evolutionary algorithm is
presented in Fig. 1.

4 Hybrid Evolutionary Models

The hybridization of intelligent techniques, draws from different areas of compu-
tational intelligence, and has become prevalent because of the growing awareness
that they outperform individual computational intelligence techniques. In a hy-
brid intelligence system, a synergy combination of multiple techniques is used
to build an efficient solution to deal with a particular problem [6].

An increasing number of bio-inspired algorithms do not rely on a single search
strategy but rather combine various algorithmic ideas. These approaches are
referred to as hybrids. The motivation behind hybrids is usually to exploit the
strengths of number of individual search strategies in order to obtain a more
powerful problem-solving approach.
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4.1 Hedge-Based Stochastic Inventory Routing System

This is one of the few studies that use coordinated replenishment policies when
both inventory and transportation costs are considered in a supply chain under
stochastic demand. A hedge-based stochastic inventory routing system (HSIRS),
which is able to deal with multi-product, multi-period replenishment policies
with limited vehicle capacity and time window constraints is proposed [7]. There
are three goals that should be achieved simultaneously to maximize the net
present value or minimize the total cost in this two-echelon food supply
chain.

The main concepts of proposed hedge risks in stochastic inventory routing
problem (HSIRS) are depicted in (Fig. 2). They could be presented as:

1. First, it is necessary to establish a forecasting model which can effectively
deal with the demand heteroskedasticity in a given planning horizon.

2. Second, from the hedge point of view, the inventory portfolio policy can be
generated through hedging with Forward Option Pricing Model to maximize
the total Net Present Value.

3. Finally, through optimizing delivery schedule, the transportation policy can
be generated and solved by Predicting Particle Swarm Optimization (Pre-
dicting PSO) algorithm to minimize the total transportation costs.

In order to successfully generate an optimum short-term multi-product replen-
ishment policy based on the long-term effect to maximize NPV for each customer
service/store, the objective function, should further be improved to consider the
impact of transportation costs and the impact of emergency delivery costs on
inventory replenishment policy in the following way: Considered coordinated re-
plenishment and shipment in distribution systems based on both inventory hedge
and optimization routing assignment.

The first goal of this research is to minimize demand volatility through
Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model
forecasting, and the second goal is to generate an optimum short-term multi-
product replenishment policy based on the long-term effect to maximize NPV
for each customer. Followed by the third goal which is to minimize the total
transportation costs incurred in a given planning time horizon. In cases when
the planned transport and delivery time is short for the customers, the target
customer group is dynamically selected depending on the time of the delivery
the customers themselves chose, which differs from other target customer group
selection methods which are usually based on division by location of the cus-
tomer. As the target group has determined with their portfolio ordering policies,
the routing and assignment policy can be optimized through Predicting PSO al-
gorithm. As a result, the HSIRS can be generated to deal with a multi-product
multi-period stochastic inventory routing problem with capacitated and time
window constraints. In the end, the following contributions are considered to be
an outcome:
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Fig. 2. Hedge-based stochastic inventory-routing system (Source [7], p.1100)

– From the hedge point of view the inventory policy is an asset investment,
the GARCH model and Forward Option Pricing Model to hedge demand
volatility with maximal net present value successfully integrated.

– An optimal portfolio system can be generated to maximize the net present
value under an acceptable service level in a given planning horizon.

– Multiplier system can be generated to further reduce the shortage risks
through raising the hedge.

– A target customer group is partitioned to generate the transportation policy
at the transportation date.

– Successfully apply the Predicting Particle Swarm Optimization algorithm to
solve the VRPTW which is a typically combinatorial problem.

4.2 Simultaneous Delivery and Pickup Problems with Time
Window

The customers who require both forward supply service and reverse recycling
service within a certain period of time is faced with the problem how to send
out a fleet of capacitated vehicles, stationed at a distribution center (DC) to
meet the requests with the minimum number of vehicles and minimal transport
costs. The greater the number of vehicles, the less the travel costs, therefore,
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trade-offs between these two kinds of costs needed to be considered. Based on
the simultaneous delivery and pick-up activities of a vehicle, all vehicles should
return to the collection center (CC) in order to unload the recycled material. In
order to simplify the problem, the distribution center is the same as the collection
center.

The traditional design of a genetic algorithm (GA) faced the dilemma of con-
verging too quickly with non-acceptable local optima or converging too slowly
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Fig. 3. The framework of the proposed co-evolution genetic algorithm (Source [8], p.87)
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and result-ing in exhausting time consumption for deriving an acceptable so-
lution. A co-evolution genetic algorithm [8] was proposed to avoid any of the
above mentioned situations. Two simple heuristics (multi-parameter cheapest
insertion method - MPCIM, resource service composite modes - RSCIM) used
for generating initial population. Based on the framework shown in (Fig. 3),
the GA employs two populations for two respective purposes: diversification and
intensification.

Population I aims to retain the wide searching ability of the proposed GA
through three operators: reproducing, recombination and selection, while pop-
ulation II aims to reach high quality solutions quickly and improve them con-
tinuously through four operators: reproducing, local improvement, crossover,
mutation, and selection. In both populations, N parents generate 2N offspring
and then 2N offspring compete with each other for only N to survive as the
parents of the next generation. High class parents include the best individ-
uals of both population I and population II, plus some good individuals of
population II.

Instead of using the objective function as a fitness function, the fitness is re-
lated to total travel distance and total travel cost. This is motivated by the fact
that better individuals are more easily evolved from the ones with the lower to-
tal travel distance (TD) than the ones with the lower number of vehicles (NV).
The fitness values of the individuals with the minimal TD and the maximal
TD are set to be 4N and 2N + 1, respectively. This implies that the individual
with the minimal TD has about double probability to be reproduced in com-
parison to the one with the maximal TD. The fitness is defined as shown below:
Pr (individual k to be reproduced) = fitness/total fitness.

This system is tested and compared with the commercial linear programming
soft-ware, like ILOG Cplex. Data sets are used from Solomon’s vehicle routing
problem with time window benchmarks, three 10-customer problems, three 25-
customer problems, and three 50-customer problems were revised from Solomon’s
[9]. These nine small-scale problems were solved by Cplex and the proposed
co-evolutionary GA.

4.3 Discussion

The first optimization inventory routing module uses a sophisticated Lagrangian
relaxation algorithm to solve mixed integer programs with up to 800, 000 vari-
ables and 200, 000 constraints to near optimality. The system, first implemented
in October, 1981, has been saving 6% to 10% of total operating costs [2].

The commercial linear programming software could find optimum solutions
for the small-scale data set and hence can be used to evaluate the accuracy of
the proposed model. It is shown that Cplex is only able to solve five problems
optimum, but not more. For those five problems, the proposed co-evolutionary
GA is [8] could get their optimum solutions within much shorter time frame
(1 ∼ 23s). For the other four problems the values with Cplex are poor. Co-
evolutionary GA’s solutions are much better than Cplex’s best solutions, which
are presented in more detail in [8].
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It can be concluded that complex optimization problems such as inventory
routing problem cannot be solved in a satisfactory way with a single artificial
intelligence technique nor with a single artificial neural network (ANN). These
complex NP-hard problems can successfully be solved to obtain power exten-
sion of these hybrid approaches as well as ANN, GA, Tabu Search, Simulated
Annealing or hybrid bio-inspired methods and evolutionary algorithms which is
discussed in [10].

5 Conclusion and Future Work

Due to the NP-hard nature of the inventory routing problem, the paper shows
very short review which presents advantage of evolutionary approach in real-
world problems. Typical illustration is addressed for evolutionary algorithms,
genetic algorithms, predicting particle swarm optimization algorithm, co-evolu-
tionary GA and GARCH model based to solve the multi-product multi-period
inventory routing problem with stochastic demand.

It is clear that evolutionary algorithms and their hybrids solutions have shown
the best performance up to now. Over the last decade, evolutionary approaches
have experienced a rapid growth and have successfully been applied to the design
and optimization of highly complex systems such as inventory routing and logis-
tics distribution systems. Finally, hybrid systems for inventory routing problems
are not yet mature fields of research and these approaches certainly show great
promise for the future work.
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Abstract. A Brain-Computer Interface (BCI) is a system that enables people to 
control an external device with their brain activity, without the need of any 
muscular activity. Researchers in the BCI field aim to develop applications to 
improve the quality of life of severely disabled patients, for whom a BCI can be 
a useful channel for interaction with their environment. Some of these systems 
are intended to control a mobile device (e. g. a wheelchair). Virtual Reality is a 
powerful tool that can provide the subjects with an opportunity to train and to 
test different applications in a safe environment. This technical review will  
focus on systems aimed at navigation, both in virtual and real environments. 

Keywords: Brain-computer interface (BCI), virtual environment (VE),  
navigation, asynchronous, motor imagery (MI), mental tasks. 

1 Introduction 

A Brain-Computer Interface (BCI) is a system that enables a communication not 
based on muscular movements but on brain activity. Several methods are used to 
detect brain activity, some of them by using electrodes implanted in the brain or cor-
tex. However, the most frequently used methods are those in which the recording of 
the signals is obtained through ‘non-invasive’ means, i.e., the electrodes are not im-
planted in the brain but placed superficially on the scalp. The brain signals obtained 
through these methods are called Electroencephalographic (EEG) signals. Several 
kinds of EEG signals can be detected, resulting in different types of BCIs. Some of 
them analyze the brain’s response to given stimuli; those are the BCIs based on 
‘Event Related Potentials’ (ERPs) [1] and their steady-state versions, in both the vis-
ual [2] and the auditory [3] modalities. Other systems process the EEG resulting from 
voluntary thoughts; among those, the most used are the BCIs based on ‘Sensorimotor 
Rhythms’ (SMR). These rhythms are specific EEG signals characterised by its fre-
quencies. The main objective of research in the BCI field is to provide disabled peo-
ple with an alternative communication channel, not based on muscular activity. Due 
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to different causes, such as Amyotrophic Lateral Sclerosis (ALS), brain paralysis or 
several brain damages, people can arrive in a state in which they lose their motor 
capability (usually the control of the eyes remains) but they retain their sensory and 
cognitive skills. This is the so-called ‘locked-in state’ (LIS). If all muscular control is 
lost, then this state is referred to as ‘complete locked-in state’ (CLIS). Current re-
search is unable to conclude whether or not, in such a state, cognitive skills remain 
present [4]. 

Researchers in this field endeavour to develop different applications that can im-
prove the quality of life of these patients establishing alternative communication 
channels. Research studies have been developed in several areas, such as those dedi-
cated to provide amputee patients with neuroprosthesis movement [5], speller devices 
[6], ‘smart home’ control applications [7], EEG-controlled Web browsers [8], training 
[9] or systems focused on the control of a mobile device (such as a wheelchair). 
Among the latter, some systems allow subjects to control a real wheelchair in an ex-
perimental scenario [10], or a small robot in a real environment that simulates a house 
[11]. However, in most studies, the subjects participate in experiments with a simu-
lated wheelchair in a Virtual Environment (VE). The objective of this paper is to  
review the BCI systems aimed at navigation, both in virtual and real environments. 

2 BCI and Virtual Reality 

Before people can use a wheelchair in a real environment, it is necessary to guarantee 
that they have enough control to avoid dangerous situations. Virtual Reality (VR) is a 
powerful tool for providing subjects with the opportunity to train with and to test an 
application in a safe environment. Another advantage of navigating through a VE is 
that every detail on the environment is under control, so the experiments can be car-
ried out in many different situations and can provide much information on multiple 
aspects of subjects’ performance. On the other hand, VR is used too in order to get a 
highly immersive scenario that can affect to the results. Regarding the training proc-
ess, Pineda [12] cites several factors that can enhance learning in a BCI: i) the sub-
ject’s active engagement, ii) frequent interaction with the environment, iii) feedback 
presence and iv) existence of links to real world context. VR encourages subjects to 
be motivated, it allows a suitable interaction, it can provide many kinds of feedback 
and it can reproduce real world environments. Some examples of BCIs using VR for 
reasons other than navigation are given in the following. 

In [13], a virtual arm appears in a screen placed next to where the subject’s real 
arm is. The representation of movement of the virtual limb is called ‘bio-feedback’. In 
[14], a different kind of feedback is given; a brain is shown on a screen so that the 
subjects can see their own brain activity. In the same work, two VR BCI-games are 
presented, one using MI to make a spaceship levitate and the other using Steady-State 
Visual Evoked Potentials (SSVEP) to keep an avatar balanced. The training perform-
ance of a system using classic feedback and another using VR are compared in [15]; 
the conclusion is that VR enhances performance. The work in [12] uses SMR to make 
an avatar turn right or left in a video game, whilst other movements are controlled via 
a keyboard. The popular game World of Warcraft has been adapted to be controlled 
via a BCI system [16]. 
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3 Navigation in Virtual Environments 

Early BCI systems aimed at navigation were usually system-paced or asynchronous. 
In those systems, the subject moved through the VE to fixed locations (determined by 
the system) and then he was asked to select a new movement. The system showed 
some kind of signal to cue subjects when the action could take place. Most recent 
applications let subjects to control the timing of the interaction. These systems are 
called self-paced or asynchronous. One main advantage of the asynchronous systems 
is that the freedom to move is usually higher, as subjects do not need only to move 
among specific locations, but they move freely through the VE. 

3.1 Synchronous Systems 

Among the synchronous systems, Friedman [17] focuses on the experience of the 
navigation in highly immersive environments (using a Cave Automatic Virtual Envi-
ronment, CAVE). Subjects carried out two experiments using two mental tasks: they 
changed their point of view in a virtual bar; or they moved forward in a virtual street. 

A similar experiment is presented in [18]; a navigation paradigm with two mental 
tasks to move through fixed paths in a virtual apartment is proposed. The right or left 
hand motor imagery (MI) enabled subjects to select two different commands at each 
junction, out of three possible commands: turn right or left and move forward. 

In [19], subjects moved right or left in a virtual street with both hands MI tasks. 
Another work that used SMR to navigate is [20], where subjects performed one MI 

task to extend a rotating bar that pointed to four possible commands in order to select 
them; two mental tasks are mapped this way into four navigation commands. 

Bayliss in [21] randomly flashed several elements in a virtual apartment, thus 
evoking the P300 potential in the well-known oddball paradigm (necessarily syn-
chronous). After the selection, an avatar moved towards the object and interacted  
with it. 

The work in [22] used the P300 to compare three different navigation paradigms: i) 
by means of flashes over the objects, ii) selecting positions of a matrix superimposed 
to the VE, and iii) selecting ‘tiles’ of a virtual image (square sections of a screen). 

In [23], a comparison was established between a BCI-based and a gaze-controlled 
navigation system, using a screen to project the VE and another one to provide  
subjects with a command matrix. 

Chung [24] describes a SSVEP-based system that allowed subjects to generate 
low-level commands, but it registered the sequences of these basic commands in order 
to provide subject-dependant high-level commands. 

Finally, Faller [25] presents another SSVEP-based system with three stimuli that 
subjects used to move with low-level commands in a virtual apartment or in a slalom 
test avoiding obstacles. 

3.2 Asynchronous Systems 

Self-paced systems are usually more versatile because the subjects control the timing 
of the interaction. However, they may be more difficult to control because they need 
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to support two states: i) one in which subjects do not generate control commands over 
the system, Non-Control (NC) state; and ii) an Intentional Control (IC) state where 
they execute control over the system. 

As these systems are asynchronous, they mostly use endogenous signals, because 
these signals let the subjects switch between the two states without the need to wait 
for an indication from the system. Usually, these systems rely on SMR mental tasks. 

The simplest systems to control are those that use only two mental classes. This 
can be because they only have one active mental task classified versus ‘rest’, so they 
only move in one possible direction. Some examples are the works of Leeb [26, 27], 
where subjects performed feet MI in order to advance in different VE. 

By using more tasks, a more versatile system can be achieved; it is the case of [28], 
in which the classification of left and right hand MI is used to turn an avatar in a VE, 
and the real movement of the feet is used to move forward. 

The same simple classification (both hands MI) has been used in [29] to move 
through a grid of hexagons. After each turn command, the system forced an advance 
in the pointed direction. The change between the NC and IC states is achieved by 
using the parameters ‘dwell time’ and ‘refractory time’, when the brain activity must 
be kept above (or under) certain threshold in order to switch the state. 

The work presented in [30] does not use VR techniques, but it shows the blueprint 
of an apartment. This experiment used three MI tasks: right or left hand MI made an 
avatar turn both sides, while feet MI made it advance. The switch from the NC to the 
IC state was achieved with the feet MI task. After that, subjects could choose a turn 
command. After the turn, the system changed back to the NC state and the avatar 
started moving in the pointed direction; this movement was kept until subjects 
stopped it with the feet MI task (which made the system change again to the IC state). 

Three mental tasks were used by the Graz group in [31]. In the latter study, both 
hands and feet MI made an avatar turn and move forward in a virtual park. Subjects 
switched from the NC to the IC state when one of the three MI tasks was detected. 

Three classes were also used in [10], which included some intelligence in the sys-
tem, providing high-level commands. The executed action after the selection of a 
command was determined by the knowledge that the system had of the environment, 
so it ‘modulated’ the subject intention making the more appropriate movement. 

One more work that classifies three MI classes is [32]; MI tasks are not directly in-
terpreted as navigation commands but they are used to move through a decision tree 
in order to choose among several high level options. 

The UMA-BCI group (University of Malaga) continued with the work started in 
[20], changing the system so it supported the NC and IC states [33]. The use of one 
hand MI in a NC interface made the system change from the NC to the IC state, and 
then, with the same MI task subjects could select among three navigation commands 
that were sequentially pointed by a rotating bar. The selection of a command involved 
a discrete movement. 

On a later experiment [34], the same navigation paradigm was used to provide con-
tinuous movements: after the selection of a command the movement was kept while 
the MI task was above certain threshold.  

Finally, a new version of the same paradigm was proposed in [35], in which the 
visual interface was replaced by auditory cues. 
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4 Navigation in Real Environments 

Some the works involving BCIs and robots are preliminary studies preceding the use 
of the system in a real wheelchair, whereas others are robot-oriented applications in 
which the robot can complete different actions, not just move in the environment. 

4.1 Robots 

ERP potentials are often used in this kind of system, like [36], where the user watched 
a screen with the subjective vision of the robot in the environment. Some items were 
superimposed in the image, which could be selected through an oddball paradigm. 
These items represented the discrete possibilities of movement. 

A similar paradigm, but based on SSVEP potentials is used in [37] to control a car 
equipped with a video camera. 

Some applications let subjects control a robot to perform specific actions, not to 
move freely in the environment. That is the case of [38], where ERP potentials were 
used to control a robot that manipulated different objects. 

The system in [39] maps two MI tasks into three navigation commands: subjects 
generated different patterns of MI tasks that corresponded to the three commands. 

Three MI tasks are used in [40] to move a humanoid robot in a labyrinth. 
Another study that uses MI task is [41]; four MI tasks made the robot move for-

ward, stop, turn right and turn left with discrete movements. 
In [42], the same paradigm used in [35] (first visual and then auditory) provided 

four commands to move a robot in a small maze of corridors with both discrete and 
continuous movements. 

Some experiments are based on high-level commands, letting the system move 
with intelligence to better perform the action, depending on the specific scenario. In 
[43], subjects used three mental tasks to select six potential commands. The mapping 
from three tasks into six commands was achieved through a ‘finite state machine’. 

Halfway between the low and the high-level commands are the hybrid systems that 
can adapt their commands. An example is [44], where subjects started performing 
low-level actions through SSVEP. Once a series of commands had been validated, it 
was included as a high-level action. 

4.2 Wheelchairs 

Most part of the systems controlling a wheelchair keep the use of-high level  
commands with some intelligence applied to the wheelchair. 

The IDIAP group continued using the paradigm mentioned before [43] to control a 
real wheelchair. In [45] the probabilities that a command had to be selected depended 
not only on subjects intention (through SMR-related tasks) but also on the position of 
the wheelchair regarding obstacles, enabling a ‘shared’ control. 

Another work that uses MI, but with low-level commands is [46]. Three MI tasks 
moved the wheelchair forward or made it turn. However, this is a hybrid systems 
because it relied on the actual movement of the cheek for the stop command. 
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The system presented in [47] is hybrid too: both hands MI tasks were used to make 
the wheelchair turn, feet MI to make the advance movement slower, and the potential 
P300 to accelerate. 

The group from the University of Zaragoza used the same paradigm described in 
[36] to control an intelligent wheelchair [48]: with the potential P300 subjects  
selected fixed positions from a tri-dimensional reconstruction of the real environment. 

The P300 is used in [49] to select different objectives pre-known by the system. 
The study in [50] describes a SSVEP-controlled wheelchair with four possible  

low-level commands. 
Four commands are used too in [51], but the control is achieved with P300. 
Finally, the work of [52] will be mentioned here. This system is hybrid, providing 

subjects with high-level commands that could be replaced by low-level commands in 
case the subjects wanted to assume the control in a specific situation. 

5 Summary 

Several navigation systems have been mentioned, whose characteristics will be briefly 
described next. 

Regarding two classifications, there are endogenous and exogenous systems, as 
well as synchronous and asynchronous. The endogenous and asynchronous systems 
are those that better fit the control model of a navigation device, as subjects execute 
the control in a direct way (because of being endogenous) and they can do it at any 
moment they want (because of being asynchronous). 

The mentioned systems use high-level commands (‘Go straight and turn right on 
the next corner’ or ‘go to the kitchen’, for example) and low-level commands (‘turn 
left’). The first are easier to control because subjects do not need to indicate every 
single movement. On the other hand, the systems based on low-level commands allow 
users to move with more autonomy, because they can go to any point in the environ-
ment, without the limitation of moving among pre-defined locations. Adaptive  
systems use low-level and high-level commands in different situations. 

The more versatile systems are those that provide subjects with more navigation 
commands. Those cases in which subjects can only move in one direction (‘forward’) 
or are controlled with only two commands (‘turn left and turn right’) provide subjects 
with little range of action. Systems with three or more commands use to bind the 
number of commands with the number of mental tasks used to control them. Howev-
er, as deduced from [53, 54], an increase on the number of mental tasks can reduce 
the classification accuracy. On the other hand, some systems use less mental tasks to 
control a device with a higher number of commands (through a mapping of some 
mental tasks into more commands at the cost of a slower control. 

The research in this field is relatively recent; however, the currents works show the 
interest of the different groups, who keep achieving promising results. 
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Abstract. Speller is an important application in brain-computer interface re-
searching. In this study, we developed a novel motor imagery based brain-
computer interface speller which integrates a 2-D cursor control strategy into a 
hex-o-spell paradigm to spell a character in two-step. The experimental results 
(five subjects participated) showed that the average spelling speed is 14.64  
characters per minute and that its average information transfer rate is 73.96 bits 
per minute. 
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1 Introduction 

Brain-computer interface (BCI) system provides a communication channel between 
the brain and the external world by transforming neural activities into control  
commands without the participation of peripheral nerves and muscles [1, 2]. For 
people with severe motor disabilities, BCI help them to control external devices or 
communicate with other peoples.  

The electroencephalogram (EEG) is widely used in BCI research because of its 
high temporal resolution and recorded easily from the surface of the scalp. BCIs are 
developed based on different neural activities, such as event related potentials, steady-
state evoked potentials (SSVEP), event-related desynchronization/synchronization 
and slow cortical potentials [3, 4, 5, 6]. The BCI speller is a typical application that 
allows the paralyzed patients to communicate with the nurse or family. In 1988, Far-
well et al. introduced the first P300 speller [7]. The classical P300 spelling system 
was composed of a 6*6 letter matrix which includes 26 characters, 9 numbers and a 
SPACE symbol. The basic principle of P300 based BCI is to spell character by detect-
ing the event related potentials with Oddball paradigm. In recent years, P300  
spellers have been studied deeply in signal processing algorithm and paradigm design 
[8, 9]. 

Researchers also implemented BCI spellers based on SSVEP, but the SSVEP spel-
ler cannot provide specific command for each character like P300 based speller. The 
SSVEP based BCI can only produce several commands without external stimulus 
device due to the stimulus frequencies are limited by the refresh rates of the screen. 
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Cecotti developed a SSVEP speller with five stimuli, which include characters group 
or control command [10]. To spell a character, the user should focus on related stimu-
li three times. Volosyak et al. proposed screen based SSVEP speller with a virtual 
keyboard and five command stimuli [11]. The user uses five commands to move the 
cursor to select the character in virtual keyboard. The speeds of screen based SSVEP 
spellers are not satisfactory because they need several steps to spell a character with 
spending 4-6 s for each step. The SSVEP BCI also can provide more commands using 
external stimuli device. Hwang et al. developed a SSVEP speller by adopting a 
QWERTY-style LED keyboard with 30 flicking stimulus [12]. Its average speed is 
9.39 letter per minute (LPM) and its average information transfer rate is 40.72 bits per 
minute. However, one disadvantage of the visual stimuli based speller (P300, SSVEP) 
is that the subjects will suffer visual fatigue with a long time staring on stimuli. 

Motor imagery (MI) based BCI spellers, which normally can provide 3 or 4 com-
mands, also need special designed interface like SSVEP speller. Sbattella developed a 
motor imagery based speller with language model [13]. The user can use four class 
motor imagery based BCI to choose a character from four groups. The language mod-
el will provide word suggestions and disabled importable character. The best perfor-
mance of the subject is 3 LPM. The Berlin BCI research group has proposed a speller 
paradigm, called ‘Hex-o-Spell’, in which the subject can spell a letter using two-step 
in a hexagon interface [14]. This system is based on two-class motor imagery BCI, 
and its speed is between 4.6 and 7.6 LPM for most subjects. One advantage of the MI 
based speller is no visual stimuli, but the performances of published MI spellers are 
not comparable with visual stimuli based speller.  

In this paper, we focused on motor imagery based speller. To improve the perfor-
mance of BCI speller, we develop a 2-D cursor control strategy within modified Hex-
o-Spell paradigm. Five subjects achieved good performance in online experiments. 

2 Materials and Methods 

2.1 2-D Control Paradigm 

In our previous study [15], we presented a three-class (left hand, right hand and feet) 
motor imagery based BCI for 2-D cursor control strategy. The probability P1, P2, P3, 
outputs of three classes Support Vector Machine classifier, are mapped to three vec-
tors, as shown in Fig. 1.(a). P1 is the probability of the left hand imagery; P2 and P3 
are the probabilities of the right hand and foot imagery respectively. The angle be-
tween two vectors is 120 degree and the norm of a vector is equal to the value of 
related probability. In the BCI application of 2-D control, vertical and horizontal 
movements are considered separately [16]. In our 2-D control strategy, the subject 
can combine two motor imagery tasks simultaneously to directly move the cursor to 
the target instead of considering horizontal and vertical movement as shown in 
Fig.1.(b). 
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(a)                            (b) 

Fig. 1. The mapping of three predict probabilities 

2.2 Hex-o-Spell Paradigm 

GUI Design. We adopted a similar ‘Hex-o-Spell’ paradigm in [14], which consists of 
two-layer structure. In the first layer, 26 letters and 4 symbols (comma, period, space 
and delete) are divided into six blocks, which are ranged in clockwise (Fig 2.a). There 
are five letters and a target circle in each block in first five blocks. Block 6 is com-
posed of Z, a target circle and four symbols. In the second layer, a letter/symbol and a 
target circle are included in each block (from block 1 to block 5) (Fig.2 b). One spe-
cial command ‘Back’ is assigned in block 6. Each block of the first layer has a related 
second layer.  

The monitor has a dimension of 1440*838 pixels. The ratio of the size of cursor, 
target circle and the screen is 0.0003:0.0065:1. 

 

Fig. 2. 2-D cursor control based Hex-o-spell paradigm a. First layer b. Second layer 

Spell Paradigm. In this paper, we designed a two-step spell paradigm. At the first 
step, the user can move cursor to reach the target circle of the block (containing the 
target character) in the first layer. Then the interface will extend to the second layer 
according to the previous selection. At the second step, the target character will be 
spelled out in the second layer. The target 1, 3, 5 are located in the same directions of 
predict probabilities (P2, P3 and P1) respectively. To move the cursor in these direc-
tions, the user only need to do one motor imagery task, which means the cursor will 
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be moved quickly in these directions. To achieve the good performance, we designed 
the second layer of interface according to the English letter frequency, in which the 
letters with higher frequency are set in block 1, 3 ,5 [17]. For other targets, the user 
should use a combination of two motor imagery tasks to move the cursor. In this pa-
radigm, two commands are designed to correct the mistake. When a wrong block is 
chosen in the first layer, the user can chose ‘Back’ to return to the first layer . If spelled 
a wrong letter, the user can use ‘Delt’ to remove it. In this study, moving step is 21 
pixels and the output updated every 0.1 second according to the predict probability of 
classifier. 

3 Experiments 

3.1 Subject 

Five healthy subjects aged from 19 to 26 (average 22± 2.4) participated in this study. 
Three subjects were naïve (sub1, sub2, sub3) and other two subjects involved in pre-
vious MI researches (sub4, sub5). All of the subjects were in good health, and they 
submitted their consent to be involved in the study. They received a payment for their 
participation. 

3.2 EEG Recording and Signal Processing 

EEG signals were acquired by a 16-channel g.USBamp amplifier, and the recording 
electrodes were placed according to the international 10-20 system. 13channels (FC3, 
FCZ, FC4, C5, C3, C1, CZ, C2, C4, C6, CP3, CPZ, CP4) were used to record the EEG 
data, the ground and reference electrodes were placed on the FZ position and right 
earlobe. Common Spatial Pattern (CSP) was used to extract the EEG spatial features 
by maximizing the difference between tasks. To obtain control commands, a linear 
Support Vector Machine (SVM) classifier was applied to discriminate the three-class 
MI patterns. EEG signals were sampled at 256 Hz and band-pass filtered between  
5-30 Hz. 

3.3 Online Experiments 

2-D control training: All subjects attended a 2-D control training program which 
includes two steps. At the first step, subjects are asked to attend a three-class motor 
imagery training program. The training session will stop until classification accuracy 
for every class is greater than the threshold (85%). This step lasted three days and 2 
hours per day for each subject. At the second step, all subjects participated a center 
out 2-D control experiment. The 2-D control training process ends when the subject 
can hit the targets over 90% [15]. It lasted one day for 2 hours in this step. 

Online copy spelling experiment: In order to help the subjects be familiar with the 
speller interface, each subject will do 2 free spell runs in which the subject is asked to 
type characters from A to Z (26 letters). Then subjects participate in online copy  
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experiment. We choose the same 15 words from reference [12], “WOMEN, DESK, 
WATER, HAND, MEMORY, ZONE, BABY, FACE, TAXI, JUNE, QUICK, 
VIDEO, GOLF, HOUR, PENCIL”. At the beginning, the system counts down 3 s and 
the subject can prepare to spell first word. There is 3 seconds interval between two 
words task (As shown in Fig. 3). All subjects are asked to spell 15 words. If subjects 
cannot spell the word correctly in one trial in 40 seconds, this trial will end and goes 
to next. In this experiment, we adopt the no mistake protocol which means the wrong 
typed letter has to be corrected. 

 

Fig. 3. Online procedure of copy spelling 

4 Result 

To evaluate the performance, we calculated the accuracy, LPM and information trans-
fer rate (ITR) which are widely used to quantify the performance of BCI speller [18]. 
In this study, the ITR is calculated as following: 

 ITR ሾbit min⁄ ሿ  ൌ ሾlogଶN ൅ PlogଶP ൅ ሺ1 െ Pሻlogଶ ଵିNNିଵሿ ଺଴୲୰୧ୟ୪ ୪ୣ୬୥୲୦  (1) 

Where N is the number of classes (N=6) for there are 6 effective blue circles for select 
and P is the accuracy. Trial length is the average time (second) of each selection for 
two selection outputs a character in this experiment. The total time is per trial time, so 
the performance is calculated per trial which 15 trials in all for a run. 

All subjects finished the copy spelling experiment. Four subjects achieved 100% 
accuracy. Only one subject’s accuracy was 94.74%. Sub2 reached the best perfor-
mance with 18.71 LPM and 96.74 ITR. On average of all subjects, the performance 
reaches 98.95% of accuracy, 14.64 LPM and 73.96 ITR, which is better than the  
results in [12]. 

Table 1. Average Accuracy, LPM and ITR 

 Accuracy 
(%) LPM ITR 

Sub1 94.74 10.45 45.26 

Sub2 100 18.71 96.74 

Sub3 100 11.18 57.82 

Sub4 100 14.85 76.80 

Sub5 100 18.03 93.20 

Mean 98.95 14.64 73.96 
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In this spell paradigm, there are two possible spelling mistakes. The first type of 
mistake is to choose a wrong block in the first layer, which can be corrected by select-
ing “Back” in the second layer and no wrong character is outputted. Another type of 
mistake is to spell a wrong character, which will be corrected by using ‘Delt’. Table 2 
shows the details of spelling process of Sub 1. For instance, Sub 1 made two types of 
mistake in spelling MEMORY.  

As we discussed above, the user can only use one motor imagery task to select tar-
get 1, 3, 5, which means these targets will be selected quickly. We calculated the aver-
age time for each target. As shown in Table 3, target 1, 5 are selected quickly for all 
subjects. But most of the subjects need long time to select target 3. Fig. 4 shows the 
cursor traces of trials of Sub1. In some trials, the cursor is moved to the other direction 
at the beginning. And the subject takes a long time to draw it back to the right direction. 
For each step, the speed vector is composed by three probabilities. If the subject cannot 
get higher probability for feet imagery, the cursor cannot move to target 3 directly. 

Table 2. Results of spelling(sub1). “DELT” denoted as “←”and “BACK”denoted as (back) in 
the table. 

Word Input results Effective/total 

WOMEN WOMEN 10/10 

DESK DESK 8/8 

WATER WATER 10/10 

HAND HAND 8/8 

MEMORY ME(back)MK←ORY 15/18 

ZONE ZK←ONE 10/12 

BABY BABY 8/8 

FACE FACE 8/8 

TAXI TAXI 8/8 

JUNE JUNE 8/8 

QUICK Q(back)Y←UICK 13/16 

VIDEO VIDEO 10/10 

GOLF GOLF 8/8 

HOUR HOUR 8/8 

PENCIL PENCIL 12/12 

Total  144/152 

Accuracy(%)  94.74% 

ITR(bits/min)  45.26 

LPM(letters/min)  10.45 
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Table 3. Average Time on each direction. r-h l-h stand for right hand and left imagination, 
respectively. f stands for feet imagination 

 
1

(r-h) 
2 

(r-h+f) 
3

(f) 
4

(l-h+f) 
5

(l-h) 
6

(l-h+r-h) 
 

Mean 

Sub1 1.62 5.50 3.68 1.87 1.67 3.22 2.93 

Sub2 1.24 1.62 1.74 2.40 1.31 2.93 1.87 

Sub3 2.09 2.31 4.05 3.79 1.39 3.57 2.87 

Sub4 1.36 2.91 2.64 2.47 1.34 3.32 2.34 

Sub5 1.14 1.97 2.07 2.69 1.14 1.48 1.75 

Mean 1.49 2.86 2.83 2.64 1.37 2.90 2.34 

 

Fig. 4. Subject1’s cursor traces of several trials 

5 Discussion and Conclusion 

The Speller is one of the most popular applications in BCI research area, which pro-
vides a communication channel for the paralyzed. Motor imagery BCIs are rarely 
applied to speller which cannot achieve good performance with limited commands. In 
Hex-o-Spell paradigm, the subject should turn the arrow clockwise to find the target 
[14]. In the worst case, the arrow should go across four blocks to target block. After 
chosen the target block in the first layer, the subject should extend the arrow to 
choose target letter. In proposed paradigm, the user can directly move the cursor to 
choose target block in a short time. In online copy experiment, all subjects can 
achieve high accuracy because there is 3 s for the subject to prepare next word.  

In general, motor imagery based BCI spellers need specific paradigm due to  
limited commands. Even using well designed paradigm as Hex-o-spell, it cannot 
achieve good speed performance. In this study, we combined Hex-o-Spell paradigm 
with the 2-D cursor control system to build a high speed speller. In online experiment, 
subjects can spell quickly and precisely. Comparing with other types speller system, 
such as P300 and SSVEP based speller [10, 11, 12], our results are satisfactory and 
comparable. 



420 B. Xia et al. 

Acknowledgment. The work was supported by Innovation Program of Shanghai 
Municipal Education Commission (Grant No.12ZZ150) and the National Natural 
Science Foundation of China (Grant No. 61105122) and the Ministry of Transport of 
the People’s Republic of China (Grant No. 2012319810190). 

References 

1. Wolpaw, J.R., et al.: Brain-computer interfaces for communication and control. Clinical 
Neurophysiology 113(6), 767–791 (2002) 

2. Kübler, A., et al.: Brain–computer communication: Unlocking the locked in. Psychological 
Bulletin 127(3), 358 (2001) 

3. Kübler, A., et al.: A Brain–Computer Interface Controlled Auditory Event‐Related Poten-
tial (P300) Spelling System for Locked‐In Patients. Annals of the New York Academy of 
Sciences 1157(1), 90–100 (2009) 

4. Pfurtscheller, G., et al.: Self-paced operation of an SSVEP-Based orthosis with and  
without an imagery-based “brain switch:” a feasibility study towards a hybrid BCI.  
IEEE Transactions on Neural Systems and Rehabilitation Engineering 18(4), 409–414 
(2010) 

5. Pfurtscheller, G., Neuper, C.: Motor imagery and direct brain-computer communication. 
Proceedings of the IEEE 89(7), 1123–1134 (2001) 

6. Mensh, B.D., Werfel, J., Seung, H.S.: BCI competition 2003-data set Ia: combining  
gamma-band power with slow cortical potentials to improve single-trial classification of 
electroencephalographic signals. IEEE Transactions on Biomedical Engineering 51(6), 
1052–1056 (2004) 

7. Donchin, E., Spencer, K.M., Wijesinghe, R.: The mental prosthesis: assessing the  
speed of a P300-based brain-computer interface. IEEE Transactions on Rehabilitation  
Engineering 8(2), 174–179 (2000) 

8. Van der Waal, M., et al.: Introducing the tactile speller: an ERP-based brain–computer in-
terface for communication. Journal of Neural Engineering 9(4), 045002 (2012) 

9. Jin, J., Sellers, E.W., Wang, X.: Targeting an efficient target-to-target interval for P300 
speller brain–computer interfaces. Medical and Biological Engineering and Computing,  
1–8 (2012) 

10. Cecotti, H.: A self-paced and calibration-less SSVEP-based brain–computer interface spel-
ler. IEEE Transactions on Neural Systems and Rehabilitation Engineering 18(2), 127–133 
(2010) 

11. Volosyak, I., et al.: Evaluation of the Bremen SSVEP based BCI in real world  
conditions. In: IEEE International Conference on Rehabilitation Robotics, ICORR 2009. 
IEEE (2009) 

12. Hwang, H.-J., et al.: Development of an SSVEP-based BCI spelling system adopting a 
QWERTY-style LED keyboard. Journal of Neuroscience Methods (2012) 

13. Sbattella, L., Tedesco, R.: A Predictive Speller for A Brain-Computer Interface Based on 
Motor Imagery 

14. Blankertz, B., et al.: The Berlin Brain-Computer Interface presents the novel mental  
typewriter Hex-o-Spell, pp. 108–109 (2006) 

15. Xia, B., et al.: Control 2-dimensional movement using a three-class motor imagery  
based Brain-Computer Interface. In: 2012 Annual International Conference of the IEEE 
Engineering in Medicine and Biology Society, EMBC. IEEE (2012) 



 A Motor Imagery Based Brain-Computer Interface Speller 421 

16. Li, Y., Long, J., Yu, T., et al.: An EEG-based BCI system for 2-D cursor control by  
combining Mu/Beta rhythm and P300 potential. IEEE Transactions on Biomedical  
Engineering 57(10), 2495–2505 (2010) 

17. What is the frequency of the letters of the alphabet in English? Oxford Dictionary. Oxford 
University Press (December 29, 2012) (retrieved) 

18. Krausz, G., et al.: Critical decision-speed and information transfer in the “Graz  
Brain–Computer Interface. Applied Psychophysiology and Biofeedback 28(3), 233–240 
(2003) 



A New Method for BCI Spelling

Using a 7 Segments Display

N. Galea-Sevilla1, Miriam España2, Alberto Guillén1, and Ignacio Rojas1

1 Department of Computer Technology and Architecture,
University of Granada, Spain

aguillen@ugr.es
2 Department of Experimental Psicology, University of Granada, Spain

Abstract. Research on Brain Computer Interfaces (BCI) covers a wide
specturm of applications. In this paper we tackle the problem of spelling
words which could be used by people with harmful motor skills. The
P300 has been widely used to communicate with the machine using a set
of stimuli. For the word spelling problem, several approaches have been
proposed although the most popular consists on an array of characters.

The novelty of the work proposed in this paper is that the panel that
estimulates the user generating the P300 usually performs better in terms
of efficiency and allows a better visual focalisation.

At this preliminary stage of the research, several experiments were
carried out using simulated signals showing that, indeed, the new way of
stimulating the user could make word spelling faster.

Keywords: Brain-Computer Interface, P300, speller.

1 Introduction

We proposse a new BCI paradigm for writting letters, against the classical ma-
trix 6x6 paradigm by Farwell and Donchin [6] and Hex-o-Spell paradigm by
[11]. From a neuroscience point of view, the principal diferences between those
paradigms and the ours its the managing of overt and covert attention and its
relation with P3 potential in a visual search task. We can distinguish between
overt and covert attention if we move the eyes to a spatial location to focus on
a target or if we do not, establishing in this way our visual field and our pe-
ripheral visual field respectively. Covert attention monitorizes the enviroment,
detecting movements or light changes. Attention can affect perception by altering
performance and enhances spatial resolution in visual search (Carrasco, 2011).
The perfomance (measured on time) of a visual search task depends on load
[13] and practice [8], being the load the cardinal of the cartesian square of the
stimuli-target set and the all-stimuli set: the higher the load is, the smaller the
perfomance becomes and, the higher the practice is, the better the perfomance
is obtained.

Then, in a search context like the BCI paradigms discussed here is, the P3
potential responds to a match between the subject’s internal expectancies and
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the stimulus presented to him or her: if the subject find what he or she is looking
for (a target), a classical P3 (P3b) potencial arises. A match is produced when
the desired target is illuminated, distinguishing it among the others stimuli,
enhancing its saliency and producing a pop-out effect [13]. The amplitude of
this P3 is enhanced if the focus of attention is deployed to the target location
and decreases if the difficult to discriminate the target increases [7]. Reaching
these goals we improve the speed of our system. This is obtained through the
minimization of the set of stimuli without reduction of the functionality of the
system, independently of the frecuency of illumination of the stimuli [5]. The
idea has also been used by the Hex-o-Spell paradigm. First, all the stimuli lies
within the visual field. This cannot be accomplished by the matrix 6x6 paradigm
without the called crowding effect: the impaired recognition or identification
of a stimulus that is caused by the presence of nearby distractor stimuli [4].
This crowding effect reduces the P3 amplitude. In the Hex-o-Spell paradigm
the matrix 6x6 paradigm’s 36 stimuli (letters) are rearranged and grouped into
discs (5 stimuli per disc), resulting in 6 discs for selection of the target letter,
removing also the crowding effect. With this approach, this paradigm becomes an
improvement of the 6x6 matrix paradigm, but introduces a 2-step search process
to select the target letter and the overall load is still big (30). In this paper, we
propose to reduce the load down to 8 encoding every letter with 7 segments,
as usually a digital clock’s segments display does (plus an intro symbol). The
results obtained are consistent with the facilitation provided by reducing the
window size of attention [10]. In our case, the user has to keep in mind every
letter composition of segments and the training process is longer. However, with
practice, the approach could improve the visual search task.

2 Previous Paradigms

The most common paradigm that has been used is based on a matrix of dimen-
sion 6 × 6 that contains 36 letters and symbols. A stimulus is defined in this
case as to illuminate or change the color of an element in the matrix, a whole
row, a whole column or a combination of all of them. As the matrix has many
elements, it is difficult to keep all of them visually focalised [12].

From some bibliographics sources it can be taken that BCI-P300 based sys-
tems using visual paradigms matrix-based depends considerably on the direction
of the visual focalization, that is, the systems’ efficiency depends on the user’s
ability to control saccadic eye movements. This is due to the fact that the stim-
ulus focused has been shown at the same time that an eye movement has been
produced by the user, missing the stimulus then in the peripheral visual area
where cover attention comes into its own. BCI systems using visual covert at-
tention have been developed but its performance is visibly lower than systems
that use overt attention [1].

To solve the effects explained above the symbols size can be enlarged but, in
this way, the crowding effect appears because the screen size does not increase
and the items are clinging together. The only way to increase the size of the
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elements showed without crowding effect is decreasing the amount of it. Unfor-
tunately, this it’s not possible in the classic paradigm because a lot of symbols
should be lost and so usefullness.

The Hex-o-Spell paradigm carries out the prior strategy cited: it gathers the
letters of the alphabet in several sets, resulting in 7 circles. In comparison with
the classic paradigm, this one provides less selection errors, greater amplitude on
ERP and better classifications. In the classic paradigm, when covert attention is
deployed, components P1, N1, P2, N2 and P3 are detected, but in the case that
covert attention occurs only components N2 and P3 are detected. Using covert
attention in Hex-o-Spell, also components N1 and P2 are detected in addition
to components N2 and P3 [12].

3 New Paradigm: 7-D Speller

The paradigm developed here is a visual paradigm for writting letters by the
selection of the letters using a 7 segments display that flashes one random seg-
ment each time. The purpose of this design attempts to find paradigm with fewer
items than the classic one because the speed on ERP detection increases as the
number of the eligible items goes down [12] [1] [2]. The reduction of the elements
could avoide also problems on visual focus and improve the performance of the
system.

3.1 Initial Versionl

On the initial version, letters are represented by segments that are a very close
match to real writting strokes.

As auxiliary element, the system have an enter symbol which lets make the
selection on the letter most similar to the selected segments set up to now. In
addition, it has a panel showing the alphabet as a guide.

In the panel guide, the segments that represents every letter are shown. At
the begginig of every sequence, the paradigm generator checks the letters which
contains the segments that have been selected so far. Afterwards, when a segment
is selected, the systems removes from the panel guide the letters that do not
contain that segment. The selected segment is accentuated with other colour in
the panel guide for every letter and the letter that most closely match to the
selection is indicated. If in the next sequence the enter symbol is focused, the
letter will be selected.

It may happen that the number of unselected segments is bigger than the
remaining candidate letters. When this occurs, only the candidate letters are
used as the stimuli. Thus, we ever have the less eligible items obtaining the
maximun system performance.

3.2 Optimized Version

The original aim to develop this pardigm was to build a letter writting system
faster than the existent ones. In a classical 6x6 panel, if the rows and colums are
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Fig. 1. Initial version

used as stimuli, the user has to choose among 12 differents items. In our proposal
paradigm, 8 items has to be taken into account for defining a single letter at the
most (see Figure 1). There are items like the letter i or the number 1 that can
be reached with 2 selections. However, there are 8 simbols that require many
segments to be selected.

To improve the usefullnes of this paradigm, we observe the statistical infor-
mation about the relative percentage of times that every letter occurs in the
spanish language

Since a 7 segments display is being used, there are 7 letters that can be rep-
resented by an only segment (the most used ones). The rest of the 19 letters less
used plus 2 numbers can be represented using 2 segments and, finally, the re-
maining 8 numbers can be represented with 3 segments, supposing that numbers
are less used than the letters.

The segments that represents every letter are assigned as follows (see Fig. 2):

The 7 letters more used: They are represented with only one segment among
the ones used for the same letter in the initial version of the system.

The 19 letters less used plus 2 numbers: Every segment has been repre-
sented with one of the possibles combinations derived from 2 segments. We
have tried that the 2 segments that define a letter match with any of the
segments used to represent it on the initial version, althought in some cases
other segments have had to be used for cover all the combinations.

The remaining numbers: They are represented with 3 segments which have
been choosen in such a way that they have to be common among the segments
that represent the less used letters. For example, the letters j, q and h are
among the less used ones (0.37%, 0.36% and 0.35% of usage respectively).
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Fig. 2. Optimized version

The letter j utilises the segments 3 and 6,the letter q utilises the segments 3
and 5, and the letter h uses the segments 5 and 6. The common combination
for the three of them is formed by the segments 3, 5 and 6 which has been
asigned to number 3. In this way, the most frequent letters that are composed
by 2 segments can be selected in only 2 steps because its combination is
unique considering that there isn’t an element composed by 3 segments with
that combination.

4 Experiments

The system has been tested using a simulator of brain signals which is included in
BCI2000 [3]. The signals can be controlled by keyboard, mouse, joystick or other
devices. The signal generator does not need any additional further configuration
and it is operated as if it was a physical device. There are several parameters
that can be adjusted, for the experiments, the configuration below was used:

Width of the background brain activity: 30 μV (is the typical width in
the position Pz in a BCI session).

P300 generation method: Vertical mouse movement. When the user sees the
stimulus, it moves quickly the mouse up and down just once.

Width of the Evoqued potential: 5 μV (is the usual width of a P300 evo-
qued potential).

Imput channels: 16, although the mouse only affects Pz y Cz.
Type of Reference: CAR (Common Average Reference); the reference poten-

tial is considered as the average of the potentials for all channels.
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This configuration was used for both the training and the spelling sessions.
The experiments were carried out with four volunteers with not known brain

disease whose age where in the interval [20,65]. Each user made several trial
sequences. The results obtained were used to set the parameters for each indi-
vidual allowing the systems to obtain nearly a 100% of success in the spelling
process.

The proposed approach of seven segments was compared against the classical
6× 6 pannel using the same configuration for the stimuli:

Sequence Type: random.
Stimulus length: 0.20 seconds.
Interstimulus length: 0.016 seconds.
Number of passes on each sequence: 50 passes although it continues with

the next one when the selection condition is satisfied.
Selection condition: The score of the selected element has to be a 20% higher

than the second stimulus with higher score. There is a minimum of 4 passes
before satisfaying the condition.

The efficiency of the 6×6 panel does not depend on the selected letter, however,
for the proposed paradigm this is not true. For the experiments, the paradigm
was optimised to select faster the most common used letters in spanish in com-
parison with less used letters and numbers. Four words were chosen and, for
the sake of a fair comparison, two of them have letters that are not common in
the spanish language (actually, these words were adopted from other languages):
”kayak” and ”whisky”. The other two words were selected randomly: ”prueba”
and ”electroencefalograma”. So it is possible to observe the performance of the
paradigm in normal conditions and in the worst of the cases.

Table 1 shows the results obtained in the experiments. As it is shown, for the
word ”prueba” the new paradigm is a 27% faster than the classical paradigm.
For the word ”electroencefalograma”, the new paradigm is again much faster
showing an improvement of a 24.5%. For the foreign words ”kayak” and ”whisky”
the new paradigm was slower (17.78% and 15.11% respectively). This is not
surprising since they include very uncommon letters shuch as ”k” and ”w” for
example. Nonetheless, the improvement for common words is still higher than
the performance decrease for the rare words.

5 Conclusions and Further Work

This paper has proposed a new paradigm for spelling words using the P300. The
novelty of the approach is that instead of a large set of stimuli, it only requires
a 7 segments diisplay to represent all the symbols (letters and numbers). This is
translated in a better focalization of the stimulus that generates the P300 and,
thus, the number of passes through the complete stimuli is smaller.

Another consequence of using less symbols is that it is possible to increase the
size of these in the screen minimising the effect of aglomeration (it is possible to
increase the distance between them) and increasing the visual focalisation.
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Table 1. Result comparison for the two different paradigms spelling four words

Paradigm 6× 6 Panel 7 segment dis-
play.

Difference % of
improvement

Word 1: prueba

Hits (%) 100 100 0 equal

Time (s) 42.50 31.03 11.47 26.98% faster

Word 2: electroencefalograma

Hits (%) 100 98.75 1.25 ≈ 0 nearly equal

Time (s) 41.18 31.09 10.09 24.50% faster

Word 3: kayak

Hits (%) 100 100 0 equal

Time (s) 37.51 44.18 -6.67 17.78% slower

Word 4: whisky

Hits (%) 100 100 0 equal

Time (s) 37.92 43.65 -5.73 15.11% slower

The new paradigm was compared against the classicla 6 × 6 approach. The
experiments were carried out using a signal generator included in the BCI2000
software so each individual could simulate the P300 using the mouse. Analysing
the results obtained it could be concluded that the new 7-D-speller:

– was a 25% approximately faster than the other paradigm for words that
include common letters in spanish language.

– And it was approximately a 16% slower for ”foreign” words that include
uncommon letters in spanish language.

Although these results seem promising and confirming the psicological motiva-
tion, further work can be done:

Test the system with real EEG : although the signal generator is quite ro-
bust and has been tested by other researchers, the new system will be tested
using a real EEG device.

Optimisation of the word selection : a word predictor based on a dictio-
nary could be implemented in the system so word writing would be much
faster.
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Abstract. We investigate in this paper the activity-dependent person
verification method using electroencephalography (EEG) signal from a
person performing motor imagery tasks. Two tasks were performed in
our experiments were performed. In the first task, the same motor im-
agery task of left hand or right hand was applied to all persons. In the
second task, only the best motor imagery task for each person was per-
formed. The Gaussian mixture model (GMM) and support vector data
description (SVDD) methods were used for modelling persons. Experi-
mental results showed that lowest person verification error rate could be
achieved when each person performed his/her best motor imagery task.

Keywords: EEG, Person Verification, Brain Computer Interface,
SVDD, GMM.

1 Introduction

Beside the popular person characteristics such as face, voice, fingerprint, signa-
ture and iris, researchers have been investigated other types of biometrics such
as ear, gait, hand and dental [1]. Those biometric traits are not universal, and
can be subject to physical damage such as dry skin, scars, loss of voice, etc. [2].
In addition, static physical characteristics can be digitally duplicated, such as
a photo of a face or a voice recording [3]. On the other hand, brain electrical
signals can avoid those limitations, it is hardly to steal because the brain activity
is sensitive to the stress and the mood of the person, an aggressor cannot force
the person to reproduce his/her mental pass-phrase [4] and it requires living per-
son recording, spontaneous signal, individual uniqueness due to different brain
configurations [2].

Brain electrical signal is usually used in diagnosing brain related diseases, but
there are very few reported studies on brain electrical activity-based biometrics
[5]. Measuring the EEG is a simple non-invasive way to monitor electrical brain
activity, but it does not provide detailed information on the activity of single
neurons (or small brain areas). Moreover, it is characterized by small signal
amplitudes (a few Volts) and noisy measurements [4].

The main applications of authentication systems are access control systems,
building gate control, digital multimedia access, transaction authentication, voice
mail, or secure teleworking. A research at the Canada’s Carleton University uses
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the brains response to stimuli, such as sounds or images, as the authentication
method called pass-thought. Users will access a protected computer system or
building by thinking of their pass-thought. Their brain signals are recorded and
features are extracted for matching with authorized users models [6].

Several techniques have been used for brain-wave-based person verification.
In [7], Manhattan distances on autoregressive (AR) coefficients with PCA were
used to compute thresholds for determining test patterns were clients or im-
postors, the person verification task from 5 subjects were done in 2 stages. In
[8], Independent Component Analysis (ICA) was used to determine dominating
brain regions to extract AR features, then a Naive Bayes probabilistic model
is employed for person authentication of 7 subjects with Half Total Error Rate
(HTER) of 2.2%. In [4], Gaussian mixture models has been applied for person
verification task on EEG signal from 9 subjects. Half total error rate of 6.6 %
was achieved for imagination left task.

In this paper, we investigate the person verification system using EEG sig-
nals of motor imagery tasks. The subjects were required doing the same motor
imagery tasks in enrolment and test phases. Experiments were done first using
the same task for all subjects, namely motor imagery of left hand or right hand,
then they were done using the best motor imagery task for each subjects that
can distinguish them. The GMM and SVDD methods were used for modelling
the individuals. The rest of the paper is organized as follows: Section 2 describes
the brainwave features, Section 3 describes SVDD and GMM modelling tech-
niques, Section 4 depicts the dataset used and parameter setup, finally Section
5 represents person verification results and Section 6 concludes the paper.

2 Brainwave Features

2.1 Autoregressive (AR) Features

Autoregressive model can be used for a single-channel EEG signal. It is a simple
linear prediction formulas that best describe the signal generation system. Each
sample in an AR model is considered to be linearly related with respect to a
number of its previous samples [9]:

y(n) = −
p∑

k=1

aky(n− k) + x(n) (1)

where ak, k = 1, 2, . . . , p, are the linear parameters, n denotes the discrete sample
time, and x(n) is the noise input. The linear parameters of different EEG channel
were taken as the features.

2.2 Power Spectral Density (PSD) Features

Power spectral density (PSD) of a signal is a positive real function of a fre-
quency variable associated with a stationary stochastic process. The PSD is
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defined as the discrete time Fourier transform (DTFT) of the covariance sequence
(ACS) [10]

φ(ω) =

∞∑
k=−∞

r(k)e−iωk (2)

where the auto covariance sequence r(k) is defined as

r(k) = E{y(t)y∗(t− k)} (3)

and y(t) is the discrete time signal {y(t); t = 0,±1,±2, . . .} assumed to be a
sequence of random variables with zero mean.

In this paper, the Welch’s method using periodogram is used for estimating
the power of a signal at different frequencies. 12 frequency components in the
band 8-30 Hz of different channels was estimated as features. Welch’s method
can reduce noise but also reduce the frequency resolution as compare to the
standard Bartlett’s method, which is desirable for this experiments.

3 Modelling Techniques

3.1 Support Vector Data Description (SVDD)

LetX = {x1,x2, . . . ,xn} be the normal data set. SVDD [11] aims at determining
an optimal hypersphere that encloses all normal data samples in this data set
X while abnormal data samples are not included. The optimisation problem is
formulated as follows

min
R,c,ξ

(
R2 + C

n∑
i=1

ξi

)
(4)

subject to

||φ(xi)− c||2 ≤ R2 + ξi i = 1, . . . , n
ξi ≥ 0, i = 1, . . . , n (5)

where R is radius of the hypersphere, C is a constant, ξ = [ξi]i=1,...,n is vector
of slack variables, φ(.) is the nonlinear function related to the symmetric, pos-
itive definite kernel function K(x1,x2) = φ(x1) · φ(x2), and c is centre of the
hypersphere.

For classifying an unknown data sample x, the following decision function is
used: f(x) = sign(R2 − ||φ(x)− c||2). The unknown data sample x is normal if
f(x) = +1 or abnormal if f(x) = −1.

In person verification enrolment phase, a smallest hyper sphere is trained to
enclose the individual feature vectors. In test phase a feature vector will be
accepted belonging to a claimed identity if its distances to the sphere center less
than the sphere radius R and rejected otherwise. The radius R can be changed
larger or smaller as a threshold.
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3.2 Gaussian Mixture Model (GMM)

Since the distribution of feature vectors in X is unknown, it is approximately
modelled by a mixture of Gaussian densities, which is a weighted sum of K
component densities, given by the equation

p(xt|λ) =
K∑
i=1

wiN(xt, μi, Σi) (6)

where λ denotes a prototype consisting of a set of model parameters λ =
{wi, μi, Σi} , wi , i = 1, . . . ,K, are the mixture weights and N(xt, μi, Σi)
,i = 1, . . . ,K, are the d-variate Gaussian component densities with mean vectors
μi and covariance matrices Σi

N(xt, μi, Σi) =
exp

{
− 1

2 (xt − μi)
′Σ−1

i (xt − μi)
}

(2π)
d/2|Σi|1/2

(7)

In training the GMM, these parameters are estimated such that in some sense,
they best match the distribution of the training vectors. The most widely used
training method is the maximum likelihood (ML) estimation. For a sequence of
training vectors X, the likelihood of the GMM is

p(X |λ) =
T∏

t=1

p(xt|λ) (8)

The aim of ML estimation is to find a new λ̄ parameter model such that p(X |λ̄) ≥
p(X |λ) . Since the expression in 8 is a nonlinear function of parameters in λ
its direct maximisation is not possible. However, parameters can be obtained
iteratively using the expectation-maximisation (EM) algorithm [12]. An auxiliary
function Q is used

Q(λ, λ̄) =

T∑
i=1

p(i|xt, λ) log[w̄iN(xt, μ̄i, Σ̄i)] (9)

where p(i|xt, λ) is the a posteriori probability for acoustic class i, i = 1, . . . , c
and satisfies

p(i|xt, λ) =
wiN(xt, μi, Σi)

c∑
k=1

wkN(xt, μk, Σk)
(10)

The basis of the EM algorithm is that if Q(λ, λ̄) ≥ Q(λ, λ) then p(X |λ̄) ≥ p(X |λ)
[23][24][25]. The following re-estimation equations are found

w̄i =
1

T

T∑
t=1

p(i|xt, λ) (11)
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μ̄i =

T∑
t=1

p(i|xt, λ)xt

T∑
t=1

p(i|xt, λ)

(12)

Σ̄i =

T∑
t=1

p(i|xt, λ)(xt − μ̄i)(xt − μ̄i)
′

T∑
t=1

p(i|xt, λ)

(13)

3.3 Hypothesis Testing

The verification task can be stated as a hypothesis testing between the two
hypotheses: the input is from the hypothesis person, (H0) or not from the
hypothesis person (H1).

Let λ0 be the claimed person model and λ be a model representing all other
possible people, i.e. impostors. For a given input x and a claimed identity, the
choice is between the hypothesis H0: x is from the claimed person λ0, and the
alternative hypothesis H1: x is from the impostors λ. A claimed person’s score
L(x) is computed to reject or accept the person claim satisfying the following
rules

L(x)

{
> θL accept
� θL reject

(14)

where θL are the decision thresholds.
The score used in person verification using GMM models is

L0(x) = logP (x|λ0)− logP (x|λ) (15)

And the score used in person verification using SVDD models is

L0(x) = R− ‖x− cS‖ (16)

The score (16) with a radius threshold R checks whether x is inside or outside
the sphere

4 Experimental Setup

4.1 Datasets

The Graz dataset B in the BCI Competition 2008 comes from the Department
of Medical Informatics, Institute of Biomedical Engineering, Graz University of
Technology for motor imagery classification problem in BCI Competition 2008
[13]. The Graz B 2008 dataset consists of EEG data from 9 subjects. The subjects
were right-handed, had normal or corrected-to-normal vision and were paid for
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participating in the experiments. The subjects paticipated in two sessions contain
training data without feedback (screening), and three sessions were recorded with
feedback. It consisted of two classes: the motor imagery (MI) of left hand and
right hand. Three bipolar recordings (C3, Cz, and C4) were recorded at sampling
frequency of 250 Hz.

4.2 Feature Extraction

The signals from electrodes C3, C4 and Cz were selected to extract features.
The autoregressive (AR) linear parameters and power spectral density (PSD)
components from these signals are extracted as features. In details, the power
spectral density (PSD) in the band 8-30 Hz was estimated. The Welch’s aver-
aged modified periodogram method was used for spectral estimation. Hamming
window was 1 second 50% overlap. 12 power components in the frequency band
8-30 Hz were extracted. Besides PSD features, autoregressive (AR) model pa-
rameters were extracted. In AR model, each sample is considered linearly related
with a number of its previous samples. The AR model has the advantage of low
complexity and has been used for person identification and authentication [14]
[15] [7]. Burg’s lattice-based method was used with the AR model order 21, as
a previous study [15] suggested when there were many subjects and epochs.

The resulting feature set consists of 3*(12+21)=99 features.

5 Experimental Results

For SVDD method, eperiments were conducted using 5-fold cross validation
training and the best parameters found were used to train models on the whole
training set and test on a separate test set. the RBF kernel function K(x, x′) =
e−γ||x−x′||2 was used. The parameters for SVDD training are γ and ν. The param-
eter γ was searched in {2k : k = 2l+1, l = −8,−7, . . . , 2}. The parameter ν was

Table 1. Equal error rate in training phase of 9 subjects using the left, right or the
best motor imagery task of SVDD and GMM methods

SVDD GMM

Subject Left Right Best Left Right Best

B01 0.0471 0.0466 0.0466 0.0998 0.1402 0.0371
B02 0.0502 0.0367 0.0342 0.0571 0.0404 0.0341
B03 0.0310 0.0113 0.0054 0.0013 0.0038 0.0013
B04 0.0912 0.0736 0.0855 0.1054 0.1179 0.0524
B05 0.1699 0.0620 0.0682 0.1964 0.1541 0.0805
B06 0.0857 0.0413 0.0413 0.0497 0.0438 0.0400
B07 0.0528 0.0692 0.0301 0.0313 0.0277 0.0630
B08 0.0746 0.0679 0.0546 0.0608 0.0529 0.0129
B09 0.0742 0.0978 0.0025 0.0625 0.0968 0.0758

Average: 0.0752 0.0563 0.0409 0.0738 0.0753 0.0441
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searched in {0.001, 0.01, 0.1}. The best parameters found are (ν = 0.1, γ = 2−3)
for left and right hand motor imagery and (ν = 0.1, γ = 2−5) for the best motor
imagery of each subjects. For the GMM method, the number of mixtures are set
to 64 in model trainings.

Table 1 shows the equal error rate (EER) in training phase of 9 subjects using
the left, right or the best motor imagery task of SVDD and GMM methods.
Overall the EER is the lowest using the best motor imagery task. The subject
B09 can be recognized best with left hand motor imagery task.

Figures 1 and 2 show the DET curves in test phase of person verification task
using EEG signal of left, right and best motor imagery task of SVDD method
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Fig. 1. DET curves of person verification task using EEG signal of left, right and best
motor imagery task of SVDD method
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Fig. 2. DET curves of person verification task using EEG signal of left, right and best
motor imagery task of GMM method
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Fig. 3. DET curves of person verification task using EEG signal using the best motor
imagery task of SVDD and GMM methods

for SVDD and GMM person verification methods respectively. The curves are
averaged across targets from DET curves of each target person [16]. Overall, the
equal error rate is the lowest using the best motor imagery task.

Figure 3 shows the comparison of DET curves in test phase between SVDD
and GMM methods using the best motor imagery task. The SVDD method show
slightly lower EER than the GMM method.

6 Conclusion

We have investigated the activity-dependent person verification method using
brain wave features extracted from EEG signals of motor imagery tasks. The
left, right and best motor imagery tasks were used for each subject. The GMM
and SVDD methods were used for modelling the individuals. Experimental re-
sults have showed that we can use EEG signals of persons performing motor
imagery tasks to verify persons and that different motor imagery tasks can be
performed by different persons to reduce person verification error rate. For future
investigation, more data sets and brain activities will be investigated.
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Abstract. Pressure ulcer is a clinical pathology of localized damage to the skin
and underlying tissue caused by pressure, shear or friction. Diagnosis, care and
treatment of pressure ulcers can result in extremely expensive costs for health
systems. A reliable diagnosis supported by precise wound evaluation is crucial in
order to success on the treatment decision and, in some cases, to save the patient’s
life. However, current evaluation procedures, focused mainly on visual inspec-
tion, do not seem to be accurate enough to accomplish this important task. This
paper presents a computer-vision approach based on image processing algorithms
and supervised learning techniques to help detecting and classifying wound tis-
sue types which play an important role in wound diagnosis. The system proposed
involves the use of the k-means clustering algorithm for image segmentation and
a standard multilayer perceptron neural network to classify effectively each seg-
mented region as the appropriate tissue type. Results obtained show a high perfor-
mance rate which enables to support ulcer diagnosis by a reliable computational
system.

1 Introduction

The European Pressure Ulcer Advisory Panel (EPUAP) defines a pressure ulcer (PU) as
an area of localized damage to the skin and underlying tissue caused by pressure, shear,
friction, or a combination of these factors [1–3]. Prevention, care and treatment of PU
pathology represent high costs for health services [4] and have important consequences
for the health of the affected population, specially for those populations at risk such as
elderly people. Recent studies [5] have also shown how mortality rates associated with
this pathology have increased in the last few years.

Accurate diagnosis of the wounds is critical in order to proceed with the right diag-
nosis and appropriate treatment, which in some cases can require surgery. This crucial
evaluation is carried out by clinicians using standardized scales or indexes consisting
mainly of a visual inspection of the ulcer. However, this technique has been proved to
be an inaccurate way to deal with diagnosis of this sort of wounds [6, 7].

Image processing and computational intelligence techniques have been applied in
several current studies to address different aspects of this particular problem of wound
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diagnosis. One of these aspects involves the partial problem of wound area identifi-
cation, which has been tackled with different techniques such as contour detection
with histogram segmentation, active contours modelling, region growing, clustering
approaches or skin texture models [8–10]. Unlike these proposals, other approaches
focus on detecting the different tissues existing in the wound, by using diverse segmen-
tation methods —such as histogram thresholding, watersheds, mean-shift smoothing,
region growing, classification or graphs— sometimes combined with machine learning
strategies [11, 12].

One of the most challenging factors to cope with when working with PU images lies
in the very heterogeneous colourations they present, which are related with patient’s
skin colour and other several anomalies that may be observed in the images, such as
erythemas, skin striation, etc. Moreover, boundaries between different tissue regions are
usually extremely irregular and vague, which increases the complexity of the tissue seg-
mentation process. The most recent work in this field [13] presents a mean-shift proce-
dure along with a region-growing strategy for effective region segmentation, combined
with a complex hybrid approach based on a cascade of single-class classifiers for wound
tissue recognition. Although high efficacy rates were obtained, this work presents some
significant limitations, since the classifiers are based on an elaborate architecture con-
sisting of neural networks and Bayesian classifiers with were combined to recognize
patterns of colour and texture features. Additionally, a complex set of heuristic tech-
niques are needed to be applied to the classifiers’ outputs to get the final classification
results. In this study, a standard multilayer perceptron approach for PU tissue recogni-
tion together with a highly effective image processing procedure is proposed. This latter
technique has been devised to extract a richer descriptor set than that obtained in [13],
since not only texture and color features are taken into account, but also morphological
and topological characteristics are considered.

This paper is structured in four sections, including the introduction given in this
Section 1. In Section 2, the methodology followed in this approach is described. Exper-
imental results achieved by this study are shown in Section 3. Finally, conclusions and
further works are discussed in Section 4.

2 Methodology

Clinicians took color photographs of PUs of patients with home-care assistance.
Sacrum and hip PUs were photographed under non-controlled illumination conditions
by using a Sony Cybershot R© W30 digital camera. The images were acquired with
flash-light to get well-illuminated scenes, and at a distance of approximately 30−40 cm
from the wound plane. Macro-photography focusing was used to ensure well-focused
pictures within these short distances. A group of clinical experts selected a total of 113
photographs which were considered to be an appropriate data set for analysis because
of the presence of all significant tissue types in PU evaluation.

2.1 Segmentation Process

After an initial median filtering for noise reduction, a preprocessing procedure is ap-
plied to each photograph in order to previously detect and extract those spurious regions
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consisting of flash-light reflections, blood stains, shadows, clinical stuff, clinician’s fin-
gers, normalization markers, etc. (see Figure 1). If these invalid areas are not removed,
the number of regions generated by the segmentation module could negatively increase,
affecting seriously the automatic recognition of significant PU tissues. Therefore, these
regions are automatically extracted from the image before the segmentation process is
initiated. To that end, an appropriate set of colour space transformations and standard
deviation filters —which depend on the sort of invalid region needed to be detected—
are applied to the images as a previous step to image segmentation. Although specific
details of this preprocessing phase could be out of the scope of this paper, some expla-
nations can be provided for the sake of clarity. Thus, flash-light reflections are detected
in the HSV colour space as those regions with high saturation and luminance values.
On the other hand, white square normalization markers included in the image are ex-
tracted by applying morphological transformations [14]. For its part, blood stains, that
could hide significant tissues behind them, are identified by detecting those regions with
high saturation values in the HSV colour space and low green components in the RGB
space. Shadows are extracted from the images by working with the luminance compo-
nent, which is computed as linear combination of the RGB components; those regions
of low luminance and high saturation, that lack flash reflections and present an uniform
colour distribution, with a low standard deviation in the center as well as a high standard
deviation in the periphery, are considered as shadows. Other spurious regions, such as
clinical stuff, clinicians’ fingers, background, etc., are detected and removed by having
into consideration their typical low luminance values as well as the abrupt transitions
with other significant regions in the image.

The objective of the segmentation module is to divide the image into groups of
pixels with similar characteristics and make it possible the subsequent classification
of the regions obtained. This segmentation process is arranged in three main sequen-
tial stages (scheduled in Figure 1), which are based on the specific “center-surround
topology” of the ulcer images, with a centred wound-bed that consists of a variable pro-
portion of granulation, slough and necrotic tissues, which is immediately surrounded
by epithelial healing tissue (that could present different conditions, such as intact and
healthy, macerated, lacerated, eczematous, etc.) and a final periphery mostly consisted
of healthy skin.

In a first stage, a simple k-means algorithm has been used (number of groups k = 12)
to get a preliminary segmentation, by clustering the pixels in the image into separate
groups consisted of adjacent pixels with similar colour features. This step makes it
possible to work at region-level instead of doing it at pixel-level. Components from
four different colour spaces —RGB, HSV, YCbCr and YIQ— have been used for
this clustering-based pre-segmentation, in particular S (Saturation), Y (luminance), Q
(crominance) and H (hue) components from those spaces. Of all the components in
those four colour spaces, these last four are the ones that best allow the k-means al-
gorithm to separate precisely those intricately tessellated regions of the three different
wound-bed tissue types, providing large homogeneously composed skin regions as a
expected result. The number of k = 12 groups for the k-means algorithm has been cho-
sen as the minimum number that maximizes the number of resulting segmented regions
in the images that include an only tissue type (i.e. homogeneous regions).
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Fig. 1. The image segmentation process, arranged in three main stages: 1) preprocessing for in-
valid regions detection, 2) separating the wound-bed area from the peri-ulcer area, and 3) an
specific segmentation process is independently applied to each of the two main areas obtained

In a following segmentation stage, some image processing steps have been designed
to separate the wound-bed area from the peri-ulcer area (healing and skin regions). In
a final stage, an specific segmentation process is independently applied to each of the
two main areas obtained, wound-bed and peri-ulcer.

Wound-Bed Area Detection Stage. At this point, a subsequent iterative processing
stage has been carried out on the regions resulting from the k-means clustering, with
the main objective of locating those regions consisting of healing tissue, slough, gran-
ulation and necrotic areas. This tissue detection supplies us with information about the
wound-bed shape, since healing tissue is mainly arranged along wound-bed edges and
delimits the wound-bed area consisted of granulation, slough and necrotic regions. A
iterative process applied on the regions obtained from the k-means clustering has been
designed, which start with the definition of a new set of colour channels obtained by
linear and non-linear transformation of the 12 components from the four colour spaces
above. Thresholding strategies based on the distribution of these colour channels in each
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different tissue type, allow us to obtain a ROI (Region Of Interest) mask corresponding
to an estimated wound-bed area.

Final Segmentation Stage. Once the wound-bed area is fully separated from the peri-
ulcer area, pixels inside and outside that wound-bed are processed in two separated
pools, respectively, to get the final segmented image. For pixels in each one of these
pools, the k-means (k = 12) clustering algorithm is applied again, but using different
combinations of color spaces, channels and transformed channels to enhance the sep-
aration between clusters in the multi-dimensional feature spaces of the pixels in both
areas. The k-means algorithm separates the pixels in each area (estimated wound-bed
and peri-ulcer) into 12 different groups. Even though there could be only four different
tissue types inside the estimated wound-bed (granulation, slough, necrotic and healing
regions) as well as two different tissue classes in the estimated peri-ulcer (skin and
healing regions), that higher number of clusters than tissue types is used in order to
ensure that one and only one tissue type can be found in every region generated by the
k-means clustering. At the same time, although the number of resulting regions can be
high, region sizes are large enough to extract significant descriptors to be identified as
the right tissue type by the subsequent classification process.

A total 15,768 regions are finally obtained from the 113 images after segmentation,
with an average 139.54 regions per image (standard deviation 43.88 regions), of which
we got an average 66.31 regions per image in the wound-bed area (standard deviation
43.88 regions) and an average 73.23 regions per image in the peri-ulcer area (standard
deviation 32.56 regions).

Once the images have been segmented, a set of patterns consisted of topological,
morphological, colour and texture descriptors from each one of the segmented regions
is extracted. A brief enumeration of these features can be summarized as follows:

– Colour components:
• Components from different colour spaces:
∗ RGB
∗ YIQ
∗ YCbCr
∗ HSV

• Linear and non-linear combinations of the different components from the
colour spaces above, to get transformed colour features.
• Image-level descriptors:
∗ Percentiles of the transformed colour components intensity levels.
∗ Estimated threshold for the Cr channel (from the YCbCr colour space).

• Region-level descriptors:
∗ Mean intensity levels of the transformed colour components.
∗ Standard deviations of the transformed colour components.
∗ Mean of the standard deviation filter applied to the region, for all the trans-

formed colour components.
– Topological and morphological components:
• Image-level descriptors:
∗ Estimation of the radius of the wound-bed in pixels units.
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• Region-level descriptors:
∗ Percentiles of the distribution of the distance of the pixels in the region to

the wound-bed border.
∗ Percentiles of the distribution of the distance of the pixels in the region to

the wound-bed center.
∗ Ratio of the region perimeter belonging to the wound-bed border.
∗ Ratio of the region perimeter belonging to the image border.
∗ Ratio of the region area belonging to the preliminary ROI (see Figure 1).
∗ Ratio of the region area belonging to the first wound-bed area estimation

(see Figure 1).
∗ Ratio of the region area belonging to the final wound-bed area estimation

(see Figure 1).

In total, 104 features are used as inputs to the classifiers, which are also supplied with
the output value representing the tissue-class during the supervised learning phase. A
group of 5 expert clinicians from the Málaga Province Health Services labelled each
region from the set of 113 segmented images, by assigning one of the five possible tissue
types (granulation, slough, necrotic, healing or skin) to each region in the segmented
images: these labelled images become the gold-standards and give the expected outputs
from the classifiers during its supervised training phase.

The tissue class shows an unbalanced distribution in our data, since the prevalence of
the different tissue types is quite heterogeneous. Using re-sampling with no replacement
contributes to cope with this problem, that could negatively affect the classification
process. Figure 2 shows the number of patterns per tissue type used in our experiments
with multi-class classifiers (see tables 2 and 3), before and after applying re-sampling1.

3 Experimental Results

In this study, PU diagnosis has been approached as a classification problem. Thus,
the design of a pattern recognition system for PU tissue classification has been
accomplished by following a supervised approach consisted of two standard three-layer
multilayer perceptrons (MLP) (parameters: learning rate = 0.3; momentum = 0.2;
one hidden layer of (#classes + #attributes)/2 nodes; neurons follow a sigmoid
activation function; input patterns are normalized; back-propagation learning rule for
500 epochs) specifically trained to classify independently the regions in the estimated
wound-bed (four tissue classes) and the estimated peri-ulcer (two tissue classes),
respectively.

The values shown in Table 1 have been generated by a k-fold cross-validation strat-
egy (k = 10) using the MLP configuration above. High overall efficacy rates have been
obtained in general, although the classifier achieves better results for specific tissue
types such as skin and granulation, with high specificity scores for all tissue types.

In order to compare the performance results given by the MLP, a multi-class experi-
ment has been designed to classify all the regions from the segmented images, this time
with no distinction between wound-bed or peri-ulcer tissues, i.e. classifying each region

1 Weka 3.6.8 supervised instance resampling filter, with bias-to-uniform parameter = 0.5.
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Fig. 2. Numbers of patterns per tissue class, before and after applying re-sampling

as one of the five possible PU tissue classes. Besides the MLP, the following alternative
supervised approaches have been also used: a support vector machine (SVM) with poly-
nomial kernel; a decision tree trained with the C4.5 algorithm (with confidence factor
= 0.25 and minimum number of instances per leaf = 2); and a Naı̈ves Bayes classifier.
The efficacy rates (correctly classified, sensitivity or recall, precision and f-measure)
shown in Table 2 have been obtained by running 10 independent executions for each
different classifier, with k-fold stratified cross validation (k = 10)2.

In Table 2, it is possible to observe the high performance rates achieved by the MLP,
followed in order by the SVM and the C4.5 algorithm (Naı̈ve Bayes classifier can be
considered as a basal-line classifier for comparisons). A paired Student’s T-Test (p =
0.05) used to compare the results of Table 2 provides significant differences in favour
of the MLP approach for all of the efficacy measures shown in Table 2.

Figure 3 shows the ROC curves corresponding to the classifiers’ efficacy rates for a
single tissue type, the healing tissue, as an illustrative example (healing tissue is consid-
ered as a critical tissue to estimate the wound area). Here, it can be easily observe how
the MLP gives the best trade-off between true positive rate (benefits) and false positive
rate (cost).

Finally, a similar experiment has been performed to obtain the results in Table 3,
where a correlation-based feature subset selection algorithm has been applied to remove
those descriptors that may be redundant for classification purposes. This feature selec-
tion evaluator favours those feature subsets that are highly correlated with the feature

2 Weka 3.6.8 has been used to run the classification experiments with standard parameters for
all the analysed approaches.
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Table 1. Performance rates for each tissue class from the MLP approach on patterns in the testing
set (data from k-fold cross-validation, k = 10)

Balanced Accuracy Sensitivity Specificity Precision F-Measure

Necrotic 0.907 0.823 0.992 0.828 0.825
Slough 0.875 0.776 0.975 0.808 0.792
Granulation 0.924 0.889 0.959 0.864 0.876
Healing 0.873 0.796 0.949 0.794 0.795
Skin 0.956 0.944 0.968 0.949 0.946

Weighted average 0.919 0.874 0.964 0.874 0.874

Table 2. Performance rates (mean ± standard deviation) from MLP, SVM, C4.5 (decision tree)
and Naı̈ves Bayes classifiers on patterns in testing sets (data from 10 executions for each classifier,
with k-fold cross-validation, k = 10)

Correctly
classified

Sensitivity Precision F-Measure

MLP 0.86 ± 0.01 0.76 ± 0.04 0.79 ± 0.04 0.77 ± 0.02
SVM 0.84 ± 0.01 0.70 ± 0.03 0.74 ± 0.02 0.72 ± 0.02
C4.5 Decision tree 0.84 ± 0.01 0.72 ± 0.03 0.73 ± 0.02 0.73 ± 0.02
Naı̈ves Bayes 0.71 ± 0.01 0.47 ± 0.03 0.49 ± 0.02 0.48 ± 0.02

Table 3. Performance rates from MLP, SVM, C4.5 (decision tree) and Naı̈ves Bayes classifiers
on patterns in testing sets, with feature selection (data from 10 executions for each classifier, with
k-fold cross-validation, k = 10)

Correctly
classified

Sensitivity Precision F-Measure

MLP 0.80 ± 0.01 0.57 ± 0.07 0.68 ± 0.05 0.61 ± 0.03
SVM 0.78∗ ± 0.01 0.54 ± 0.03 0.61∗ ± 0.02 0.58∗ ± 0.02
C4.5 Decision tree 0.79 ± 0.01 0.62+ ± 0.03 0.66 ± 0.02 0.64+ ± 0.02
Naı̈ves Bayes 0.70∗ ± 0.01 0.44∗ ± 0.03 0.44∗ ± 0.02 0.44∗ ± 0.02

class (tissue type), meanwhile giving low inter-correlation rates. As a search method
for feature selection, greedy best-first with forward direction has been used, giving 26
feature descriptors as a result.

If the results in Table 3 are compared with those ones observed in Table 2, it is
easily remarkable that the feature selection process makes classification performance
rates worse for all the four different classifiers analysed. Nevertheless, MLP gives the
best performance rates again, with also significant differences in its favour found for
those efficacy rates marked with asterisk (*) in Table 3 (paired T-Test, with p = 0.05;
significant rates in favour of any of the other methods are marked with the symbol ‘+’).
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4 Conclusions

A clustering-based image segmentation approach along with a standard MLP neural
network have been presented to accomplish automatic tissue recognition for PU di-
agnosis, with images taken in environments with non-controlled illumination. Neural
networks have provided high performance rates when classifying patterns composed of
colour, texture, region morphology and topology features extracted from the segmented
regions in a set of real PU images. Significantly higher efficacy rates have been obtained
when comparing the MLP approach with other supervised strategies based on support
vector machines, decision trees or Bayes classifiers. High efficacy scores are also ob-
tained in the classification of necrotic and slough tissues, which are extremely important
tissues in PU diagnosis. All these outcomes are achieved by using a standard MLP ar-
chitecture with a typical parameter configuration. As future work, one may speculate
on the idea that even higher performance rates could be obtained by optimizing this
MLP architecture and parameter configuration (number of hidden layers, learning rate,
early stopping, etc), or designing committee machines or hybrid approaches that adapt
even better to this particular computer vision problem. A further systematic analysis
of feature selection methods could be also done as future work to improve the results
obtained.
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Abstract. Image segmentation is a typical task in the field of image
processing. There is a great number of image segmentation methods in
the literature, but most of these methods are not suitable for multi-
spectral images and they require a priori knowledge. In this work, a
hierarchical self-organizing network is proposed for multispectral image
segmentation. An advantage of the proposed neural model is due to the
hierarchical architecture, which is more flexible in the adaptation process
to input data. Experimental results show that the proposed approach is
promising for multispectral image processing.

Keywords: Self-organization, multispectral data, data clustering,
hierarchical self-organizing maps.

1 Introduction

New advances in remote sensing enable investigators to acquire larger, more
complex image datasets. These images can generate data with six or more
dimensions; e.g. images provided by new lasers scanning microscopy or satel-
lites. However, the human visual system is only capable to perceive as much 3
dimensions of such data.

In many environmental assessments (agriculture, meteorology, etc.), satellite
images are an important source of information. There are multispectral scanner
systems that sample all available bands of the electromagnetic spectrum and
exhibit an extraordinary diversity. Usually, satellites have three or more remote
sensing radiometers, each of one acquire a digital image in different bands of
spectra. For example, Landsat is capable to acquire multispectral images com-
posed by eight bands: three visible bands (red, green and blue), near infrared,
middle infrared, far infrared or thermal and radar band.

In addition, multispectral imaging has also assisted in many archaeological
surveys. Consequently, the analysis of multispectral images is an essential issue
in many research areas and management tasks. Nevertheless, it can be a daunting
task to analyze these multidimensional image datasets. Such data may be so
rich in information that repeated reanalysis, focusing on different systems and
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hypotheses, is necessary. Even simple visualizations of the data may not be
trivial. The investigator needs to be able to browse through potentially gigabytes
of information, possibly arranged in a non-intuitive fashion. Moreover, some
types of data may be so complex that they are not entirely represented in a
three-parameter (RGB or HSV) color model on the computer screen.

In this work, a hierarchical self-organized neural network is proposed for mul-
tispectral image segmentation. In the literature, it is observed that artificial
neural networks are widely used for the segmentation of remote-sensing images
[1–5]. Also, the combination of the neural networks and statistical algorithms is
used for the segmentation of the remote-sensing images[6, 7].

The rest of the paper is organized as follows. First the hierarchical neural
network (Section 2) used in this paper for multispectral image visualization is
presented. Some experimental results are shown in Section 3. Finally, Section 4
is devoted to conclusions.

2 GHSOM Model

The GHSOM is an artificial neural network proposed by [8] that has a hierarchi-
cal architecture arranged in layers, where each layer consists of several growing
SOMs [9]. Initially, the GHSOM starts with a single SOM of 2x2 neurons. During
the training, this SOM is automatically adapted according to the input patterns
[10]. The SOM can grow by adding a row or a column of neurons until reach a
certain level of detail in the representation of the data mapped onto the SOM.
After growing, neurons that have a bad representation of the data can be ex-
panded in a new map in the next layer of the hierarchy in order to provide a
more detailed representation of the data mapped onto the neuron. The final ar-
chitecture of the GHSOM mirrors the inherent hierarchical structure of the input
patterns, improving the representation achieved with a single SOM. Therefore,
each neuron represents a data cluster, where data belonging to one cluster are
more similar than data belonging to different clusters.

Two parameters are provided by the GHSOM (τ1 and τ2) to control the
growth of the maps and the hierarchical growth of the GHSOM, respectively.
This adaptation depends mainly on the quantization error of the neuron (qe).
The qe is a measure of the similarity of data mapped onto each neuron, where
the higher the qe is, the higher the heterogeneity of the data cluster is. The
quantization error of the unit i is defined as follows

qei =
∑

xj∈Ci

‖wi − xj‖, (1)

where Ci is the set of patterns mapped onto the neuron i, xj is the jth input
pattern from Ci, and wi is the weight vector of the neuron i.

When the training of the map m is finished, the growing of the map has to be
checked. For that, the quantization error of each neuron (qei) must be computed
in order to compute the mean of the quantization error of the map (MQEm). If
the MQEm of the map m is smaller than a certain fraction τ1 of the quantization
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error of the corresponding parent neuron u in the upper layer, the map stops
growing. This stopping for the growth of a map is defined in (2). Otherwise,
the map grows to achieve a better level of representation of the data mapped
onto the map, so the smaller the τ1 parameter chosen the larger the map. The
growing of a map is done by adding a row or a column of neurons between two
neurons, the neuron with the highest quantization error e and its most dissimilar
neighbor d.

MQEm < τ1 · qeu. (2)

Initially, the quantization error at layer 0 must be computed as given in (3),
where w0 is the mean of the all input data I. The initial quantization error (qe0)
measures the dissimilarity of all input data and it is used for the hierarchical
growth process of the GHSOM together with the τ2 parameter, following the
condition given in (4). This condition shows that the quantization error of a
neuron i (qei) must be smaller than a fraction (τ2) of the initial quantization
error (qe0). Otherwise, the neuron is expanded in a new map in the next level
of the hierarchy, so the smaller the τ2 parameter the deeper the hierarchy.

qe0 =
∑
xj∈I

‖w0 − xj‖. (3)

qei < τ2 · qe0. (4)

When a new map is created, a coherent initialization of the weight vectors of
the neurons of the new map is used as proposed by [11]. A new map created
from an expanded neuron is trained as a single SOM. During the training, the
set of input patterns are those that were mapped onto the upper expanded unit.
In each iteration t, an input pattern is randomly selected from this data subset.
The winning neuron of the map (r) is the neuron with the smallest Euclidean
distance to the input pattern. The winner’s weight vector is updated guided by a
learning rate α, decreasing in time (5). In addition to the winner, the neighbors
of the winner are updated depending on a Gaussian neighborhood function hi

and their distances to the winner. This neighborhood function (6) reduces its
neighborhood kernel δ during training, being ||rc − ri||2 the distance between
neurons c and i within the output space, with ri representing the 2-D coordinates
of the neuron i within the grid.

wi(t+ 1) = wi(t) + α(t)hi(t)[x(t) − wi(t)], (5)

hi(t) = exp

(
−||rc − ri||2

2 · δ(t)2

)
. (6)

Next we describe a method to assign a pair of coordinates to each neuron of
a GHSOM network. First of all, we assign integer coordinates to the neurons
of the top level map. Hence, for a top level map with N1 ×N2 neurons we get
coordinates of the form (i, j) with i ∈ {1, 2, ..., N1}, j ∈ {1, 2, ..., N2}, so that the
spacings between two neighbor neurons in each dimension are ζ1 = 1, ζ2 = 1.
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If at a level with spacings ζ1, ζ2 there is a neuron with coordinates (a, b) ∈ R2

which has a child map with M1 ×M2 neurons, then we assign to these neurons

equally spaced coordinates in the square
[
a− ζ1

2 , a+
ζ1
2

]
×
[
b− ζ2

2 , b+
ζ2
2

]
, with

spacings ζ′1 = ζ1
M1+2 , ζ

′
2 = ζ2

M2+2 . The coordinates of the child neuron at lattice

position (h, k) ∈ {1, ...,M1} × {1, ...,M2} are
(
a− ζ1

2 + hζ′1, b− ζ2
2 + kζ′2

)
. An

example is shown in Figure 1, with N1 = 4, N2 = 3, M1 = M2 = 2. The neurons
are shown in CIELAB colors according to their positions.

Fig. 1. Bidimensional coordinate assignment for a GHSOM

3 Experimental Results

In this section, the segmentation of multispectral images has been performed
by using the GHSOM. Two different multispectral images were selected for our
experiments: an Egyptian statue and satellite image of a reserved forest in India.
The Egyptian statue image was selected from a multispectral image database
of the Columbia University1. This image has a resolution of 512x512 pixels and
a full spectral resolution reflectance data from 400nm to 700nm at 10nm steps
(31 bands). The satellite image of a reserved forest in India was chosen from
the QuickBird Imagery through the Global Land Cover Facility2. The selected
image has a resolution of 4096x4096 pixels and a spectral resolution reflectance
data from 450nm to 900nm dividing them into 4 bands (blue, green, red and
near infrared). Note that the two selected multispectral images have different
characteristics in order to compare their results. These two multispectral images
are shown in RGB in Figure 2.

For both multispectral images, the GHSOM was trained during two epochs
and using two different configurations of the parameters τ1 and τ2 to see the
effects of diminishing these two parameters. We chose τ1 = 0.1 and τ2 = 0.1 for
the first configuration; and τ1 = 0.01 and τ2 = 0.01 for the second. Ten folds were
run and the model with minimum quantization error (see Section 2) was chosen
to visualize the resulting segmentation for each configuration of the τ1 and τ2
parameters. The GHSOM was fed first with the multispectral data from the

1 Available online: http://www.cs.columbia.edu/CAVE/databases/multispectral/
2 Available online: http://glcf.umiacs.umd.edu/data/quickbird/

http://www.cs.columbia.edu/CAVE/databases/multispectral/
http://glcf.umiacs.umd.edu/data/quickbird/
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(a) (b)

Fig. 2. RGB images of the two multispectral images: (a) Egyptian statue and (b)
satellite image of a reserved forest in India

Egyptian statue image, from which a dataset of 262,144 input samples (D = 31)
was extracted. The obtained model for the two configurations of parameters is
given in Figure 3. The first model (5(a) )has a map of 2x2 neurons at the first
layer and two maps of 2x2 and 2x3 neurons at the second layer. The model for
the second configuration has a 5x4 map at the first layer and ten maps of 7x4,
5x5, 8x2, 4x7, 4x6, 4x7, 6x4, 3x6, 3x8 and 5x3 neurons at the second layer.

The segmentation performed for these two models is shown in Figure 4. We can
see in the plots how the statue is appropriately segmented, the same as the dog
doll next to the statue which almost could not be seen due to the poor contrast of
the RGB image (see Figure 2(a)). Note that the deeper the layer, the better the
segmentation. Thus, in the first row of Figure 4(a), the dog doll is not segmented
due to the low number of neurons (4) at the first layer, whereas taking into
account the second layer, this doll was segmented and the statue was represented
at a higher level of detail. The difference image between the first layer and the
first and second layer segmentation shows the contribution of the hierarchy to
the segmentation. This contribution is lower for the second configuration (second
row) since the segmentation at the first layer was performed with 20 neurons
(colors).

From the second multispectral satellite image of a reserved forest in India,
a dataset of 262,144 input samples (D = 4) was designed, since the image was
reduced to a resolution of 512x512 pixels. After training the GHSOM with this
dataset, the obtained models for the two proposed configuration of parameters
are given in Figure 5. The first model (5(a)) has a map of 2x3 neurons at the
first layer, from which two neurons were expanded into two maps of 3x3 and 2x3
neurons. The second model (5(b)) presents a bigger architecture since the values
of the two parameters were reduced for the training. For this configuration, a
map of 5x5 neurons was generated at the first layer, whereas at the second layer
ten maps of 4x2, 8x4, 4x8, 8x4, 6x6, 7x6, 9x4, 6x6, 8x4 and 6x6 neurons were
obtained.

The segmentation performed by these GHSOM models is shown in Figure 6.
The same analysis performed for the Egyptian statue image can be applied here.
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Fig. 3. GHSOM models in 2D of the Egyptian statue multispectral image setting: (a)
τ1 = 0.1 and τ2 = 0.1 and (b) τ1 = 0.01 and τ2 = 0.01. Neurons are represented by
circles. Expanded neurons are represented by rectangles, which indicate the size of the
expanded map at layer 2.

(a) (b) (c)

Fig. 4. GHSOM segmentation of the multispectral image of an Egyptian statue. The
first row was obtained with τ1 = 0.1 and τ2 = 0.1, whereas the second row with
τ1 = 0.01 and τ2 = 0.01. (a) First layer segmentation, (b) first and second layer
segmentation and (c) difference image between (a) and (b) images.

Note that the river, the houses and the forest are clearly segmented in different
regions. In the third column (6(c), the differences between the segmentation
achieved by the two layers of the hierarchy for both models can be noted, showing
the contribution of the second layer to improve the segmentation of the first layer.
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Fig. 5. GHSOM models in 2D of the multispectral satellite image of a reserved forest
in India setting: (a) τ1 = 0.1 and τ2 = 0.1 and (b) τ1 = 0.01 and τ2 = 0.01. Neurons are
represented by circles. Expanded neurons are represented by rectangles, which indicate
the size of the expanded map at layer 2.

(a) (b) (c)

Fig. 6. GHSOM segmentation of the multispectral satellite image of a reserved forest
in India. The first row was obtained with τ1 = 0.1 and τ2 = 0.1, whereas the second
row with τ1 = 0.01 and τ2 = 0.01. (a) First layer segmentation, (b) first and second
layer segmentation and (c) difference image between (a) and (b) images.

As a quantitative measure, the mean quantization error of the 10 trained
GHSOMs for each considered image and configuration is given in Table 1, where
the standard deviations are shown in parenthesis. The mean quantization error of
a GHSOM is computed recursively as the mean of the quantization errors of their
leaf neurons along the hierarchy. Note that the larger the τ1 and τ2 parameters,
the lower the mean quantization error. Also, larger values are obtained for the
statue image since it is more complex (D = 31) than the satellite image (D = 4).
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Table 1.Mean quantization error of the 10 trained GHSOMs for each considered image
and configuration of parameters. Standard deviations are shown in parenthesis.

Image τ1 = 0.1/τ2 = 0.1 τ1 = 0.01/τ2 = 0.01

Statue 3670.91 (299.42) 425.89 (49.88)
Satellite 2894.82 (318.12) 309.31 (30.21)

4 Conclusions

In this paper, a hierarchical self-organized neural network called GHSOM
(Growing Hierarchical Self-Organizing Map) is used to visualize multispectral
images. This neural network can be successfully applied to image segmentation
tasks. Here, it is also used for segmentation and visualization of multispectral
images. Two multispectral images were selected for our experiments: one with
31 bands, and the other one with 4 bands from a satellite image. Experimental
results confirm the good performance of the approach.
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Abstract. Most of object detection algorithms do not yield perfect foreground
segmentation masks. These errors in the initial stage of video surveillance sys-
tems could cause that the subsequent tasks like object tracking and behavior anal-
ysis, can be extremely compromised. In this paper, we propose a methodology
based on self-organizing neural networks and histogram analysis, which detects
unusual objects in the scene and improve the foreground mask handling occlu-
sions between objects. Experimental results on several traffic sequences found in
the literature show that the proposed methodology is promising and suitable to
correct segmentation errors on crowded scenes with rigid objects.

Keywords: self-organizing neural networks, postprocessing techniques, traffic
monitoring, surveillance systems, object detection.

1 Introduction

Self-organizing models (SOM) have shown considerable promising in a wide variety
of application areas, including hard video applications [1] like some robotic operation,
visual inspection, remote sensing, autonomous vehicle driving, automated surveillance,
and many others.

Several works have used self-organizing models for the representation and tracking
of objects. Fritzke [2] proposed a variation of the GNG [3] to map non-stationary distri-
butions that applies to the representation and tracking of people [4]. In [5] it is suggested
the use of self-organized networks for human-machine interaction. In [6], amendments
to self-organizing models for the characterization of the movement are proposed.

This paper aims to address the ability of self-organizing maps to detect poorly seg-
mented objects in video sequences of traffic monitoring and improve the output of the
segmentation mask. Standard object detection algorithms [7,8,9] do not provide a per-
fect foreground mask for each sequence frame, and difficulties like annoying noise,
spurious blobs and occlusions among objects can arise. In this sense, we present an
application of a neural architecture based on SOM that is able to adapt the topology of
the network of neurons to the objects that appear in the images, and can represent the
common features of the objects of interest. In traffic monitoring applications, cars are
assumed to be the usual objects of interest, although other vehicles as trucks, motorcy-
cles, etc. are unusual or anomalous objects due to the fewer occurrences of these kinds
of objects in the video sequences.

I. Rojas, G. Joya, and J. Cabestany (Eds.): IWANN 2013, Part II, LNCS 7903, pp. 458–466, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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(according to their shape)

Occlusion
handling
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Enhance 
objects 
(blobs) Object

Tracking
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Fig. 1. Framework of video surveillance systems in which our methodology is incorporated. It
should be noticed that the results of our approach are the inputs of the following stage, object
tracking.

The proposed methodology manages to detect anomalous objects, discriminate them
between less frequent objects and overlapped objects generated because of segmenta-
tion errors, and correct the latter ones by analyzing their horizontal and vertical his-
tograms. These corrections have a two-fold objective: improve the foreground mask
which will benefit the subsequent object tracking algorithms, and cluster the data to
determine different types of vehicles.

The rest of the paper is organized as follows: Section 2 sets out the methodology
of this approach describing the self-organizing neural network adapted to this issue
(Section 2.1) and the occlusion handling procedure to discriminate and correct over-
lapped objects (Section 2.2). Section 3 shows several experimental results over several
well-known public traffic surveillance sequences and Section 4 concludes the article.

2 Methodology

The starting point of our proposal involves an initial segmentation of moving objects,
which is achieved by separating the information corresponding to the foreground, i.e.,
the objects which are in movement, from the static background of the scene. Among
the different alternatives, it is remarkable the model based on mixture of gaussians
which uses a set of normal distributions for modeling both the background and the
foreground [7]; an stochastic approximation method for representing the background
and foreground with a multivariate gaussian and uniform distributions, respectively [8];
and the application of clustering techniques to group those patterns which are associated
with the background to distinguish from those pixels in movement [9].

In this approach, the initial segmentation is obtained from the published work in [8].
Additionally, basic postprocessing operators such as erosion and dilatation are applied
in order to filter and reduce the noise and the spurious objects of the segmentation mask.

Our approach is divided in two stages (see Figure 1), a self-organizing neural net-
work to model the common shape objects in the scene and an occlusion handling pro-
cess to deal with unusual objects, in order to detect if that anomaly is considered as a
overlapped object or another kind of object with a fewer occurrence in the scene (truck,
bicycle, . . . ). Each stage is described more thoroughly in the following sections.

2.1 Detection of Anomalous Objects

In order to detect anomalous objects, it is necessary to build a model of usual ones.
From each object we extract a feature vector y ∈ RD, and we aim to obtain a reduced
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representation of the set of such vectors for usual objects. In a video scene, it must
be taken into account that the typical features of the objects vary smoothly from one
position to another. For example, approaching objects look bigger as they come closer
to the camera, which means that their areas are larger. Consequently, the main task is to
learn a smooth function

F : R2 → RD (1)

y = F (x) (2)

In addition to this, it is also needed to record the variability among the typical data,
in order to be able to spot anomalous data. This can be done by binning the typical
data according to the position in the scene where they appear. Hence, we need distinct
processing units spread across the scene which are able to cooperate among them. This
leads to self-organizing maps, which fulfill this requirement. However, standard self-
organizing maps are unsuitable for this task, since they do not output vectors.

The kind of self-organizing maps that this application requires belongs to the family
of parametrized and interpolating maps, which are commonplace in robot inverse kine-
matics controllers [10,11,12,13]. The fundamental difference with the standard SOMs
is that there are input vectors x ∈ R2 and output vectors y ∈ RD. Each unit i has a
prototype for input vectors wi ∈ R2 and a prototype for output vectors vi ∈ RD. The
winner unit is computed according to the input prototype, while the output prototype is
used when we need to estimate the smooth function F .

Let M be the number of units of the self-organizing map, which are arranged in a
rectangular lattice of size a×b, where M = ab (see Figure 2a). The topological distance
between the units i and i′, located at lattice positions (p1, p2) and (p′1, p′2), is given by:

d (i, i′) =
√
(p1 − p′1)

2 + (p2 − p′2)
2 (3)

At time step n, a new input sample x (n) and the corresponding output sample y (n)
are presented to the network, and a winner unit is declared:

Winner (x (n)) = arg min
j∈{1,...,M}

‖x (n)−wj (n)‖ (4)

It is remarkable that only samples from one frame at each step are analyzed, since the
learning strategy of the network is online. Then the input and output prototypes of all
the units are adjusted, for i ∈ {1, ...,M}:

wi (n+ 1) = wi (n) + η (n)Λ (i,Winner (x (n))) (x (n)−wi (n)) (5)

vi (n+ 1) = vi (n) + η (n)Λ (i,Winner (x (n))) (y (n)− vi (n)) (6)

where η (n) is a decaying learning rate and the neighborhood function Λ varies with the
time step n and depends on a decaying neighborhood radius Δ (n):

η (n+ 1) ≤ η (n) (7)
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(a) Initial topology of the self-organizing
neural network

(b) SOM Topology adapted to the Lankershim
scene

Fig. 2. Self-organizing neural network initially distributed in the scene as a grid (a) and finally
adapted to the most frequent positions of the vehicles in the scene. The size of the neurons, which
represents the size of the vehicles in their corresponding zones of the scene, is also learned from
the initial state.

Λ (i, j) = exp

(
−
(
d (i, j)

Δ (n)

)2
)

(8)

Δ (n+ 1) ≤ Δ (n) (9)

The receptive field of unit i, i.e. the region of the input space which is represented by i,
is defined as:

Fi = {x (k) | i = Winner (x (k))} (10)

If we are presented a test sample x and we wish to estimate F (x), then we compute
the winning unit j = Winner (x) by (4) and we take

y = F (x) = vj (11)

That is, the estimated output is the output prototype of the winning unit. The topology
of the SOM approach adapted to an specific scene is observed in Figure 2b. It should be
noted that the size of the movement objects in the scene is also learned and represented
by the size of the neurons.

Next we need a procedure to detect the anomalous samples. First of all, we keep
in each unit i a log Si of the distances ‖ŷ − y‖ for all the anomalous test samples
that belong to its receptive field Fi. This log is initialized with the inter-unit distances
‖vi − vj‖ for all the neighbors j of unit i. Then we decide whether an input sample
belonging to Fi is anomalous as follows:

(x,y) is anomalous⇔ ‖ŷ − y‖ > γPi,q (12)

where Pi,q stands for the q-th percentile of Si, and q ∈ {1, ..., 99}, γ > 0 are suitable
parameters.
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Fig. 3. Occlusion handling process which manages the unusual objects detected in Section 2.1.
From the horizontal and vertical histograms it is possible to identify the overlapped objects.

2.2 Occlusions Handling

The previous approach manages to model the normal shape of the objects in the scene,
detecting those ones which are considered as strange or unusual. Thus, some of the ab-
normal objects may be due to overlapped objects caused by the segmentation algorithm.
This kind of objects will be analyzed to undo the overlap and extract the individual
objects. However, according to the traffic monitoring problem, our SOM approach con-
siders as normal objects those ones whose occurrence is greater, in this case cars, while
trucks, motorcycles or vehicles whose shape differs slightly normal are considered as
unusual objects.

Therefore, in this section, each abnormal object is processed in order to find out if it
is an overlapped object or a single object that actually differs from the normal ones (e.g.
truck or motorcycle). The following steps are performed to detect and split overlapped
objects:

1. From the initial image segmentation, a region of interest (ROI) of the unusual object
is extracted and rotated according to the direction of movement in this particular
area.

2. Computing the cast histograms over the horizontal and vertical axes.
3. For each histogram, two maximum peaks (xmax1 , ymax1) and (xmax2 , ymax2) and

one minimum valley between the previous top values (xmin1 , ymin1) are obtained.
4. An overlapped object is considered if the following rule is satisfied:

∀i ∈ {1, 2}, (ymaxi − ymin) ≥ α maxi{ymaxi} (13)

where α ∈ (0, 1) is a factor which regulates the split process.
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(a) US-101 Highway sequence (b) Lankershim scene from a top view

Fig. 4. Two different topologies of our SOM model which adapt automatically to the analyzed
scenes. The camera perspective is also compensated.

Figure 3 shows a representation of the occlusion handling process. An unusual object
is detected and colored in white (middle image on the left) because two vehicles are very
close to each other (color image on the top left). Since it is considered as a overlapped
object by analyzing the histograms, the final division of the objects is shown in red color
in the bottom image on the left.

3 Experimental Results

In this section, our methodology has been tested over several traffic sequences pro-
vided by a video surveillance online repository, which has been generated by the Fed-
eral Highway Administration (FHWA) under the Next Generation Simulation (NGSIM)
program1. The objects in these sequences are considered as rigid objects. We have used
several scenes related to two key places in American vehicular traffic, Lankershim and
US-101 highways. Some difficulties such as occlusions, aerial perspective or overlap-
ping objects caused by errors in the initial object segmentation phase should be handled.
Additionally, it is possible to find other kind of objects like trucks or motorcycle which
should not be detected as overlapped vehicles.

The SOM approach is adjusted with the following parameters empirically selected:
a map topology of 4×4 neurons, which can be modified without any degradation of
the model; the neighborhood radius and the learning rate at the convergence point are
Δ = 0.5 and η = 0.01 respectively; finally, the factor γ is assigned to 2. In the occlusion
handling module we have α = 0.7. The map topology is flexible for any type of traffic
application, taking into account that the greater the number of neurons in the SOM
network, greater computation time is required. It should be emphasized that the model
works in real-time, since it follows an online learning strategy.

Figure 4 shows how the neurons of the SOM approach are distributed on the US-101
Highway and Lankershim scenes. Noted that they manage to situate in areas where the

1 Datasets of NGSIM are available at http://ngsim-community.org/

http://ngsim-community.org/
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(a) US-101 Highway sequence from a perspective view. Three anomalous objects are corrected
handled

(b) Lankershim scene from a top view. Both one truck and two overlapped objects are detected
as unusual, and are discriminated accurately.

(c) US-101 Highway sequence from a top view. Two of the three overlapped objects are
corrected handled.

Fig. 5. Several examples of anomalous objects detected

movement of the vehicles is more frequent. In addition, the perspective of the camera
is captured successfully, since the area of two neurons in different zones of the scene
represent the size of the objects flowing through that region. Thus, in Figure 4a vehicles
in the bottom part of the image are larger than in the central part, feature which is
learned by the neural model proposed. The same also occurs in Figure 4b, where the
size of the objects in the left part of the scene is greater than in the right one.

Besides recognizing when objects are anomalous with respect to their shape, it is
necessary to determine whether these objects correspond to occlusions caused by er-
rors in the initial segmentation stage. In Figure 5 we can observe several frames where
various possibilities are presented. In the first row it is possible to notice how the sys-
tem detects multiple anomalous objects (middle image). Using the occlusion handling
module the overlap is avoid and the vehicles are extracted properly (red objects in the
right image). In the second row there are two unusual objects belonging to different
categories; an overlapped object which integrates two cars and a truck whose shape
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differs from the normal one in the analyzed scene (there is a higher frequency of light
vehicles). In this case, our approach correctly detects the overlapped object and manage
to split it, while the truck is not changed because it does not consider as an occlusion
(right image). In some occasions (bottom row) the occlusions module fails to determine
the overlap due to an object (truck) covers, to some extent, another one (vehicle).

4 Conclusions

In this work a methodology to improve the results of the object detection algorithms
is presented. It consists of a postprocessing method based on a self-organizing neural
network (SOM) to detect anomalous objects according to their shape, and an occlusion
handling procedure which evaluates and identifies simple objects integrated in an over-
lapped one. This proposal is applied on sequences with rigid objects and high movement
frequency.

Several traffic scenes have been tested to check the feasibility of the system, ob-
taining suitable and successful results. The SOM approach manages to adapt to the
movement of objects and captures the variability of the object form in every zone of the
sequence. Furthermore, the occlusion handling discriminates in most of the time be-
tween overlapped objects and other type of objects with fewer occurrence in the scene
(trunks, motorcycle). This overlapping is corrected by extracting the simple objects
after analyzing the horizontal and vertical histograms of the binary image.

It is remarkable that improving the segmentation of the foreground of the scene and,
accordingly, detecting moving objects as accurately as possible, makes the subsequent
stages, object tracking and behavior analysis, much more reliable and robust. Therefore,
it is possible to infer more plausible facts on the scene.

As future work, we can study the possibility of incorporating the tracking infor-
mation of the objects to determine its identity in case of anomalous situations (occlu-
sions, disappearance). Finally some alternatives to the histogram analysis should be
considered, in order to improve the detection of overlapped objects.
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Abstract. Global illumination methods based on stochastically techniques 
provide photo-realistic images. However, they are prone to noise that can be 
reduced by increasing the number of paths as proved by Monte Carlo theory. 
The problem of finding the number of paths that are required in order to ensure 
that human observers cannot perceive any noise is still open. In this paper, a 
novel approach to predict which image highlights perceptual noise is proposed 
based on Fast Relevance Vector Machine (FRVM). This model can then be 
used in any progressive stochastic global illumination method in order to find 
the visual convergence threshold of different parts of any image. A comparative 
study of this model with experimental psycho-visual scores demonstrates the 
good consistency between these scores and the model quality measures. The 
proposed model has been compared also with other learning model like SVM 
and gives satisfactory performance.  

Keywords: Global illumination, Human Visual System (HVS), Monte Carlo, 
Noise Perception, Relevance Vector Machine, Support Vector Machine, 
Stopping Criterion. 

1 Introduction 

The main objective of global illumination methods is to produce synthetic images 
with photo-realistic quality. These methods are generally based on path tracing theory 
in which stochastic paths are generated from the camera point of view through each 
pixel toward the 3D scene [1]. The Monte Carlo theory ensures that this process will 
converge to the correct image when the number of paths grows [2]. However, there is 
no information about the number of paths that are really required for the image to be 
visually converged.  

Image quality measures are very important to characterize images visual quality. 
They are of great interest in image compression (JPEG models) and in image 
synthesis. They are classified into three models families in the literatures [3]: First 
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the full reference models that use the original version of the image for the quality 
assessment of the processed version as well known by SNR and SSIM [4], [5]. 
These models are the most used methods to evaluate image quality. Unfortunately, 
the SNR approach gives a global measure of the difference between two images 
without considering the perceptibility of each pixel in the image and the SSIM 
model needs the full original image which is not available in all cases. Second the 
no-reference models that evaluate the quality of the image without access to 
reference images [6], [7]. Some recent papers proposed no-reference quality 
assessment of JPEG images although the authors obtained good results, these 
reported quality measures have their limitations because they are based on 
theoretical models of noise. Finally in the reduced-reference models, the processed 
image is analyzed using some relevant information to calculate the quality of the 
result image [8], [9]. These models seem to be particularly interesting for our study 
as we show in this paper. However, the proposed models which are based on 
theoretical models of noise presents sensitivity limits in global illuminations. The 
HVS carries out a fascinating strategy of compression and sensitivity thresholds. In 
fact HVS cannot perceive equally all the components of our environment. For this 
system, some parts of the environment are very important while others parts are 
automatically ignored. As a consequence of these limits and the high computation 
cost of global illumination algorithms, perception approaches have been proposed 
in the literature. The main idea of such approaches is to replace the human observer 
by a vision model [10], [11]. These approaches provide interesting results but are 
complex and still incomplete due to the internal system complexity and its partial 
knowledge. They need long computation times and are often difficult to use and to 
parameterize. 

This paper focuses on the use of a new learning model to detect and to quantify 
stochastic noise in an image. We propose a novel reduced image quality based on fast 
relevance vector machine. Relevance vector machine has been studied by Tipping 
[12]. Tipping introduced the principle of Bayesian inference in machine learning with 
a particular emphasis on the importance of marginalization for dealing with 
uncertainty. The RVM model conveys a number of advantages over the very popular 
support vector machine (SVM) because it is probabilistic and it uses a small number 
of kernel functions which not satisfy necessary the Mercer’s condition. However, the 
learning algorithm is typically much slower than SVM. The fast relevance machine 
learning algorithm proposed also by Tipping is an accelerated version which exploits 
the properties of the marginal likelihood function to enable maximization via efficient 
sequential addition and deletion of candidate basis functions [13]. The advantages of 
our application are sparse Bayesian learning that makes it possible to treat complete 
images and to benefit of probabilistic predictions and automatic estimation of 
nuisance parameters [14], [15]. By mimicking the HVS, such model can provide 
important improvement for rendering. 

The paper is structured as follows: section 2 describes the experimental  
we use, section 3 describes the fast relevance vector machine theory, section 4 
introduces the FRVM design for image quality evaluation and section 5 shows  
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the experimental results obtained by the learning models. Finally the paper is 
summarized with some conclusions in section 6. 

2 Data Acquisition 

The model is built on data corresponding to images of globally illuminated scenes. 
The path tracing algorithm was used in order to reduce noise [2]. This algorithm 
generates stochastic paths from the camera to the 3D scene. For each intersection of a 
path with the surface, a direction of reflection or refraction is randomly extracted. The 
luminance of a pixel is evaluated recursively based on Monte Carlo. For each pixel, 
the final luminance is the average of the contributions of all generated paths. We can 
compute then several images from the same point of view by adding equally between 
two successive images 100 new paths for each pixel. For each scene several images 
were obtained, the first one being strongly noisy and the last one being the reference 
image (figure 1).  

These images were computed at 512512× resolutions. The largest number of 
paths per pixel was set at 10100 which appeared to be sufficient for generating 
visually converged images. For each scene, the total number of images is equal to 
101. Because we have to evaluate the noise level present in each generated image, 
some experiments were necessary in order to specify the threshold that is used as 
stopping criterion in images synthesis. However, considering the entire image for 
noise thresholding has two main drawbacks: first, it requires evaluation methods to 
work on very large data set which reduces their learning efficiency and second noise 
thresholds are different for each location in each image. The use of a global 
threshold would reduce the efficiency of the approach by requiring the same number 
of paths to be computed for each pixel in the image. Then, each of these images is 
opaque and virtually cut into non-overlapping sub-images of size 128128×  pixels. 
For the used 512512× test image, we thus get 16 different sub-images. In order to 
get experimental data about noise perception, a pairs of images are presented to the 
observer. One of these images is called reference image that has been computed with 
a number of paths per pixel equal to 10100. The second image is so called the test 
image is chosen from a stack of images arranged from very noisy ones above to 
converged ones below. During the experiments, the observer is asked to modify the 
quality of the noisy image by pointing the areas where the differences are perceived 
between the current image and its reference one. Each operation then causes the 
selection and display of the corresponding next level sub-image by reducing visually 
the noise in this image’s subpart. This operation is done until the observer considers 
that the two images are visually identical. This operation is reversible meaning that 
an observer is able to go down or up into the images stack. Note all the observers 
worked in the same conditions (same display with identical luminance tuning and 
same illumination conditions). The results were recorded for 33 different observers 
and the average number of paths that are required for each sub-images to be 
perceived as identical to the reference one by 95% of the observers were computed 
(figure 1). 
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Fig. 1. The thresholds obtained for the used reference scenes 

3 Fast Relevance Vector Machine 

The major motivation of RVM implementation is to remove the limitation of SVM. 

Given a data set of input-target pairs{ }N

nnn tx 1, = , we write the targets as a vector 
T

Nttt ) ,, ( 1 =  and express it as the sum of an approximation vector 
T

Nxyxyy ))( , , )(( 1 = and an error vector T
N )  , , 1( εεε = [13]: 
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MN × matrix whose columns comprise the complete set of M basis vectors.  The 
sparse Bayesian framework makes the conventional assumption that the errors are 

modeled probabilistically as independent zero-mean Gaussian with variance 2σ  . 
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This likelihood function is complemented by a prior over the parameters, which takes 
the form: 
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Where T
M ),,( 21 αααα =  is a vector of M independent hyper-parameters, each 

one individually controlling the strength of the prior over its associated weight. 
Having defined the prior, Bayesian inference proceeds by computing the posterior 
parameter distribution from Bayes’ rule: 
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aadiagA α=  The sparse Bayesian learning is formulated as the 

maximization with respect to α of the marginal likelihood or equivalently its 
logarithm: 
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With TAIC φφσ 12  −+= . The RVM algorithm begins with all the M basis functions 

included in the model and updated the hyper-parameters iteratively. As a consequence 
of these updates, some basis functions would be pruned and the algorithm would be 
accelerated but nevertheless the first few iterations would still require O(M3) 
computations. The FRVM algorithm begins with an empty model and adds basis 
functions to increase the marginal likelihood. For this purpose the term C can be 
decomposed as: 
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Where the sparsity and the quality factors are defined as: 
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It is relatively straightforward to compute iq and is for all the basis functions 

including those not currently utilized by the model. However, it is easier to update 
these values based on Woodbury quantity as follows: 
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 and MPφ is the most probable weights. It 

follows that in the FRVM algorithm the sparsity and the quality factors are updated as: 
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4 FRVM Design for Image Quality Evaluation 

In this paper we will focus on gray-scale images, in fact ’L’ component of ’Lab’ color 
images, since noise only affects ’L’ component [17]. We consider this component as 
input to the FRVM model.  We apply to ’L’ four different de-noising algorithms: 
Linear filtering with averaging filters of sizes 33×  and 55× , linear filtering with 

Gaussian filters of same sizes and with standard deviations { }5.1 ,1 ,5.0∈σ , median 

filters and adaptive Wiener filters of same sizes. Low pass filtering using averaging or 
Gaussian filters helps to model the high frequency noise, non-linear median filtering 
addresses the salt and pepper noise and Wiener filtering can tailor noise removal to 
the local pixel variance. Next, the obtained image is de-noised via Wavelet analysis. 
After one stage 2-D wavelet decomposition, an input image is decomposed into four 
sub-bands namely low-low (LL), low-High (LH), high-low (HL) and high-high (HH) 
sub-bands (figure 2). Among these four sub-bands, the LL sub-band contains low-
frequency components, while the others three are the high frequency components. In 
the literature, it has been observed that for a large class of images, the wavelet 
coefficient in the LH, HL and HH sub-bands do not follow a Gaussian distribution 
[18]. The final image is re-constructed by extracting noise from these components 
using Matlab wavelet toolbox. We are not interested in this paper in de-noising the 
image but rather in locating the areas where noise affects the image.  So the noise 
feature vector given as input to the model is obtained by pixel-wise subtraction 
between the original image and the de-noised one. The experimental data set is then 
used for training the FRVM model. In the training protocol, we provided the 
difference of two sub-images to the model: a sub-image called reference and one of 
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the test sub-images. Ideally the reference sub-image should be the converged one. But 
during the use of the model in an iterative global illumination algorithm, the 
converged image is obviously not available. Thus the reference image used for 
learning and noise detection is a quickly ray traced image of scenes which highlights 
the same features of the converged one (shadows, textures, reflections, etc). The 
implementation of images quality evaluation based on FRVM is given by the 
following marginal likelihood maximization algorithm [13]: 

1. Initialize 2σ  to some sensible value and the model with a single basis vector 
i
φ , 

setting from (10): 
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6. Re-compute , μ  using equation (5) and all ms , mq using equations (11) - (12). 
if converged terminate, otherwise repeat from 3. 

 

Fig. 2. One Stage of the 2D-Wavelet Transform 
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5 Experimental Results 

 

Fig. 3. Learning scene "Bar" and testing scene "Class" 

In the objective to test the performance of the proposed technique, the scene named 
"Bar" is used for learning and evaluation and the scene "Class" is used only for the 
testing process (figure 3). Processed sub-images (1616 different sub-images are used 
for learning and 1616 sub-images are used for testing) are examples obtained with 
different noise levels and denoise images. The input of the network is a 

128128× vector of luminance. The output of the network is '-1' if the image is 
considered noisy or '+1' if the image is considered non-affected with noise. The radial 
basis functions used in hidden layer are defined as: 

))/(||||exp(),(    22 σφ mnmnnm xxxxk −−== (13)

In order to obtain good precision and to minimize algorithm complexity, the network 
parameters are optimized using the V-times Cross-Validation technique where the 
learning set is decomposed into 101 groups of size 16 records each group. The 
method of rising exponent is used to search the proper value of the parameter C in 
case of SVM. Table 1 shows the average number of support vectors and the precision 
obtained for different values of this parameter. It is clear that the optimal value of C is 
equal to 16.  

Table 1. Average numbers of support vectors and precision for different values of the 
parameter C 

C(SVM) Avg. Numbers of 
Support vectors 

Precision (%) 

1 724.44 95.42 
2 712.18 95.54 
4 708.24 96.03 
8 708.13 96.03 
16 
32 

707.59 
707.59 

96.00 
96.03 
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Figure 4 shows the variation of the learning precision and the average numbers of 
relevant vectors or support vectors with respect to the standard deviationσ . The 
optimal standard deviations for FRVM and SVM are equal respectively to 100 and 
50. The maximum precision is equal to 96% for SVM and 95.9% for FRVM. The 
average numbers of support vectors is equal to 707.59 for SVM and the average 
numbers of relevance vectors is equal to 294.8 for FRVM. It is clear that the FRVM 
learning model assures a good precision and an optimal architecture. 

 

Fig. 4. a) Variation of the learning precision with respect to standard deviation, b) Variation of 
the average numbers of support vectors or relevance vectors with respect to standard deviation 

Next, the FRVM and SVM learning models are evaluated on the scenes "Bar" and 
"Class". Figure 5 shows the variation of the average quadratic errors for the learning 
and the testing bases. Figure 5.a shows in case of learning base that the SVM 
performs slightly better than the FRVM. The average quadratic error is equal to 0 for 

all sub-images in case of SVM and it varies between 0  and 3105.3 −×  in case of 
FRVM. Figure 5.b shows in case of testing base that the SVM performs better than 
the FRVM for the first 6 sub-images but the FRVM model gives better result for the 
last 10 sub-images. The average quadratic error varies between 0 and 0.07 for SVM 
and it varies between 0.02 and 0.035 for FRVM.  

In continuity of our experiments, comparisons in variations between the actual 
thresholds of the learning models and the desired ones obtained by HVS are carried 
out to test the performance of our approach. Figure 6.a shows that the learning models 
and the HVS have similar responses on the learning scene "Bar". Figure 6.b shows 
that the FRVM model gives a good stopping criterion for global illumination 
algorithm on the testing scene "Class" and assures better convergence than the SVM 
for the last 10 sub-images. 
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Fig. 5. a) Variation of the average quadratic errors for each sub-image on the learning scene 
"Bar", b) Variation of the average quadratic errors for each sub-image on the testing scene 
"Class" 

 

Fig. 6. a) Threshold variation for each sub-image on the learning scene "Bar", b) Threshold 
variation for each sub-image on the testing scene "Class" 

Finally, we get learning models which are expected to be able to identify whether a 
sub-image is noisy or not. In order to evaluate the capability of these models, we use 
another testing scene called "Cube" which contains different illuminations and various 
geometrical and textures complexities. Figure 7 shows the HVS threshold for each 
sub-image of this scene. We test next the efficiency of the learning models on each 
sub-image of the scene "Cube". Figure 8 shows the average quadratic errors and the 
learning threshold for each sub-image. The average quadratic error varies between 0 
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and 0.07 for SVM and it varies between 0.025 and 0.045 for FRVM. Moreover the 
comparative study of the learning models thresholds with experimental psycho-visual 
scores shows that the FRVM gives better consistency than the SVM. It is clear from 
this experimental study that the SVM performs slightly better than the FRVM only on 
the learning base. However the FRVM uses a small number of relevance vectors and 
predicts better than the SVM on the testing base. 

 

Fig. 7. The thresholds obtained by the HVS for the testing scene "Cube" 

 

Fig. 8. a) Variation of the average quadratic errors for each sub-image on the testing scene 
"Cube", b) Threshold variation for each sub-image on the testing scene "Cube" 
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6 Conclusion 

The central idea of this paper is to introduce the application of FRVM to take into 
account the uncertainty (noise) present in global illumination applications. Path 
tracing methods provide unbiased and realistic images but they converge slowly and 
highlight noise during their convergence. They should be stopped only when noise is 
visually not perceptible. The introduced technique uses dramatically fewer basis 
functions than a comparable SVM while offering a good prediction on the testing 
base. The biggest advantage of our application that this model mimics the human 
visual system by using a sparse Bayesian learning that makes it possible to treat a 
huge number of images [19]. Indeed, ensuring the generalization of our approach 
requires establishing a more complete framework with a huge number of images 
which are difficult to obtain because of the time required for modeling and scene 
rendering.  
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Abstract. 3D sensors provides valuable information for mobile robotic
tasks like scene classification or object recognition, but these sensors of-
ten produce noisy data that makes impossible applying classical keypoint
detection and feature extraction techniques. Therefore, noise removal and
downsampling have become essential steps in 3D data processing. In this
work, we propose the use of a 3D filtering and down-sampling technique
based on a Growing Neural Gas (GNG) network. GNG method is able
to deal with outliers presents in the input data. These features allows
to represent 3D spaces, obtaining an induced Delaunay Triangulation of
the input space. Experiments show how the state-of-the-art keypoint de-
tectors improve their performance using GNG output representation as
input data. Descriptors extracted on improved keypoints perform better
matching in robotics applications as 3D scene registration.

Keywords: GNG, Noisy Point Cloud, Visual Features, Keypoint
Detection, Filtering, 3D Scene Registration.

1 Introduction

Historically, humans have the ability to recognize an environment they had visit
before based on the 3D model we unconsciously build in our heads based on
the different perspectives of the scene. This 3D model is built with some extra
information so that humans can extract relevant features [1] that will help in fu-
ture experiences to recognize the environment and even possible objects presents
there. This learning method has been transferred to mobile robotics field over
the years. So, most current approaches in scene understanding and visual recog-
nition are based on the same principle: keypoint detection and feature extraction
on the perceived environment. Over the years most efforts in this area have been
made towards feature extraction and keypoint detection on information obtained
by traditional image sensors [2], existing a gap in feature-based approaches that
use 3D sensors as input devices. However, in recent years, the number of jobs
concerned with 3D data processing has increased considerably due to the emer-
gence of cheap 3D sensors capable of providing a real time data stream and
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c© Springer-Verlag Berlin Heidelberg 2013



Improving 3D Keypoint Detection from Noisy Data Using GNG 481

therefore enabling feature-based computation of three dimensional environment
properties like curvature, getting closer to human learning processes.

The Kinect device1, the time-of-flight camera SR40002 or the LMS-200 Sick
laser3 are examples of these devices. Besides, providing 3D information, some
of these devices like the Kinect sensor can also provide color information of
the observed scene. However, using 3D information in order to perform visual
recognition and scene understanding is not an easy task. The data provided by
these devices is often noisy and therefore classical approaches extended from
2D to 3D space do not work correctly. The same occurs to 3D methods applied
historically on synthetic and noise-free data. Applying these methods to partial
views that contains noisy data and outliers produces bad keypoint detection and
hence computed features does not contain effective descriptions.

Classical filtering techniques like median or mean have been used widely to
filter noisy point clouds [3] obtained from 3D sensors like the ones mentioned
above. The median filter is one of the simplest and wide-spread filters that has
been applied. It is simple to implement and efficient but can remove noise only if
the noisy pixels occupy less than one half of the neighbourhood area. Moreover,
it removes noise but at the expense of removing detail of the input data.

Another filtering technique frequently used in point cloud noise removal is
the Voxel Grid method. The Voxel Grid filtering technique is based on the input
space sampling using a grid of 3D voxels to reduce the number of points. This
technique has been used traditionally in the area of computer graphics to subdi-
vide the input space and reduce the number of points [4]. The Voxel Grid method
presents some drawbacks: geometric information loss due to the reduction of the
points inside a voxel and sensitivity to noisy input spaces.

Based on the Growing Neural Gas [5] network several authors proposed related
approaches for surface reconstruction applications [6]. However, most of these
contributions do not take in account noisy data obtained from RGB-D cameras
using instead noise-free CAD models.

In this paper, we propose the use of a 3D filtering and down-sampling tech-
nique based on the GNG [5] network. By means of a competitive learning, it
makes an adaptation of the reference vectors of the neurons as well as the inter-
connection network among them; obtaining a mapping that tries to preserve the
topology of an input space. Besides, GNG method is able to deal with outliers
presents in the input data. These features allows to represent 3D spaces, obtain-
ing an induced Delaunay Triangulation of the input space very useful to easily
obtain features like corners, edges and so on. Filtered point cloud produced by
the GNG method is used as an input of many state-of-the-art 3D keypoint de-
tectors in order to show how the filtered and down sampled point cloud improves
keypoint detection and hence feature extraction and matching in 3D registration
methods.

1 Kinect for XBox 360: http://www.xbox.com/kinectMicrosoft
2 Time-of-Flight camera SR4000 http://www.mesa-imaging.ch/prodview4k.php
3 LMS-200 Sick laser: http://robots.mobilerobots.com/wiki/SICK_LMS-200_
Laser_Rangefinder

http://www.xbox.com/kinect Microsoft
http://www.mesa-imaging.ch/prodview4k.php
http://robots.mobilerobots.com/wiki/SICK_LMS-200_Laser_Rangefinder
http://robots.mobilerobots.com/wiki/SICK_LMS-200_Laser_Rangefinder
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In this work we focus on the processing of 3D information provided by the
Kinect sensor. Because the Kinect is essentially a stereo camera, the expected
error on its depth measurements is proportional to the squared distance to the
scene.

The rest of the paper is organized as follows: first, a section describing briefly
the GNG algorithm is presented. In section 3 the state-of-the-art 3D keypoint
detectors are explained. In section 4 we present some experiments and discuss
results obtained using our novel approach. Finally, in section 5 we give our
conclusions and directions for future work.

2 GNG Algorithm

With Growing Neural Gas (GNG) [5] method a growth process takes place from
minimal network size and new units are inserted successively using a particular
type of vector quantization. To determine where to insert new units, local error
measures are gathered during the adaptation process and each new unit is in-
serted near the unit which has the highest accumulated error. At each adaptation
step a connection between the winner and the second-nearest unit is created as
dictated by the competitive Hebbian learning algorithm. This is continued until
an ending condition is fulfilled, as for example evaluation of the optimal network
topology or fixed number of neurons. The network is specified as:

– A set N of nodes (neurons). Each neuron c ∈ N has its associated reference
vector wc ∈ Rd. The reference vectors can be regarded as positions in the
input space of their corresponding neurons.

– A set of edges (connections) between pairs of neurons. These connections
are not weighted and its purpose is to define the topological structure. An
edge aging scheme is used to remove connections that are invalid due to the
motion of the neuron during the adaptation process.

This method offers further benefits over simple noise removal and downsampling
algorithms: due to the incremental adaptation of the GNG, input space denoising
and filtering is performed in such a way that only concise properties of the point
cloud are reflected in the output representation.

3 Applying Keypoint Detection Algorithms to Filtered
Point Clouds

In this section, we present the state-of-the-art 3D keypoint detectors used to
test and measure the improvement achieved using GNG method to filter and
downsample the input data. In addition, we explain main 3D descriptors and
feature correspondence matching methods that we use in our experiments.

First keypoint detector used is the widely known SIFT (Scale Invariant Fea-
ture Transform) [7] method. It performs a local pixel appearance analysis at
different scales. SIFT features are designed to be invariant to image scale and
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rotation. SIFT detector has been traditionally used in 2D image but it has been
extended to 3D space. 3D implementation of SIFT differs from original in the
use of depth as the intensity value.

Another keypoint detector used is based on a classical HARRIS 2D keypoint
detector. In [8] a refined HARRIS detector is presented in order to detect key-
points invariable to affine transformations. keypoints. 3D implementations of
these HARRIS detectors use surface normals of 3D points instead of 2D gradi-
ent images. Harris detector and its variants (Tomasi3D and Noble3D) have been
tested in Section 4.

Once keypoints have been detected, it is necessary to extract a description
over these points. In the last few years some descriptors that take advantage of
3D information have been presented. In [9] a pure 3D descriptor is presented.
It is called Fast Point Feature Histograms (FPFH) and is based on a histogram
of the differences of angles between the normals of the neighbour points. This
method is a fast refinement of the Point Feature Histogram (PFH) that computes
its own normal directions and it represents all the pair point normal diferences
instead of the subset of these pairs which includes the keypoint. Moreover, we
used another descriptor called CSHOT [10] that is a histogram that represents
the shape and the texture of the keypoint. It uses the EVD of the scattered
matrix using neighborhood for each point and a spherical grid to encode spatial
information.

Correspondence between features or feature matching methods are commonly
based on the euclidean distances between feature descriptors. One of the most
used method to find the transformation between pairs of matched correspon-
dences is based on the RANSAC (RANdom SAmple Consensus) algorithm [11].
It is an iterative method that estimates the parameters of a mathematical model
from a set of observed data which contains outliers. In our case, we have used
this method to search a 3D transformation (our model) which best explain the
data (matches between 3D features). At each iteration of the algorithm, a subset
of data elements (matches) is randomly selected. These elements are considered
as inliers; a model (3D transformation) is fitted to those elements, the rest of the
data is then tested against the fitted model and included as inliers if its error
is below a threshold; if the estimated model is reasonably good (its error is low
enough and it has enough matches), it is considered as a good solution. This
process is repeated a number of iterations and the best solution is returned.

4 Experimentation

We performed different experiments on real data to evaluate the effectiveness
and robustness of the proposed method. First, a normal estimation method is
computed in order to show how estimated normals are considerably affected by
noisy data. Finally, the proposed method is applied to 3D scene registration to
show how keypoint detection methods are improved obtaining more accurate
transformations. To validate our approach, experiments were performed on a
dataset comprised of 90 overlapped partial views of a room. Partial views are
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rotated 4 degrees in order to cover 360 degrees of the scene. Partial views were
captured using the Kinect device mounted in a robotic arm with the aim of
knowing the ground truth transformation. Experiments implementation, 3D data
management (data structures) and their visualization have been done using the
PCL4 library.

4.1 Improving Normal Estimation

In the first experiment, we computed normals on raw and filtered point clouds
using the proposed method. Since normal estimation methods based on the anal-
ysis of the eigenvectors and eigenvalues of a covariance matrix created from the
nearest neighbours are very sensitive to noisy data. This experiment is performed
in order to show how a simple 3D feature like normal or curvature estimation
can be affected by the presence of noise. In Figure 1 it is visually explained the
effect caused by normal estimation on noisy data.

Fig. 1. Noise causes error in the estimated normal

Normal estimation is computed on the original and filtered point cloud using
the same radius search: rs = 0.1 (meters). In Figure 2 can be observed how more
stable normals are estimated using filtered point cloud produced by the GNG
method. 20, 000 neurons and 1, 000 patterns are used as configuration parameters
for the GNG method in the filtered point cloud showed in Figure 2 (Right).

4.2 Improving 3D Keypoint Detectors Performance

In the second experiment, we used some keypoint detectors introduced in sec-
tion 3 in order to test noise reduction capabilities of the GNG method. RMS
deviation measure calculates the average difference between two affine transfor-
mations: the ground truth and the estimated one. Furthermore, we used a fixed
number of neurons and patterns to obtain a downsampled and filtered repre-
sentation of the input space. Different configurations have been tested, ranging
from 5,000 to 30,000 neurons and 250 to 2,000 patterns per epoch. Figure 3
4 The Point Cloud Library (or PCL) is a large scale, open project [12] for 2D/3D

image and point cloud processing.



Improving 3D Keypoint Detection from Noisy Data Using GNG 485

Fig. 2. Normal estimation comparison. Left: Normal estimation on raw point cloud.
Right: Normal estimation on filtered point cloud produced by the GNG method.

shows correspondences matching calculated over filtered point clouds using the
proposed method.

In Table 1 we can see how using GNG output representation as input cloud for
the registration step, lower RMS errors are obtained in most detector-descriptor
combinations.

Fig. 3. Registration example done with the HARRIS3D detector and the FPFH
descriptor using a GNG representation with 20000 neurons

Experiments are performed using different search radius for keypoint detection
and feature extraction methods. Search radius influences directly on the size
of the extracted features, making methods more robust against occlusions. A
balance between large and small values must be found depending on the size
of the presents objects in the scene and the size of the features we want to
extract. For the used dataset, the best estimated transformations are found
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Table 1. RMS deviation error in meters obtained using different detector-descriptor
combinations. Different combinations are computed on the original point cloud (raw),
and three different filtered point clouds using the proposed method. GNG output rep-
resentation produces lower RMS errors in most detector-descriptor combinations.
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using keypoint detector search radius 0.1 and 0.05 and feature extractor search
radius 0.2.

Experiments shown in Table 1 demonstrate how the proposed method achieves
lower RMS deviation errors in the computed transformation between different
3D scene views. For example, the computed transformation is improved using
the GNG representation as input for the Noble3D detector and SHOTRGB fea-
ture descriptor combination, obtaining a more accurate transformation. For the
same combination, the proposed method obtains less than 2 centimetres error
whereas original point cloud produces almost 9 centimetres error in the registra-
tion process.

5 Conclusions and Future Work

In this paper we have presented a method which is able to deal with noisy
3D data captured using low cost sensors like the Kinect Device. The proposed
method calculates a GNG network over the raw point cloud, providing a 3D
structure which has less information than the original 3D data, but keeping
the 3D topology. It is shown how state-of-the-art keypoint detection algorithms
perform better on filtered point clouds using the proposed method. Improved
keypoint detectors are tested in a 3D scene registration process, obtaining lower
RMS errors in most detector-descriptor combinations. Future work includes the
integration of the proposed filtering method in a indoor mobile robot localization
application.
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School of Electronics and Computer Science, University of Westminster,
115 New Cavendish Street, W1W 6UW, United Kingdom

{mentzem,psarroa,agelopa}@wmin.ac.uk
Departamento de Tecnoloǵıa Informática y Computación, Universidad de Alicante,

Apdo. 99. 03080 Alicante, Spain
jgarcia@dtic.ua.es

Abstract. This paper presents a semi-parametric Algorithm for parsing
football video structures. The approach works on a two interleaved based
process that closely collaborate towards a common goal. The core part
of the proposed method focus perform a fast automatic football video
annotation by looking at the enhance entropy variance within a series
of shot frames. The entropy is extracted on the Hue parameter from
the HSV color system, not as a global feature but in spatial domain to
identify regions within a shot that will characterize a certain activity
within the shot period. The second part of the algorithm works towards
the identification of dominant color regions that could represent players
and playfield for further activity recognition. Experimental Results shows
that the proposed football video segmentation algorithm performs with
high accuracy

1 Introduction

Sports Video annotation and retrieval by content are motivated by the huge
amount of video daily produced within the commercial industry. Prior work
has been focus in algorithms to enable to log the most relevant shots of a video
stream with annotation process towards the detection of special events in football
videos such as goals, penalties or corner kicks. Sports video segmentation could
be categorized in two genre framework based on current research methodologies
both aim to lead to a semantic classification. The first category, investigates
the roles of semantic objects in the scenery and models their trajectories [8],
while the second category is using structure analysis of the environment (lines
in a basketball, soccer and tennis court) [1,2,5,6,7]. First approaches in sports
video retrieval just added the functionality for segmentation and key-frame ex-
traction to existing image retrieval systems. After key-frame extraction, they
just apply similarity measurement on them based on low-level features [10,4].
This is not satisfactory because video is temporal media, so sequencing of in-
dividual frames creates new semantics, which may not be present in any of the
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individual shots. Therefore what is needed is techniques for organizing images
and videos in semantic meaning. The process of extracting the semantic content
is very complex, because it requires domain knowledge or user interaction, while
extraction of visual features can be often done automatically and it is usually
domain independent. In this paper we present a semi-parametric method for the
automatic segmentation of a football video and the extraction of its dominant
regions, without apriori need of camera calibration or background extraction.
The proposed model is using an update version of the original Entropy Differ-
ence algorithm [3] and has a double scope: 1) To provide an automatic video
segmentation down to key-frames and 2) To identify the dominant colors in the
shot necessary for further semantic video interpretation. The rest of the paper
is organized as follows: section 2 presents the Enhanced Entropy Difference al-
gorithm and its ability to keep track of Dominant Color Regions within a shot.
Finally, section 3 presents experiments on the application to a benchmark of
football videos, followed by our conclusions and future work.

2 Algorithm Description

The approach presented in this paper is based on the Entropy Difference Algo-
rithm method [3], a distance metric between consecutive frames used for identi-
fying gradually transitions between video shots. Although the algorithm showed
high performance results on various video scenarios, it still had limitations when
the background was dark, and if there where some fast color fluctuations, because
of camera calibration or noise.

Color histogram is an important technique for color video annotation. How-
ever, the main problem with color histogram indexing is that it does not take
the color spatial distribution into consideration. Previous researches have proved
that the effectiveness of video retrieval increases when spatial feature of colors
is included in video retrieval [10,4]. In this paper, two new descriptors, entropy
distribution (ED) and Analysis of Variance in Hue Entropy (ANOVA-Hue-E),
will describe the spatial information of HUE color feature in time domain.

2.1 Entropy Difference

Entropy is a good way of representing the impurity or unpredictability of a
set of data since it is dependent on the context in which the measurement is
taken. In the propose model we consider that if we distribute the entropy among
the image, then the higher entropy distributions will be describing the regions
containing the salient objects of a video sequence. Therefore any change in the
object appearance of one of this salient regions it will affect its relevant seman-
tic information in the entire story sequence. In order to eliminate as much as
we can the possibility of the change of brightness during the frame comparison,
the original RGB image has been converted to the equivalent HSV system and
the HUE component has been extracted. The color gamut was further quan-
tized down to 40 colors and then applied a median filter for region smoothing.
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The reason for picking such a low color resolution is that in a football field
there are not many different objects we could possible observe. Using the al-
gorithm from [3] we can calculate the Entropy Difference. After applying the
video segmentation algorithm, for each extracted key-frame we keep a table of
record (DEC -Dominant Entropy Color Table), that includes the key-frame ID
number in the shot sequence, the HUE color bin values that include the highest
entropy values, the pixel distributions and the entropy values.

Fig. 1. Dominant Entropy Color Table. Every key-frame includes the HUE color bin
values with the highest entropy values, the pixel distributions and the entropy values.

Fig. 2. Key-frames extracted from the 10:48 min long football video [ PES 2012] ,19440
frames at 30fps. The video has been summarized down to 55 key-frames/shots.

2.2 Enhanced Entropy Difference

Enhanced Entropy Difference is a post process method on the algorithm to check
for color updates within the frames that can be used for:

1. Update the DEC Table for its future use on identifying Dominant objects
within the Shot
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2. Check whether the distance between the current selected key-frames that
describe a shot is sufficient enough to describe a semantic coherent theme
within the shot. This means if the variance of a dominant color within the
shot is high compared to the rest of the colors, then an additional key-frame
will need to be necessary within the shot boundaries.

EED is calculated based on the Variance of the Entropy that each Hue Color Bin
contains over the shot time period of M − frames. Therefore if j is one of the
Hue color bins from the DEC Table [0 ≤ j ≤ N ] then in the Equation 1tab below
As is a matrix that contains all the Entropy observations ef,j for every Dominant
Color dj from the DEC table. Where s = Nrshot, N = numberofcolorbins[i.e :
N = 40] and f = Nrframe. Then:

As =

e1,1 e1,2 . . . . . . e1,N
e2,1 e2,2 e2,3 . . . e2,N
e3,1 e3,2 e3,3 . . . e3,N
...

...
...

...
. . .

e1,1 e1,2 e1,3 . . .
. . .

(1)

The Total Variation is comprised the sum of the squares of the differences of each
mean with the grand mean. There is the between group variation and the within
group variation. The whole idea behind the analysis of variance is to compare
the ratio of between group variance to within group variance. If the variance
caused by the interaction between the samples is much larger when compared
to the variance that appears within each group, then it is because the means
aren’t the same. For each row in As we calculate the mean value of the color
over the shot period M and we calculate its Total Variation Matrix SST . The
Within Group Variation is a 1-Dimensional Vector and calculates the variation
due to differences within our individual color samples, denoted SSW (j) for Sum
of Squares Within group color j.

Table 1. Results from the evaluation of the shots extracted from a benchmark of 6
football video sequences using the methods of: Pairwise Pixel (PP) [10], Histogram
Comparison (HC) [4], Cluster (Cl)[9] and the proposed Enhanced Entropy Difference
in terms of: (a) The total number of shots/key-frames retrieved/video sequence nt ,(b)
the number of correct recognized shots nc, (c)the number of false recognized shots nf

and (d) the number of missed shots nm

Video Sequence PP Cl HC EED
nt nc nf nm nt nc nf nm nt nc nf nm nt nc nf nm

PES2012 85 57 28 0 51 51 0 6 48 48 0 9 55 55 0 2
FC Arsenal-Bluckburn Rovers 22 12 10 1 9 9 0 3 10 10 0 2 10 10 0 2
FC Liverpool-FC Real Madrid 37 34 3 2 35 35 0 0 37 33 4 4 35 33 2 0
FC Lyon-FC Zagreb 25 16 9 2 11 11 0 6 15 15 0 2 13 13 0 4
FC AEK-FC Olympiacos 115 100 15 1 92 92 0 9 88 88 0 13 93 93 0 8
FC M.United-FC Real Madrid 42 21 21 0 17 17 0 4 14 14 0 8 18 18 0 3
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SSW (j) =

M∑
i=1

(ei,j − ej) (2)

SST = {SSW [1], SSW [2], . . . , SSW [N ]}T (3)

The for each level j within the SSW [j] if compare its value to the Mean Group
Variation SST we will calculate the Overall Variation SW (s) within the shot s.

OSW (s) =

N∑
i=1

(SSW [i]− SST ) (4)

Finally we take the likelihood Ratio between each Group Variation SSW (j) and
the Overall Shot Variation OSW (s).

Hj = log
SSW (j)

OSW (s)
< α; (5)

Using the Hypothesis that an object change within the shot is happening if the
variation is more than a Threshold value α [0 ≤ α ≤ 1], then Hj will be a binary
array containing the Hypothesis for each j component. If the sum of the Hj

Hypothesis is more than 40%, that means that more than 40% of the overall
objects have changed within the shot, then a new Key-frame K is essential to
be taken within the previous key-frame boundaries.

3 Experimental Results

Using the proposed model, we evaluated a footage of 6 football video clips from
various genres. The videos were taken from live match coverage (videos 5 & 6),
game simulation (video 1- PES2012 1) and from football highlights taken from
BBC(2-4). The video resolution varies on every video, that’s why we applied a
re-scaled process on every frame to reduce its dimensionality to a more computa-
tionally efficient size of 420 x 340 pixels /frame. The frame rate was the same for
all videos at 30fps. The results are summarized over Tables 1- 3. For each video
pattern we calculated Recall (R) [Figure 3 shows a Recall (R) comparison of the
proposed algorithm with other models introduced in section 2] and Precision (P)
to quantitatively evaluate the performance, which are defined as:

R = nc/(Gt) (6)

P = nc/(nc + nf ) (7)

1 Pro Evolution Soccer 2012.
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Fig. 3. Graphical representation of the results from the key-frame extraction algo-
rithms comparison over the 6 different sport video clips. On the X-axis are the video
benchmarks 1-6) while in the Y-axis is the % Recall of the key-frames extracted com-
pared to the Ground Truth key-frames Gt. The compared algorithms are: Pairwise
Pixel (PP), Cluster, Histogram Comparison (H C) and Enhanced Entropy Difference
(E D).

where for each pattern, nc is the number of shots correctly recognized, nm is
the number of missed shots and nf is the number of false recognized shots
and Gt = nc + nm is the Ground Truth. Table 1 shows the comparison results
from the evaluation of the 6 video patterns over the proposed method of En-
hanced Entropy Difference (EED), Pairwise Pixel (PP) [10], Histogram Com-
parison (HC) [4] and Cluster (Cl)[9]. In addition to the above characteristics
we have added on the table nt which is the total number of shots the algorithms
recognized (nt = nc + nf ).

Table 2. Performance analysis for the 6 Football Videos.The table includes the Ground
Truth Gt numbered of key-frames for each video sequence and the Recall (R), Precision
(P) calculated using the equations 6-7 for all different methods: Pairwise Pixel (PP)
[10], Histogram Comparison (HC ) [4], Cluster (Cl)[9], Enhanced Entropy Difference
(EED)

Video Sequence PP Cl HC EED
Gt R(%) P(%) R(%) P(%) R(%) P(%) R(%) P(%)

PES2012 57 100.00 67.06 89.47 100.00 84.21 100.00 96.49 100.00
Arsenal-Bluckburn Rovers 12 92.30 54.55 75.00 100.00 83.33 100.00 83.33 100.00
Liverpool-Real Madrid 35 94.44 91.89 100.00 100.00 94.29 89.19 94.29 94.29
Lyon-Zagreb 17 88.88 64.00 64.71 100.00 88.24 100.00 76.47 100.00
AEK-Olympiacos 101 99.01 87.83 91.09 100.00 87.13 100.00 92.08 100.00
M.United-Real Madrid 21 100.00 51.22 80.95 100.00 66.66 100.00 85.71 100.00

All football patterns were manually annotated to extract a labeled ground
truth (Gt) number of key-frames. Although a key-frame selected to represent a
shot is a semantic concept, relative agreement can be reached among different
people. Table 2 shows shot Recall (R) and Precision (P) comparison based
on the ground truth Gt number of frames for the benchmark between the 4
compared methods. Table 3 shows the comparison of the compression ratio
CR = 1−nt/TotalFrames each method succeeded where TotalF rames are the
total number of frames in the Video sequence.
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Table 3. Compression Ratio for the 6 Football Videos.The table includes the number
of frames for each video sequence and the time duration: Pairwise Pixel (CRPP ) [10],
Histogram Comparison (CRHC) [4], Cluster (CRCl)[9], Enhanced Entropy Difference
(CREED).

Video Sequence Nr Frames Duration CRPP CRCl CRHC CREED

(min:sec) (%) (%) (%) (%)
PES2012 19892 10:48 99.57 99.74 99.76 99.72
Arsenal-Bluckburn Rovers 2070 01:09 98.94 99.56 99.52 99.52
Liverpool-Real Madrid 7350 04:05 99.50 99.52 99.49 99.50
Lyon-Zagreb 3480 01:56 99.28 99.68 99.57 99.63
AEK-Olympiacos 21150 11:45 99.45 99.56 99.58 99.56
M.United-Real Madrid 3930 02:11 98.93 99.56 99.64 99.54

It can be seen from the above tables that the results for the proposed ap-
proach are satisfactory. From Table 3 it can be seen that the proposed model
shows a high compress ratio efficiency of an average above 99%. Table 1 and
Figure 3 demonstrate that the EED model performs efficiently, summarizing the
video sequence [99% Compression], and capturing the most salient events in the
sequence. In all 6 sequences the Total number of frames returned nt is very
closed to the optimal number that have been provided from ground truth Gt

while the number of redundant frames nf is kept to a minimum. Compared to
the other systems % Recall, the Enhanced Entropy Difference (EED) algorithm
shows higher key-frame retrieval compared to Pairwise Pixel (PP)[10] and His-
togram Comparison (HC) [4] and has very similar results to the Cluster one (Cl)
[19]. Figure 3 below is the percentage Recall (R%) accuracy for the key-frames.
Although it seems that PP and HC performs well over some videos, this is be-
cause these two algorithms succeed a very low compress ratio (Table 3), which
means more frames are needed to represent the video shot. Examples of the re-
trieved key-frames can be seen in Figures [ 2, 4]. Figure 2 shows the key-frame
extracted from the PES 2012 video sequence while Figure 4 are the key-frames
from FC Arsenal vs. Blackburn video.

Fig. 4. Key-frames extracted from football Highlight video from FC Arsenal vs.
Blackburn (2070 frames at 30fps). The video has been summarized down to 10
key-frames/shots.

4 Conclusions

Sports video segmentation is the first step for semantic game abstraction based
on tactic patterns analysis and important player behaviors within the pitch.
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In this paper we have presented an architecture to automatic perform Video
Annotation down to Key-Frame representation/shot by adapting the original
Entropy Difference algorithm [3]. The algorithm is robust to common sources of
disturbance such as camera illumination changes, noise and background setup.
Instead of using the Intensity color information as a metric, we extract the HUE
feature from the original HSV color system and we are performing an Analysis of
Variance over the scene period. The processing of the ANOVA over the HUE level
allows us to identify important changes within the frame transitions in a video
sequence, and check with high accuracy whether new objects have been included
in the shot, or wether an entire new shot has appeared. Experimental results
prove that the approach performs in high standards compare to other state-of-
the-art methods. As future work we will try to model the color transitions within
each extracted video shot to identify behavior of the color regions for semantic
sport video annotation.
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Abstract. Registration is a main task in 3D objects reconstruction. Dif-
ferent approaches have been developed in order to solve specific problems
in scenarios, objects or even the source of data. Recently, new problems
have been appeared with the increasing use of low-cost RGB-D sensors.
Registering small objects acquired by these cameras using traditional
methods is a hard problem due to their low resolution and depth sensing
error. In this paper, we propose a model-based registration method for
objects composed by small planes using multi-view acquisition. It is able
to deal with the problem of low resolution and noisy data. Experiments
show very good promising results registering small objects acquired with
low-cost RGB-D sensors compared to ICP variants.

Keywords: Model-based registration, 3D acquisition, multi-view,
RANSAC.

1 Introduction

Registering different views into a common coordinated system remains an impor-
tant problem to be solved in the area of 3D computer vision. This task is among
the first steps in most systems that use three dimensional cameras, such as robot
guidance, environment reconstruction, object modelling, etc. Currently, the use
of low-cost RGB-D cameras has opened new research lines in this area. These
sensors have been initially developed for gaming but they have been welcomed
by computer vision researchers due to their low-cost. Despite the advantages
of obtaining simultaneously color and depth information, they have low resolu-
tion and a considerable error in profundity [1–3]. For example, Microsoft Kinect
depth sensor provides 320x240 matrix of real data, duplicating those values to
construct a 640x480 matrix in order to match the RGB image resolution. More-
over, this device uses a structured light pattern to obtain the depth values in
the scene. Then, the more focus distance, the less depth resolution, not getting
data regions where the pattern is not projected.

Traditionally, well-known algorithms such as Iterative Closest Point(ICP [4])
or RANSAC [5] have been used to align two or more views in one coordinate
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system. ICP is used for fine registration. This is, to align two views as close as
possible. However, this method needs an initial transformation to avoid conver-
gence in a local minima. On the other hand, RANSAC is used to obtain the
best points that fit a model. It is used for coarse registration by obtaining the
best matches between points of a view and the reference model. RANSAC is
often used to extract the initial transformation for the ICP. Those methods, de-
spite the fact that are noise-resistant, only can afford a certain signal-noise ratio
(SNR). If the number of noisy data represents a big percentage of total values,
then those methods cannot get a valid result. Therefore, if a sensor with low res-
olution is used for reconstructing small objects, the number of valid data and,
in consequence, the SNR will be reduced, and making very difficult to register
accurately the views.

Reconstruction of objects with low-cost RGB-D sensors is an increasing topic
in computer vision applications [6, 7]. Two main problems have to be handled:
low depth resolution and depth error. The first implies the non detection of thin
objects due the pattern disparity. It could be solved by using multi-view tech-
niques where a large number of views are registered. The structured light pattern
is able to reach all points of an object having different views, making the whole
reconstruction of an object possible even including thin parts. However, multi-
view techniques require a good registration method to align perfectly the views.
In this case, the second problem emerges. Traditional registration algorithms
cannot be used directly due to the SNR, even with previous data filtering.

An interesting way to solve depth error related to a low SNR is the use of
models calculated from the raw data. Model registration has been widely used
in building or urban reconstruction [8–10] where the point cloud has a large
number of data and the accuracy required is in range of centimetres. In robotics
and augmented reality areas, planes registration is commonly used to estimate
the position of the camera in the scenario where walls, floor and roof (apart of
other possible planes detected) are used to estimate the movements along the
scene [11–13]. Those planes are also extracted from a large number of points and
the accuracy of registration is not highly detailed.

The problems described above become a challenging problem when intrinsic
shape and very small objects have to be reconstructed. Hence, new techniques
should be conceived. The motivation of this paper is to reconstruct accurately
this kind of objects. In order to do this, we propose the use of 3D markers to
help the reconstruction. Since the marker is known, a model-based registration
could be applied reducing noise effects. The object to be reconstructed will take
benefit from the marker registration accuracy. Hence, in this paper, we propose
a model-based multi-view registration method for objects composed by planes
to reconstruct markers with high accuracy.

2 Model-Based Multi-view Registration

This section will describe in detail how to obtain an object composed by planes
extracted from a model, such as cubes, pyramids, triangular prisms, etc.
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Moreover, we will explain the proposed method to register iteratively planes
of the model until convergence. Figure 1 shows visually the process.

2.1 Model-Based Object Extraction

From a set of 3D points and normals, the method extracts the object of the scene
by means of a sequence of steps: face estimation, planes estimation, checking
constraints and planes acceptance.

The first step is to estimate parts (planes) of the object. We use the k-means
algorithm to cluster the data into different areas using the information of points
and normals. Due to points and normals are in a different range of values, a
linear normalization is applied.

With faces estimated, a variant of RANSAC algorithm (see Algorithm 1)
is proposed to extract planes that fit the points of each region. Traditionally,
RANSAC pipeline first selects a subset of data, uses them to make a model and
checks if the rest of data not in the first subset fit into the model. If the accepted
data amount is enough, then the calculated model and the accepted group are
returned. In this case, the model also should accomplish some constraints. The
proposed modified RANSAC for object extraction has m separated data group
incomings (d1..dm), one of each region. Firstly a plane of each group is extracted
as in the traditional algorithm with a subset of points (setini). After, angles
between each pair of planes are checked and they should be within certain degree
range (e.g. 90◦± threshold for cubes), otherwise they are rejected and new ones
are calculated. Once the planes fit the angle constraint, the rest of data not
in the first subset have to be checked with their correspondent plane. For this
purpose, a new plane is calculated for each point joined to the initial subset and
the constraint (angle) is checked. If the plane is accepted the new point is added
to the accepted group.

2.2 Multi-view Model Registration

In this part, a novel method based on multi-view registration, where sets of n
views are registered all together is described. It registers the planes extracted
previously. First, the correspondence between each plane of different views has to
be calculated by using the centroid and normal of each one per cube to find the

Model-based multi-view registration

Model-based object extraction

1. Face estimation
2. RANSAC for planar model

Multi-view model registration

1. For each set of “n” views
o Alignment of normals (rotation)
o Approximation of centroids (translation)

Previous process

1. Object acquisition
2. Object segmentation

Fig. 1. Process diagram
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Data: d1 = {x1, y1, z1}...dm = {xm, ym, zm}
Result: {norm1, cent1}, ..., {normm, centm}
while not Constraint do

setini1 = select randomly n points from d1;
{norm1, cent1} = extractModel(setini1);
... Repeat for d2 and d3
if Planes fit the constraints then

Constraint = OK;
end

end
for every point in d1 not in setini1 do

{normaux, centaux} = extractModel(setini1 + point)
if Planes fit the constraints then

add point to setini1;
end

end
... Repeat for d2 until dm

Algorithm 1. Modified RANSAC for planar model extraction

most similar. Once these correspondences have been obtained, the multi-view
algorithm is applied (Algorithm 2).

For each set of n views, we divide it into two groups of centroids and normals:
Data, which is the view to be registered, and Model, which is the median value
of the rest of views in the set (Algorithm 2, lines 6 and 7).

Normals alignment uses only the normals of Model and Data to align them.
We use the Singular Value Decomposition to extract the rotation matrix to
approximate the Data normals to the Model normals. Rotation matrix is applied
only if the angle rotated is under a threshold (rotTh). Then, both normals and
centroids are rotated to continue with the next step.

With the Data and Model aligned, the planes have to be joined. The centroids
are used to find the translation that minimize the distance between each par of
Model-Data planes. Due centroids position in a plane is relative to the points
obtained from the sensor, their location could not be the same in two different
views. Therefore, the way to register two planes is by using as Model centroids
the projection of the Data centroids on the planes of the Model. Then, the
translation to move Data to its projection is computed as the mean value of the
distance between each Data centroid and the projection value for each axis (see
Figure 2). It is computed and applied iteratively until convergence, only if the
translation is under a threshold (transTh).

After all, the Data normals are approximated to the Model a quarter of the
angle variation to avoid being hardly dependent on the first plane extraction in
the previous section. With this, errors in the first plane extraction (view Figure
3) can be handled.

It is proposed to apply the normals alignment and centroids registration to
different subsets of planes in the scene to avoid possible planes wrongly extracted
previously, and then choose the best transformation found.
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Fig. 2. Example of plane registration. Data represented by hyphens and Model by dots.
First normals are aligned, and then Data centroids are projected and registered.

Fig. 3. Red-doted arrows show calculated normals compared to desirable normals
(blue). Left: correct 90 degrees constraint. Right: normals are wrongly extracted.

Fig. 4. Registration problem if only a cube is registered. If only two faces are visible
some steps, the process will register across the intersection line.

If only two planes are visible, a special translation is applied. In this case,
the registration could go along the edge formed by the two planes, producing
situation such as in Figure 4. Then, the Data centroids are translated to the
Model centroids (not the projections). In this case we assume that the cube has
a face in front of the camera, so the points in the plane will be good obtained,
and the centroids of Model and Data will be also well extracted.

3 Experimentation

The proposed Model-based Multi-view Registration method (MBMVR) has been
validated by reconstructing a cube with 8 cm of side. Experimental setup includes
a Microsoft Kinect RGB-D sensor and a turning table with the cube on, manually
rotated. The distance of the camera and the object is 1 meter and the angles
rotated vary approximately between 1.5 and 2 degrees.
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Data: V iews
Result: TransformedV iews
for Each set of ”n” views do

while Not convergence or cont < total loops do
for i = 1 until n do

nData = views.normals[set(i)];
cData = views.centroid[set(i)];
nModel = median(views.normals[set(1..n <> i)]);
cModel = median(views.centroids[set(1..n <> i)]);
R = getRotation(nData,nModel);
Apply(R,[nData cData]);
T = getTranslation(cData,cModel);
Apply([R T],views[set(i)];
1/4 Alignment of normals

end

end

end
Algorithm 2. Multi-view registration algorithm

Registration results obtained by MBMVR are compared to the well-known
ICP algorithm. MBMVR has been tested for different multi-view set sizes n =
5, 7 and 11. The thresholds used are: thrJoin = 35, rotTh = 10 and transTh = 30.
Angle for planes acceptance is 90± 3 in the model extraction. These parameters
have been experimentally selected. On the other hand, ICP has been tested
with three variants, point-to-point (p2p), point-to-plane (p2pl), and point-to-
plane with color features (p2pl-c), all of them with edge rejection and using 90%
of best matches between views. Best matches are calculated with the distance
between each point in data and its closest in the model for the p2p and p2pl
variant, and also for the color difference in the p2pl-c.

Figure 5 shows registration results for visual inspection of ICP variants and
MBMVR method for one cube. In the first row, ICP variants are shown.The
second row has the MBMVR results for n=5,7 and 11 respectively. The normals
are plotted in order to make easier the visual evaluation of results. The p2p ICP
variant is clearly the worst. The p2pl and p2pl-c are similar, but the second is
more compact due the color feature usage. The MBMVR method for n=7, shown
at the bottom right, obtains the best result by registering accurately the cube.

Visually, the results demonstrate a better registration of our method compared
to ICP variants (Figure 5). Also, a quantitative evaluation has been done, proving
the enhancement of our method in registration (Table 1). This evaluation consists
in providing the average distance between each centroid of each face with the
closest centroid in the rest of views, the mean value of angle difference between
each normal and the nearest in the registered set and, finally, the average distance
of a point cloud view with the rest of views.

The table confirms previous analysis. For ICP variants, p2pl-c obtains the
best results. For MBMVR method, the best results are achieved with n=7 for
centroid disparity and points dispersion, but n=11 has better results for normals
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Fig. 5. Visually illustration of algorithm results. First row: ICP variants (p2p , p2pl
and p2pl-c) ; Second row: Multi-view model-based registration with n = 5, 7 and 11.

Table 1. Table of comparison results of different algorithms

Method Variant
Centroid disparity Normals deviation Points dispersion

(mm) (degrees) (mm)
Mean Std Mean Std Mean Std

ICP P2P 0.9526 0.3726 0.9373 0.4121 0.9526 0.3726

ICP P2PL 0.7266 0.3327 0.4914 0.2284 0.7266 0.3327

ICP P2PL-C 0.6953 0.3141 0.4243 0.4068 0.6953 0.3141

MBMVR n=5 0.5449 0.3863 0.1556 0.6543 0.5449 0.3863

MBMVR n=7 0.5163 0.3443 0.1560 0.6835 0.5163 0.3443

MBMVR n=11 0.5179 0.3475 0.1554 0.6626 0.5179 0.3475

deviation. With n=11 the normals are better registered because the alignment is
easier if a view is more times iterated and with more references (bigger Model),
but translation depends on the centroid position, and so, on the actual points
from the camera. If the range of views is high, the probability to have differences
in the centroid position for the same face is higher than for less views.

4 Conclusion

In this paper, the novel Model-based Multi-view registration method (MBMVR)
is proposed for an accurate registering of objects composed by planes. It will be
able to help in complex small object reconstruction, solving the low depth resolu-
tion and depth error of RGB-D low-cost sensors. Multi-view model registration
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is proposed to reconstruct the object accurately using the models extracted.
Moreover, we propose the extraction of objects composed by planes using a new
variation of RANSAC, taking into account constrained group of planes. The
experimental results demonstrate the improvement of the MBMVR proposed
method compared to three variants of the well-known ICP algorithm. As future
research lines, experiments with different kind of markers, such as pyramids or
prisms, will be evaluated, as well as the comparison to more registration methods.
Finally, it is proposed to validate the use of 3D markers recovered by MBMVR
to reconstruct intrincate shapes and small objects.
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Abstract. We propose the design of a real-time system to recognize and 
interprethand gestures. The acquisition devices are low cost 3D sensors. 3D 
hand pose will be segmented, characterized and track using growing neural gas 
(GNG) structure.The capacity of the system to obtain information with a high 
degree of freedom allows the encoding of many gestures and a very accurate 
motion capture. The use of hand pose models combined with motion 
information provide with GNG permits to deal with the problem of the hand 
motion representation. A natural interface applied to a virtual mirrorwriting 
system and to a system to estimate hand pose will be designed to demonstrate 
the validity of the system. 

Keywords: Growing Neural Gas, 3D Sensor, Hand Pose Estimation, Hand 
Motion, Trajectories Description. 

1 Introduction 

The estimation of the 3D hand pose has special interest because by understanding the 
configuration of the hands, we will be able to build systems that can interpret human 
activities and understand important aspects of the interaction of a human with their 
physical and social environment. There are several works that address only visual data 
without using markers [1,2]. Existing approaches can be classified as model based 
and appearance based. The model based systems provide a continuum set of solutions, 
but are computationally expensive and dependent on the availability of a large amount 
of visual information (usually provided by a multi-camera system). Appearance-based 
systems are associated with a less computational cost and a much smaller hardware 
complexity, but only recognize a discrete number of hand poses that correspond 
generally to the training set. 
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Despite the large amount of work in this field [3,4], the problem is still open and 
has several theoretical and practical challenges, due to a number of difficulties 
common to most systems, among which stand out: a) High dimensionality problem: 
the hand is an articulated with more object than 20 DOF. b)Self-occlusions: since the 
hand is an articulated object, its projections generate a variety of ways with various 
self-occlusions which makes harder the segmentation of the various parts of the hand 
and the extraction of high-level features. c) Speed processing: even for a single image, 
a real-time computer vision system needs to process a lot of data. d) Uncontrolled 
Environments: for general use, many HCI systems must operate with unrestricted 
backgrounds and a wide range of lighting conditions. e) Rapid hand movements: hand 
has a very fast movement capability reaching speeds up to 5 m / s for translation and 
300 m / s for the rotation of the wrist.  

In this work, we propose a new model-based approach to address hands 3D 
tracking. The observations come from a low-cost 3D sensor (Kinect). The 
optimization is performed with a variant of growing neural networks GNG. We hope 
to achieve accurate and robust tracking with an acquisition frequency of at least 10-
15Hz. Among the contributions of the proposed method is novel because (a) provides 
accurate solutions to the problem of 3D tracking of the hand (b) requires no complex 
hardware configuration (c) is based solely on visual data without using physical 
markers (d) is not very sensitive to lighting conditions and (e) run in real time. 

The rest of the paper is organized as follows: section 2 presents the growing neural 
gas and describes its ability to obtain reduced representations of objects preserving 
the topological information. Also extend such capabilities to the representation of 
point cloud sequences and motion analysis. In section 3, the hand pose estimation 
system is described. Finally, section 4 presents experiments on the application to a 
virtual mirror writing system and a hand gesture recognition system, followed by our 
conclusions and future work. 

2 Topological Representation with Growing Neural Gas 

The approach presented in this paper is based on self-organising networks trained 
using the Growing Neural Gas learning method [5], an incremental training algorithm. 
The links between the units in the network are established through competitive 
hebbian learning. As a result, the algorithm can be used in cases where the topological 
structure of the input pattern is not known a priori and yields topology preserving 
maps of feature manifold. 

2.1 Growing Neural Gas 

From the Neural Gas model [6] and Growing Cell Structures [7], Fritzkedeveloped 
the Growing Neural Gas model, with no predefined topology of a union between 
neurons. A growth process takes place from minimal network size and new units are 
inserted successively using a particular type of vector quantisation [8,9]. To determine 
where to insert new units, local error measures are gathered during the adaptation 
process and each new unit is inserted near the unit which has the highest accumulated 
error. At each adaptation step a connection between the winner and the second-nearest 
unit is created as dictated by the competitive hebbian learning algorithm. This is 
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continued until an ending condition is fulfilled, as for example evaluation of the 
optimal network topology based on some measure. Also the ending condition could it 
be the insertion of a predefined number of neurons or a temporal constrain. In 
addition, in GNG networks learning parameters are constant in time, in contrast to 
other methods whose learning is based on decaying parameters. 

2.2 Point Cloud Data Representation with Growing Neural Gas 

The ability of neural gases to preserve the input data topology will be employed in 
this work for the representation and tracking of objects. Identifying the points of the 
input data that belong to the objects allows the network to adapt its structure to this 
input subspace, obtaining an induced Delaunay triangulation of the object. 

Learning takes place following the GNG algorithm described in previous section. 
So, doing this process, a representation based on the neural network structure is 
obtained which preserves the topology of the object ܱ from a certain feature ࣮. That 
is, from the visual appearance ࣰࣛ  of the object is obtained an approximation to its 
geometric appearance ࣛ࣡. In our case the 3D hands representation. 

GNG has been adapted to represent Point Cloud Sequences. The main difference 
with the GNG original algorithm is the omission of insertion/deletion actions after the 
first frame. Since no neurons are added ordeleted the system keeps the 
correspondence during the whole sequence, solving intrinsically the problem of 
correspondence. This adaptive method is also able to face real-time constraints, 
because the number λ of times that the internal loop is performed can be chosen 
according to the time available between two successive frames that depend onthe 
acquisition rate. The mean time to obtain a GNG on a frame is about 10ms., using the 
adaptive method. 

GNG provides a reduction of the input data, while preserving its structure.This 
gives us two advantages. First, we have to process less data, so we speedup the next 
step of feature extraction. Second, outliers are reduced. Outliers areone of the main 
sources of error in this kind of applications. 

2.3 Motion Representation and Analysis 

The motion can be classified according to the way of perceiving it: common and 
relative, and it can be represented using the graph obtained from the neural network 
structure for each input data acquisition. 

In the case of the common motion, it can be performed the analysis of the 
trajectory followed by an object by tracking the centroid of the same along the 
sequence. This centroid may be calculated from the positions of the nodes in the 
graph that represents the object in each capture (GNG structure). 

To follow the relative motion, it should be calculated the changes in position of 
each node with respect to the centroid of the object for each capture. By following the 
path of each node, it can be analyzed and recognized changes in the morphology of 
the object. 

One of the most important problems in tracking objects, the correspondence 
between features along the sequence, can be solved of intrinsic form [10] since the 
position of neurons is known at any time without the need for additional processing. 
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The analysis of the trajectory described by each object is used to interpret its 
movement. In some cases, to address the movement recognition, a trajectory 
parameterization is performed. In [11], it can be found some suggestions for 
parameterization. Also, it can be used direct measures of similarity between paths, 
such as the modified Hausdorff distance [12], allowing comparison of trajectories. 

3 3D Hand Pose Estimation with Growing Neural Gas 

The previous section described the ability of neural gases for the representation and 
tracking of data streams in several dimensions.To analyze the movement, certain 
characteristics will be monitored in each of the shots of each sequence, not the object 
itself, but its representation that is obtained with the neural network. That is, using the 
position of the neurons of the network (their structure) as a further feature.  

The construction of a system of representation, tracking and recognition of hand 
gestures based on the GNG and 3D sensors capable of rendering common and relative 
motion is proposed (figure 1). 
 

 
 
 
 
 
 
 
 

 

Fig. 1. Flowchart of the whole system 

3.1 Data Acquisition and Hands Segmentation 

All the experimental phase is based on the use of real-world sequences obtained by a 
Kinect sensor. Such sensors belong to the so-called RGB-D cameras since they 
provide RGB format images with depth information per pixel. Specifically, 
Microsoft's Kinect sensor is able to get screenshots of 640x480 pixels and its 
corresponding depth information, based on an infrared projector combined with a 
CMOS sensor with a resolution of 320x240 pixels, and can reach rates of up to 30 
frames per second. A first processing of sensor data enables obtaining the component 
in the z axis of coordinates of the points in the three dimensional space. 

For the segmentation of the hands from the background, an hybrid technique based 
on depth information and the determination of appropriate thresholds on HSV model 
to filter skin color points have been developed. The system has been trained with 
multiple users.  
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3.2 Gesture Characterization and Recognition with Growing Neural 
Networks 

Growing neural gas presented in section 2 is used to characterize hands allowing a 
reduced topological representation by a graph defining an induced Delaunay 
triangulation. In the experiments section, the minimum number of neurons necessary 
for an adequate representation of the hand is defined, which allows the subsequent 
tracking and recognition of gestures. Figure 2 shows an example of 3D hand 
characterization. 

The path followed by neurons can be obtained and interpreted by processing the 
position information of them on the map along the sequence. This evolution can be 
studied at the level of the global movement, following the centroids of the map or 
locally, studying the deformation of the object. This is possible because the system 
does not restart the map for each shot, adapting the new input data to the previous 
map without inserting or deleting neurons. Thus, the neurons are used as stable visual 
markers that define the shape of objects. 

 
 
 
 
 
 
 

 
 
 
 
 
 

Fig. 2. Hand pose characterization with GNG 

4 Experimentation 

Several experiments have been performed for the validation of our system. At first, it 
has been obtained a proper parametrization of the neural network and then a global 
motion experiments related to virtual mirror writing have been conducted. Finally, the 
system have learned and labeled various poses of the hand, performed by various 
users, and subsequently the same gestures, made by other users, have been presented 
to the system, with a high rate of correct recognition. 

To carry out all the experiments we used the RGBDemo framework, a computer 
vision software written in C++, which allow to quickly and easily get started with 
Kinect-like camera and develop our own projects.  
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Through a training phase, the path described by the centroid of the neural network 
representation of different characters virtually made by different users has been tagged. 
Subsequently, there has been conducted a recognition phase of the symbols created by 
new users by comparing the paths described and labeled using the Hausdorff distance 
[12], with a success rate greater than 95%. 

4.3 Recognition of Hand Poses 

This section presents an application of the gesture recognition system. Figure 5 shows 
a set of gestures used as input to the system. Once the sequences have been learned  
by GNG, Hausdorff distances will be used for comparison of sets of points that define 
a path, in this case the ones followed by all neurons representing the gestures of the 
hand with respect to the centroid of the representation. 

At figure 5, the pose of the left defines the start position and the center ones are 
different final positions for different gestures.The representation on the right shows 
the trajectories described by the neurons along the gesture realization. 

As in the previous experiment stages of training / recognition and labeling were 
made. The results obtained for a reduced set of gestures are promising with a success 
rate of 95%. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Set of gestures used for trajectories study 
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In this case, it is especially important to be able to represent 3D space, as can be 
seen in figure 6, since some gestures present trajectories in all axes that would be 
impossible to perceive with a system based only on the x and y axes. 
 
 
  
 
 
 

(a) (b) (c) (d) 

Fig. 6. 3D trajectories evolution during the gesture 

5 Conclusions and Future Work 

In this paper we have presented anovelarchitecture to represent and recognize gestures 
based on neural networks and 3D sensors.  

It has been shown that neural gases are suitable for reduced representation of 
objects in three dimensions by a graph which defines the interconnection of neurons. 
Moreover, the processing of the position information of these neurons over time, 
allows us to build the hand trajectories and interpret them.  

For the recognition of gestures we used the Hausdorff distance to measure the 
similarity between the sets of points that define the different trajectories global and / 
or local of our markers (neurons). 

Finally, to validate the system it have been developed a framework that have been 
used to test several global and local gestures made by different users, obtaining good 
results in the recognition task. However, the noisy images and occlusions with the 
environment are two major problems.  

As future work, we will improve the system performance at all stages to achieve a 
natural interface that allows us to interact with any object manipulation system. 
Likewise, it is contemplated the acceleration of the whole system on GPUs. 
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Klüver, Jürgen I-518
Kodogiannis, Vassilis S. II-88
Korbicz, Józef I-96
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Navas, Maŕıa II-439
Nedjah, Nadia I-241
Nguyen, Phuoc I-280, II-430
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Pomares, Héctor II-150, II-208
Prieto Espinosa, Alberto I-530
Psarrou, Alexandra II-1, II-488, II-504
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Răsvan, Vladimir II-375
Rebetez, Julien II-216
Riedel, Martin I-357
Rivas, Antonio Jesús Rivera I-331
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Rodŕıguez, Roberto II-135
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