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Preface

Living Nature Computing

A trend in computing is the disappearing computer, that is, computers become
part of the environment, part of our daily lives, sharing our personal spaces,
our amusements, even our own bodies - e.g., embedded systems, accompany-
ing robotics, electronic neuroprosthetics. This implies that computing will also
become part of living nature and that computing will be performed by living
nature. We believe it is essential to articulate the relationship between different
areas of science in order to collaborate and foster a discussion on the interplay
of computing with living natural systems.

Natural computing has two sides: computing inspired by nature and com-
puting in nature. These two sides are usually seen as complementary, but our
meeting is situated at the intersection/interplay of these two sides. We call this
intersection“Living Nature Computing.”The term living nature should be taken
in a broad sense: from cells via animals to humans. Living nature also puts a
focus on natural computing: evolutionary computing and neural networks are
examples of natural computing inspired by living nature. DNA computing is in-
cluded as far as the computation takes place inside living nature. A further focus
is the type of computation: we consider engineered computation as inspired by
living nature.

Six interesting areas are selected, which share aspects of living nature com-
puting, that we would like to promote in our meetings.

– Cognitive Robotics: Cognitive robotic systems, apart from being practical
engineering challenges, are also excellent platforms for experimenting with
situated and embodied cognitive theories and models, posing interesting and
hard challenges to theoretical and fundamental cognition issues. As Prof.
Mira said: “Robotics is the most complete paradigm in Artificial Intelligence:
it includes, perception, reasoning, and action.”

– Natural Computing: Natural computing refers to computational processes
observed in nature, and to human-designed computing inspired by nature.
When complex natural phenomena are analyzed in terms of computational
processes, our understanding of both nature and the essence of computation
is enhanced. Characteristic of human-designed computing inspired by nature
is the metaphorical use of concepts, principles, and mechanisms underlying
natural systems. Natural computing includes evolutionary algorithms, neu-
ral networks, molecular computing, quantum computing, neural modelling,
plasticity studies, etc.

– Wetware computation: Wetware computation refers to an organic computer
built from living neurons. Silicon-based microchips have physical limits and
also power dissipation problems. Wetware computing uses biochemistry



VI Preface

instead of silicon for finding better solutions to be used in future electronics
and in information and communications technologies. Molecules or living or-
ganisms may carry electrical charge and may perform computing functions
with less integration or power dissipation. A wetware computer may be built
from leech neurons and be capable of performing simple arithmetic opera-
tions and simple pattern-recognition tasks. Another wetware computation
is based on cellular cultures. Cells could be neurons from dissociated hip-
pocampus or cortical tissue, neuroblastoma cells, or even PC12 cells, a cell
line derived from the rat adrenal medulla.

– Quality of Life Technologies: During the last few years, there is an increas-
ing interest in technologies oriented to improve the quality of life of people.
Quality of life technologies (QoLTs) cover a broad area of research including
engineering, computer science, medicine, psychology, or social sciences. Typ-
ical applications of QoLTs include assistance technologies for people with
some kind of disability as, for example, assistive robots, elderly care tech-
nologies, or smart homes. However, QoLTs include powerful tools to improve
the well-being of individuals and societies in general.

– Biomedical and Industrial Perception Applications: Image understanding is
a research area involving both feature extraction and object identification
within images from a scene, and a posterior treatment of this information in
order to establish relationships between these objects with a specific goal. In
biomedical and industrial scenarios, the main purpose of this discipline is,
given a visual problem, to manage all aspects of prior knowledge, from study
start-up and initiation through data collection, quality control, expert inde-
pendent interpretation, to the design and development of systems involving
image processing capable of tackle with these tasks.

– Web Intelligence and Neuroscience: The study of a user’s brainwaves applied
to reveal the impact of personalized Web content opens the door for powerful
collaborations between Web intelligence and neuroscience. The purpose of
this area is to discuss the potential applications of neuroscience methods and
concepts in order to evaluate, design, and develop user satisfaction models
for intelligent websites. Some of the potential research areas to be analyzed
are personalization of Web content and Web application design. On the basis
of empirical recordings, it is possible to reveal which features are relevant for
each user, therefore learning how to personalize both content and business
logic in order to improve the overall user satisfaction. Brainwave analysis
can provide the mechanisms to record and measure relevant user behavior
patterns regarding memory, attention, and other cognitive aspects. The data
obtained by brainwave analysis could guide the development of user satis-
faction models, i.e., conceptual and mathematical models that could explain
not only why users are satisfied with the provided content, but also predict
future satisfaction.

We want to study living nature computing using a systems approach. Comput-
ing is not an add-on to the living system, but it is an integral part that is in
symbiosis with the system. In fact, it is often not possible to distinguish the
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computational parts from the non computational parts. This wider view of the
computational paradigm gives us more elbow room to accommodate the results
of the interplay between nature and computation. The IWINAC forum thus be-
comes a methodological approximation (set of intentions, questions, experiments,
models, algorithms, mechanisms, explanation procedures, and engineering and
computational methods) to the natural and artificial perspectives of the mind
embodiment problem, both in humans and in artifacts. This is the philosophy
of IWINAC meetings, the “interplay” movement between the natural and the
artificial, facing this same problem every two years. This synergistic approach
will permit us not only to build new computational systems based on the natural
measurable phenomena, but also to understand many of the observable behaviors
inherent to natural systems.

The difficulty of building bridges between natural and artificial computa-
tion is one of the main motivations for the organization of IWINAC 2013. The
IWINAC 2013 proceedings contain the works selected by the Scientific Com-
mittee from more than 100 submissions, after the refereeing process. The first
volume, entitled Natural and Artificial Models in Computation and Biology, in-
cludes all the contributions mainly related to the methodological, conceptual,
formal, and experimental developments in the fields of neurophysiology and cog-
nitive science. The second volume, entitled Natural and Artificial Computation in
Engineering and Medical Applications, contains the papers related to bioinspired
programming strategies and all the contributions related to the computational
solutions to engineering problems in different application domains, especially
health applications, including the CYTED “Artificial and Natural Computation
for Health” (CANS) research network papers.

An event of the nature of IWINAC 2013 cannot be organized without the col-
laboration of a group of institutions and people who we would like to thank now,
starting with UNED and Universidad Politécnica de Cartagena. The collabora-
tion of the UNED Associated Center in Palma de Mallorca was crucial, as was
the efficient work of the Local Organizing Committee, Miguel Angel Vázquez
Segura, and Francisco J. Perales López with the close collaboration of the Uni-
versitat de les Illes Balears. In addition to our universities, we received financial
support from the Spanish CYTED, Red Nacional en Computación Naturally
Artificial and Apliquem Microones 21 s.l..

We want to express our gratefulness to our invited speakers, Rodolfo Llinás,
from the Department of Physiology and Neuroscience at New York University,
Dario Floreano, from the Laboratory of Intelligent Systems at EPFL (Switzer-
land), and Pedro Gómez-Vilda, from the Oral Communication Lab “Robert
Wayne Neucomb” in UPM (Spain), for accepting our invitation and for their
magnificent plenary talks.

We would also like to thank the authors for their interest in our call and the
effort in preparing the papers, condition sine qua non for these proceedings. We
thank the Scientific and Organizing Committees, in particular the members of
these committees who acted as effective and efficient referees and as promoters
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and managers of pre organized sessions on autonomous and relevant topics under
the IWINAC global scope.

Our sincere gratitude goes also to Springer and to Alfred Hofmann and his
collaborators, Anna Kramer and Elke Werner, for the continuous receptivity,
help efforts, and collaboration in all our joint editorial ventures on the interplay
between neuroscience and computation.

Finally, we want to express our special thanks to ESOC, our technical secre-
tariat, and to Victoria Ramos and Nuria Pastor, for making this meeting possible,
and for arranging all the details that comprise the organization of this kind of
event.

All the authors of papers in this volume, as well as the IWINAC Program and
Organizing Committees, would like to commemorate the memory of Professor
Mira, who passed away five years ago, both as a great scientist, with an incredible
dissemination profile, and as best friend. We still carry his memory deep inside
our hearts.

June 2013 José Manuel Ferrández Vicente
José Rámon Álvarez Sánchez

Félix de la Paz López
Fco. Javier Toledo More



Organization

General Chair
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José Eduardo González Pacheco Oceguera

Robust Multi-sensor System for Mobile Robot Localization . . . . . . . . . . . . 92
A. Canedo-Rodriguez, Vı́ctor Alvarez-Santos, D. Santos-Saavedra,
C. Gamallo, M. Fernandez-Delgado, Roberto Iglesias, and
C.V. Regueiro



XXII Table of Contents – Part II

Implicit and Robust Evaluation Methodology for the Evolutionary
Design of Feasible Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
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Onboard Vision System for Bus Lane Monitoring . . . . . . . . . . . . . . . . . . . . 286
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Abstract. With the use of a biologically plausible artificial neural net-
work in which connections are modified through Grossberg’s presynaptic
learning rule, it is possible to simulate the spreading depression (SD) cor-
tical phenomenon and analyze its behavior depending on different param-
eters related to neural plasticity and connectivity. The neural network
that simulates a simplified cortex is formed by excitatory and inhibitory
locally connected neurons. The conditions for the occurrence of SD are
analyzed after an external stimulus is applied to the lattice simulating
the cortex.

Keywords: Artificial Neural Networks, Computer Simulation, Spread-
ing Depression, Traveling Wave, Neural Plasticity, MatLAB.

1 Introduction

Although the spreading depression (SD) phenomenon was first documented by
Leão in 1944[1], the complete understanding of its mechanisms still represents a
mystery to neurobiology. SD is a transient wave that travels in all directions on
a gray matter substrate after an initial stimulus. The SD phenomenon is very
difficult to analyze naturally, due to the fact that it is hard to acquire enough
gray matter that can be used in SD experiments. Scientists use, for example,
living chicken retina gray matter in order to experiment with SD[11], and each
tissue sample can be used only once. Because of this, mathematical models that
simulate the phenomenon are very important tools to analyze and study all
mechanisms involved in SD without the need of natural tissue.

2 Spreading Depression

Spreading Depression (SD) is a transient wave of suppression of the bioelectri-
cal activity that propagates with constant velocity (2-5 mm/min) [2] [3] in all
directions from a stimulated region on a gray matter substrate, like the cortex

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 1–8, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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or hippocampus. Several types of stimuli can be used to experimentally trigger
SD [2][4]: chemical stimuli like a drop of a K+ solution, electrical stimuli as the
application of a direct current, or mechanical stimuli like the prick of a needle.

The classical explanation of the SD mechanism[2][3][5][6][7] [8][21] is based on
a positive feedback mechanism: the release of potassium ion (K+) into the inter-
stitium increases with its concentration in such a medium (another theory takes
also into account positive feedback involving the excitatory neurotransmitter
glutamate released in SD waves). In this way, at least in theory, emotional and
physical stress, alcohol or excessive sensory stimulation would lead to intense
neuronal excitation of certain regions of the brain thereby causing the accumu-
lation of K+ in the extracellular space. The membrane potential of neurons in
such regions would also increase according to the Nernst equation, thereby de-
polarizing these cells. Voltage-gated ion channels are opened and K+ is released
from these cells, which become hyperpolarized. Thus, the concentration of K+

in the interstitial space further increases. By the action of ion channels, these
neurons are restored to the polarized state as the time passes. However, in the
meantime, K+ diffuses and affects neighboring neurons, where this process hap-
pens again. A propagating wave of K+ always occurs during SD, regardless of
the mechanism of stimulation[8].

Visual disturbances (scotoma) associated with migraine headache, a chronic
neurological disorder affecting 10% of the world population[9], can be caused
by the propagation of a wave of depressed activity. It is interesting to note
that three years before SD was discovered, Lashley[10] argued that a neuronal
disturbance (SD) should propagate in order to generate a symptom (scotoma)
that propagates as well[5]. Here, we present a computational model of neural
network to study this phenomenon.

Some experiments performed in chicken retina, which is an affordable tissue,
showed that[3][11][12]:

(i) similarly to an action potential, SD is an all-or-none process;
(ii) there is the annihilation of two waves traveling in opposite directions, after

colliding;
(iii) there is wave front recovery after encountering an obstacle; and
(iv) spiral patterns can appear when a wave breaks.

Our model reproduces the first three features. However, our main goal here is to
simulate the phenomenon and investigate the influence of the parameter values
on the propagation occurrence.

3 Biologically Plausible Artificial Neural Network

The objective of this work is to simulate the spreading depression in a biologi-
cally plausible artificial neural network. In order to accomplish this, the concept
of complex adaptable responses displayed by natural neurons is modeled with
two relevant regulatory or homeostatic mechanisms of neuronal activity that
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will be presented: metaplasticity and intrinsic plasticity[13]. For a correct un-
derstanding of these two mechanisms, the concept of synaptic plasticity must be
first introduced.

3.1 Synaptic Plasticity

Neurotransmitters are molecules responsible for the mediation of the transmis-
sion of information between neurons that act on synapses, interacting with ionic
channels residing in the synaptic membrane. They allow the inflow or outflow of
positive and negative ions such as potassium, sodium, chlorine and calcium. The
modulation of the efficacy of information transmission between neurons, being
related to the regulation of the number of ionic channels in synapses, is referred
to as synaptic plasticity.

Hebb postulated the first model of synaptic plasticity that is known as the Hebb
rule [14]. This rule states that when two neurons fire together they wire together.
Thismeans that the synaptic strengthbetweenneuronswith correlatedfiring tends
to increase. Mathematically the change in the synaptic strength (synaptic weight)
between neurons i and j is calculated by the product of the output of neuron i and
the input Ij (which corresponds to the output of neuron j) multiplied by a learning
parameter (Eq. 1).

� ωij = ξOiIj (1)

Some authors proposed revised versions of the Hebb’s rule[15], taking into ac-
count more recent biological studies. The formulation that was adopted for our
model of synaptic plasticity, due to its biological plausibility, is the Grossberg’s
presynaptic learning rule[16]. The pre-synaptic rule in its incremental version
(Eq. 2) is as follows:

� ωij = ξIj(Oi − ωij) (2)

This incremental version of the pre-synaptic rule is asymptotically equivalent to
the following probabilistic version (Eq. 3), where the synaptic weight between
two neurons is the conditional probability of the output neuron’s firing [17].

ωij = P (
Oi

Ij
) (3)

3.2 Synaptic Metaplasticity

Synaptic metaplasticity is an important homeostatic mechanism of neurons [18]
that slows down the process of weight increment or decrement, making more
difficult for the neuron to become either excited or silent. It is also modeled by
the presynaptic rule.

Metaplasticity[19] is depicted in Fig.1.a. in which a family of curves represents
the variation of weight given the neuron’s activation. The value of the synaptic
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weight is the parameter that defines what curve must be used. According to this
figure, for higher values of the weight the curves are more elongated to the right.

In synapses with high weights, the interval with negative weight variation is
broader, thereby favoring synaptic depression. The inverse takes place in curves
with lower weights.

Synaptic metaplasticity regulates weight variation because it is a homeostatic
mechanism, lowering weight increment in synapses with initial high weights and
elevating weight increment in synapses with initial low weights.

Fig. 1. The curves in (a) represents synaptic metaplasticity, in which more elongated
curves are obtained for higher initial synaptic weights; in (b), intrinsic plasticity consists
in the shift of the activation function according to higher or lower levels of neural firing

3.3 Intrinsic Plasticity

Although metaplasticity moderates the process of weight variation it does not
totally precludes weight annihilation or saturation. To totally avoid either of
this two extreme situatoons, another important homeostatic property of real
neurons, intrinsic plasticity[20], should be taken into account.

Intrinsic plasticity regulates the position (rightward shift) of the neuron’s
activation function according to the past average level of neuron’s activity. The
neuron’s activation function is usually modeled as a sigmoidal function, as shown
in Eq. 4.

O =
1

1 + e−25(a−shift)
(4)

In this equation O represents the output probability of the neuron and a rep-
resents the sum of synaptic contributions. The intrinsic plasticity (Fig. 1b)
property was modeled according to the following equation that yields the posi-
tion of the sigmoid in terms of the previous position shiftt−1 and the previous
sigmoid output (Eq. 5).

shiftt =
ξOt−1 + shiftt−1

1 + ξ
(5)

In this equation the shifting parameter ξ is a small arbitrary factor ranging from
0 to 1. The meaning of this equation is that the more the neuron keeps firing,
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the higher will be the rightward shift of the activation function, leading to a
moderation of the neuron’s firing probability in the future. On the contrary, if the
firing probability is low, the sigmoid moves leftwards, increasing the probability
of neuron’s firing. The shifting parameter resembles a learning factor. If we want
quick sigmoid shifting with little interest in accuracy, we select a high value of
the shifting parameter. However, if we are mainly interested in accuracy, the
shifting parameter must be set to a very small value, for example 0.1 in our
model.

4 Computer Model

In order to study the SD, a simplified model of the cerebral cortex was created.
This model is composed by a group of 3600 fully inter-connected artificial rate-
code neurons, arranged in a lattice of 60 x 60 neurons.

The value of each neuron can vary from total rest (0), to total excitation (1).
The value of each neuron depends on its state and the value of its surrounding
neurons.

The transition rules are synchronously applied to all neurons on each inter-
action. However inputs representing an external stimulus can be applied to any
neurons in the lattice at any time, triggering the SD.

Each neuron is locally connected to its surrounding neighbors according to a
connection matrix of synaptic weights. With this matrix it is possible to connect
every neuron from the cortex model with each other using a weight that varies
from -1 (full inhibitory connection) to 1 (full excitatory connection). When a
connection weight between two neurons is 0, it means that the neurons are not
connected.

Every neuron in the model has a certain probability of being inhibitory (we
set arbitrarily this number to 30% although other values are also possible) and a
1% probability of being completely inert (not connected with its neighbors). By
setting the probability of inhibitory neurons to more than 50%, the SD propa-
gation effect is lost. Between 40% and 50%, there is an incomplete propagation.
The ideal propagation happens when the probability of inhibitory neurons ranges
between 0% and 30%.

The connection weights are also used to create special parts of the cortex in
order to perform several experiments. For example, a physical barrier in which
neurons are inert was created in the middle of the cortex by simply setting all
connection weights of this region to 0, thereby disconnecting those neurons from
all others.

5 Simulations

MatLAB, a commercial software for simulation purposes, was used for the de-
velopment of the model. The simulations were performed on an Intel I7 high
capacity personal computer with a 64 bits operational system. Due to memory
limitations (6GB) it was not possible to simulate an experiment using a cortex
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with more than 60x60 neurons. Computers with a 64 bit operational system and
more than 6 GB of free RAM can easily run the model.

Several simulations were performed in order to represent some SD features.
All simulations start with a strong external stimulus applied to neurons placed in
a small area of the lattice. This triggers the SD generation that can be observed
spreading over the simulated cortex.

Analog to what happens when triggering SD over a gray matter substrate,
we use a strong external stimuli to start the process. A small area of the models
lattice receives the external stimuli during a certain time interval. Neurons di-
rectly affected by stimuli reach high activation values and start triggering their
neighbors, which raise their activation values. This process is repeated over time
and results in a transient wave that spreads in all directions from the initial
stimulus location, as show in figure 2. In figure 2, neurons represented with the
darker colors have lower activation values, and neurons represented in lighter
colors have higher activation values.

Fig. 2. Visualization of the spreading depression occurring on the simulated cortex

In order to evaluate the model, several configurations were used in the exper-
iments, ranging from special initial conditions to different positions of external
stimuli in the lattice. Some of these properties can be compared to those of real
experiments, in order to validate the biological plausibility of the SD model.

Some of the del results show similarities with experiments performed in chicken
retinas[3][11][12]. One of these properties is the wave annihilation that occurs
when two waves traveling in opposite directions collide within the lattice. This
behavior of the model is represented in figure 3.

Another behavior simulated in the model is the wave front recovery after the
wave encounters an obstacle. In order to represent this, part of the simulated
cortex was made inert by preventing the activity of its neurons. The spreading
wave, after encountering the barrier, does not stop and simply circumvents the
obstacle. This behavior is represented in figure 4.

One important factor to be analyzed within the simulations is the intrinsic
plasticity’s influence in the overall model behavior. By varying the value of the
models shifting parameter, different results were obtained. In all simulations,
varying the learning factor in the presynaptic equation does not produce visible
alterations in the SD and the generated spreading wave. One factor that influ-
ences the speed of the wave propagation is the shifting parameter that represents
the speed of the sigmoid shift. By using for this parameter values higher that
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Fig. 3. In the model there is the annihilation of two waves traveling in opposite direc-
tions

Fig. 4. Visualization of the wave front recovery after encountering an obstacle (white
block)

0.4, the wave spreads very quickly along the lattice. If the value is close to
1, all neurons within the lattice activate simultaneously, thus not creating the
spreading wave effect. If this parameter value equals to zero, the SD does not
occur. So, the optimal value found for the simulations is around 0.1, where
constant wave propagation takes place.

6 Conclusions

Some aspects of the SD were simulated using a 60x60 lattice of biologically
plausible neurons. It is possible to observe the SD phenomenon in the simulated
cortex after the application of an initial external stimulus, similarly to the SD
on a biological cortex.

Analog to the biological occurrence, SD simulations exhibit a constant prop-
agation velocity (with the appropriate selection of parameters).

Different tests were performed to analyze the effect of intrinsic plasticity. They
showed that the learning parameter does not influence the wave propagation, but
the value of the shifting parameter does influence the speed of the wave. Higher
sigmoidal shifting parameters results in higher spreading wave speeds up to the
point where all neurons in the lattice discharge at the same time, thus causing
the wave effect to disappear.

It is possible to use this model, in addition to other models [21], to investigate
possible ways to reduce, or even suppress the occurrences of SD.
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Robustness of Artificial Metaplasticity Learning
to Erroneous Input Distribution Assumptions

Marta de Pablos Álvaro and Diego Andina

Group for Automation in Signals and Communications,
Technical University of Madrid

Abstract. Artificial Metaplasticity learning algorithm is inspired by the
biological metaplasticity property of neurons and Shannon’s informa-
tion theory. In this research, Artificial Metaplasticity on multilayer per-
ceptron (AMMLP) is compared with regular Backpropagation by using
input sets generated with different probability distributions: Gaussian,
Exponential, Uniform and Rayleigh. Artificial Metaplasticity shows
better results than regular Backpropagation for Gaussian and Uniform
distribution while regular Backpropagation shows better results for
Exponential and Rayleigh distributions.

1 Introduction

Synaptic plasticity is the ability of the synapse between two neurons to modulate
its efficiency. This plasticity involves different cellular processes that modify the
synaptic function. These changes in synaptic efficiency can cause an enhancement
in synaptic strength (Long-term Potentiation, LTP) or a reduction in synaptic
strength (Long-term Depression, LTD) [1, 2].

W.C.Abraham [3] introduced the concept of biological metaplasticity as a
higher level of plasticity and therefore, as a change in the way synaptic efficacy
is modified. Metaplasticity is a biological concept related to memory and learning
processes [4] and widely used in the fields of biology, neuroscience, physiology,
neurology and others [5–7].

Artificial Metaplasticity (AMP) term was first introduced by Andina et al
[8] for an Artificial Neural Network (ANN)of the Multilayer Perceptron type
(MLP), referred as AMMLP. The implementation and application of AMMLP
trained by Backpropagation Algorithm (BP) was presented in [8] and some of the
successful applications are detailed in [9–11].

Regarding all AMP models implemented so far, the model that matches Meta-
plasticity with Sannon information theory is the most efficient in terms of learn-
ing and performance. This model establishes that less frequent patterns give
more information than the most frequent ones.

Hence, during the training phase, the AMMLP assigns higher values for up-
dating the weights in the less probable activations than in the ones with higher
probability and therefore, the weights are updated according to the probability
of the input patterns.

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 9–15, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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In Artificial Metaplasticity a weighting function f(x), related to the proba-
bility distribution of the input vectors is applied to the error function to be
minimized. In order to model the probability density function of the input
patterns, a suboptimal function is used because the optimal function is not
known a priori. Therefore, the training pattern distribution is approximated as a
Gaussian distribution.

f∗
X (x) =

A√
(2π)N .e

B
N∑

i=1

x2
i

(1)

being N the number of components of the input vector X that feeds the first
hidden layer. For the second hidden layer, X is substituted for the output vec-
tor of the first hidden layer and so on. Parameters A and B are empirically
obtained.

2 Multilayer Perceptron Structure

In order to compare Artificial Metaplasticity with regular Backpropagation, a
multilayer perceptron with the following features has been simulated:

– Number of input neurons: 2 (number of attributes of the database)
– Number of hidden layers: 1
– Number of hidden neurons: 2
– Number of output neurons: 1
– Activation function: sigmoid function with values between [0,1]
– Initial weights: random values in [-0.6, 0.6] interval

The terminology for each weight of the network is wL(i,j), being:

– L: layer, L=1 for hidden layer and L=2 for output layer
– i: input, (1,2) for L=1 and (1,2) for L=2
– j: output, (1,2) for L=1 and (1) for L=2
– dwL(i,j): variation of wL(i,j) weight obtained in one training iteration

The terminology for each neuron of the network is nL(i) being:

– L: layer, L=1 for hidden layer and L=2 for output layer
– i: neuron, (1,2) for L=1 and (1) for L=2
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A scheme of this neural network is shown in figure below:

Fig. 1. Multilayer Perceptron used in this research

3 Results

This section presents the results obtained by comparing AMMLP with Back-
propagation.

First of all, parameters of both methods were optimized for this multilayer
perceptron structure, finding the following values:

– Artificial Metaplasticity: weighting function parameters: A = 0.5 and B =
0.35

– Backpropagation: learning ratio η = 50

These parameters were empirically optimized by repeating the experiments with
different values and selecting the values that generated best results.

The aim of the experiments is to compare the results obtained with Artificial
Metaplasticity and regular Backpropagation by using input sets generated with
different probability distributions. The probability distributions used for the
experiments were: Gaussian, Exponential, Uniform and Rayleigh.

The experiments consist on training the network until the error is below 0.3,
at this point the network has started to learn but there is still margin for the
end of the learning. Each experiment is repeated 50 times in order to obtain the
average number of iterations needed to achieve an error below 0.3.

3.1 Gaussian Distribution

A two-dimensional input set of eight elements is generated with Matlab using
a Gaussian distribution with mean 0 and variance 1. The output set is calculated
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as the result of evaluating if the sum of the two dimensions of each element is
above 1. Comparison of Backpropagation and Artificial Metaplasticity is shown
in the table below:

Table 1. Gaussian Distribution

3.2 Exponential Distribution

A two-dimensional input set of eight elements is generated with Matlab using an
Exponential distribution with parameter with value 2 for one of the dimensions
and value 4 for the other dimension. The output set is calculated as the result of
evaluating if the sum of the two dimensions of each element is above 0.4.

Table 2. Exponential Distribution
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3.3 Rayleigh Distribution

A two-dimensional input set of eight elements is generated with Matlab using a
Rayleigh distribution with parameter with value 1. The output set is calculated
as the result of evaluating if the sum of the two dimensions of each element is
above 2.

Table 3. Rayleigh Distribution

3.4 Uniform Distribution

A two-dimensional input set of eight elements is generated with Matlab using a
Uniform distribution in [0, 1] interval. The output set is calculated as the result
of evaluating if the sum of the two dimensions of each element is above 1.

Table 4. Uniform Distribution
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3.5 Comparison

In the following table are summarized the results obtained for each distribution:

Table 5. AMMLP and BP Comparison

Artificial Metaplasticity shows better results than Backpropagation for Gaus-
sian and Uniform distribution but Backpropagation method shows better re-
sults for Exponential and Rayleigh distribution. Backpropagation shows the best
result with Exponential distribution while Artificial Metaplasticity shows the
best result with Gaussian distribution.

4 Discussion

The results show that AMMLP algorithm using a Gaussian weighting function
achieves better results than regular Backpropagation when the input follows a
Gaussian distribution. Gaussian distribution occurs very frequently in statistics,
economics, natural and social sciences so this result has big implications and
multiple applications. This result agrees with [9–11] where AMMLP is tested on
different multidisciplinary applications showing a much more efficient training
than the best systems previously used in the state of the art.

For the input with uniform distribution the results obtained with AMMLP
are not so good as for the Gaussian distribution input but are still better than
results obtained with regular Backpropagation. However, regular Backpropaga-
tion shows better results than AMMLP when the input follows a Rayleigh or an
Exponential distribution. A proposal for these distributions is to use the output
of the neural network as the AMMLP weighting function instead of the Gaussian
weighting function and test the results.

From tables 1 to 4 it is observed that the weight variations of both weight
matrix (w1 and w2) are much higher when AMMLP algorithm is used. In regular
Backpropagation the initial random weight is slowly modified through low weight
variations while AMMLP initial random weight is modified faster with higher
weight variations.

This research has been developed using a simple multilayer perceptron struc-
ture so it would be convenient to use a more complex structure with a higher
number of neurons in order to test results.
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5 Conclusions

In this paper, artificial metaplasticity on multilayer perceptron (AMMLP) is
compared with regular Backpropagation using different probability distribution
inputs. It is concluded that AMMLP obtains better results than regular Back-
propagation for Gaussian and Uniform distribution inputs. This result has big
implications and multiple applications due to the high frequency of Gaussian
distribution appearance in statistics, economics, natural and social sciences.
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Abstract. We used a model based on the olfactory system of insects
to analyze the impact of neuron threshold variability in the mushroom
body (MB) for odorant discrimination purposes. This model is a single-
hidden-layer neural network (SLN) where the input layer represents the
antennal lobe (AL), which contains a binary code for each odorant; the
hidden layer that represents the Kenyon cells (KC) and the output layer
named the output neurons. The KC and output layers are responsible for
learning odor discrimination. The binary code obtained for each odorant
in the output layer has been used to measure the discrimination error
and to know what kind of thresholds (heterogeneous or homogeneous)
provide better results when they are used in KC and output neurons.
We show that discrimination error is lower for heterogeneous thresholds
than for homogeneous thresholds.

Keywords: neural variability, pattern recognition, odor learning and
discrimination, decision making.

1 Introduction

Neural thresholds vary in olfactory receptor neurons (ORN) [1] and in Kenyon
cells (KCS) in the insect mushroom body (MB) [14]. Similarly electronic noses [3]
also utilize different detection thresholds for different odorants to improve gas
discrimination. Neural variability in the form of threshold variability is a general
property of neurons in the brain. Is the threshold variability an evolutionary
advantage which allows better odorant discrimination, or does it happen be-
cause there is a biological impossibility to produce the same threshold for each
neuron?

To investigate if neural threshold variability increases odorant discrimina-
tion performance, we use a simple model of the olfactory system of insects [7,8]
based on McCulloch-Pitts neurons [13]. The insect olfactory pathway starts at
the antenna, where a massive number of receptors encode the odor stimulus in
a high-dimensional code. In locusts [10], this number is approximately 100,000
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neurons. This information is then sent to the AL for additional processing. In
the locust, the AL approximately has 1,000 neurons that compress the ORN
information. The AL exhibits complex dynamics produced by the interaction of
its excitatory and inhibitory neural populations [2,5,11]. The excitatory cells are
called projection neurons because they only transmit the result of AL compu-
tation to deeper regions. The projection neurons deliver the AL output to the
50,000 cells of the MB, KC, in a fan-out phase which increases the separability
between different odor encodings. This fan-out phase combined with the sparse
firing for these KC [14,16,6] facilitate the odorant discrimination process, which
is realized by output neurons in a fan-in phase.

Fig. 1. The structure of the model is divided into two parts: antennal lobe (AL) and
mushroom body (MB). MB is divided into two additional layers: Kenyon cells (KC)
and output neurons (OutN).

We focus on the AL and MB (Fig.1), where the input to SLN is AL, which is
connected to MB through a non-specific connectivity matrix. The reason for this
non-specific connectivity matrix is due the individual connection variability of
insects of the same species [12,15]. The other layers of the SLN, hidden and out-
put, are composed by KC and output neurons respectively, which are connected
by a connectivity matrix that implements Hebbian-like learning [4].

Our goal is to compare homogeneous and heterogeneous thresholds to deter-
mine whether neural variability improves odorant discrimination. To investigate
that, we measure the discrimination error obtained in the output layer. This
discrimination error represents the percentage of odorants which have not been
correctly classified. A correctly classified odorant always generates the same
output pattern A′ for a certain input pattern A. Furthermore, we calculate the
percentage of KC spikes to prove that discrimination success is related to the
sparseness condition observed in the KC layer.

We conclude that odorant discrimination improves with neuron threshold
variability and that the discrimination performance is closely related to sparse
activity of the KC population.
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2 Olfactory Model and Methods

2.1 Neuron Model

In locusts, activity patterns in AL are practically time-discretized by a peri-
odic feedforward inhibition onto MB calyxes, and activity levels in KCs are very
low [14]. Thus, information is represented by time-discrete, sparse activity pat-
terns in MB in which each KC fires at most once in each 50 ms local field potential
oscillation cycle. Because of this intermittent discrete activity, we have used the
McCulloch-Pitts model [13] in all neurons of the hidden and output layers. This
neuron model uses the threshold step function as activation function. Therefore,
we have the following:

yj = Θ(

NAL∑
i=1

cjixi − θj), zl = Θ(

NKC∑
j=1

wljyj − εl) (1)

where xi, yj and zl are activation states for a input, hidden and output neuron
respectively, cji and wlj are weights which links two neurons, θj and εl are
thresholds for the hidden and output neuron respectively, and Θ is the activation
function.

2.2 Network Model

The network model is a SLN with an input layer with 100 neurons, a hidden
layer with 5000 neurons (locust has a ratio of 1:50 between neurons of the input
and hidden layer) and an output layer with 10 neurons [8]. These dimensions
were chosen because they ensure a high probability of discrimination for the
input used [7] for a relatively low computational cost.

The connectivity matrices, C and W , are initialized at the beginning of each
odorant discrimination process. We generate a matrix with random values uni-
formly distributed, [0, 1], with the same dimensions as our connectivity matrix.
We establish connections in our connectivity matrix using the probability of con-
nection matrix, pc and pw, as a threshold on the values of the random matrix: If
a float value is equal or less than the probability of connection, one connection is
established, otherwise no connection. In the case of the connectivity matrix C,
this configuration remains fixed throughout the odorant discrimination process.
However, for the connectivity matrix W , its configuration will be updated using
Hebbian learning.

Finally, we have to mention that the synaptic model of this network is com-
pletely binary. Therefore, activation states for a neuron and weights can only
take values of 0 or 1.

2.3 Hebbian Learning

As mentioned above, the connectivity matrix W, which links KC and output
neurons, has olfactory associative learning, which can be simulated by using
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Hebbian learning [4]. It allows the strengthening or weakening the connections
of a connectivity matrix, as follows [7,8]:

wlj(t+ 1) = H(zl, yj, wlj(t)),

H(1, 1, wlj(t)) =

{
1 with probability p+,

wlj(t) with probability 1− p+,

H(1, 0, wlj(t)) =

{
0 with probability p−,

wlj(t) with probability 1− p−,

H(0, 1, wlj(t)) = wlj(t), H(0, 0, wlj(t)) = wlj(t).

(2)

where the future connection state wlj(n+1) is determined by a function H(zl, yj ,
wlj(t)), which depends on the output layer neuron zl, the hidden layer neuron
yj and the current connection state wlj(n). If the output layer neuron has not
fired, the connection state is not changed. However, if the output layer neuron
has fired, the connection state depends on the hidden layer in the following ways:

– If the hidden layer neuron has fired, then the connection between these
neurons is created with a probability p+.

– If the hidden layer neuron has not fired, then the connection between these
neurons is destroyed with a probability p−.

2.4 Odorants

The odorants used in our model as input have no correspondence to real odorant
data. Instead, we have used orthogonal and character-based encodings (Fig.2).
The reason for using these encodings is because we need these odorants have
a minimum distance between them to ensure they are different odorants. In
the case of orthogonal encoding, we have wanted to observe what happens if
different odorants do not share activated neurons in the input layer, AL. We
have used orthogonal encodings all of which have the same number of active
neurons in the input layer. Also, this number of active neurons is maximal.
Therefore, if we have 100 input neurons, we will have 10 active neurons for 10
different odorant patterns, and 20 for 5 different odorant patterns. In the case
of character-based encodings, we have used numerical characters represented in
matrices of dimensions 10 × 10, which we have later converted to vectors of
dimension 100. The minimum Hamming distance between these encodings is 4
activated neurons, for the numerical characters 5 and 6.

We have worked with four set of odorants, they have been created from a
initial set of odorants, which have been replicated three times and introduced
them some noise. This noise represents a set of input neurons which have changed
their state of activation (active/inactive). We have used a noise that affects a
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specific number of neurons, which is in proportion (20%) to the number of active
neurons. The four set of odorants are as follows:

– 15 Orthogonal odorants: 5 orthogonal odorant patterns (20 active neurons)
repeated 3 times with noise in 4 neurons.

– 15 Character-based odorants: 5 character-based odorant patterns (with a
minimum of 28 active neurons) repeated 3 times with noise in 6 neurons.

– 30 Orthogonal odorants: 10 orthogonal odorant patterns (10 active neurons)
repeated 3 times with noise in 2 neurons.

– 30 Character-based odorants: 10 character-based odorant patterns (with a
minimum of 28 active neurons) repeated 3 times with noise in 6 neurons.

We have used these odorants with noise to observe if they can be well classified
despite noise, after we have known the discrimination error when these odorants
are presented without noise. This error for odorant discrimination in the absence
of noise will be shown in the results section.

Fig. 2. Examples of orthogonal (top panels) and character-based (bottom panels) en-
codings without and with noise. Colours: black (1, active neuron), white (0, inactive
neuron).

2.5 Limit Thresholds

A limit threshold is the minimum threshold value which prevents a neuron from
spiking for an odorant. This value has been used as threshold in our neurons,
in order to prove how important threshold variability is in the problem of odor-
ant discrimination. This limit threshold is calculated for each neuron and each
odorant as follows:

θOj =

NAL∑
i=1

cjix
O
i , εOl =

NKC∑
j=1

cljy
O
j (3)



Neuron Threshold Variability in an Olfactory Model 21

where neuron j spikes ∀θj , 0 ≤ θOj < θj , and neuron l spikes ∀εl, 0 ≤ εOl < εl.
Being θOj the limit threshold for a KC (j) and an odorant (O), and εOl the limit
threshold for an output neuron (l) and an odorant (O), and both are natural
numbers. These thresholds are calculated only one time in the odorant discrim-
ination process, both before Hebbian learning. Therefore, the limit threshold
matrix, which stores all limit threshold of a layer, for the hidden layer has di-
mension NKC ×NODOR, and dimension NOutN ×NODOR for the output layer.

θOj =

⎛⎜⎝ θ11 · · · θNODOR
1

...
. . .

...
θ1NKC

· · · θNODOR

NKC

⎞⎟⎠ εOl =

⎛⎜⎝ ε11 · · · εNODOR
1

...
. . .

...
ε1NOutN

· · · εNODOR

NOutN

⎞⎟⎠ (4)

The purpose of these matrices (Fig.3) is to know all possible thresholds for each
layer and choose the one which improves odorant discrimination.
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Fig. 3. Example of limit threshold distributions in KC for different odorant sets: 30
Orthogonal odorants (left panel), 30 Number odorants (right panel)

As we have already explained the meaning of limit threshold, we will ex-
plain how they are calculated for the cases of homogeneous and heterogeneous
thresholds.

Homogeneous Thresholds. To calculate the homogeneous thresholds, we ob-
tain the limit threshold matrix for the hidden layer and we take the minimum
and maximum of this matrix. We take all values between the minimum and
maximum, including these, to use as thresholds for the hidden layer. The aim
of this process is to obtain the minimum discrimination error for each threshold
and the spike rate for this minimum.

To achieve this minimum discrimination error, for each hidden layer threshold
we obtain its maximum inhibitory matrix for the output layer and we take the
minimum and maximum of this matrix. We calculate the discrimination error
for all possible combinations and take the minimum observed. This value is the
minimum discrimination error for a hidden layer threshold.
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Heterogeneous Thresholds. In the case of heterogeneous thresholds, we ob-
tain the limit threshold matrix for the hidden layer but we do not take all possi-
ble combinations. We obtain the distribution of limit thresholds for each hidden
layer neuron and we select the value which prevents each neuron from firing for
a certain percentage of odorants. These values will be the limit thresholds for
these neurons (Fig.4).
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Fig. 4. Example of distribution of limit thresholds for a hidden layer neuron and a set
of 30 character-based odorants with noise. The value, 12, selected as limit threshold,
θOj , for this neuron allows the neuron only fires for 5 odorants which have a threshold,
θj , ≥ 13. Therefore, if the selected percentage is high, the limit threshold will be high
too and the neuron will fire for a few odorants, the neuron will be more selective. If
the percentage is low, the selectivity of the neuron is also low.

2.6 Results

We have taken all possible integer percentages, 0-100, and calculated the thresh-
old for each neuron in the hidden layer. We have obtained the minimum
discrimination error for each percentage and the spike rate for this minimum.

To achieve this minimum discrimination error, for each percentage used in the
hidden layer we take all possible integer percentages and calculate the threshold
for each neuron in the output layer. We calculate the discrimination error for
all possible combinations and take the minimum observed. This value is the
minimum discrimination error for a percentage used in the hidden layer.

In this section, we divide the results of the comparison of the different types
of thresholds (homogeneous and heterogeneous) in two parts. First, we show
the results for different sets of odorants: 15 orthogonal odorants, 30 orthogonal
odorants, 15 character-based odorants and 30 orthogonal odorants; and different
connection probabilities for the hidden layer, pc. Finally, we present the results
for a particular case, which shows the relationship between discrimination error
and spikes rate.
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Different Sets of Odorants and Connection Probabilities. We have real-
ized 10 simulations for each set of odorants. We have realized these simulations
for different connection probabilities for the hidden layer (pc), different Hebbian
learning probabilities (p+,p−) and noise presence (absent or present). We have
used low connection probabilities for pc (0.1, 0.3, 0.5) based on studies that con-
firm this [6,9], a probability for pw (0.5) because it is applied to a matrix with
learning, and selected Hebbian learning probabilities which have been previously
studied [8]. Using this Hebbian learning over 20 time steps.
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Fig. 5. Comparison of the different types of thresholds (homogeneous and heteroge-
neous) for different sets of odorants and connection probabilities with noise and the
Hebbian learning probabilities which minimize the discrimination error. Sample means
with 95% confidence intervals of standard errors (SE).

These averaged results (Fig.5) show that heterogeneous thresholds achieve
lower discrimination errors. As they show how discrimination error increases
with connection probability and number of odorants. Furthermore, by compar-
ing these results with those obtained for odorants without noise (orthogonal
odorants: 0.3% Homogeneous, 0.1% Heterogeneous; character-based odorants:
0.5% Homogeneous, 0.4% Heterogeneous), we can observe that the model is
tolerant to noise and therefore it is robust.

High values for the discrimination error in the case of 30 character-based
odorants can be explained by the similarity of some odorants, high noise which
has been introduced in the input layer and network dimensions. Therefore, these
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results suggest that there is some difficulty in discriminating for the selected
network dimensions, especially for overlapping sets in the input.

Discrimination Error - Spike Rate. We have taken the averaged results,
which we have seen above, and observed the relationship between discrimination
error and spike rate for a particular case (Fig.6).
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Fig. 6. Results for 15 orthogonal and 15 character-based odorants with noise and con-
nectivity probability pc = 0.1

These results show that minimum discrimination error is related to a low
spike rate. This proves our hypothesis that high population sparseness in KC
layer improves odorant discrimination.

The reason for this behavior is that if thresholds are too high, there will be
very few neuron spikes in the hidden layer, and therefore odorant information
which arrives to the output layer will be low, making discrimination impossible.
However, if thresholds are too low, there will be a lot of neuron spikes in the
hidden layer, and the output layer will have high population sparseness to make
odorant discrimination possible.

2.7 Conclusions

We have shown that neural variability using heterogeneous thresholds improve
odorant discrimination. Also, we have proven that the discrimination error is
minimised when the sparse activity in the KC layer is increased. Finally, we
have observed that discrimination error decreases for low connection probabilities
between AL and MB.
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Abstract. The center-surround organization of the receptive fields of
retinal ganglion cells highlights the presence of contrast in visual stimuli.
As the receptive fields of thalamic relay cells follow the same organiza-
tion, it is assumed that nothing or little processing is carried out at the
thalamic stage before the information reaches higher processing areas.
However, recent data in cat showing that the number of thalamic relay
cells doubles those of retinal ganglion cells opens the door to question
how contrast information is kept in an enlarged representation of the
visual stimulus at the thalamic stage. This paper is aimed at providing a
plausible explanation by means of simulations performed with a realistic
dynamic model of the retinothalamic circuit.

1 Introduction

The visual thalamus receives afferent input from retinal ganglion cells and
projects its output to the visual cortex. In cat, the retinal input is mostly consti-
tuted by X and Y ganglion cells, which are the origin of the X and Y pathways,
respectively. These pathways are functionally different and remain relatively well
segregated through the dorsal lateral geniculate nucleus (dLGN) of the thalamus,
until reaching the cortex (Cleland and Lee 1985; Cleland et al. 1971a; Hamos et
al. 1987; Mastronarde 1992; Sincich et al. 2007; Usrey et al.1999). In this paper
we are focused on the functional role of the retinothalamic X pathway, and con-
cretely on the circuit of the dLGN layer A. This circuit is made up with relay
cells and interneurons that takes as input the signals generated by the X gan-
glion cells. LGN relay cells are the main type of neurons and present a complex
afferent input. They receive retinal as well as non-retinal afferents, the later com-
ing from both local (mostly GABAergic interneurons and Perigeniculate cells)
and external sources (feedback projection from cortical layer 6 and ascending
projections from various scattered cell groups in the brainstem reticular forma-
tion). As in the retina, LGN relay cells present an excitatory center-inhibitory
surround organization of their receptive field. Moreover, they can be classified
either as ON- or OFF-center cells on the basis of their response to light stimuli.

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 26–36, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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The former are excited when stimulated by light in the center of their receptive
fields, the later showing the opposite response. The excitatory center receives
afferents from the retinal ganglion cells of the same sign (ON or OFF), while the
inhibitory surround comes from local interneurons receiving input from retinal
ganglion cells of the opposite sign.

The picture of the circuitry of the retinothalamic X pathway is incomplete
without considering its topological features. The fact that the number of relay
cells in the dLGN of the cat doubles the number of retinal ganglion cells while
the number of local interneurons being half the number of retinal ganglion cells
[5], posed the question about how relay cells are connected with both retinal
ganglion cells and local interneurons. This was addressed by different authors
[14], who carried out whole cell recordings in the cat’s dLGN while stimulating
with sparse-noise protocol. These observations have clarified the picture of the
analysis performed by the center of the thalamic receptive fields but not by their
surrounds, which is only mildly engaged by small stimuli. The contribution of
the processing of the thalamic RF was explored in a topologically realist model
of the dLGN [9], which is inspired by previous work by Molano et al. (2009)
and Ringach (2007). Resorting on data of retinothalamic divergence available in
the literature, Ferreiroa et al. (2013) found that the inhibitory surround coming
from local interneurons being excited by the OFF-center ganglion cells improves
the efficacy of the detection of stimulus edges carried out by the ON-center LGN
cells. In addition, the model shows that tonic activity seems more suitable than
bursting activity to salient fine details of the visual input.

2 Hypothesis

The goal of this study is therefore to bring light to the function of the dLGN
circuit and its role on the retinothalamic X pathway. If the center-surround RF
of a retinal ganglion cell can detect the contrast in light intensity between the
center and its surround, we might wonder about the contribution of the center-
surround organization at the thalamic stage. The first issue comes from the
fact that at this stage there seems to be an enlargement of the visual stimulus,
i.e the number of relay cells per ganglion cells follows a 2:1 ratio. In the field
of image processing, such transformation could be accomplished by means of
different types of interpolation schemes. However, interpolation is a smoothing
operation that reduces the contrast of the original images. Therefore, the second
issue regards with the mechanisms of the dLGN circuit to recover or mitigate
the impact of such smoothing operation. Our working hypothesis states that the
contribution of the inhibition evoked by the OFF center retinal ganglion cells on
the ON-center LGN relay cells, is the key mechanism to compensate the loss of
contrast during the retinothalamic image trasformation.
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Fig. 1. Topology and spatial connectivity of the LGN model. Arrangement of relay
cells and interneurons in LGN (upper left inset). Those nodes are the basic elements of
the retinothalamic circuit, which is constituted by the ON and OFF channels (upper
right inset). The connections between retinal ganglion cells and thalamic relay cells
follow a Gaussian distribution probability (lower left inset). The degree of divergent
connections between layers is derived from empirical studies (lower right inset).

3 Computational Methods

3.1 Circuit Layers

The retina and the thalamus are modeled by means of four different layers rep-
resenting a patch parafoveal visual field of 8◦x8◦. The retina is simulated by two
rectangular layers of 80x80 pixels, the first one representing the ON type gan-
glion cells, the second one the OFF type ganglion cells. The lateral geniculate
nucleus is modeled by two rectangular layers, one for the relay cells and other
for interneurons, with dimensions 160x160 and 40x40 pixels respectively. The
ratio of relay cells per ganglion cells is 2:1, whereas the ratio of interneurons per
neighboring relay cells is 1:4 (Molano and Martinez, 2009) (Fig. 1).

3.2 Coordinate System and Topology

The retina and the thalamus simulate a patch parafoveal visual field of 8◦x8◦

mapped directly onto a lattice of size 80x80 pixels. Each position in the layer
corresponds to a node and each node can define one type of neuron. In our case,
nodes of the two layers of the thalamus correspond with one relay cells and one
interneuron.



Contrast Enhancement Mechanisms in the Retinothalamic Circuitry 29

3.3 Connectivity

Each relay cell in the thalamus is first connected to its nearest neighbor in the
retinal lattice, i.e. the one from which its polarity is inherited. The probability
of each thalamic cell, re-centered at retinal coordinates at the x position of its
first retinal input, is connected to another retinal ganglion cell located at the y
position as a Gaussian function of their relative distance (x-y) [1]. The synaptic
strength of the connections is also assumed to be a Gaussian function of the
distance between the receptive-field centers [1]. The function for both connection
probability and strength is as follows (see Fig. 1):

P = pmaxe
−(x−y)2/2σ2

con (1)

3.4 Input and Output Models

The stimuli used in our simulations are made up with a bright and a dark band
connected with an abrupt (step function) transition (Fig. 2). Each stimulus is
represented mathematically as a bi-dimensional 80x80 matrix, the matrix coef-
ficients indicating the degree of intensity per point. The spatial organization of
retinal ganglion cell receptive field is well captured by a difference of Gaussians
model (Rodieck, Enroth-Cugell and Robson, 1966) in which the spatial receptive
field is expressed as:

D(x, y) = (
A

2πσ2
cen

e−(x−y)2/2σ2
cen − B

2πσ2
sur

e−(x−y)2/2σ2
sur ) (2)

The first Gaussian function describes the excitatory center and the second one
the inhibitory surround. The sizes of the central and surround region is de-
termined by the parameters σcen and σsur . Receptive field parameters for the
ganglion cells have been set in accordance with Allen and Freeman [2].

The rate of the ganglion cells evoked by the visual stimulus is computed with
a 2D convolution function:

r = r0 +

∫ ∫
D(x, y)s(x, y)dxdy (3)

where r represents the firing rate evoked by a stimulus s(x, y), r0 is the back-
ground firing, and D(x, y) the difference-of-Gaussians function representing the
receptive field of ganglion cells. The output of the convolution function for the
ON and OFF ganglion cells is illustrated in Figure 2.

Finally, the stochastic nature of the ganglion cell activity is modeled through
a pulse train generator that follows the statistics of a homogeneous Poisson
process:

PT (n) =
rT

n!
e−rT (4)

Fig. 3 shows the steps involved in the simulation of the neural activity at the
different stages of our retinothalamic model.
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Fig. 2. Band Stimulus and retinal output. Band Stimuli with different degrees of lumi-
nance are used to analyze the functional properties of the circuit (top). Retinal output
for ON (upper right line) and OFF cells (upper left line) are generated after convolving
the center-surround receptive fields with the band stimulus (bottom).

Fig. 3. General overview of the dLGN model
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3.5 Neuron Model

We use an implementation of Eugene M. Izhikevich model [3], as implemented in
the NEST simulator [4], for the thalamocortical cells and interneurons of dorsal
lateral nucleus in the cat. This model reproduces regular spiking, fast spik-
ing and bursting behavior selecting the appropriate parameters in the following
equations.

Cm
dV

dt
= −k(V − Vr) + (V − Vt)− U + I (5)

dU

dt
= a(b(V − Vr)− U) (6)

where Cm is the capacitance, V is the membrane potencial, Vr is the resting
membrane potential, Vt is the instantaneous threshold potential, U is the re-
covery current, a is the recovery time constant, b a parameter that determines
whether U is an amplifying (b ≤ 0) or a resonant (b ≥ 0) factor, and I the in-
jected DC current. The dynamics of spike generation is governed by the following
equation:

V ≥ Vpeak

{
V = c
U = U + d

(7)

where Vpeak is the spike cutoff value, c the voltage reset value, and d describes
the total amount of outward minus inward currents activated during the spike
and affecting the after-spike behavior.

All these parameters can easily be fitted to simulate both thalamocortical
relay cells and interneurons.

3.6 Contrast Definition

In visual perception, contrast is determined as the difference between the light
intensities of two different regions of the visual field. To compute and compare
the contrast information associated to the output of the different layers of the
retinothalamic circuitry, we use the K contrast factor. This factor is defined as:

K =
LH − LL

LH
0 ≤ Km ≤ 1 (8)

where LH represents either higher luminance or spike count, and LL either lower
luminance or spike count for each image representation (stimulus, retinal output,
and LGN output) of the circuitry.

4 Results

4.1 Retina ON Channel

Figure 4 show the output of ON-center ganglion cells of the retina in terms
of the number of spikes generated during a 70 ms interval after the stimulus
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Fig. 4. Retina output after the presentation of stimuli with varying K contrast factor:
0.8 (top left), 0.5 (top right), and 0.1 (bottom)

presentation. Three different white-grey band stimuli were used, the white region
kept constant in all three cases, while the grey region being increased on its light
intensity values (0.2, 0.5 and 0.9). This means a K contrast factor (see Methods)
of 0.8, 0.5 and 0.1, respectively.

The violet and green line in Figure 4 corresponds to the output of the ON and
OFF retinal ganglion cells. It is interesting to point out that as the light intensity
increases on the grey region, the spike count also increases while keeping almost
constant the activity on the white region.

The simulations show that the center-surround receptive field of the retinal
ganglion cells highlights the edge of the stimuli. The positive peak at the edge of
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Fig. 5. LGN Output during the 0-70 ms interval. The LGN output is represented as the
number of spikes generated on the LGN relay cells. LGN ON channel output (orange
line), LGN OFF channel local interneurons output (black line), and LGN complete
circuit output (blue and red lines) are shown after presenting three different stimulus
with K contrast factor: 0.8 (top left), 0.5 (top right), and 0.1 (bottom).

the white band, located in the (0,4) interval of Fig. 4, and the negative peak at
the edge of the dark grey band, located in the (-4,0) interval of Fig. 4, enhance
the perceived contrast of the real stimuli.

4.2 LGN ON Channel

In the following experiment we present the output of the ON-center LGN relay
cells after being excited from their corresponding ON-center retinal ganglion
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Fig. 6. LGN Output during the 50-70 ms interval. LGN ON channel output (orange
line), LGN OFF channel local interneurons output (black line), and LGN complete
circuit output (blue and red lines) are shown after presenting three stimulus with K
contrast factor: 0.8 (top left), 0.5 (top right), and 0.1 (bottom). The blue line represents
a divergence of 1 between local interneurons and LGN ON-center relay cells, while the
red line represents a divergence of 31.

cells. All the results are obtained with a degree of divergence of 9 between On-
center retinal ganglion cells and On-center LGN relay cells. This means one
ganglion cell connected with nine thalamic relay cells of the same sign (see
methods).

The orange line in Figure 5 represents the output of the LGN ON channel.
The output of the LGN ON channel represents the transition from a layer of
size 80x80, corresponding with the retina ON channel, to a greater layer of
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Table 1. K contrast factor of the visual stimulus and the output of the retina ON
channel (0-70 ms interval)

Kstimulus Kretina

0.8 0.63
0.5 0.41
0.1 0.08

Table 2. K contrast factor at different time scales for LGN ON channel and LGN
complete circuit

0-70 ms 50-70 ms

0.8 Kchannelon=0.92,Kcircuit=0.95 Kchannelon=0.66,Kcircuit=0.85
0.5 Kchannelon=0.61,Kcircuit=0.65 Kchannelon=0.34,Kcircuit=0.44
0.1 Kchannelon=0.12,Kcircuit=0.14 Kchannelon=0.10,Kcircuit=0.09

size 160x160. It is observed here how the thalamic ON channel is performing a
smoothing function that causes a loss of sharpness and decrease in contrast at
the edges of the input upcoming from the retina ON channel.

4.3 LGN Complete Circuit

Starting from the configuration of the section 4.2, we now activate the local in-
terneurons of channel OFF (see Figure 1) keeping constant the degree of diver-
gence between Retina OFF and Interneurons to 4, and changing the divergence
between interneurons and LGN ON-center relay cells to 1 (blue line, see Figures
5 and 6) and 31 (red line, see Figures 5 and 6). The goal is to study the in-
hibitory effect coming from the OFF channel over the ON Channel at different
time intervals.

As it is observed from the LGN OFF channel output (Figure 6), the inhibition
is stronger over the negative peak of the grey band of the upcoming input, and
weaker over the positive peak of the white band. The overall effect is to increase
the difference between the positive and negative peaks, being this effect stronger
for the circuit with divergence 31 during the 50-70 ms interval (red line, see
Figure 6).

Tables 1 and 2 show the values of the K contrast factor for the retina output,
the LGN ON channel output, and the LGN complete circuit output. Three
interesting aspects are derived from these data: (1) contrast values of the LGN
ON channel output are lower than those obtained from the retina output for the
50-70 ms interval, (2) contrast values of the LGN complete circuitry are higher
than those obtained from both the retina output and LGN ON channel output
for the 50-70 ms interval, and (3) contrast values for the 0-70 ms interval in both
the LGN ON channel and complete circuitry are higher than those obtained from
the retina output.
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5 Discussion

The contrast values of Tables 1 and 2 need a detailed discussion. While points (1)
and (2) presented in the last section support the working hypothesis of the paper,
point (3) is quite controversial. The contrast values obtained when considering
the 0-70 ms interval indicate that the LGN ON channel output improves the
contrast information presented at the retinal output. This is an striking result
when compared with the outcome of classical interpolation methods widely used
in image processing software, and suggest that our initial hypothesis should
be revised. As the results obtained within the 50-70 ms fully confirm what it
was expected, we need to further analyze the impact of the selection of the
temporal window as well as the temporal coding of the visual stimulus in the
retinothalamic pathway.
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Abstract. Electric stimulation has been widely used to induce changes
in neuronal cultures coupled to microelectrode arrays (MEAs). In this
paper, we used different electrical stimulation protocols on dissociated
cultures of hippocampal cells for studying the electrical properties of
the process. We show that persistent and synchronous stimulation of
adjacent electrodes may be used for creating adjacent physical or logical
connections in the connectivity graph following Hebb’s Law modifying
the neural responses principal parameters.

Keywords: Cultured neural network, Hebbian Law, induced plasticity,
learning.

1 Introduction

Biological brains use millions of biological processors, with dynamic structure,
slow commutations compared with silicon circuits [1,9], with low power con-
sumption and unsupervised learning. The use of dissociated cortical neurons
cultured onto MEAs represents a useful experimental model to characterize both
the spontaneous behavior of neuronal populations and their activity in response
to electrical and pharmacological changes. Learning is a natural process that
needs the creation and modulation of sets of associations between stimuli and re-
sponses. Many different stimulation protocols have been used to induced changes
in the electrophysiological activity of neural cultures looking for achieve learning
[8,4] and low-frequency stimulation has brought good results to researchers en-
hancing bursting activity in cortical cultures [10,11]. Hebbian learning describes
a basic mechanism for synaptic plasticity wherein an increase in synaptic effi-
cacy arises from the presynaptic cell’s repeated and persistent stimulation of the
postsynaptic cell. The theory is commonly evoked to explain some types of as-
sociative learning in which simultaneous activation of cells leads to pronounced
increases in synaptic strength. Basically the efficiency of a synaptic connection is

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 37–47, 2013.
© Springer-Verlag Berlin Heidelberg 2013



38 V. Lorente et al.

increased when presynaptic activity is synchronous with post-synaptic activity.
In this work, we use this kind of stimulation to create adjacent physical or logical
connections in the connectivity graphs using Hebb’s Law. In previous papers,
we used a specific low-frequency current stimulation on dissociated cultures of
hippocampal cells to study how neuronal cultures could be trained with this kind
of stimulation [6,5]. We showed that persistent and synchronous stimulation of
adjacent electrodes may be used for creating adjacent physical or logical connec-
tions in the connectivity graph following Hebb’s Law. In later experiments, we
have used different parameters for this stimulation to check if those connections
can be created stimulating with different configurations. The results provided in
this paper show that low-frequency stimulation can create adjacent connections
with different amplitude values modifying the electrical characteristics of the
acquired neural responses. The outline of the paper is as follows. We present
the methods for addressing Hebbian Learning throw electrical stimulation. The
following section shows the results obtained using a specific stimulation with
our experimental setup on hippocampal cultures to train them. We conclude by
discussing some crucial aspects of the research and the remaining challenges.

2 Methods

2.1 Cell Culture Preparation

Dissociated cultures of hippocampal CA1-CA3 neurons were prepared from E17.5
sibling embryos (Figure 1). During the extraction of the hippocampus a small
amount of cortical tissue will have inevitably also been included. Tissue was kept

Fig. 1. Hippocampal CA1-CA3 culture (21 DIV) on a microelectrodes array
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in 2ml of HBSS. 10mg/ml of trypsin was added to the medium and placed in
a 37° C water bath for 13 min for subsequent dissociation. The tissue was then
transferred to a 15 ml falcon containing 4ml of NB/FBS and triturated using
combination of fine pore fire polished Pasteur pipettes (Volac). Cells were then
transferred onto 12 well plates (Corning Incorporated) containing glass coverslips
(Thermo Scientific).

The coverslips were pre-treated overnight with PDL (50mg/ml), a synthetic
molecule used as a coating to enhance cell attachment. The PDL was then aspi-
rated away and the coverslips washed twice with PBS. This was then followed by a
final coating of laminin (50μg/ml), a protein found in the extracellular matrix, to
further help anchor the dissociated hippocampal cells. The cells were maintained
in a mixture of 500mlNB/B27 (promotes neural growth) and 500mlNB/FBS (pro-
motes glial growth), each supplemented with Glutamax and Pen/Strep (dilution
1/100). Glutamax improves cells viability and growth while preventing build up
of ammonia and Pen/Strep helps to prevent any infections. Cell density for each
coverslip was roughly 200000 cells. Cells were kept in an incubator at 37˚ C in 6%
CO2.

2.2 Experimental Setup

Microelectrode arrays (Multichannel systems, MCS) consisted of 60 TiN/SiN
planar round electrodes (200 μm electrode spacing, 30 μm electrode diameter)
arrange in a 8x8 grid were used. The activity of all cultures was recorded using
a MEA60 System (MCS). After 1200X amplification, signals were sampled at
10kHz and acquired through the data acquisition card and MCRack software
(MCS). Electrical stimuli were delivered through a two-channel stimulator (MCS
STG1002) to each pair of electrodes.

2.3 Experimental Protocol

A total of 24 cultures were used in five experiments of 2-3 weeks duration. In
every experiment 4-5 cultures were stimulated with a specific electrical stimu-
lation protocol. In experiments E1 to E3 a low frequency current stimulation
with different parameters for each experiment was used. Experiments E4 to E5
used a more aggressive stimulation called Tetanization. Experiments were started
when neural cultures had 14 Days in Vitro (DIV) and were carried out during
2-3 weeks. Table 1 summarizes the experiments and the stimulation parameters
applied to the cultures.

In experiment1 (E1), cultures 48 to 52 were stimulated during 16 days with
trains of 5 biphasic pulses cathodic-first (50 μA peak, 100 μs phase, 50ms Inter-
val), that were delivered every 3s for 10 minutes. In experiment2 (E2), cultures
68 to 72 were stimulated during 10 days with trains of 5 biphasic pulses cathodic-
first (60 μA peak, 100 μs phase, 50ms Interval), that were delivered every 3s for
8 minutes. Experiment3 (E3), cultures 73-77 were stimulated during 11 days
with trains of 5 biphasic pulses cathodic-first (40 μA peak, 100 μs phase, 50ms
Interval), that were delivered every 3s for 8 minutes.
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Table 1. Experiments, stimulation durations in days, cultures identifiers and
stimulation parameters

Experiment Duration Cultures ID Stimulation Parameters
E1 16 48-52 Low freq.: 5x(50 μA, 100, -50, 100, 20Hz), 3s

ITI, 10’
E2 10 68-72 Low freq.: 5x(±60 μA, 20Hz), 3s ITI, 8’
E3 11 73-77 Low freq.: 5x(±40 μA, 20Hz), 3s ITI, 8’
E4 10 78-82 Tetani: 20x(600mV, 400μs, -600mV, 400μs,

50ms IPI), 6s ITI, 10’
E5 13 83-86 Tetani: 20x(400mV, 400μs, -400mV, 400μs,

50ms IPI), 6s ITI, 10’

Tetanization stimulation was applied for experiments 4 and 5. In experiment4
(E4), cultures 78 to 82 were stimulated during 10 days with trains of 20 biphasic
pulses cathodic-first (600 mV peak, 400 μs phase, 50ms Interval), that were
delivered every 3s for 10 minutes. In experiment5 (E5), cultures 73 to 76 were
stimulated during 13 days with trains of 20 biphasic pulses cathodic-first (400
mV peak, 400 μs phase, 50ms Interval), that were delivered every 3s for 10
minutes.

In every experiment, the electrophysiological activity of the cultures was
previously analyzed and connectivity diagrams based on cross-correlation were
obtained for each culture. Two pairs of electrodes with an acceptable spiking
activity and no logical connections between them were selected for stimulation.
The following days every stimulation session would follow these steps:

1. Spontaneous activity was recorded for 2 min after a recovery period.
2. Cultures were then stimulated through the two pairs of electrodes using the

corresponding stimulation protocol.
3. Spontaneous activity was recorded for 2 min after the stimulation.

2.4 Analysis Performed

We observed the spontaneous activity of the cultures before and after the stimu-
lation experiments, as well as their evoked response to the applied stimulus. Ex-
tensive burst analysis, post-stimulus time histograms and functional connectivity
were the main analysis performed to the registered data. Functional connectivity
[2,3] captures patterns of deviations from statistical independence between dis-
tributed neurons units, measuring their correlation/covariance, spectral coher-
ence or phase locking. Functional connectivity is often evaluated among all the
elements of a system, regardless whether these elements are connected by direct
structural links; moreover, it is highly time-dependent (hundreds of milliseconds)
and model-free, and it measures statistical interdependence (e.g. mutual infor-
mation) without explicit reference to causal effects. Correlation and information
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theory-based methods are used to estimate the functional connectivity of in-
vitro neural networks: Cross-correlation, Mutual Information, Transfer Entropy
and Joint Entropy. Such methods need to be applied to each possible pair of
electrodes, which shows spontaneous electrophysiological activity. For each pair
of neurons, the connectivity method provides an estimation of the connection
strength (one for each direction). The connection strength is supposed to be pro-
portional to the value yielded by the method. Thus, each method is associated to
a matrix, the Connectivity Matrix (CM), whose elements (X, Y) correspond to
the estimated connection strength between neuron X and Y. High and low values
in the CM are expected to correspond to strong and weak connections. By using
such approach, inhibitory connections could not be detected because they would
be mixed with small connection values. However, non-zero CM values were also
obtained when no apparent causal effects were evident, or no direct connections
were present among the considered neurons. In our experiments, Connectivity
maps offered a visualization of the connectivity changes that occur in the culture.
Connectivity maps were generated using the connectivity matrix (CM) obtained
after applying the analysis and Cross-Correlation or Mutual Information. By
setting thresholds in the CM, it is possible to filter out some small values that
may correspond to noise or very weak connections. In consequence, these maps
show the strongest synaptic pathways, and can be used for visualizing the neural
weights dynamics, and validate the achieved learning.

Spike parameters, like height and width of positive and negative voltages, as
the evolution of the spiking activity were also subject of research. We were very
interested in analysing how the different stimulations could affect the electrical
properties of the cultures.

3 Results

Low-frequency current stimulation and tetanic stimulation had both an impact
on the electrophysiological responses of the cultures, as previous studies had
reported [4,7]. Raster plots showed that all of the stimulations provided induce
changes in the firing frequency of the cultures. We can observe some kind of
reorganization in the firing activity, from a nearly random continuous spiking
activity to a more discrete bursting spiking activity. After the third week in vitro,
this bursting activity becomes more frequent and robust and this effect is much
more evident than during the first weeks (Figure 2). First experiments showed
that this effect takes effect initially with low-frequency stimulation, however
from our last experiments it may be concluded that both stimulations have a
frequency impact on the spiking activity of the culture. It may be concluded
that this effect is more evident using low-frequency neural stimulation.

The change on the spiking activity of the cultures can also be seen analytically
by observing the instantaneous firing frequencies (Figure 3) and the interspike
intervals of the neural cultures. Instantaneous firing frequency graphs shows
that stimulated electrodes start firing in more separated period of times after
stimulation but each firing period last longer. In addition, interspike intervals
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Fig. 2. Raster plots extracted from cultures of experiments E2 and E5. (a) (21DIV)
and (b) (32DIV) belong to ID68 from E2, (c) (23DIV) and (d) (30DIV) belong to
ID86 from E5. Each figure is divided in two graphs, which show the spiking activity
of the culture before and after stimulation. Raster plots show a change in the spiking
activity, changing from a uniform activity before stimulation to a more concentrated
activity after stimulation. This result is emphasized after the third week in vitro due
to maturing occurred in the cultures.
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Fig. 3. Instantaneous firing frequencies of stimulated electrodes 12-21 and 38-47 in the
culture ID68 (22DIV) from E2 before (a) and after (b) stimulation. A change in the
spiking periods can clearly be seen, with less active frequencies and with longer periods.
This culture only created a connection between the second pair of electrodes (38, 47),
which had an impact on the instantaneous firing frequencies. Connected electrodes fire
in the same firing periods, whereas not connected electrodes had no firing relation.

show the same results observed in the spiking periods but also it can be seen
analytically the ISI decrease both in value and dispersion. Both effects are related
to the neural stimulation, which modulates the firing capabilities of the cultures.

Connectivity diagrams based on cross-correlation between electrodes showed
some kind of connections reorganization after stimulations, concentrating them
in a few electrodes. Furthermore, adjacent physical or logical connections in the
connectivity graph following Hebb’s law appeared in some pairs of stimulated
electrodes (Figure 4). Electrodes with created connections between them can
distinctly be detected with the instantaneous firing frequencies graphs. Figure
3 showed two pair of stimulated electrodes (12, 21 and 38, 47) before and after
the stimulation session. The firing periods of the electrodes from the second pair
follow exactly each other, whereas the firing periods of the first pair of electrodes
do not match. Furthermore, the electrodes of the second pair change both the
firing periods after stimulation. This features indicates that there exits a strong
connection between them.

Analysing spike parameters such as peaks heights and widths and number
of spikes have lead us to an important result. Both types of stimulation, low-
frequency and tetanic stimulation, produced a reactivation of neurons over time
which lead to the creation of adjacent physical or logical connections in the
connectivity graph following Hebb’s Law. Figure 5 shows the mean values of
spike parameters of stimulated electrodes for each register number. Figure 5a
and b belong to the culture ID48 from E1, stimulated with low-frequency. We
can observe in these figures that each electrode presented a good evolution of its
parameters until register number 20. Negative peak height decreased, positive
peak height increased, width of negative peak slightly increased and number
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Fig. 4. Connectivity graphs based on cross-correlation between electrodes. The graph
belong to the culture ID48 (E1) at 25 DIV. Pair of electrodes 31, 42 and 52, 53 were
stimulated with low-frequency current stimulation with 50 μA biphasic pulses. (a) No
logical connections were observed before stimulation. (b) A connection (red arrow)
between electrodes 31 and 42 has appeared.

of spikes increased. This positive evolution of the parameters was due to the
activation of more new neurons near the electrodes, which produced a higher
value of the spikes parameters.

Fig. 5c and d belong to the culture ID86 from E5, stimulated with tetanic
stimulation. The first electrode stimulated showed a positive evolution of its
parameters until register number 10, whereas the second electrode became nearly
stable until register number 12. In this case, the neural activation took place in
the first electrodes, which lead to the creation of few connections over time. The
changes in the spikes parameters can also be seen clearly in Figure 6, which shows
the spikes waveform from cultures ID68 and ID86 at the stimulated electrode
38 and 62, respectively. The figure presents the spikes waveform at early stages
pre-stimulation (blue) and late stages post-stimulation (green). The acquired
neural spikes increased their number and become bigger and more consistent
(less variant slope), due to the activation of more neural aggregates around the
target-electrode with more mature and permanent electrical responses, which
induces a more solid and synchronous activation related with paired electrode.

All E1 cultures created a connection between the paired stimulated electrodes,
whereas 60% of the cultures of E3 and E4, and only 20% of the cultures of E2
and E5 showed that connection. In some cases, the connection was intermit-
tent, lasting one to several days. In others, a persistent connection was created.
Finally, some cultures did not create any kind of connections. In this way, Heb-
bian tetanization created ad-hoc permanent or transient logical connections by
modifying the efficiency of the paths.

between the selected electrodes. We speculate that unconnected electrode cul-
tures may be caused by a not-homogeneous culture growth between the elec-
trodes or by the neurobiological properties of the connections as still need to
be confirmed using histological techniques in future works. In this case, using
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Fig. 5. For each electrode, Mean Negative Peak Height, Mean Positive Peak Height
and Spike Number are represented. a) and b) graphs are for Electrode 31 and 42 from
culture ID48. c) and d) graphs are from Electrode 62 and 72 from culture ID86.

Fig. 6. Spikes waveform from cultures of ID68 and ID86 of experiments E2 and E5,
respectively. (a) Spikes waveforms from electrode 38 at 21 DIV (blue) and 32 DIV
(green). (b) Spikes waveforms from electrode 62 at 23 DIV (blue) and 30 DIV (green).

low-frequency current stimulation with 50 μA biphasic pulses provided the best
results for creating connections following Hebb’s law. Finally it can be concluded
that low-frequency stimulation is better in terms of neural response stability, cul-
ture duration and connection-oriented processes than tetanization that evokes a
more aggressive process in the hippocampal culture.
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4 Conclusions

Learning in biological neural cultures is a challenging task. Different authors have
proposed different methods for inducing a desired and controlled plasticity over
the biological neural structure. Low-frequency stimulation and tetanization has
brought good results to researchers enhancing bursting activity in cortical cul-
tures. In this paper, we have shown that using these kind of stimulations it is pos-
sible to create adjacent physical or logical connections in the connectivity graph
following Hebb’s Law and such connections induce changes in the electrophysio-
logical response of the cells in the culture, which can be observed in the different
analysis performed. Furthermore, low-frequency stimulation induces permanent
changes in most experiments using different values of current amplitude and
stimulation patterns. Persistent and synchronous stimulation of relevant adja-
cent electrodes may be used for strengthen the efficiency of their connectivity
graph. These processes may be used for imposing a desired behaviour over the
network dynamics. In this work, different stimulation procedures are described
in order to achieve the desired plasticity over the neural cultures, shaping in this
way the functional connectivity of the neural culture by modifying their electri-
cal neural responses acquired in the induced-connection process. In future works,
we will try to refine what are the stimulation optimal parameters for inducing
persistent changes in the cultured network. These induced connections will be
used for driving a robot using Braitenberg’s principles.
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Abstract. Experimental data indicate that thalamic inputs are impor-
tant factors for the generation and termination of seizures. In this paper
a minimal biophysical model of cortico-thalamo-cortical network is in-
vestigated by a computational approach. The results show that a change
in the amplitude of synaptic currents between thalamic and cortical neu-
rons promotes seizure like dynamics. Moreover, the increase of the level
of inhibition between neurons of the thalamic network is sufficient for
seizure termination.

1 Introduction

About 50 million people worldwide have epilepsy, and they are usually con-
trolled, but not cured, with medication. Although many studies have been made
on seizures, the mechanisms of generation and termination still remain poorly
understood(see for a complete review[1,2]). Recently a new vision of the epilep-
tic seizures has been discovered[3]. Contrary to the traditional view, suggesting
hypersynchronous neuronal activity during the ictal activity, an highly heteroge-
neous neuronal spiking activity was observed. In particular, seizure termination
is described by a quasi-homogenous phenomenon leading to an almost complete
cessation of spiking activity[3]. In addition it was found that the spike waveforms
does not change at seizure termination, an indication that depolarization block
is not the principal factor responsible for the cessation of spiking activity [3].
Obviously, the most important mechanisms, relevant for a deep understanding
of seizure dynamics, are those driving the generation and termination of the
ictal events. Among the possible mechanisms of generation and termination of
seizure, thalamic inputs can play an important role. In fact the cortex is in-
timately connected with thalamus, and the cortico-thalamo-cortical excitatory
loop can mediate network oscillations underlying epilepsies [4]. Moreover, in a
recent experimental work it was shown that thalamocortical neuronal activity
is required for post-stroke epilepsy; in addition a reduction of the activity of
thalamocortical cells is sufficient to stop seizures [5]. Concerning the problem of
seizure termination in [6] it was shown that a clear connection exists between
extinction and spatial synchronization of populations. This general results could
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be useful to justify the possibility that the termination of seizures can arise from
an emergent property of the network itself. Moreover, in a recent computational
study it was shown that a depolarization block could be the primary factor for
the seizure termination [7], but this result does not seem to be in agreement
with the experimental data of Truccolo et al. [3]. Therefore, motivated by the
above discussion the effects, of the synaptic connectivity of the cortico-thalamo-
cortical network, on the dynamics of seizure generation and termination will be
investigated computationally.

2 Methods

2.1 Model Description

The artificial network is composed by NPY pyramidal neurons, NFS FS
interneurons, NRE reticular neurons and NTC thalamocortical neurons. A
schematic representation of the network connectivity if reported in figure 1.
The pyramidal neuron models are coupled by excitatory synapses and receive
inhibitory inputs from the network of FS interneuron. For either the pyrami-
dal neuron or the interneuron, a single compartment biophysical model is em-
ployed to describe its spiking activity. In particular, the adopted pyramidal and
interneuron biophysical models were those proposed in [8]. The mathematical
model of the j − th pyramidal neuron reads:

C
dVj

dt
= IP,j − gNam

3
jhj(Vj − VNa)− gKn4

j(Vj − VK)− gMwj(Vj − VM )

−gL(Vj − VL) + IPP,j + IIP,j + ITP,j + ηP ξP,j(t) (1)

dmj

dt
= αm,j(1−mj)− βm,jmj (2)

dhj

dt
= αh,j(1− hj)− βh,jhj , (3)

dnj

dt
= αn,j(1− nj)− βn,jnj, (4)

dwj

dt
=

wj,∞ − wj

τj,w
, (5)

where C = 1 μF/cm2, IP,j = IP (j = 1, 2, ..N) is the external stimulation
t. The maximal specific conductances and the reversal potentials are respec-
tively: gNa = 100 mS/cm2, gK = 80 mS/cm2, gM = 1 mS/cm2, gL = 0.15
mS/cm2 and VNa = 50 mV , VK = -100 mV , VM = -100 mV , VL = - 72
mV . The rate variables describing the currents are defined by: αm,j(Vj) =



50 F. Vallone et al.

0.32(Vj+54)/[1−exp((Vj+54)/4)],βm,j(Vj) = 0.28(Vj+27)/[exp((Vj+27)/5)−1],
αh,j(Vj) = 0.128exp(−(Vj + 50)/18), βh,j(Vj) = 4/[1 + exp(−(Vj + 27)/5)],
αn,j(Vj) = 0.032(Vj + 52)/[1 − exp(−(Vj + 52)/5)], βn,j(Vj) = 0.5exp(−(Vj +
57)/40), wj,∞ = 1/[1+ exp(−(Vj +35)/10)], τj,w = 400/[3.3exp((Vj +35)/20)+
exp(−(Vj+35)/20)]. In this model the onset of periodic firing occurs through an
Hopf bifurcation for IP ∼= 3.25 μA/cm2 with a well defined frequency (ν ∼= 5Hz).

The current IPP,j arises from the excitatory coupling of the j − th pyramidal
neuron with the other cells, IIP,j describes the inhibitory current due to the
coupling with the network of interneurons and ITP,j represents the excitatory
inputs from TC cells. These currents will be defined in the next section.

Fig. 1. Schematic representation of the neural networks connectivity. Pyramidal neu-
rons (PY) receive excitatory inputs from thalamocortical cells (TC) and inhibitory
inputs from FS interneurons. Thalamic reticular neurons (RE) receive excitatory in-
puts from pyramidal and TC neurons, and inhibit TC cells. FS interneurons are coupled
by electrical synapses, inhibit PY neurons and receive excitatory inputs from PY on
TC neurons.

To reproduce the membrane potential fluctuations each j − th cell model is
injected with the noisy current ηP ξP,j(t), ξP,j being an uncorrelated Gaussian
random variable of zero mean and unit standard deviation< ξP,i, ξP,j >= δij , i �=
j = 1, 2, 3, , NPY . The adopted value of the parameter ηP was chosen to get
realistic amplitude of the fluctuations of membrane potential.

The biophysical mathematical model of the j − th FS interneuron reads:

C
dVj

dt
= IF,j − gNam

3
jhj(Vj − VNa)− gKn4

j(Vj − VK)− gL(Vj − VL)

+IFF,j + JFF,j + IPF,j + ITF,j + ηF ξF,j(t) (6)
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dmj

dt
= αm,j(1−mj)− βm,jmj (7)

dhj

dt
= αh,j(1− hj)− βh,jhj , (8)

dnj

dt
= αn,j(1− nj)− βn,jnj, (9)

where C = 1 μF/cm2, IF,j = IF (j = 1, 2, ..N) is the external stimulation
current. The maximal specific conductances,the reversal potentials and the rate
variables are equal to those adopted for the pyramidal cell model. In this model
the onset of periodic firing occurs through an Hopf bifurcation for IF ∼= 1.04
μA/cm2 with a well defined frequency (ν ∼= 2Hz).

The current IFF,j arises from the inhibitory coupling of the j − th FS in-
terneuron with the other cells, while JFF,j describes the current due to the
electrical coupling (gap-junction) among interneurons; IPF,j describes the exci-
tatory current due to the coupling with the network of pyramidal neurons, and
ITF,j represents the excitatory current from the TC pool. These currents will be
defined in the next section. To reproduce the membrane potential fluctuations
each j − th cell model is injected with the noisy current ηF ξF,j(t), ξF,j being an
uncorrelated Gaussian random variable of zero mean and unit standard devia-
tion < ξF,i, ξF,j >= δij , i �= j = 1, 2, 3, , NFS and < ξP,i, ξF,j >= 0. The value
of the ηF was chosen to get realistic amplitude of the fluctuation of membrane
potential. The single compartment models of RE and TC cells were adopted
from [9]. The mathematical model of the j − th reticular neuron reads:

C
dVj

dt
= −gCa−Rm

2
R,∞(Vj)hR,j(Vj − VCa)− gLR(Vi − VLR)

−gAHPmj,AHP (Vj − VK) + IRRA,j + IRRB,j + ITR,j + IPR,j + ηRξR,j(t) (10)

dhR,j

dt
= 4.2(h∞(Vj)− hR,j)/τR,h(Vj) (11)

dmj,AHP

dt
= 0.02[Ca]j(1 −mj,AHP )− 0.025mj,AHP (12)

d[Ca]j
dt

= −0.01gCa−Rm
2
∞(Vj)hR,j(Vj − VCa)− 0.08[Ca]j (13)
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The maximal specific conductances and the reversal potentials are respectively:
C = 1 μF/cm2, gCa−R =2mS/cm2, VCa = 120mV , gLR = 0.06mS/cm2, VLR =
-60 mV , gAHP = 0.3 mS/cm2, VK = -90 mV . The rate variables describing the
currents are defined by: mR,∞(Vj) = [1 + exp(−(Vj + 52)/7.4)]−1, hR,∞(Vj) =
[1 + exp((Vj + 78)/5)]−1, τR,h(Vj) = 100 + 500[1 + exp((Vj + 78)/3)]−1. The
currents IRRA,j , IRRB,j represent inhibitory coupling among RE cells, ITR,j and
IPR,j describe respectively excitatory inputs from TC and pyramidal neurons. To
reproduce the membrane potential fluctuations each j− th cell model is injected
with the noisy current ηRξR,j(t), ξR,j being an uncorrelated Gaussian random
variable of zero mean and unit standard deviation < ξR,i, ξR,j >= δij , i �= j =
1, 2, 3, , NRE. The adopted value of the parameter ηR was chosen to get realistic
amplitude of the fluctuations of membrane potential.

The mathematical model of the j − th thalamocortical neuron reads:

C
dVj

dt
= −gCa−Tm

2
T,∞(Vj)hT,j(Vj − VCa)− gLT (Vj − VLT )− gsagrj(Vj − Vsag)

+IRTA,j + IRTB,j + IPT,j + ηT ξT,j(t) (14)

dhT,j

dt
= 4.2(hT,∞(Vj)− hT,j)/τT,h(Vj) (15)

drj
dt

= (r∞(Vj)− rj)/τsag(Vj) (16)

The maximal specific conductances and the reversal potentials are respectively:
C = 1 μF/cm2, gCa−T =2.5 mS/cm2, VCa = 120 mV , gLT = 0.025 mS/cm2,
VLR = -75 mV , gsag = 0.04 mS/cm2, Vsag = -40 mV . The rate variables de-
scribing the currents are defined by: mT,∞(Vj) = [1 + exp(−(Vj + 59)/6.2)]−1,
hT,∞(Vj) = [1+exp((Vj+81)/4.4)]−1, τh(Vj) = 30+220[1+exp((Vj+78)/3)]−1,
r∞(Vj) = [1+exp((Vj+75)/5.5)]−1, τsag(Vj) = 20+1000[exp((Vj+71.5)/14.2)+
exp(−(Vj + 89)/11.6)]−1. The currents IRTA,j , IRTB,j represent inhibitory in-
puts due to the coupling with the network of RE neurons , IPT,j describes
excitatory inputs from pyramidal neurons to TC cells. To reproduce the mem-
brane potential fluctuations each j − th cell model is injected with the noisy
current ηT ξT,j(t), ξT,j being an uncorrelated Gaussian random variable of zero
mean and unit standard deviation < ξT,i, ξT,j >= δij , i �= j = 1, 2, 3, , NTC. The
adopted value of the parameter ηT was chosen to get realistic amplitude of the
fluctuations of membrane potential.

The reason of using a single compartment model of each cell is motivated
by computational constraints. The simulation will be performed by using up to
180 coupled neuron models, and this requires a high computational cost. There-
fore, for the aim of the present work, the choice of using a single compartment
biophysical model of each cell is a good compromise between two requirements:
computational advantages and realistic network of coupled neurons.
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2.2 Synaptic Coupling

The excitatory synaptic coupling among pyramidal cells is assumed to be all-to-
all. The excitatory synaptic current acting on the j− th pyramidal cell is defined
by

IPP,j = − 1

NPY − 1

∑
k �=j

gesPP,k(t)(Vj − VPP ) (17)

where ge = 0.5mS/cm2 represents the maximal amplitude of the excitatory
coupling, the function sPP,k(t) describes the time evolution of the postsynaptic
current and VPP is the corresponding reversal potential. According to [8] the
time evolution of sPP,k(t) is described by

dsPP,k(t)

dt
= T (Vk)(1 − sPP,k)− sPP,k/τe (18)

where T (Vk) = 5(1 + tanh(Vk/4) and τe = 2ms is the decay time constant.
Similarly the inhibitory synaptic coupling among FS interneurons is assumed

to be all-to-all and the synaptic current on the j − th interneuron reads

IFF,j = − 1

NFS − 1

∑
k �=j

gisFF,k(t)(Vj − VFF ) (19)

where gi = 0.25mS/cm2 represents the maximal amplitude of the inhibitory
coupling and VFF is the corresponding reversal potential. The time evolution of
sFF,k(t) is described by

dsFF,k(t)

dt
= T (Vk)(1 − sFF,k)− sFF,k/τi (20)

where T (Vk) = 2(1 + tanh(Vk/4) and τ1 = 10ms is the decay time constant.
The pyramidal cells excite the network of FS cells and the corresponding

excitatory current acting on the j − th interneuron is defined as

IPF,j = − 1

NPY − 1

∑
k �=j

gPF sPF,k(t)(Vj − VPF ) (21)

where gPF represents the maximal amplitude of the excitatory coupling and
VPF = VPP is the corresponding reversal potential. The time evolution of
sPF,k(t) is driven by

dsPF,k(t)

dt
= T (Vk)(1 − sPF,k)− sPF,k/τe (22)

where T (Vk) = 5(1 + tanh(Vk/4) and τe = 2ms is the decay time constant.
The network of FS interneurons feedback inhibition to the pyramidal neurons

and the inhibitory current of the j − th cell is given by

IFP,j = − 1

NFS − 1

∑
k �=j

gFP sFP,k(t)(Vj − VFP ) (23)
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where gFP represents the maximal amplitude of the inhibitory coupling and
VFP = VFF is the corresponding reversal potential. The time evolution of
sFP,k(t) is determined by

dsFP,k(t)

dt
= T (Vk)(1 − sFP,k)− sFP,k/τi (24)

where T (Vk) = 2(1 + tanh(Vk/4) and τi = 10ms is the decay time constant.
The electrical coupling among FS interneurons is all-to-all and the correspond-

ing current on the j − th cell is defined as

JFF,j =
1

NFS − 1

∑
k �=j

gel(Vj − Vk) (25)

where gel is the coupling amplitude. The parameters values gi, ge, gPF , gFP are
those adopted in [8] .

The excitatory coupling due to TC network on FS neurons is described by an
AMPA current

ITF,j = − 1

NTC

∑
k

gAMPA(T−F )sTF,k(t)(Vj − VAMPA) (26)

where gAMPA(T−F ) represents the maximal amplitude of the excitatory coupling
and VAMPA = 0 mV is the corresponding reversal potential.The time evolution
of the synaptic variable sTF,k(t) is described by

dsTF,k(t)

dt
= s∞(Vk)(1− sTF,k)− sTF,k/τT (27)

where s∞(Vk) = 2[1 + exp(−(Vk + 45)/2)]−1, τT = 10 ms.
The excitatory coupling due to TC network on PY neurons is described by

an AMPA current

ITP,j = − 1

NTC

∑
k

gAMPA(T−P )sTP,k(t)(Vj − VAMPA) (28)

where gAMPA(T−P ) represents the maximal amplitude of the excitatory coupling
and VAMPA = 0 mV is the corresponding reversal potential.The time evolution
of the synaptic variable sTP,k(t) is described by

dsTP,k(t)

dt
= s∞(Vk)(1− sTP,k)− sTP,k/τT (29)

where s∞(Vk) = 2[1 + exp(−(Vk + 45)/2)]−1, τT = 10 ms.
The inhibitory coupling among RE neurons are characterized by GABA-A

and GABA-B synapses, defined by the following equations

IRRA,j = − 1

NRE

∑
k

gGABA−AsRA,k(t)(Vj − VGABA−A) (30)
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where gGABA−A = 0.5 mS/cm2 represents the maximal amplitude of the in-
hibitory coupling and VGABA−A = -75 mV is the corresponding reversal poten-
tial.The time evolution of the synaptic variable sRA,k(t) is described by

dsRA,k(t)

dt
= x∞(Vk)(1 − sRA,k)− sRA,k/τA (31)

where x∞(Vk) = 2[1 + exp(−(Vj + 45)/2)]−1 and τA = 12.5 ms

IRRB,j = − 1

NRE

∑
k

gGABA−BsRB,k(t)(Vj − VGABA−B) (32)

where gGABA−B = 0.1 mS/cm2 represents the maximal amplitude of the in-
hibitory coupling and VGABA−B = -90 mV is the corresponding reversal poten-
tial.The time evolution of the synaptic variable sRB,k(t) is described by

dsRB,k(t)

dt
= s∞(xRB,k)(1− sRB,k)− sRB,k/τB (33)

dxRB,k(t)

dt
= x∞(Vk)(1 − xRB,k)− xRB,k/τx,B (34)

where s∞(xRB,k) = 0.01[1+exp(−(xRB,k−1/e)/0.02)]−1, τB = 200ms x∞(Vk) =
5[1 + exp(−(Vj + 45)/2)]−1 and τx,B = 100 ms ,

The excitatory coupling due to TC network on RE neurons is described by
an AMPA current

ITR,j = − 1

NTC

∑
k

gAMPA(T−R)sTR,k(t)(Vj − VAMPA) (35)

where gAMPA(T−R) = 0.02 mS/cm2 represents the maximal amplitude of the
excitatory coupling and VAMPA = 0 mV is the corresponding reversal poten-
tial.The time evolution of the synaptic variable sTR,k(t) is described by

dsTR,k(t)

dt
= s∞(Vk)(1− sTR,k)− sTR,k/τT (36)

where s∞(Vk) = 2[1 + exp(−(Vk + 45)/2)]−1, τT = 10 ms
The excitatory coupling due to PY network on RE neurons is described by

an AMPA current

IPR,j = − 1

NPY

∑
k

gAMPA(P−R)sPR,k(t)(Vj − VAMPA) (37)

where gAMPA(P−R) represents the maximal amplitude of the excitatory coupling
and VAMPA = 0 mV is the corresponding reversal potential.The time evolution
of the synaptic variable sPR,k(t) is described by

dsPR,k(t)

dt
= T (Vk)(1− sPR,k)− sPR,k/τe (38)
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where T (Vk) = 5(1 + tanh(Vk/4) and τe = 2ms is the decay time constant.
The inhibitory coupling due to RE neurons on TC neuron are characterized

by GABA-A and GABA-B synapses, defined by the following equations

IRTA,j = − 1

NRE

∑
k

gRT
GABA−AsRA,k(t)(Vj − VGABA−A) (39)

where gRT
GABA−A represents the maximal amplitude of the inhibitory coupling and

VGABA−A = -75 mV is the corresponding reversal potential.The time evolution
of the synaptic variable sRA,k(t) is described by

dsRA,k(t)

dt
= x∞(Vk)(1 − sRA,k)− sRA,k/τA (40)

where x∞(Vk) = 2[1 + exp(−(Vj + 45)/2)]−1 and τA = 12.5 ms

IRTB,j = − 1

NRE

∑
k

gRT
GABA−BsRB,k(t)(Vj − VGABA−B) (41)

where gRT
GABA−B represents the maximal amplitude of the inhibitory coupling

and VGABA−B = -90 mV is the corresponding reversal potential.The time evo-
lution of the synaptic variable sRB,k(t) is described by

dsRB,k(t)

dt
= s∞(xRB,k)(1− sRB,k)− sRB,k/τB (42)

dxRB,k(t)

dt
= x∞(Vk)(1 − xRB,k)− xRB,k/τx,B (43)

where s∞(xRB,k) = 0.01[1+exp(−(xRB,k−1/e)/0.02)]−1, τB = 200ms x∞(Vk) =
5[1 + exp(−(Vj + 45)/2)]−1 and τx,B = 100 ms ,

The excitatory coupling due to PY network on TC neurons is described by
an AMPA current

IPT,j = − 1

NPY

∑
k

gAMPA(P−T )sPT,k(t)(Vj − VAMPA) (44)

where gAMPA(P−T ) represents the maximal amplitude of the excitatory coupling
and VAMPA = 0 mV is the corresponding reversal potential.The time evolution
of the synaptic variable sPR,k(t) is described by

dsPT,k(t)

dt
= T (Vk)(1− sPT,k)− sPT,k/τe (45)

where T (Vk) = 5(1 + tanh(Vk/4) and τe = 2ms is the decay time constant. The
parameter values describing the amplitude of the synaptic current among neu-
rons of the thalamus were those reported in [9]. The remaining values describing
the synaptic currents from cortical and thalamic cells were chosen to get realistic
amplitude of the postsynaptic potentials.
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3 Results

Let us start first by investigating how the the whole cortico-thalamo-cortical
network behave in absence of coupling between cortical and thalamic compart-
ments. The corresponding results are reported in the left panel of figure 2.

Fig. 2. Effects of coupling betweeen thalamic neuron and pyramidal neurons on the
networks dynamics. Left panel: gAMPA(T−P ) = 0, gAMPA(T−F ) = 0, gAMPA(P−T ) = 0,
gAMPA(P−R) = 0,. Middle panel: gAMPA(T−P ) = 0.2mS/cm2, gAMPA(T−F ) = 0,
gAMPA(P−T ) = 0, gAMPA(P−R) = 0. Right panel: gAMPA(T−P ) = 0.8mS/cm2,
gAMPA(T−F ) = 0, gAMPA(P−T ) = 0, gAMPA(P−R) = 0. For all panels it is:
ge = 0.5mS/cm2, gi = 0.25mS/cm2, gel = 0, IP = 3.5μA/cm2, IF = 0.5μA/cm2,
gRT
GABA−A = 0.15mS/cm2, gRT

GABA−B = 0.05mS/cm2, NPY = 80, NFS = 20,
NTC = 40, NRE = 40. For all panels the plus symbols represent the FS interneu-
rons, the diamonds represent the pyramidal cells, the open circles represent the TC
neurons and the open triangles the RE neurons.

FS and pyramidal neurons fire in close synchrony and a qualitatively similar
behaviour is exhibited by RE and TC cells (in this last case the level of network
synchrony is smaller than that for the cortical compartment). In the middle panel
are reported the results obtained in the case in which the pyramidal cell receive
the excitatory synaptic inputs from TC cells (gAMPA(T−P ) = 0.2mS/cm2). In
this case there is an increment of the spiking activity of pyramidal neurons.
The increase of the amplitude of the synaptic input from TC cells to pyramidal
neurons promotes the generation of seizure-like dynamics (right panel of figure
2). This behaviour is in agreement with the experimental results described in [5].
An important point concerns the impact of the FS cells on the network dynamics
when the synaptic input from TC to FS cells is set on. The results for the case
gAMPA(T−F ) = 0.5mS/cm2 are reported in the left panel of figure 3. Comparing
these results with those reported in the right panel of figure 2 it follows that the
main effect of this additional coupling is to enlarge the time window where the
bursting of FS cells occur.
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Fig. 3. Effects of coupling betweeen thalamic neuron and pyramidal neurons on the net-
works dynamics. Left panel: gAMPA(T−P ) = 0.8mS/cm2, gAMPA(T−F ) = 0.5mS/cm2,
gAMPA(P−T ) = 0, gAMPA(P−R) = 0, gel = 0. Middle panel: gAMPA(T−P ) =
0.8mS/cm2, gAMPA(T−F ) = 1.2mS/cm2, gAMPA(P−T ) = 0, gAMPA(P−R) = 0,
gel = 0. Right panel: gAMPA(T−P ) = 0.8mS/cm2, gAMPA(T−F ) = 1.2mS/cm2,
gAMPA(P−T ) = 0, gAMPA(P−R) = 0, gel = 0.15mS/cm2. For all panels it is:
ge = 0.5mS/cm2, gi = 0.25mS/cm2, IP = 3.5μA/cm2,gRT

GABA−A = 0.15mS/cm2,
gRT
GABA−B = 0.05mS/cm2, IF = 0.5μA/cm2, NPY = 80, NFS = 20, NTC = 40,
NRE = 40. For all panels the plus symbols represent the FS interneurons, the dia-
monds represent the pyramidal cells, the open circles represent the TC neurons and
the open triangles the RE neurons.

However, as expected, the increase of the inhibitory inputs determines a re-
duction of the time window where the bursting of the pyramidal cells occurs.
Increasing more the coupling amplitude (gAMPA(T−F ) = 1.2mS/cm2) promotes
the increase of the firing activity of the FS cells (see middle panel of figure 3),
but the activity of the pyramidal cell is practically unaffected. Similar results
were found when the electrical coupling among FS cells was set on (see right
panel of figure 3). Let us now study how the presence of the excitatory synaptic
inputs from pyramidal cells to RE and TC neurons affects the network dynamics.
The corresponding data reported in figure 4 show that both RE and TC cells
now fire more synchronoulsly; moreover a reduction of the firing activity of the
FS cells also occur (see for comparison the data in the middle panel of figure
3). Also in this situation the pyramidal cells exhibit seizure like behaviour. The
increase of the amplitude of the synaptic inputs between RE and TC cells has a
dramatic effect on the network dynamics. The corresponding results are reported
in the right panel of figure 4 and clearly show that the seizure like behavior is
terminated.

In addition the data show a complete cessation of spiking activity of the
thalamic cells. Why this occurs? To respond to this question it is important to
know how RE and TC cell models behave when receive excitatory (or inhibitory
inputs). To this aim let us consider a single RE (or TC) cell injected with a
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Fig. 4. Effects of coupling betweeen thalamic neuron and pyramidal neurons on the net-
works dynamics. Left panel: gAMPA(T−P ) = 0.8mS/cm2, gAMPA(T−F ) = 0.5mS/cm2,
gAMPA(P−T ) = 0.05mS/cm2, gAMPA(P−R) = 0.02mS/cm2, gRT

GABA−A = 0.15mS/cm2,
gRT
GABA−B = 0.05mS/cm2. Right panel: gAMPA(T−P ) = 0.8mS/cm2, gAMPA(T−F ) =
1.2mS/cm2, gAMPA(P−T ) = 0.05mS/cm2, gAMPA(P−R) = 0.02mS/cm2, gRT

GABA−A =
1.1mS/cm2, gRT

GABA−B = 0.9mS/cm2 . For all panels it is: ge = 0.5mS/cm2, gi =
0.25mS/cm2, gel = 0, IP = 3.5μA/cm2, IF = 0.5μA/cm2, NPY = 80, NFS = 20,
NTC = 40, NRE = 40. For all panels the plus symbols represent the FS interneurons,
the diamonds represent the pyramidal cells, the open circles represent the TC neurons
and the open triangles the RE neurons.

depolarizing (hyperpolarizing) current. Let us first consider the RE cell that,
for the adopted parameter values, generates action potential spontaneously at a
frequency of about 8 Hz. When this cell is injected with a depolarizing current the
amplitude of the action potential decreses as the amplitude current grows (the
corresponding frequency exhibit small changes). When the current amplitude is
greater than 1.1mA/cm2, the firing disappears. Therefore, for the RE cell model
a depolarizing input depress the firing activity. If the RE cell model is injected
with an hyperpolarizing current, the amplitude of the action potential increases.
However, for amplitudes of the injected current smaller than -1 mA/cm2 the
firing ceases (data not shown). Let us now consider the TC cell model. In this
case, for the adopted parameter value, the value of the membrane potential
of a single TC cell is at resting (about −55mV ). If the cell is injected with a
depolarizing current the values of the membrane potential increases but no firing
occurs. If the TC cell is injected with an hyperpolarizing current of amplitude
-0.7 mA/cm2 then a firing activity starts (with a frequency of about 2.5Hz). As
the current gets smaller values both the amplitude of the action potential and
the firing frequency decrease; the firing disappears for current amplitude smaller
than -1.4 mA/cm2 (data not shown). The single pyramidal neuron (or the FS
interneuron) model when injected with a constant current behaves more regularly
than RE or TC cells [8,10]. Then, it can be shown qualitatively that the seizure
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termination (see figure 4) is a direct consequence of the response properties of
the single RE and TC neuron models to depolarizing (hyperpolarizing) inputs
discussed before.

Taken together these results are qualitatively in keeping with those described
in [5]. In particular in this experimental work it was shown that the inhibition of
thalamocortical neurons interrupted seizures, and this indicates that a suitable
modulation of the activity of the cortico-thalamo-cortical network could be used
to control seizures generation and termination.

4 Conclusions

The main goal of this paper was the understanding of some possible mechanisms
controlling epileptic seizures dynamics. Recently, experimental results pointed
out that thalamic inputs modulate seizure dynamics: i.e. they can promote gen-
eration and termination of ictal activity [5]. Motivated by these experimental
data, we studied the dynamical behaviour of a biophysical inspired network
of four coupled populations of cells: the first population is composed by cou-
pled FS interneurons (coupled by inhibitory and electrical synapses), the second
one is constituted by coupled pyramidal cells (coupled by excitatory synapses),
the third is composed by thalamic reticular neurons RE (coupled by inhibitory
synapses), while the last pool is composed by thalamocortical cells TC. In par-
ticular, our attention was focused to study how alteration of the coupling among
thalamic and cortical neurons affects the whole network firing activity. The nu-
merical simulations have shown that the increase of the amplitude of the exci-
tatory coupling from TC neurons to pyramidal cells promotes the generation of
seizure-like behaviour (see figure 2). Furthermore, the addition of the excitatory
coupling from TC neurons to FS interneurons enlarges the time window where
the bursting of FS cells occurs. As a consequence, the fast bursting regime of
the pyramidal cells is reduced. The presence of excitatory synaptic inputs from
pyramidal neurons to RE and TC neurons produce a synchronization of the fir-
ing activity of both RE and TC cells. A remarkable result is obtained when the
inhibitory coupling on TC cells from the RE pool is increased. Indeed the spiking
activity of the TC neurons is absent and we observed a complete cessation of
the bursting regime of pyramidal neurons (see figure 4). In conclusion this com-
putational study have clearly shown that the cortico-thalamo-cortical network
is capable of promoting ( or inhibiting) cortical ictal activity. These findings are
in agreement with the experimental results described in [5].

References

1. Zhang, Z.J., Valiante, T.A., Carlen, P.L.: Transition to seizure: From “macro”- to
“micro”-mysteries. Epilepsy Research 97, 290–299 (2011)

2. Lado, F.A., Moshe, F.L.: How do seizures stop? Epilepsia 49, 1651–1664 (2008)
3. Truccolo, W., et al.: Single-neuron dynamics in human focal epilepsy. Nature Neu-

rosci. 14, 635–643 (2011)



Thalamo-Cortical Network and Seizure Dynamics: A Computational Study 61

4. Huguenard, J.R., Prince, D.A.: Basic mechanisms of epileptic discharges in the
thalamus. In: Steriade, M., Jones, E.G., McCormick, D. (eds.) The Thalamus:
Experimental and Clinical Aspects, pp. 295–330. Elsevier (1997)

5. Paz, J.T., Davidson, T.J., Frechette, E.S., Delord, B., Parada, I., Peng, K., Deis-
seroth, K., Huguenard, J.R.: Closed-loop optogenetic control of thalamus as a tool
for interrupting seizures after cortical injury. Nature Neuroscience 16, 64–70 (2013)

6. Amritkar, R.E., Rangarajan, G.: Spatially synchronous extinction of species under
external forcing. Phys. Rev. Lett. 96, 258102 (2006)

7. Krishnan, G.P., Bazhenov, M.: Ionic dynamics mediate spontaneous termination
of seizures and postictal depression state. J. Neurosci. 31(24), 8870–8882 (2011)

8. Olufsen, M., Whittington, M., Camperi, M., Kopell, N.: New roles for the gamma
rhythm: population tuning and preprocessing for the beta rhythm. J. Comp. Neu-
rosci. 14, 33–54 (2003)

9. Golomb, D., Wang, X.-J., Rinzel, J.: Synchronization properties of spindle oscilla-
tions in a thalamic reticular nucleus model. J. Neurophysiol. 72, 1109–1126 (1994)

10. Chillemi, S., Barbi, M., Di Garbo, A.: A network of pyramidal neurons is sensitive
to the timing of its excitatory inputs. Neurocomputing 74, 1159–1164 (2011)



Modelling Prior and Retrospective

Awareness of Actions

Dilhan J. Thilakarathne and Jan Treur

VU University Amsterdam, Agent Systems Research Group
De Boelelaan 1081, 1081 HV Amsterdam, The Netherlands

{d.j.thilakarathne,j.treur}@vu.nl
http://www.cs.vu.nl/~treur

Abstract. Agents often may prepare for and perform actions without
being conscious of these processes. However, in other cases, at some point
in time the agent can develop some awareness state relating to the action.
This can be an awareness state prior to the execution of the action. An
awareness state can also develop in retrospect, after the action was per-
formed. In this paper a neurologically inspired agent model is introduced
that is able to make such distinctions. Scenarios are covered in which ac-
tions are prepared without being conscious at any point in time. Also
scenarios are covered in which the agent develops proir awareness or ret-
rospective awareness, or both. When prior awareness is developed it may
be the case that this awareness has a decisive effect on actually executing
the action, but it may equally well be the case that the awareness state
has no effect on whether the action is performed. All these variations
have been illustrated by a wide variety of simulation experiments.

Keywords: awareness, ownership, prior, retrospective.

1 Introduction

Agents often may prepare for and perform actions without being conscious of
these preparation and execution processes. However, in other cases, at some point
in time the agent can develop some awareness state relating to the action. This
can be an awareness state prior to the execution of the action, or an awareness
state in retrospect, after the action was performed.

When a prior awareness state occurs, the agent becomes aware of going to
perform the action. Whether or not the agent’s decision to actually perform the
action depends on this prior awareness state has been debated extensively in the
literature; e.g., [1–4]. Having such a prior awareness state still may leave open
whether the agent is able to consciously decide to perform or not to perform
the action. For example, is still some form of veto-ing of the action possible? In
principle, the awareness state may play the role of generating a kind of green
light for execution of the action. However, equally well the prior awareness state
may just play the role of a warning for the agent to be prepared that the action
will happen (anyway). It has been found that for certain types of actions the
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decision to perform it is already made at least hundreds of milliseconds (and even
up to 10 seconds) before any awareness state occurs; e.g. [1, 2]. These findings
may suggest that prior awareness often will have no effect on the decision. But
this may strongly depend on the type of action. For example, it will be difficult
to believe that the action of buying a car or a house remain unconscious and
may not be amendable to veto-ing based on awareness states.

An awareness state can also develop in retrospect, after the action was per-
formed (‘what have I done?’). Such a retrospective awareness state often relates
to acknowledging others from and taking responsibility for having performed
the action. It may also play an important role in learning: by evaluating the
obtained effect in a conscious manner in order to improve a next performance
of the action.

In this paper a neurologically inspired agent model is introduced that is able
to make such distinctions. Scenarios are covered in which actions are prepared
without being conscious at any point in time. Also scenarios are covered in which
the agent develops prior awareness or retrospective awareness, or both. When
prior awareness is developed it may be the case that this awareness has a decisive
effect on actually executing the action, but it may equally well be the case that
the awareness state has no effect on whether the action is performed. All these
variations have been illustrated by a wide variety of simulation experiments. The
paper is organised as follows. In Section 2, some background from neurological
literature is presented. Next, in Section 3 the agent model is introduced. Some
of the simulation experiments are discussed in Section 4. Section 5 concludes the
paper with a discussion.

2 Background

In the cognitive and neurological literature the notions of awareness and own-
ership of an action have received much attention. For example, in how far does
a person attribute an action to him or herself, or to another person. Persons
suffering from schizophrenia may easily attribute self-generated actions to (real
or imaginary) other persons. One of the issues that have turned out to play an
important role both in the execution decisions for an action, and in its attribu-
tion, is the prediction of the (expected) effects of the action, based on internal
simulation starting from the preparation of the action (e.g., [5, 6]). If these pre-
dicted effects are satisfactory, this may entail a ‘go’ decision for the execution
of the action, thus exerting control over action execution. In contrast, less satis-
factory predicted effects may lead to a ‘no go’ decision. Predicted action effects
also play an important role in attribution of the action to an agent after it has
been performed. In neurological research it has been found that poor predic-
tive capabilities are a basis for false attributions of actions, for example, for
patients suffering from schizophrenia; (e.g., [7, 8]). In recent literature it has
been reported that the predicted sensory effect and the sensed actual effect are
integrated with each other as a basis for proper attribution of the action (e.g.,
[7–9]).
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Another element, put forward in [9], is the distinction between action aware-
ness based on prediction (prior to execution), and action awareness based on
inference after execution of the action (in retrospect):

‘Our results suggest that both predictive and inferential processes contribute
to the conscious awareness of operant action. The relative contribution of each
of these processes seems to be context dependent. When we can predict the
consequences of our actions, as in a high action-effect contingency block, the
awareness of action reflects these predictions. This would provide us with a
predictive sense of our own agency. In addition, our results show clear evidence
that inferential processes also influence the conscious awareness of operant action.
(...) The interaction between predictive and inferential processes is of particular
interest. (...) The time course over which information about action is built up
may be an important clue to this interaction. (...) Sensory feedback provides more
precise evidence about actions and their effects. This evidence becomes available
only after a short sensory delay, but can then be transferred to memory. Thus,
reliable and enduring sensory evidence replaces short-lived predictive estimates.
We suggest that awareness of action therefore switches from a predictive to an
inferential source as the action itself occurs, and as sensory information becomes
available.’ ([9], pp. 142-143)

Here Moore and Haggard point at the timing aspect of awareness states of ac-
tions. In the agent model introduced below this has been addressed by distin-
guishing prior and retrospective awareness states.

3 Description of the Agent Model

Having neurological evidence on awareness (together with debates concerning
its illusionary character in the literature) this section presents an agent model
that will be used in agent driven applications where the awareness is paramount
(or necessary) in terms of decision making and justifications of actions through
communication. More specifically, in problem domains concerning performing
or learning specific healthy behaviours or lifestyles having an idea about the
extent of the awareness about decisions is an interesting and important issue; this
model (with further refinements and customization where needed) may provide
the fundamentals. Further this model may be useful in medical domains where
through simulations students can learn (or teach) and compare the phenomenal
effects of certain scenarios. An overview of the postulated cognitive agent model
is presented in the Figure 1 below. The followings have been incorporated in the
process of its modeling:

(1) action effect-prediction (through as-if body loop): sensory representation
of effect bi is affected from preparation of an action ai

(2) preparation for action ai is affected by sensory representation of s, prior-
awareness, and feeling of effect prediction of action ai

(3) a prior ownership state depends on preparation for action ai, predicted
effects bi of ai, stimulus s, retrospective ownership and context c

(4) a prior-awareness state depends on sensory representation of stimulus s,
feeling of predicted effect, prior ownership and retrospective awareness
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(5) execution of action ai is affected by effects from prior-awareness, prior own-
ership and preparation for action ai

(6) a prior ownership state and prior awareness state exert control over the
execution of a prepared action (go/no-go decision, vetoing)

(7) suppressing the sensory representation of effect bi by the both
prior-ownership and retrospective-awareness after the action ai was ini-
tiated

(8) suppressing the prior ownership state when the retrospective ownership
state is getting developed

(9) suppressing the prior-awareness state when the retrospective awareness
state is getting developed

(10) a retrospective ownership state depends on co-occurrence of predicted ac-
tion effects and action effects sensed afterwards

(11) a retrospective-awareness state depends on action effects sensed by execu-
tion of action ai, retrospective ownership, and prior-awareness

(12) a retrospective ownership state and retrospective-awareness are internal
states that also can lead to acknowledging authorship of the action (indi-
vidually), for example in social context

(13) execution of an action ai affect the stimulus s in the world

The state labels used in the model are summarized in Table 1. The model adopts
parts of the model presented in [10] but extends this by introducing the prior
and retrospective awareness states for actions. These awareness states are taken
specific for a given action a, effect b, context c, and stimulus s (triggering prepa-
ration of a). When the context c is self , an awareness state for c indicates self-
attribution awareness, whereas for context c an observed agent B, it indicates
awareness of attribution of the action to B.

 

action execution 

effect prediction (as-if body loop) 

EA(ai) 

SR(bi)SS(bi)
F(bi) 

WS(bi) 

WS(c) SR(c)SS(c)

 SS(s) SR(s)WS(s) 

RO(ai, bi, c, s) 

PAwr (ai, bi, c, s)

PA(ai) 

RAwr(ai, bi, c, s)

 PO(ai, bi, c, s) 

EO(ai, bi, c, s) 

Fig. 1. Overview of the cognitive agent model
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In this model when a detectable stimulus is occurring, the agent may prepare
for more than one action internally. The model is having the innate ability to
mentally explore multiple action options in response to a given stimulus before
selecting an appropriate action to execute it. In these processes awareness may
or may not play a role. Different options are labeled with indices: ax and bx (see
also Figure 1).

Table 1. State labels used

notation description 
WS(W) world state W (W is a context c, stimulus s, or effect b) 
SS(W) sensor state for W 
SR(W) sensory representation of W 
PA(a) preparation for action a 
EA(a) execution of action a 

F(b) feeling of action a after: as-if loop or action execution 
PO(a, b, c, s) prior ownership state for action a with b, c, and s 
RO(a, b, c, s) retrospective ownership state for a with b, c, and s 
EO(a, b, c, s) communication of ownership of a with b, c, and s 

PAwr(a, b, c, s) prior-awareness state for action a with b, c, and s 
RAwr(a, b, c, s) retrospective-awareness state for action a with b, c, and s 

Action prediction, expressed in (1) above, is modeled by the connection from
the PA(ai) to the SR(bi) [11, 12]. In accordance with (2) above, PA(ai) is affected
by SR(bi), F(bi) via as-if body loop or body loop, and the PAwr(ai, bi, c, s). From
(3) above, it expresses that a PO(ai, bi, c, s) is affected by the PA(ai), F(bi), SR(s),
SR(c), and RO(ai, bi, c, s). Similar to the above explanations: (4), (5), (10), and
(11) are self explainable. The control exerted by the PO(ai, bi, c, s), and PAwr(ai,
bi, c, s) expressed in (6) above, is modeled by the connection from PO(ai, bi, c, s)
and PAwr(ai, bi, c, s) to EA(ai). Furthermore; due to the link from PAwr(ai, bi, c,
s) to EA(ai) it is facilitating a moderating role in some circumstances preventing
certain actions initiated by unconscious compounds from being executed [13, 14].
In accordance with (7), SR(bi) will be getting suppressed by both PO(ai, bi, c, s)
[15, 16] and RAwr(ai, bi, c, s) [17, 18] after the EA(ai) was initiated. Further, in
line with (8) above, PO(ai, bi, c, s) gets suppressed by RO(ai, bi, c, s) once RO(ai,
bi, c, s) got strengthened by integrating the predicted sensory effect and the sensed
actual effect. The state PAwr(ai, bi, c, s) will be suppressed by RAwr(ai, bi, c, s)
expressed as in (9). Finally, acknowledging of ownership, expressed in (12) above,
is modeled by the connection from the RO(ai, bi, c, s) and RAwr(ai, bi, c, s) to
the EO(ai, bi, c, s).

Connections between state properties (the arrows in Figure 1) have weights
ωk, as indicated in Table 2. In this table the column LP refers to the (temporally)
Local Properties LP1 to LP13. A weight ωk has a value between -1 and 1 and
may depend on the specific context c, stimulus s, action a and/or effect state
b involved. By varying these connection strengths, different possibilities for the
repertoire offered by the model can be realised. Note that usually weights are
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Table 2. Overview of the connections and their weights

from states to state weights LP 
SS(W) SR(W) 1 LP1 

PA(a), PO(a,b,c,s), SS(b), RAwr(a,b,c,s) SR(b) 2, 3, 4, ’ LP2 
SR(s), F(b), PAwr(a,b,c,s) PA(a) 5, 6, 7 LP3 

SR(c), SR(s), F(b), PA(a), RO(a,b,c,s) PO(a,b,c,s) 8, 9, 10, 11, 20o LP4 
SR(b) F(b) 12 LP5 

PO(a,b,c,s), PA(a), PAwr(a,b,c,s) EA(a) 13, 14, 15 LP6 
EA(a) WS(b) 16 LP7 

WS(W) SS(W) 17 LP8 
SR(c), F(b), PO(a,b,c,s), EA(a) RO(a,b,c,s) 18, 19, 20, 21 LP9 

RO(a,b,c,s), RAwr(a,b,c,s) EO(a,b,c,s) 22, 23 LP10 
SR(s), F(b), PO(a,b,c,s), RAwr(a,b,c,s) PAwr(a,b,c,s) 24, 25, 26, 27o LP11 

PAwr(a,b,c,s), F(b), RO(a,b,c,s) RAwr(a,b,c,s) 27, 28, 29 LP12 
EA(a) WS(s) ’’ LP13 

assumed non-negative, except for the inhibiting connections, such as ω3, ω
′, ω20o,

ω27o, and ω′′.
The dynamics following the connections between the states in Figure 1 have

been designed. Table 3 summarizes the LP1 to LP13 in format of LEADSTO
[19]. The time delay defined in LEADSTO is taken as a uniform time step Δt
here. Parameter γ is a speed factor, indicating the speed by which an activation
level is updated upon received input from other states. During processing, each
state property has a strength represented by a real number between 0 and 1;
variables V (possibly with subscripts) run over these values.

4 Simulation Results

In this section simulation experiments for a number of example scenarios are
discussed. First a scenario is addressed where the prepared action has satisfactory
predicted effects and therefore is executed. Next, a case is considered where the
prepared action lacks positive predicted effects, and is therefore not executed.
The third case, explores a poor action prediction capability and its consequences.
In the fourth case a scenario is addressed where two prepared actions exist but
one is relatively less positive over the other. For more scenarios, see the Appendix
at http://www.few.vu.nl/~dte220/IWINAC13Appendix.pdf.

In the example simulations, for the states that are affected by only one state
(i.e., in LP1, LP5, LP7, LP8), the function f is taken as the identity function
f(W ) = W , and for the other states f is a combination function based on the
logistic threshold function th(σ, τ,W ):

th(σ, τ,W ) =

(
1

1 + e−σ(W−τ)
− 1

1 + eστ

)
(1 + e−στ ) (1)

Note that the parameter values for the connection strengths used for these sce-
narios are not unique. Table 4 provides the parameter values used in each case
(the changes of weights over cases have been highlighted with a shading color).

http://www.few.vu.nl/~dte220/IWINAC13Appendix.pdf
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Table 3. Specification of Local-Properties

LP1 SS(W, V1) & SR(W, V2)  SR(W, V2 +  [ f( 1V1) – V2 ] t) 
LP2 PA(a, V1) & PO(a,b,c,s, V2) & SS(b, V3) & RAwr(a,b,c,s, V4)  & SR(b, V5)   SR(b, 

V5 +  [ f( 2V1, 3V2, 4V3, ’V4) – V5 ] t) 
LP3 SR(s,V1)  &  F(b,V2)  & PAwr(a,b,c,s, V2) &  PA(a, V3)   PA(a, V4 +  [ f( 5V1, 

6V2, 7V3) – V4 ] t) 
LP4 SR(c,V1)  & SR(s,V2) & F(b,V3) & PA(a, V4) & RO(a,b,c,s, V5) & PO(a,b,c,s, V6)   

PO(a,b,c,s, V6 +  [ f( 8V1, 9V2, 10V3, 11V4, 20oV5) – V6 ] t) 
LP5 SS(b, V1) & F(b, V2)   F(b, V2 +  [ f( 12V1) – V2 ] t) 
LP6 PO(a,b,c,s, V1)  &  PA(a, V2)  &  PAwr(a,b,c,s, V3)  &  EA(a, V4)   

  EA(a, V4 +  [ f( 13V1, 14V2, 15V3) – V4 ] t) 
LP7 EA(a, V1)  &  WS(b, V2)   WS(b, V2 +  [ f( 16V1) – V2 ] t) 
LP8 WS(W, V1) & SS(W, V2)   SS(W, V2 +  [ f( 17V1) – V2 ] t) 
LP9 SR(c,V1) & F(b,V2) & PO(a,b,c,s, V3) & EA(a, V4) & RO(a,b,c,s, V5) 

  RO(a,b,c,s, V5 +  [ f( 18V1, 19V2, 20V3, 21V4) – V5 ] t) 
LP10 RO(a,b,c,s, V1)  &  RAwr(a,b,c,s, V2)  &  EO(a,b,c,s, V3)  

  EO(a,b,c,s, V3 +  [ f( 22V1, 23V2) – V3 ] t) 
LP11 SR(s, V1)  &  F(b, V2)  &  PO(a,b,c,s, V3)  &  RAwr(a,b,c,s, V4)  &  PAwr(a,b,c,s, V5)  

  PAwr(a,b,c,s, V5 +  [ f( 24V1, 25V2, 26V3, 27oV4) – V5] t) 
LP12 PAwr(a,b,c,s, V1)  &  F(b, V2)  &  RO(a,b,c,s, V3)  &  RAwr(a,b,c,s, V4)    

RAwr(a,b,c,s, V4 +  [ f( 27V1, 28V2, 29V3) – V4 ] t) 
LP13 EA(a, V1) & WS(s, V2)  WS(s, V2 + [ f( ’’V1)] t) 

Threshold (τ) and steepness (σ) values used for cases have been listed in Ta-
ble 5, and particular deviations from that in any case will be stated under that
scenario in the respective subsections of Section 4.

4.1 Scenario 1: Normal Execution with Ownership and Awareness

The first scenario considered describes a situation where the context c is the
agent itself, and a stimulus s occurs. The action effect b of a, is considered
positive for the agent and the awareness of action formation and execution will
be scrutinized together with generated prior and retrospective ownership states.
The simulation of this scenario is shown in Figure 2. Parameter values used on
this can be found in Table 4 under the case 1, and in Table 5. The step size
taken is Δt = 0.25. The slow value 0.5 for γ was applied for external processes
modeled by LP6, LP7, and LP8, and the fast value 0.8 for γ for the internal
processes modeled by the other LP’s.

In Figure 2 it is shown that (after sensing the stimulus) the agent triggers
preparation of action a. Based on that the sensory representation of predicted
effect b of a is generated (through the as-if body loop) and followed by the
feeling of b. Next these states contribute to generate a prior self-ownership. After
activating the prior self-ownership, prior self-awareness is developing, mainly
upon the formation process of effect prediction b of a. After that, as a result of
prior self-awareness and ownership states, the agent initiates the actual execution
of action a which propagates its effects through the body loop [13, 14]. In the
Figure 2 it clearly shows that the execution of action a (via the body loop)
also affects in positive manner via sensoring and the sensory representation of b
and the feeling of b. In parallel the sensory representation b of a is suppressed
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Table 4. Connection weight values used for cognitive agent model

Weights Case 1 Case 2 Case 3 Case 4 
1 1 1 1 1 
2 0.8 0.2 0.4 0.9, 0.8 
3 -1 -1 -1 -1 
4 0.8 0.8 0.8 1 
’ -1 -1 -1 -1 

5 to 11 0.8 0.8 0.8 0.8 
20o -1 -1 -1 -1 
12 0.8 0.2 0.8 0.8, 0.6 
13 0.9 0.9 0.9 0.9 

14 to 23 1 1 1 1 
24 0.8 0.8 0.8 0.8 

25 to 26 1 1 1 1 
27o -1 -1 -1 -1 
27 0.8 0.8 0.8 0.8 

28 to 29 1 1 1 1 
’’ -0.2 -0.2 -0.2 -0.2 

Table 5. Threshold (τ ) and Steepness (σ) values used in configurations of simulations

 PA(a) SR(b) PO PAwr EA(a) RO RAwr EO 
 0.7 0.2 2.2 1.4 1.5 2.2 1.1 0.9 
 6 4 7 8 4 12 10 10 

due to the prior self-ownership state which causes a dip in the graph (cf. [15,
16]), and that effect will be propagating to the feeling of b too. Due to the
action execution the agent develops a retrospective self-ownership state which
is followed by a retrospective self-awareness state. At the same time the figure
shows that the sensory representation b of a is still getting suppressed due to
the retrospective self-awareness (cf. [17, 18]). Finally, the agent communicates
self-ownership about the performed action based on retrospective self-awareness
and ownership. Note that when the stimulus is taken away, all activation levels
will come down to 0 (q.v. LP13), and will come up again when the stimulus
reoccurs.

4.2 Scenario 2: Vetoing an Action with No Positive Prediction

The second scenario describes a situation similar to the scenario one, but where
the action a triggered by stimulus s has an effect b which is not particularly
positive for the agent; here action a hardly has an impact on effect b which
would have been positive. The simulation of this scenario is shown in Figure 3.
This scenario was modeled by taking the connection strength for the prediction
of effect b for action a, and its feeling: ω2 and ω12 as 0.2.

In Figure 3 the predicted effect is very low compared to Scenario 1, though
it is having a sufficient sensory representation level. This clearly shows that the
action a triggered by stimulus s that has an effect b which is not positive for the
agent (in other wards it is more like neutral to the agent in terms of feeling) leads
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Fig. 2. Scenario 1: Executing an action with ownership and awareness

to not getting any positive feelings out of it. Nevertheless, prediction capabilities
are assumed correct in this case, so no high level of b is correctly predicted for
a. As a result of this low prediction, the prior self-ownership state also stays at
a low level. Due to this, prior awareness is not developed (stays in a very low
level), which would be needed to strengthen the action execution. This shows
the evidence of facilitating a moderating role of prior awareness (cf. [17, 18]).
Therefore execution of the action also stays very low (below 0.1) and due to
that, there is no retrospective self-ownership state and nor communication of
self-ownership.
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Fig. 3. Scenario 2: Vetoing an action with no positive prediction

4.3 Scenario 3: Effects of Poor Prediction; Schizophrenia Case

The third scenario considered describes a situation where again the context c
is the agent itself, and stimulus s occurs. The action effect b for action a, in
principle is positive for the agent, like in the first scenario above. However, due
to poor prediction capabilities this effect is not (fully) internally predicted. This
is what is assumed to happen in patients with Schizophrenia, as discussed, for
example, in [7, 8]. The simulation of this scenario is shown in Figure 4. This
scenario was modeled by taking the connection strength for the prediction of
effect b for action a moderately low: ω2 = 0.2 (values for the other parameters
were again the same as per the scenario 1 and refer Table 4). For this case Δt
= 0.5 was taken instead of 0.25 which was in Scenario 1.
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Fig. 4. Scenario 3: Effects of poor prediction (Schizophrenia)

Figure 4 shows that the preparation for action a is followed by the representa-
tion of the predicted effect b. The predicted effect is substantially low compared
to the first scenario, but higher than in the second scenario. As a result of this
predicted effect, prior self-ownership state is developed, and achieves the max-
imum level of 0.6. Further, in this situation agent is experiencing around a 0.5
level of prior awareness. Therefore, in contrast to the previous scenario, this level
turns out high enough for the execution of the action. Nevertheless, only a low
level of the retrospective self-ownership state is developed (approximately 0.3),
and no retrospective awareness and communication of self-ownership take place,
as often happens in patients with Schizophrenia.

4.4 Scenario 4: Executing a Selected Action

The fourth scenario describes a situation where the observed stimulus s leads to
two possible action options a1 and a2. The action effect b1 (of a1) is considered
slightly positive for the agent than b2 (of a2). Parameter values used can be
found in Table 4 under case 4 and in Table 5, except for retrospective self-
ownership (τ=2 and σ=12), retrospective self-awareness (τ=0.9 and σ=10) and
communication of self-ownership (τ=0.6 and σ=10). Further ω2 and ω12 have
two values per each in Table 4 in which the first value is always for a1 driven
execution, and the other for a2 driven execution. In Figure 5 it is shown that after
sensing the observed action preparation for action a1 and a2 both starts at the
same time with the same gradient in the time interval 6 to 19, and after that its
of a2 getting decreased due to its relatively low sensory representation strength
over the a1. The same phenomenon can be closely examined in the sensory
representations of the predicted effects of a1 and a2, the feelings of predictions
of b1 and b2, prior ownership of (a1, b1) and (a2, b2), and prior awareness of (a1,
b1) and (a2, b2). More importantly the difference of the maximum levels in each
group will become high in the above order (0.08, 1.2, and 2.6) while giving the
idea of the system is strengthening one option over the other. Therefore; these
results contribute to the execution of action a1 (with the maximum strength
level of 0.42) while action a2 is almost neglected. Also the agent will experience
only the retrospective ownership, retrospective awareness and communication
attached to the action a1 as the action a2 was not performed.
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prior awareness a1,b1 prior awareness a2,b2 execute action a1 execute action a2
retro own self a1,b1 retro awar self a1,b1 self own com a1,b1

Fig. 5. Scenario 4: Executing a selected action

5 Discussion

The agent model presented here explores how agents prepare for and per-
form actions and how awareness states can play their role in these processes.
Two types of awareness states are distinguished: prior and in retrospect to the
execution of the action. The model is a neurologically inspired agent model
that is able to make such distinctions. In a number of scenarios it is illus-
trated how actions are prepared without being conscious initially, but later
on awareness states may occur. When prior awareness is developed this may
have a decisive effect on actually executing the action, but it might as well
be the case that the awareness state has no effect on whether the action is
performed. These variations have been illustrated by a wide variety of simula-
tion experiments, some of which were described here; for more scenarios, see:
http://www.few.vu.nl/~dte220/IWINAC13Appendix.pdf.

The agent model is meant as a basis for subsequent work on developing ambi-
ent agent systems able to monitor, analyse and support persons trying to develop
a healthy lifestyle. If such systems have such a model of the underlying human
processes, they can use this to have a more deep understanding of the human.

In future research it is planned to extend this work by scrutinizing the ra-
tionality of the decision making in relation to adaptivity with respect to given
environment characteritics. In that respect the role of the feelings generated
from internal simulation process and action execution will be considered as well.
Furthermore, it may be useful to investigate in more depth the interplay be-
tween conscious and non-conscious compounds in human decision making as a
regulatory process.
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Abstract. Most of the parameters proposed for the characterization
of the emotion in speech concentrate their attention on phonetic and
prosodic features. Our approach goes beyond by trying to relate the bio-
metrical signature of voice with a possible neural activity that might
generate voice production. The present study affords emotional differen-
tiation in speech from the behavior of the biomechanical stiffness and
cyclicality estimates, indicators of tremor. The emotion under study is
the stress produced when a speaker has to defend an idea opposite to
his/her thoughts or feelings and compared when his/her speech is self-
consistent. The results presented show that females tend to relax vocal
folds and decrease tremor and males tend to show the opposite behavior.

Keywords: Speaker’s biometry, Glottal Signature, Emotional Tremor,
Emotional stress, Phonatory biomechanics Parameters, Voice Produc-
tion.

1 Introduction

Speech emotion detection could play an important role in Human Computer
Interaction in many potential applications as distance learning, testing and
usability feedback, sales promotion, older people monitoring, intelligent toys,
text/speech converters, language translators, games, costumer centers and foren-
sics, among others. But emotions detection and identification is a very diffi-
cult and challenging problem. Since Socrates, philosophers have been concerned
about the nature of emotion. Darwin was a pioneer studying how emotions af-
fected the behavior and the language in animals [1]. Rarely emotion has a defini-
tion universally used and accepted. The study of emotions is a multidisciplinary
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field that involves neurological, physiological, psychological, sociological and cul-
tural aspects. Yet today there is not an integrating theory of emotions which has
relevance to all areas of concern. Emotions are sometimes mixed and difficult to
specify or unravel. Plutchick [2] proposed a model consisting of eight opposite pri-
mary emotions: joy/sadness, trust/disgust, fear/anger and surprise/anticipation,
whose combinations produce all the emotions normally identified in language.
The classification of diverse emotional experiences is described in two orthogonal
dimensions: Valence and Arousal. Valence specifies how negative or positive an
event is, and Arousal refers to the intensity of an event (neutral or exciting).

The basic steps involved in detect and identify emotions are estimating and
selecting the most representative parameters to characterize them and find emo-
tional patterns using classification methods. The key point starts with a basic
question, what are the most representative parameters hidden in the sound waves
produced by phonatory and articulatory neuromotor actions? Classical literature
concentrates its efforts on the analysis of speech sounds from both acoustic and
physiological points of view including production and perception (phonetics) and
the rhythm, stress and intonation of speech (prosodic). Our approach is based
on the idea that emotional states and neurological diseases alter or difficult the
precise action of neuromotor activity induced by the brain and produces corre-
lates in voice and speech. The present work is oriented to show how the biometric
signature of voice based on the parameterization of the glottal biomechanics and
perturbations in the vocal folds stiffness, manifested as a tremor [3], can be used
as descriptors of emotions.

2 The Methodology

Speech production starts at the neuromotor cortex which plans the articulatory
movements by means of laryngeal nerve activation which controls the vocal folds
tension by the enlargement or the shortening of the musculus vocalis. Neuromo-
tor stimuli of the trans- and oblique cricoarytenoid muscles bring both vocal
folds together producing a closure of the Larynx. Pressure build-up forces the
vocal folds to come apart against viscoelastic muscular forces [4]. The interac-
tion between the glottal flow, the vocal fold adduction and abduction control
produces phonation bursts that are filtered by vocal and nasal tracts, and then
the speech is produced.

The classical voice production model from Fant [5], shown in Figure 1a), con-
siders that the glottal source is produced by a train of delta pulses δ(n), neural
stimulus, which are modeled by a Glottal Function Fg(z) to reproduce the glot-
tal source u(n). This signal, when is injected in the vocal tract composed by a
chain of tubes Fv(z) produces voice sv(n) which is radiated as s(n). Our approach
is inspired in Fant’s model and it is carried out by inverting the stages present in
speech production to deconstruct it in its components and to relate them to phona-
tion physiology. The method contains three levels of inverse models, as shown in
Figure 1b). The first model estimates the glottal source from speech, the second
extracts the biomechanical parameters of the vocal folds (dynamic mass, stiffness
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and viscosity), and the last one obtains the cyclic parameters from stiffness, which
can be an indicator of tremor because they seem to be correlated with the neu-
ral control of musculis vocalis. All these parameters are independent and could be
unconscious indicators of the emotional state.

The glottal source can be considered as the biometrical signature of voice and
can be compared in semantic power with the ElectroCardioGram. As the ECG
describes semantic correlates in its singularities, both time and amplitude, the
glottogram points to a similar semantics in the biomechanics of the vocal folds.
This part begins with the application of an inverse model to compensate lips ra-
diation. Next, an iterative inverse filtering and deconvolution process is used to
remove vocal tract effects. The methodology is based on the use of ideal all-pole
filters which model the spectral envelopes of the glottal pulse and the vocal tract
impulse responses [3].

Fig. 1. a) Speech production, b) emotion parameterization from voiced speech trace

The characterization and estimation of the biomechanical parameters of the
vocal folds requires the solution of the second inverse problem given the glottal
source signal. Figure 2.left) shows a simplified cross section of the vocal folds.
They are multilayered structures, consisting of a muscle covered by a mucosal
cover. The multilayered structure allows the vocal folds to be stretched or con-
tracted and forced to vibrate at many different lengths. The more internal layer
is the thyroarytenoid (vocalis) muscle (body), it runs the entire length of the
vocal fold. Surrounding this muscle there is a sheath of mucosal tissue (cover)
its stiffness varying from the inner to the outer layer. The stiffness of the mucosa
depends on the state of contraction of the laryngeal muscles induced by the air
flow coming from the lungs. The interaction between the glottal flow and the
vocal folds is a fluid-structure problem, which requires solutions in 3D and time
domain. Nevertheless for the purpose of obtaining first-order estimates simpler
models may be used reducing the computational complexity of the problem. In
this sense, the relations to the body-cover of vocal folds may be modelled as a
two mass-spring-damper system [6]. In Figure 2.center), such a model may be
seen where M represents the masses and K the elasticities, b: body, c: cover,
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l: left vocal fold and r: right vocal fold. The system can be transformed into
its electrical equivalent as shown in Fig 2.right), as far as small signal is con-
cerned, it explains the response to external driving forces (fcover , Fbody)), and
shows resonance peaks resulting from body-cover mass-spring interactions and
in-between valleys induced by inter-elasticity Kbcl,r. Then, the inverse problem
to solve consists in relating the glottal source with the vocal fold vibration es-
timating the mass μ, viscosity σ and the elastic parameter ξ (or stiffness) of
the body and cover biomechanics. This relation is established by minimizing the
error between the power spectral density of the residual glottal signal (glottal
source signal minus average acoustical signal) and the transfer function of the
electromechanical equivalent circuit.

Fig. 2. left) Vocal folds structure, center) two mass model, right) electromechanical
equivalent circuit

The results obtained in solving the inverse problem are compliant with fold
vibration. In figure 3, stiffness estimates from 20 females and 20 males voice
(pathology free) are shown. It can be noticed that both body and cover are
larger in females than in males, this observation gives us the hint that any
further study must be done separating the population by gender.

The third inversion model is based on the fact that neurological diseases as
Parkinson or spasmodic dysphonia produce involuntary voice tremor [7-8] and
may cause noticeable voice disorders. Vocal tremor signals are low frequency
modulations of voice frequency or amplitude and intermittent voice instability.

Fig. 3. Body and cover stiffness profiles for male and female
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The typical frequency range for noticeable pathological tremor is between 4 and
7 Hz, but frequencies over 10 Hz are not audible perceived. Voice tremor may
be associated to respiratory, laryngeal, and articulatory aspects of phonation.
Concerning the laryngeal aspect, a deficient neural control of laryngeal muscles
may result in vocal tremors. Then, the hypothesis in this work is that emo-
tional states produce also some kind of tremor and it may leave correlates in the
biomechanical parameters. Specifically, it is hypothesized that the influence of
the emotional alterations have to leave a mark in the stiffness ξc on the vocal
folds as a cyclic pattern. The estimation of the cyclic behaviour from the ob-
tained stiffness is done by means of an adaptive inverse AR filter [9]. The three
lowest-order pivoting coefficients {c1m, c2m, c3m} will be used as descriptors
of the stiffness cyclic pattern and they are statically independent. These coeffi-
cients are pre-normalized to (-1, 1), which allows easier result contrasting. We
have seen that c1 may be an indicator of cyclicality, c2 and c3 are used also as
co-descriptors, although they do not share the same properties as c1 [10]. The
highest tremor is produced when c1 achieves values close to -1 and decreases as
this parameter increases its value. The ranges of c1 and c2 for the same popula-
tion than in Figure 3 are shown in Figure 4. It must be noticed that c1 and c2
are larger in males than in females, which mean, generally speaking, that males
present less tremor than females.

Fig. 4. Ranges of c1 and c2 parameters for female and males

3 Self-consistent versus Contradictory Emotions Data Set

Progress in automatic emotions recognition depends heavily on the development
of appropriate databases. Emotion expressions and perception are strongly de-
pendent on cultural and sociological aspects and several data bases in different
languages have been reported in the literature [11] [12]. But most of them are not
available for public use, the nature of its data is very disperse and they do not
represent self-consistent emotions. There are speech emotional data collections:
acted, elicited and natural. Simulated or acted speech is obtained by asking an ac-
tor to speak with a specific emotion. Elicited or non-prompted speech is obtained
from provoked emotions in different scenarios [13]. Recording of genuine emotions
raises an ethics issue and difficulties with emotional labeling. These recordings are
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difficult to handle due to backgroundnoise, interferences among speakers, acoustic
conditions of the recordings and microphone qualities. Natural speech or real life
emotions available data came from call centers, aircraft pilots conversations and
media recordings. Acted and natural emotions are labeled after being verified by
judges using subjective perception tests. Elicited emotions are labeled with the
self-report from the subject under the provoked emotion. The number of subjects
in data collections vary from 4 to around 250, the population between males and
females is unbalanced, age of the informants is not considered, and data are diverse
including vowels, words, complete sentences and records during a fixed time period
from each speaker. Most of the databases contain totally or partially the following
emotions: anger, boredom, disgust, joy, neutral, sadness and surprise, but there
are a very few that include stress. This lack of standardization in databases makes
it very difficult to have an scenario for benchmarking parameter quality and clas-
sification methods [14]. Then, to have a real progress in emotion detection from
speech a big effort must be done in the availability of standardized data that can
be shared among researchers [15].

Our speech emotions data set was recorded to evaluate self-consistent ver-
sus contradictory or false opinions to elicit emotional stress [16]. Self-consistent
speech expresses ideas accordingly to our natural way of thinking and feeling,
meanwhile contradictory or false opinions require to artificially fabricate them
and to prepare the speech. It might produce different marks as disfluency, repeti-
tions, delays, fillers and longer vowels on the speech, among others. Spontaneity
is lost and it produces stress, which implicates physiological alterations on the
speaker. Our recordings were made under the following conditions: the infor-
mants should not have any alteration in speech production or perception and
they must be native Spanish speakers. The data collection has 80 samples gender
balanced. Age, social class, cultural level and dialect had not been considered.
The procedure to obtain the data was the proposed by Arciuli [17] consisting in
two interviews. In the first interview the valence and the arousal were evaluated.
Each informant was given a very controversial social topics questionnaire with
seven questions, as: ”the crisis in Spain is due to politicians?”, ”man should work,
woman should stay at home?”,”is it fair that you continue paying your mortgage
after the bank has taken your house?”, etcetera. Then each informant had to
give their opinion about each topic grading it from 1 to 7 (strongly disagree
= 1, strongly agree = 7) and they have also to grade their feelings about each
topic with the same scale (indifference = 1, very strong feelings = 7). Then two
topics from each informant were selected, those which presented both a strong
opinion/valence (agreement or disagreement) and strong feelings/arousal. In the
second interview, informants are asked to defend their self-consistent opinions
in one of the topics and to defend their contradictory opinion in the other, each
answer must be expressed in 20 seconds. Later on, samples of maintained vow-
els /a, e, o/ in modal phonation from each informant are also recorded. The
speech recording is done by a different person than the one who made the first
interview and he does not know when the informant is lying o telling the truth,
then informants can express their opinions more self-consistently to convince the
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interviewer that they are telling the truth. The difficulty to artificially construct
and express a contradictory opinion in only 20 seconds reflects an increment
of stops and fillers pronounced inadvertently on the speech. The most common
filler used by Spanish speakers is vowel /e/ from words as /de/ and /que/. Those
fragments were isolated and used in this study.

4 Results and Discussion

Biomechanical parameters (vocal fold body and cover mass stiffness) and tremor
cyclicality (c1 and c2) were obtained from 400 ms long segment from /eh/ fillers
from the 20 females and 20 males of our data collection. Comparisons between
pre- (self-consistent) and post- (contradictory) estimates from the same subject,
will be presented next. The comparisons are based on the observed variations
in the parameters for contradictory versus self-consistent speech. This variations
have been coded as follows: H means an increment in the value of the parameter
in contradictory speech, L means a decrement, and S a non-significant variation.
The values below 20% of the mean of the contradictory minus self-consistent
values, were labeled as S.

In Table 1 the results for females are shown. It may observed, that the es-
timated values of body stiffness have suffered a decrement on fourteen women
(70%), an increment on three women (15%), and it remains about the same
value for the other three (15%). The cover stiffness has the same tendency than
body stiffness, and it shows an decrement on eleven cases (55%), an increment
on seven cases (35%) and no significant changes on two cases (10%). c1 and c2
present the opposite behavior than stiffness. C1 is incremented on fifteen cases
(75%) and it decreases on five (25%). While c2 is incremented on twelve cases
(60%) and decreases in eight (40%). From these results we can infer that stress
in most of the females implicate a decrement on the body and cover stiffness and
an increment on the cyclic parameters. Then it seems that, their tendency is to
relax the vocal folds and to decrease tremor.

Table 1. Parameter variations for Females

Woman 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Body H L L L L L L S H L L S S L L H L L L L
Cover H L H H L L S H H L L L L H L H S L L L

C1 H H H H H H L L L H H H H H H H L H H L
C2 H H L H H H L L L H H H L H H L L H H L

The results for men are shown in Table 2, and as we will see indicate an
opposite behavior than the ones obtained for women in Table 1. In men, the
body stiffness values increase in 60% of cases, they decrease in 30% of them,
and have similar values in the rest 10%. The cover stiffness increases also in 50%
of cases, while decreases in 45% and remains in 5%. The first cyclic parameter
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Table 2. Parameter variations for Males

Man 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Body H H H H L L H H S L H L S L H H H H H L
Cover H H S H L H H H H L L L H L L H H L L L

C1 H L L L L L L H L L H H H L L H L L L H
C2 H L L L H H L L L H L L L L L L L L L H

decreases in a percentage of 65% and it increases in the rest 35% of the cases.
And finally the second cyclic parameter has the same behavior than the first one,
where 75% of the cases experiment an increase and 25% a decrease. So under the
emotional stress described, males tendency is to increase the values of stiffness,
as a consequence to tense vocal folds, and to decrease c1 and c2 increasing the
tremor.

In a first approach, the proposed biological parameters seem to be suitable
indicators to characterize emotional stress in speech. In female, the results reflect
a variability 85% in body stiffness and 90% in cover stiffness. In male, the body
and cover stiffness present 5% more of variability than female. In both genders
the variability is a 100% in the cyclic parameters. Nevertheless the tendency
in the parameter variability (increment or decrement) seems to be more clearly
defined in females than in males. The difficulty to obtain reliable data is the
major problem in this research, data samples cannot be taken a second time
from the same speaker, because spontaneity is lost. And on the other hand, the
questions asked are very committed, therefore some people may answer according
what is politically correct instead of their self-consistent opinions and feelings.

5 Conclusions

The main problem of emotion detection and identification is the difficulty to
obtain self-consistent reliable data but this problem is extremely difficult to
solve. In spite that there are some acted, elicited and natural database available,
they lack enough standardization to become benchmarks to make some progress
in the field. Most of the parameters proposed for the characterization of the
emotion hidden in speech focus their attention on the phonetic and prosodic
features, which are easily impostable. Our approach goes an step further by
trying to relate the biometrical signature of voice with the neural activity that
might generate voice production. We have studied stress caused by forcing to a
person to express non-self-consistently and self-consistently with their opinions.
Our results show that males and females have an opposite behavior under this
kind of stress. Females tend to relax the vocal folds while males tend to tense
them, this fact leaves a mark in the parameter related with the tremor as well.
Future research will be oriented to study EGC responses in relation with the
research presented in this paper.
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Abstract. See ColOr is a mobility aid for visually impaired people that
uses the auditory channel to represent portions of captured images in
real time. A distinctive feature of the See ColOr interface is the simulta-
neous coding of colour and depth. Four main modules were developed, in
order to replicate a number of mechanisms present in the human visual
systems. In this work, we first present the main experiments carried out
in the first years of the project; among them : the avoidance of obstacles,
the recognition and localization of objects, the detection of edges and the
identification of coloured targets. Finally, we introduce new undergoing
experiments in Colombia with blind persons, whose purpose is (1) to de-
termine and to touch a target; (2) to navigate and to find a person; and
(3) to find particular objects. Preliminary results illustrate encouraging
results.

Keywords: 3D-vision, vision substitution, colour-depth sonification,
human-computer interaction.

1 Introduction

The purpose of the See ColOr project is to create a mobility assistance device for
visually impaired people, in order to make a step further toward their indepen-
dent mobility. See ColOr is a non-invasive mobility aid for blind users that uses
the auditory pathway to represent in real-time frontal image scenes. The basic
idea is to encode a number of coloured pixels by spatialised musical instrument
sounds, in order to represent and emphasize the colour and location of visual
entities in their environment. Specifically, the points captured by a camera are
represented as directional sound sources, with each emitted sound depending
on the colour of the pixel. Finally, pixel depth has been represented by sound
rhythm.

Several authors proposed special devices for visual substitution by the audi-
tory pathway in the context of real time navigation. The K Sonar-Cane combines
a cane and a torch with ultrasounds [9]. Note that with this special cane, it is
possible to perceive the environment by listening to a sound coding the distance.
“TheVoice” is another experimental vision substitution system that uses audi-
tory feedback. An image is represented by 64 columns of 64 pixels [11]. Every
image is processed from left to right and each column is listened to for about 15
ms. Specifically, every pixel gray level in a column is represented by a sinusoidal
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wave with a distinct frequency. More recently, “EyeMusic” sonifies a 24x40 pixel
coloured image over 2 seconds [10]. Each colour (red, green, blue, yellow, white,
black) is encoded through timbre (e.g. White = piano, Blue = marimba, etc.).
The colours vertical location is denoted through the pitch, using notes across 8
octaves of a pentatonic scale. The luminance of each colour is coded into the
loudness of the note and similarly to “TheVoice”, each column is sequentially
presented over time.

In in this work we summarize the main experiments performed with the
See ColOr interface connected to a camera. Moreover, we present new under-
going experiments and their preliminary results obtained with blind partici-
pants. In the following sections we present the See Color mobility aid, then
we illustrate experiments performed in the past with particular modules of
our interface, the new undergoing experiments, followed by a discussion and a
conclusion.

2 The See ColOr Mobility Aid

2.1 See ColOr Layout

The See ColOr mobility aid architecture is composed of four main modules
aiming at replicating several process involved in the human visual system. These
modules are :

– the local perception module;
– the global perception module;
– the alerting system;
– the recognition module.

Figure 1 illustrates a user with a See ColOr prototype. Images are captured by
the Kinect camera (Microsoft). The local perception module presents the user
with a row of 25 points in the centre of an image frame.

These points are coded into left-right spatialised musical instrument sounds,
in order to represent and emphasize the colour and location of visual entities in
the environment (see Sect. 2.2 for the sound code). Sonifying the visual data in
a small central part of the image introduces the tunneling vision phenomenon;
an important drawback that greatly diminishes the user perception.

To rectify this deficiency, we introduced the global module. It includes a multi-
touch interface (embedded in a tablet) that allows the user to compare different
points of a scene. Hence, this interface makes it possible to explore the current
scene globally and more proactively; i.e. the image is made entirely accessible.
In general, when the user wants to explore the nearby space, he/she will rapidly
scan the touchpad with one or more fingers; the principle here is that finger
movements replace eye movements and more information from the image as
a whole is made accessible all at once. In this way, the user will not have to
move his/her head. The finger contact point activates a sound that transmits
the corresponding data representation (colour and depth). The spatial position
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Fig. 1. The See ColOr prototype

of each finger on the touchpad is spatialised on the azimuth plane but not on
elevation. We assume that the user is aware of the vertical position of the touched
points.

The purpose of the alerting system is to warn the user whenever an obstacle
is potentially in his/her trajectory. Roughly, when a cluster of points in the
video presenting a distance below one meter continues to approach over a given
number of frames, the user should stop to walk. Note also that the alerting
system runs simultaneously with respect to local or global modules, so that the
user will focus on the exploration.

The recognition module is based on the approach proposed by Kalal et al.
[8]. We implemented a detecting-and-tracking hybrid method for learning the
appearance of natural objects in unconstrained video streams. The object of
interest is manually defined in a single frame. Then, we simultaneously fol-
low the object and learn a detector to distinguish its appearance (frame by
frame) despite rotations, partial occlusions, and/or perspective changes across a
training sequence. Opposite to the authors in [8], we split up the technique in
two independent tasks: offline, yet real time training and online detecting-based
navigation [7].

2.2 Sound Code

A pixel is represented in the HSL colour space by three variables : hue, saturation
and luminosity. The following rules are applied :
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– Hue is specified using a musical instrument timbre for each colour: Red
(Oboe), Orange (Viola), Yellow (Pizzicato), Green (Flute), Cyan (Trum-
pet), Blue (Piano) and Purple (Saxophone). Between category hues mix the
volume of the neighbouring hue-timbres, allowing smooth transitions.

– Saturation is quantised through the pitch of the hues instrument: 0−0.24 (C
note), 0.25− 0.49 (G note), 0.5− 0.75 (B flat note) and 0.75− 1 saturation
(E note).

– Luminance is coded through the addition of either a double bass (< 0.5
luminance) or a singing voice (> 0.5 luminance) to the sound mix, which
are played in one of the following notes (in order of increasing brightness);
C (darkest variant), G, B-flat or E (brightest variant).

In addition, when luminance values are near 0, whatever the hue/saturation val-
ues, only the double bass is played. Similarly, when luminance is almost maximal
only the singing voice is selected. The spatial distribution of the 25 sonified pixels
is coded into inter-aural time delays and intensity differences between the ears
that are used in natural sound localization. Finally, depth is conveyed through
the length of sounds, between 90 and 300ms. Note that the sound is briefer for
close depth.

3 Experiments Performed in the First Years of the See
ColOr Project

Only the first three modules were tested in the first years of the project. Video
experiments are available on http://www.youtube.com/guidobologna. Note that
a part of the recognition module has been implemented very recently [7] and
tested in new experiments with blind people in Colombia.

3.1 Experiments with the Local Module

The first experiment with the local module focused on the matching of coloured
sock pairs [1]. Note that in this experiment the purpose was not to recognize
colours, since this would have required more training sessions. Basically, exper-
iment participants were trained on musical instrument sounds and also on how
to correctly point the camera on socks. Overall, participants matched ten sock
pairs with an accuracy of 94%. This experiment demonstrated that blinfolded
individuals were able to manipulate objects by pointing a camera on them and
also that colours can be matched with high accuracy, even after a short training
phase.

The purpose of the first mobility experiment was to follow a red serpentine
path painted on the ground for more than 80 m [2]. Ten blindfolded individuals
were trained approximately for ten minutes on the recognition of the related
sound pattern. On average, all the experiment participants followed the red
path at an average speed of 0.74 m/s. Finally, a blind person also succeeded in
that experiment.
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Later, we performed other mobility experiments, but only with a very well
trained person [3]. In these experiments, for the first time colour and depth were
sonified, simultaneously. The main results of the experiments were that with the
use of a stereoscopic camera it was possible to :

– Detect an open door in order to go out from the office.
– Walk in a hallway and look for a blue cabinet.
– Walk in a hallway and look for a red tee shirt.
– Avoid two red obstacles and pass trough the space separating them.
– Move outside and to avoid a parked car.

The experiment participant was able to avoid big obstacles (walls, doors, cars,
etc.) and to find big coloured objects. Generally, the detection of small obstacles
or small objects is a much more difficult task. The main reason is that the local
module detects only a small part of a video frame. Thus, a user would have
to span the current scene many times, before being able to determine small
obstacles.

3.2 Experiments with the Global Module

The global perception module aims at providing the user with a tool to com-
pare the characteristics (colour, distance, position) of the main components of a
picture. Typically, a scene is represented on a tablet. When the user touches its
surface with one or more fingers, she/he receives one or more sounds (simultane-
ously) representing colours and depths of the contact points. Moreover, sounds
are spatialised in the azimuth plane. For instance, if a finger is in the left part
of the tablet the sound is listened to the left. Currently, the number of fingers is
limited to two.

Object Recognition and Localization with the Use of Depth Maps.
The basic idea of this experiment was to provide the user with a depth map
that makes it possible to identify and localize objects. As an example, Figure 2
illustrates an example of an experiment participant exploring a scene on a tablet
that represents three geometrical objects lying on a table.

A computer-vision-based strategy was implemented to recognize simple geo-
metrical objects present in a real time scene [5]. Afterwards, these objects were
associated to sounds of musical instruments and sonified through. Users were able
to hear, explore and understand the scenery composition, while finger-triggering
the sounds within the tablet surface on which a top-view image of the scene was
mapped.

The results revealed that the recruited ten participants were capable of grasp-
ing general spatial structure of the sonified environments and accurately estimate
scene layouts. The exploration time instead, varied according to the number of
elements on the table. In average for a scene composed of three elements, 3.4
minutes were enough to build its layout in mind, whereas for scenes with four
elements this time reached 5.4 minutes. This difference was given due to the
increase in the number of sound-colours associations to be learned; the results
showed no misclassifications of objects, though.
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Fig. 2. A blindfolded individual trying to identify and to locate three different objects
with an iPad

One or Two Fingers? We performed another experiment for which the pur-
pose was to determine the number of fingers needed for efficient exploration of
coloured squares [4]. In the experiments a group of 20 blindfolded users was asked
to find colour matches into an image grid represented on a tablet by listening
to their associated colour-sound representation. We defined images of coloured
squares of increasing difficulty, such as 3x3 and 4x4 grid squares. Figure 3 illus-
trates a participant performing this experiment with a tactile tablet. The results
showed that for the easiest level of difficulty (2x2 squares) the use of two fingers
is more efficient than the use of one finger. However, contrary to our intuition,
this cannot be statistically confirmed in similar tasks of increasing difficulty.

Edge Detection, Target Identification, and Wall Detection. We re-
cruited 12 individuals for the following three case studies [6] :

– Edge detection.
– Target identification.
– Wall detection.

As an example, Figure 4 illustrates two participants in two experiments.
The experiment on edge detections concerned the capacity of the users to

perceive, through the audio feedback, points in an image at which its aspect
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Fig. 3. A blindfolded individual looking for squares of the same colour on a tactile tablet

changed sharply or, more formally, had discontinuities. The global module, as
well as the local module allows the perception of two classes of edges; those
defined by depth variations (e.g. an open door frame), as well as the ones caused
by colour interruption (e.g. the boundary of a coloured painting hanging on a
white wall). After training, participants were tasked to identify five borders in
each case : variation of sound timbre (colour-caused edges) and rhythm of the
sound (depth-caused edges). They were blindfolded and asked to answer whether
or not at least one edge was present on the tablet. In the affirmative cases, they
had to prove their answer by sliding their finger along the edge. The results
showed that edge detection was perfectly achieved for colour, with less than
10% errors for depth.

The experiment on the identification of a coloured target aimed at evaluat-
ing capabilities of individuals to seek and find a specific target disposed into
the environment being explored. We substituted the gaze scanning of a sighted
individual by a global exploration with the fingers on a tablet. During the ex-
periment, a person acting as a target and wearing a red t-shirt was in front of
the blindfolded user at an unknown location. The blindfolded person was then
tasked to explore with his fingers the whole panorama being captured by the
camera and rendered onto the tablet. We fixed a controlled environment so that
no red elements others than the t-shirt were present. This simplified the task
into detecting which portion of the iPad screen emitted the sound of red when
touched. This trial was run five times as the target person moved arbitrarily. The
results confirmed that target detection was perfectly achieved by all individuals.
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Fig. 4. Experiments with the global module. (a) Finding a target, (b) detecting and
then approaching safely a wall.

The experiment on adjacent wall detection concerned the ability to be aware
of oneself in space. Specifically, in this study we investigated awareness of spatial
relationships as the skill to perceive an object in relation to oneself. For example,
a person with spatial awareness understood that as (s)he walked towards a door,
the door was becoming closer to his/her own body.

Blindfolded participants after a short training phase were able to accurately
identify the rhythm of the sound that a wall produces in our system according
to its nearness. Afterwards, they were five times asked to walk down the corridor
(from different distances) toward a wall and stop right before a hit, but close
enough to reach it by hand. The results showed that approximately 10% of the
participants required our intervention not to hit the wall.

3.3 Experiments with the Alerting System

The task of detecting objects lying on the user way and on which he or she is
likely to stumble, relies on range images. We defined a layer of riskiness within
the range of the depth camera. This layer is fixed at 0.9 m and we scan it
constantly to determine whether or not, it remains clean of objects. Once we
detect a number of connected pixels larger than a certain tolerance, we say that
something is on the way. This entity already detected into a plane 0.9 m in
front of the user, might very well not be an obstacle, depending on the actual
trajectory of the user. For example, the frame of an opened door might not be an
obstacle (even if detected 0.9 m in front) provided that the user is just squeezing
through the opened door. In that case, we must be able to conclude that this
frame will pass on the user side and a stumble is likely not to happen. To achieve
this goal, we developed two strategies.

In our first approach once the object is detected in the riskiness layer, we
recover the last 15 frames back in time before the detection. Therefore, we can
estimate the trajectory of the detected object within those 15 frames (1 second
before detected). If we assume that this trajectory is not likely to change abruptly
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within the next second, we can predict the final position of the object after
traveling from the riskiness layer up to the user layer (1 second after detected).

In our second approach we constrained the detection into the riskiness layer,
only to the area that defines the path the user is actually walking on and not
to the sideway areas of the scene. Thus, only objects truly lying in front of the
user (not in a layer in front) are detected. This allows us to restrict the video
into the target area and kept the sideway parts of the scene out of shoot. The
second was faster and more likely to run in real time. A demonstration video
can be watched on http://youtu.be/X426HAZaiYQ

4 New Experiments

Recently, we started new experiments with blind individuals based on a col-
laboration with a Colombian government initiative towards work inclusion for
individuals with disabilities (“Pacto para la productividad” in Pereira Risar-
alda). Two of these experiments are depicted in Figure 5. We are planning to
have more participants. Here, we describe the experiments carried out by two of
them. Headphones have been replaced by bonephones; this is particularly well
appreciated by blind persons, as they are able to listen to natural sounds. Note
that a short training phase is performed before measuring the performance in
the tests.

Fig. 5. Two new experiments. (a) Locating and reaching red target from a spinning
chair, (b) Finding a person in a room.

In the first experiment, participants sitting on a spinning chair have to locate
a coloured red target with the use of the local module. Then, they have to stand
up and to touch it. The alerting system was activated in order to avoid to hit the
walls or the target. Our two participants were asked to repeat the experiment
four times. At the beginning of a trial the role of the spinning chair is to confuse
the user, so as to forget the previous target position (if any). The results showed
that the participants were both successful and their average time to reach the
target was 3.2 and 2.6 minutes, respectively.
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In the second experiment the purpose is to find a particular person in an
empty room of approximately 20 squared meters. We use the recognition mod-
ule that was trained to recognize a particular face. For each participant the
experiment was repeated twice. Each time the person to be found changed his
place, randomly. Again, the alerting system was used to avoid to be too close to
the walls. Our two participants successfully achieved this task with an average
time of 5.6 and 6.2 minutes, respectively.

Finally, the last experiment is related to finding particular objects on a table.
As in the previous experiment, our participants relied on the recognition module.
The objects to recognize are a cap and a remote control. With each object the
experiment was repeated three times. The average time to find the cap was for
our two participants 4.2 and 5.0 minutes, respectively. Finally, for the remote
control the average time was 5.2 and 5.9 minutes, respectively.

5 Discussion and Conclusion

In this work we presented the main experiments performed in the last 6-7 years
of the See ColOr project. Almost all the participants were not blind. Actually,
we are in the process of achieving new experiments with ten visually impaired
persons; this represents a very important step to validate our prototype. Finally,
the preliminary results with two participants are very encouraging with respect
to the success rate, though we would like to observe faster execution time. In
the future we will complete the statistics of the recent experiments.
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Abstract. In this paper, we present a new social intelligent robotic sys-
tem used for cognitive stimulation therapy for individuals suffering from
Mild Cognitive Impairment (MCI) and/or Alzheimer’s disease. Our work
aims increasing the cognitive attention of users by playing different games
and therefore help slow down cognitive decline. The system records the
users’ task performance during the games and adapts the different levels
of difficulty as a function of the users’ game history. The games were
tailored to the needs of each individual so as to address their different
cognitive disabilities. Two studies are presented.

1 Introduction

The life span of ordinary people is increasing steadily and many developed coun-
tries, within and outside Europe, are facing the big challenge of dealing with an
ageing population at greater risk for cognitive disorders. Mild Cognitive Im-
pairments (MCI) [1] is considered to be the transitional stage between normal
ageing and dementia. The age-related decline of cognitive functions generally
refers to a mild deterioration in memory performance, executive functions, and
speed of cognitive processing. Various brain exercises are used by therapists so
as to maintain cognitive functions. These cognitive exercises require a trained
therapist to guide the individual through their execution, to design a new config-
uration, to provide an useful feedback during the task, and to keep track of the
user’s performance history in order to draw a conclusion on his/her evolution
over time. However, space and staff shortages are already becoming an issue, as
the elder population continues to grow.

Robotic systems are now capable of social interaction with human users, pre-
senting a new opportunity for providing individualized care and ameliorate their
quality of life. A great deal of attention and research is dedicated to assistive
systems aimed at promoting ageing-in-place, facilitating living independently in
one’s own home as long as possible and cognitively stimulating the users.

To the best of our knowledge, very little long-term research has been done in
the area of therapeutic robots for individuals suffering from dementia and mild
cognitive impairment (MCI). In [5], the authors showed that the presence of a
human-like robot whose gestures and speech were human-like, could increase the
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interest of the user in the execution of his/her tasks. The feedback of the persons
interacting with a more relational robot (i.e., praises, reassuring feedback in case
of failure, continuity in speech) was found more positive than the one received
from the persons who interacted with a less communicative robot. The intrinsic
motivation was higher at the former due to the social behavior of the robot.
Moreover, the intrinsic motivation of individuals was also increased if the robot
encourages them to perform better giving as argument their higher scores until
present. Also, the users were more motivated when they had the ability to choose
the type of exercises to execute. Another experiment is depicted in [8]. This study
showed that the use of the person’s name, the eye-contact, and a friendly attitude
towards the person were more appreciated by the users. In their research work
[10], Libin and Cohen-Mansfield describe a preliminary study, which compares
the benefits of a robotic cat and a plush toy cat as interventions for elderly
persons with dementia. Furthermore, Kidd, Taggart, and Turkle [9] use Paro, a
seal robot, to explore the role of the robot in the improvement of conversation
and interaction in a group. Marti, Giusti, and Bacigalupo [11] justify a non-
pharmacological therapeutic approach to the treatment of dementia that focuses
on social context, motivation, and engagement by encouraging and facilitating
non-verbal communication during the therapeutic intervention. Moreover, in [15]
a new adaptive robotic system based on the socially assistive robotics (SAR) [6]
technology that tries to provide a customized help protocol through motivation,
encouragements, and companionship to users suffering from cognitive changes
related to aging and/or Alzheimer’s disease is presented.

Nonpharmacological treatments focus on physical, emotional, and mental ac-
tivity. Engagement in activities is one of the key elements of cognitive impair-
ments care [13]. Activities (e.g., music therapy [3], [15], [7], arts and crafts) help
individuals with dementia and cognitive impairment maintain their functional
abilities and can enhance quality of life. Other cognitive rehabilitation therapies
and protocols focus on recovering and/or maintaining cognitive abilities such as
memory, orientation, and communication skills.

We propose an integrative research work that brings together interdisciplinary
expertise from engineering, gerontology, psychiatry, and cognitive and social sci-
ences with a specific target user population. The cognitive stimulation exer-
cises/games will focus on different cognitive functions, especially on:

– Attention: It is the ability to process stimulus: for a period of time (sus-
tained attention), to process relevant stimulus but not irrelevant ones (se-
lective attention) and to process more than one stimuli (divided attention).
Age-related decline is found in these three kinds of attention.

– Memory: It is the capacity of store and use processed information. The
ability to process the information already stored and/or to be stored (work-
ing memory), which is very relevant for daily life, decreases with age and it
is very sensible to related cognitive impairments.

– Psychomobility: It is the ability to coordinate the body movements in
order to achieve behavioral objectives. Age-related physical and cognitive
changes decrease this capability.
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In summary, our studies aim to address the following research questions:

– What are short-term effects of attention training with elderly who are suf-
fering from mild cognitive impairments?

– Will the cognitive stimulation game with the robot help the elderly individu-
als with mild cognitive impairments increase their “positive behavior” (e.g.,
smiling, speaking, and participating in group activities)?

The robots used in our system alternate verbal messages with non-verbal feed-
back in order to maintain the users’ interest, use the name of the user for a
more friendly and natural interaction, monitor users’ performance, and provide
real-time feedback as a function of the current and/or history performance so
as to boost motivation for the execution of the exercise. The rest of this paper
is structured as following: Section 2 depicts the first study for music-based cog-
nitive stimulation; Section 3 illustrates the second ongoing study for cognitive
attention stimulation; and finally Section 4 concludes the paper.

2 Study 1

This first study consists of the interaction between a robot and a user with de-
mentia and/or Alzheimer’s disease, with the main goal of helping users improve
or maintain their cognitive attention through encouragements in a music-based
cognitive stimulation game This approach consists of two parts: supervised learn-
ing and adaptation. The robot models the level of game challenge that can be:
(a) Difficult: no hints; (b) Medium: when the song excerpt starts say “push the
button” but do not indicate which button to push; and (c) Easy: when the song
excerpt starts say which button to push. The supervised learning system learns
the Accepted Variation Band (AVB) for each game level and for each disability
bucket (mild, moderate, and severe), as a function of the user’s task performance.
The learning phase is followed by an adaptation phase, where the robot adapts
its behavior so as to minimize the user’s reaction time and maximize the correct-
ness of the user’s answers. If the user’s task performance is below the Accepted
Variation Band, the user is performing better than during the learning phase.
The user is then promoted to the next level of game difficulty (if not already at
the Difficult level). If the user’s task performance is above the Accepted Varia-
tion Band, the user is not performing well enough. The user is then helped by
having the game difficulty level decreased (if not already at the Easy level).

The Bandit robot from University of Southern California (USC) was used for
the experiments.

The robot used arm movements to encourage the user in response to correct
answers. The game challenge level, i.e., the amount of hints provided, was ini-
tialized based on the participant’s level of impairment and adapted based on
the participant’s task performance (i.e., reaction time and number of correct
answers).
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The initial pilot experimental group consisted of 9 participants (4 male, 5
female), from our partner Silverado Senior Living care facility. All the partic-
ipants were seniors over 70 years old suffering of cognitive impairment and/or
Alzheimer’s disease. The cognitive scores assessed by the SMMSE test were as
follows: 1 mild, 1 moderate, and 7 severe. Due to the total unresponsiveness of 6
of the severely affected participants, only 1 severely cognitively disabled partici-
pant was retained for the rest of the study, resulting in a final participant group
composed of 3 participants (all female). The results obtained over 6 months of
robot interaction (excluding the 2 months of learning) suggest that the elderly
people suffering of dementia and/or Alzheimer’s can sustain attention to music
across a long period of time (i.e., on average 20 minutes for mildly impaired
participants, 14 minutes for moderately impaired participants, and 10 minutes
for severely impaired participants) of listening activity designed for the dementia
and/or Alzheimer’s population.

Fig. 1. Study 1: Participant playing the music game

Moreover, we found no adverse responses to the robot. The participants re-
ported enjoying interacting with the robot and expressed anticipation of future
sessions. At the end of the study, the three participants demonstrated attach-
ment to the robot and the music game by referring to it as part of their weekly
schedule and something they looked forward to. From the interviews with the
participants’ families and the facility staff, we can conclude that the robot had
a positive effect on the users because they discussed it and described their in-
teractions with it to both their families and other residents in the facility. The
robot effectively became a part of the participants’ narratives about their lives.
Based on those discussions, we received inquiries from two other residents about
participating in the music game with the robot. While it was not possible to
include them in the study due to the lack of permission from their families, their
interest was encouraging.

More about this study can be found in [16].
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3 Study 2 - Ongoing Research

3.1 Experimental Design

Together with a group of psychologists and gerontologists from Carol Davila
University of Medicine and Pharmacy (Bucharest, Romania) and Memory Clinic
(Romania), we have designed various simple cognitive pairing games. The indi-
viduals with MCI have to classify different type of objects by following some
simple rules. The scenario is the following: the user stands in front of a table
where a number of objects are placed; he/she has to choose objects from the
table by taking into consideration the rule of the game; the user takes an object
and scans it with the barcode reader found on the table; once chosen, the object
cannot be brought back again on the table; the game is finished when no objects
are presented anymore on the table (however, the participants can stop the game
at any time).

The social intelligent robot is present during the game and it monitors the
user’s task performance. The robot provides a feedback to the user as a function
of his/her performance during the game, gives a global summary of the game,
and finally suggests a new scenario that could be suitable for the individual in
order to focus on the potential problems revealed by the current game.

The robot provides verbal and non-verbal feedback depending on the person-
ality of the patient in order to stimulate him/her to continue and concentrate on
the game. This is inspired by some of our previous studies based on the “similar-
ity attraction principle” [12], [2] stating that individuals are attracted by others
with the same personality traits.

There are different variations of the structure of the game: the rule is either
established a priori by the application, the user has to conform to it and choose
only those objects matching the rule, or the theme of the game is chosen by the
user and the application establishes the rule for this configuration. Moreover,
the game can be played with or without time limit. Some examples of rules are:
combined-rule - “Select the objects that are small and gray.”, or simple-rule -
“Select the domestic animals.”.

We built a database that contains important data about: each user (e.g., id,
birth date, level of cognitive disability), the themes of the games chosen to be
played (e.g., geometric shapes, animals), the attributes that describe each type of
object (e.g., color, size, living environment), the actual objects with each specific
barcode, the rules that can be applied in a game (e.g., “Choose all triangles”), the
configuration of the play (theme, duration, feedback messages, objects), game
results (i.e., a synthesis of a game trial). A configuration contains a general design
of a game, which can be associated to each individual. We maintain the history
of all game trials in order to be able to draw a conclusion about the exercise
that is most suitable to be played in the next session. The database allows to
conceive variations of the game on different themes according to the interests
and the needs of the individuals (see Figure 2).

A real-time adaptive feedback module has been developed - the robot monitors
the individual and based on the game rule provides a constructive feedback.
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In this work, we designed three types of feedback: (1) positive feedback when
the player’s task perfromance is good, the robot encourages the individual to
continue the good work; (2) negative feedback when the game performance
decreases and/or many errors are made, the robot warns the player about his/her
errors and encourages him/her to continue but to be more attentive (e.g., “Be
careful, you have chosen wrong objects!”), and (3) a neutral feedback when the
number of correct and wrong movements is similar or the delay between two
movements is too long, the robot tries to stimulate the player. The different
parameters refer to: the initial delay after the robot first’s feedback, the delay
between two feedbacks, and the match.

The dynamics of the different parameters is also given by the level of difficulty
of the game: a game containing fewer objects is designed for a person with a
higher level of cognitive impairment, in which case a feedback at short intervals
is provided in order to guide him/her to reach the solution. Whilst, a game with
more objects to classify is created for persons with a mild impairment that can
handle the play easier and do not need to be helped so frequently.

The task performance is a summary of the entire game, which brings together
the information captured by the system: the objects chosen, the distribution
into three categories: correct, wrong, and omitted objects, the number of each
of these categories, the total time of the game, and the average response time.
Each user has his/her own history. This can provide an idea about the evolution
of the individual’s task performance over time. This history is an indication of
which exercises were more useful and an intuition about which is the path that
should be followed in order to maintain user’s cognitive attention.

3.2 Game Adaptation

Based on the user’s history the system can see the type of game in which an
individual has more difficulties and therefore decide which configuration in the
database is the most suitable for the user to execute next.

Our database contains tagged game trials with the most important attributes
that describe them for each individual. These can be used to decide, which of the
test is more suitable for a certain individual. The game trials are categorized into
three levels: simple, advanced, and complex. These levels are established mainly
by taking into consideration the number of objects in the configuration and the
complexity of the rule. The tags that a configuration can have are the following:
general, simple rule, combined rule, speed, and contrast. They have the following
significance: general - the exercise is a general one, based on it we can identify a
more specific problem of the individual; simple rule the configuration requires
to comply with a simple rule; combined rule the rule imposes some restrictions
on more than one attribute; speed the most important aspect of the exercise is
its maximum duration, and it evaluates the speed of the user in deciding which
are the correct objects; and contrast the set of objects is composed mainly of
objects of two types because the user might have difficulties in distinguishing
between two values of an attribute (e.g. he/she confuses red and orange).
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Fig. 2. Study 2: System Architecture

Based on the most recent result of a game trial and helped by the history
results, the system decides the game that the individual has problem solving and
suggests a new exercise that should help him/her to overcome it by practicing.

3.3 System Testbed

Our system is composed of several components:

Barcode Reader. A barcode reader (IBC-2000-N-USB) is used to scan the
various objects used in the games. The objects are identified in the database by
their attributes, number, and a barcode. This code contains information about
the characteristics of the object represented by the identifiers in the database:
the class of the object, the type and the values of the attributes. The user scans
each chosen object and the robot receives the sequence of barcodes. Based on
this information the robot is capable of understanding and evaluating the task
performance of the user and provide an appropriate feedback.

Robot Testbed. The experimental test-bed used in this study is the humanoid
Nao robot developed by Aldebaran Robotics1. Nao is a 25 degrees of freedom
robot, equipped with an inertial sensor, two cameras, eyes eight full-color RGB

1 http://www.aldebaran-robotics.com/

http://www.aldebaran-robotics.com/
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LEDs, and many other sensors, including a sonar which allows it to comprehend
its environment with stability and precision. Nao is also equipped with a voice
synthetizer and 2 speakers enabling vocal communication.

This is an ongoing study. A group of 6 patients from the Memory Clinic
(Bucharest, Romania) was selected for the experiments. More results will be
reported for this study at a later stage.

4 Conclusions

The presented research presented some studies that we have developed for pro-
viding customized cognitive stimulation for elderly users with Alzheimer’s dis-
ease and or mild cognitive impairment (MCI). Our work involved the use of a
robotic system in the context of different cognitive games. The first pilot study
demonstrated the overall effect of sustaining or improving user performance on
the memory task around a music-based cognitive game through the assistance of
a robotic system over the period of up to 8 months. The results are encouraging
in light of our pursuit toward creating personalized socially assistive technologies
that aim to improve human quality of life. The second study is an ongoing work
and the system will soon be tested with a group of individuals from the Memory
Clinic (Bucharest, Romania).
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Abstract. Daily life assistance for elderly is one of the most promising
and interesting scenarios for advanced technologies in the near future.
Improving the quality of life of elderly is also some of the first priorities
in modern countries and societies where the percentage of elder people is
rapidly increasing due mainly to great improvements in medicine during
the last decades. In this paper, we present an overview of our informa-
tionally structured room that supports daily life activities of elderly with
the aim of improving their quality of life. Our environment contains dif-
ferent distributed sensors including a floor sensing system and several
intelligent cabinets. Sensor information is sent to a centralized manage-
ment system which processes the data and makes it available to a service
robot which assists the people in the room. One important restriction
in our intelligent environment is to maintain a small number of sensors
to avoid interfering with the daily activities of people and to reduce as
much as possible the invasion of their privacy. In addition we discuss
some experiments using our real environment and robot.

Keywords: Quality of Life Technologies, Assistive Robotics, Intelligent
Room, Ambient Intelligence.

1 Introduction

Inside the many applications related to quality of life technologies, elderly care is
one of the most promising ones both in social and economic terms. Improving the
quality of life of elderly is also some of the first priorities in modern countries and
societies where the percentage of elder people is rapidly increasing due mainly
to great improvements in medicine during the last decades.

Different intelligent systems are being developed to assist elderly in their daily
life environment. The main idea of these scenarios is to gather information about
the environment of the people so that an intelligent system can keep track of their
actions and their surroundings and can act when the person needs some assistance.
The help received by the person can be on demand or alternatively the system can
decide by itself when to take an action in order to assist people [16,7,4,8,13,14,11].
In addition, service robots can be available to assist people alongside the intelligent

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 103–112, 2013.
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Fig. 1. The top image outlines a map of our intelligent room. Real images of the
different components are show in the bottom images.

environment. Actually, it is expected that service robots will soon be playing a role
of companion to elderly people, or a role of assistant to humans with special needs
at home [3], [17], [6], [2], [9], [5]. In particular, one of the most demanding tasks by
userswill be the go-and-fetch of objects that are needed for their everyday activities
[18], [1].

This paper presents an overview of our informationally structured room which
aims to assist elder people in their daily life. Our environment contains different
distributed sensors including a floor sensing system and several intelligent cabi-
nets as shown in Fig.1 Sensor information is sent to a centralized management
system which processes the data and makes it available to a service robot which
assists the people in the room. One important restriction in our intelligent envi-
ronment is to maintain a small number of sensors to avoid interfering with the
daily activity of people and to reduce as much as possible the invasion of their
privacy. For this reason we restrict the use of the camera on the robot to only
some predetermined situations.

2 The Informationally Structured Room

This section briefly describes the different components of our informationally
structured environment. In particular, our scenario represents a room in a house
as shown in Fig. 1. The room contains two intelligent cabinets, one shelf, a bed,
a desk with a chair, and a dining table. In addition, the room is equipped with
a floor sensing system for object and people detection.
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Fig. 2. Information about objects provided by the intelligent cabinet. Squares in the
screen indicate the position of the different objects together with their description.

2.1 Intelligent Cabinets

The cabinets installed in our room (see Fig.1) are equipped with RFID readers
and load cells to detect the type and position of objects inside. Every object in
our environment is attached one RFID tag containing a unique ID that iden-
tifies the object. This ID is used to retrieve the attributes of the object in our
database. Using the RFID readers we can detect the presence of a new object
inside the cabinet. In addition, the information of the load cells allows us to
determine its exact position inside the cabinet. An example detection of objects
in one intelligent cabinet is shown in Fig. 2. Further details about our intelligent
cabinets can be found in [10].

2.2 Floor Sensing System

In addition to the intelligent cabinets our room is equipped with a floor sensing
system used to detect objects on the floor and people walking around. This
sensing systems is composed of a laser range finder which is located on one side
of the room as shown in Fig.1. Moreover, a mirror is installed along one side of
the room to help the detection when clutter occurs. This configuration allows a
reduction of dead angles of the LRF and it is more robust against occlusions [15].
An example detection of an object using this system is shown in Fig. 3.

People tracking is performed by first applying static background subtraction
and then extracting blobs in the rest of the measurements. Blobs are later tracked
by applying a Kalman filter by matching profiles of blobs corresponding to legs,
and extending the motion using accelerations of legs [10].

2.3 Town Management System

The previous sensing system and the robot itself are connected to our Town Man-
agement System (TMS), which integrates sensor data into an online environment
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Fig. 3. The left image depicts an example of an object detected on the floor by our
floor sensing system. The right image shows the detection of a person indicated by a
white square.

Fig. 4. Information flow between the TMS and the sensors and robot in our informa-
tionally strucutred room

database and provides robots with real-time information on its dynamically chang-
ing surroundings. The TMSwas originally designed to include informationa about
distributed sensors and robots in a wider environment [12]. This central database
management system provides information about indoor maps, RFID tag ids and
related information, and notification of predefined environment events and their
occurrence. The information flow between our intelligent room and the TMS is
shown in Fig. 4.

3 Service Robot

Finally, the person acting in the room is assisted by a SmartPal humanoid robot
(Fig. 5) from Yaskawa Electric Corporation. This robot will be responsible for
fetching objects or pointing to them. The robot is composed of a mobile platform,
two arms with seven joints, and one-joint grippers used as hands. In addition we
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Fig. 5. Assistive humanoid robot SmartPal equipped with RFID readers

equipped the robot with a RGB-D camera which is used for object recognition
in restricted regions of interest, and only under specific requests. In order to
maintain the privacy of people we do not use this camera for general vision
purposes. Additional RFID readers are situated on the hands and front of the
robot (Fig. 5) to recognize grasped objects and objects on the floor.

3.1 Visual Memory for Object Searching

Our service robot is equipped with a visual memory system which helps in the
task of object searching and finding. The visual memory system is used by the
robot to detect changes on predefined places where objects usually appear. In
our case we restrict the application of this visual system to the table of our
intelligent room (see Fig. 1). The reason for that is to keep the privacy of the
people as much as possible and to avoid registering images of the user during
his daily and private activities.

The visual memory system is composed of two main steps. In the first one
changes are detected in the area of interest which usually correspond to ap-
pearance, disappearance or movement of objects. In a second step the areas
corresponding to the changes are analyzed and new objects are categorized. The
complete visual memory system is shown in Fig. 6.

3.2 Change Detection

The first step of our visual memory is responsible for detecting changes in the
area of interest, which is a table in our case. The change detector works as
follows. At some point in time t1 the service robot takes a snapshot z1 of a
table. Since we use a kinect camera then our observation is composed of a 3D
point cloud. At some later point in time t2 the robot takes a second snapshot z2
of the same table. The positions p1 and p2 of the robot during each observation
are known and determined our localization system so that we can situated each
observation in a global reference system. In addition, we improve the alignment
of the two point clouds using the ICP algorithm. This step allows us to correct
small errors that can occur in our localization system.
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Fig. 6. Schematic diagram for change detection and its categorization

For each independent view, we extract the plane corresponding to the top
of the table by applying a method based on RANSAC. The remaining points,
which pertain to the possible objects on top of the table, are projected to a 2D
grid. The cells in this grid are clustered using connected components and each
resulting cluster is assumed to be the 2D representation of a different object
on the table. We then compare the 2D clusters in each view and determine the
different clusters between the two views which correspond to changes on the
table. A resulting change detection is shown in Fig. 7

3.3 Object Categorization

The point clusters corresponding to possible changes on the table are further
categorized into a set of predefined set of object categories contained in our
database as shown in Fig. 8. Our method finds the best matching between the
cluster representing a change and the cluster representing each object in our
dataset. Our 3D matching method is based on correspondence grouping [20]
using the SHOT 3D surface descriptor [19] as key point descriptor. The best
matching is obtained as the minimum distance according to

D =
corr

max(Nmodelj , Ncluster)
, (1)

where corr represent the number of correspondences between keypoints in the
model of our dataset and the keypoints in the cluster, Nmodelj indicates the
number of keypoints found in the model, and Nmodel represents the number of
keypoints found in the cluster. Figure 9 shows an example result of the complete
process of change detection and categorization.
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Fig. 7. Changes detected between two consecutive views of a table

3.4 Grasp Planning

Once an object is found in the environment the robot usually needs to grasp it
to deliver it to the user. In our system we approximate objects using a polygon
model. Using this model the robot should find a feasible grasp posture auto-
matically and quickly. Therefore we use two approximation boxes for both the
object and the robot hand. The first box is composed of the bounding box
called object convex polygon (OCP) which includes the object in object coor-
dinate system. For large object, we split the object into several regions and
calculate the OCP for each region. The second box which means the capacity of
object size for the hand is also defined in the hand coordinate system as a grasp
rectangular convex (GRC). Using these boxes our planner determines the hand
position/orientation by checking whether the position/orientation of GRC can
include the OCP. For selecting one grasping posture from multiple candidates
of the position/orientation of the hand, we evaluate the movement capability of
inverse kinematics solution.

4 Discusion and Future Work

In this paper we have introduced our informationally structured room which is
designed to support daily activities of elder people. The room contains several
sensors to monitor the environment and the person. Moreover, the person is
assisted by a humanoid robot which uses the information of the environment
to support different activities. In addition, we want to stress the importance of
keeping the privacy of people during their daily activities and the need to reduce
the invasion of their privacy as much as possible.
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Fig. 8. Dataset of daily life objects for our environment

Fig. 9. Resulting matching of changes on a table. The top row indicates the label of
the changed objects. The bottom row shows the categorization using our method. The
pet bottle is misclassified as a chip container.

Fig. 10. Aa grasp rectangular convex for a hand, an object model of a base, and object
convex polygons of the model
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In this work we have concentrated on the go-and-fetch task which we prog-
nosticate to be one of the most demanding tasks by elderly in their daily life.
In this respect we have presented the different subsystems that are implicated
in this task, and have showed several independent short-term experiments to
demonstrate the suitability of the different subsystems. In the future we aim to
design and prepare a long-term experiment in which we can test the complete
system for a longer period of time.
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Abstract. This paper proposes a method for estimating patient-specific
material parameters used in the finite element analysis which simulates
soft tissue deformation. The estimation of suitable material parameters
for a patient is important for a navigation system for endoscopic surgery.
At first, many data of soft tissue deformation are generated by chang-
ing the material parameters. Next, using Principle Component Analy-
sis, each data with high dimensional is converted into the lower vector.
The relationship between the material parameter and the deformation is
found in the lower potential space.

Keywords: FE analysis, patient specific parameter, minimally invasive
surgery, surgical navigation.

1 Introduction

Laparoscopic surgery is one of minimally invasive surgeries in which operates in
abdomen. Since laparoscopic surgery is smaller invasive than traditional open
surgery, recovery time and return to normal activities is shorter for patients.
Therefore, laparoscopic surgery contributes to the improvement of patients’ qual-
ity of life. On the contrary, performing laparoscopic procedures require special
surgical skills. For example, unlike traditional open surgery, laparoscopic sur-
geons can not see and touch the patient’s tissues directly. The surgeons estimate
the 3D structure of the patient by only moving 2D laparoscope. In addition,
the laparoscope has a small field of view. The lack of depth perception and the
small visual field may prevent the surgeons from accessing the target tissue or
the tumor without damaging neighbor tissues.

Recently, navigation systems for minimally invasive surgery have been devel-
oped [2,5,6,12]. One of components of the system is to display virtual images
by superimposing the models into real endoscopic images. The models contain
the internal information of the patient body such as the tumors within the tis-
sue and/or the blood vessels behind the tissue. Such information can never be
obtained from the endoscopic images. The use of the virtual images enables
surgeons to approach the tissues or tumors safely and accurately.

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 113–120, 2013.
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During the surgery, the laparoscopic surgeons deal with soft tissues by special
instruments. When a contact occurs between surgical instruments and tissues,
the tissues are deformed according to their biomechanical behavior. To provide
suitable virtual images, the navigation system needs to simulate the behavior
of the tissue. The finite element method (FEM) is a well-known technique for
accurately modeling the behaviors of continuous objects. Moreover, we have been
developing a technique for real-time finite element analysis by multiple neural
networks [8,9]. The formulation of FE analysis includes several parameters which
define the behavior of the target object. In the case of the soft tissues, the
setting of the parameters depends patient-related attributes including disease,
age, gender, and so on. The determination of suitable values for the parameters
is important for the system to provide the reliable tissue deformation. However,
there are few methods [3,4] for estimating the appropriate parameter values
during the operation. In the conventional navigation system, the parameters are
given by a priori data from other measurements.

This paper proposes a new method for determining a patient-specific param-
eter values by observing the tissue deformations. In this paper, liver is used as
a target soft tissue. At first, we model the relationship between the FE param-
eters and the motion sequence of the liver calculated by the FE analysis. When
the motion of the liver with unknown is observed, the suitable parameters are
estimated by using the model.

2 Basic Notation

2.1 Finite Element Parameters

Nonlinear FEM achieves a more physically realistic simulation for deforming con-
tinuous object with nonlinear material properties. To apply the nonlinear FEM
to a target soft tissue, a constitutive model is needed to describe the mechan-
ical properties of the tissue. Most materials can be regarded as incompressible
hyperelastic solids [1]. An incompressible material preserves its volume during
the deformation. A material is hyperelastic if there exists a potential function
W such that a stress S is formulated by the derivative of W with respect to a
strain G:

S =
∂W

∂G
. (1)

In our method, a Mooney-Rivlin material model was employed as the potential
function:

W = c10(J1 − 3) + c01(J2 − 3) + c20(J1 − 3)2

+ c11(J1 − 3)(J2 − 3) + c02(J2 − 3)3, (2)

where J1 and J2 are the first and second invariants of the right Cauchy-Green
deformation tensor. In the case of a liver, the coefficients c10, c01, c11, c20 and
c02 are set to c10 = 7.51× 104, c20 = 3.43× 105, and c01 = c11 = c02 = 0 [7,11].
Therefore, c = [c10, c20]

T are regarded as the FE parameters in our method.
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2.2 Deformation Pattern

When a specific force acts on the liver, the FE parameters are estimated by
matching the real behavior of the liver and the liver deformation patterns gener-
ated beforehand. Each deformation pattern is obtained by applying the nonlinear
FE analysis to the liver model with material parameter values when the specific
force is given. In our analysis, the liver deformation is simulated when the left
lobe of the liver is lifted by the forceps. The output of the analysis is the sequence
of the deformed models from start f = 1 to end frame f = F .

When the liver model contains Nv nodes on the model surface, the sequence
of the deformed models is represented by two kinds of vectors. Given two suc-
cessive deformed models M(f) and M(f+1) (f = 1 · · ·F − 1), the first vector is
a displacement vector D(f) obtained by collecting the displacement of the node
on the surface of the models:

D(f) =
[
d
(f)
1

T
, · · · , d(f)

Nv

T
]T

; (3)

where dj = (xj , yj, zj)
T is the displacement of the j-th (j = 1, · · · , Nv) node on

the surface of the model M. A vector (or a matrix) AT means the transpose of
A. The second vector is the velocity vector V (f) defined by

V (f) = D(f+1) −D(f) =
[
[d

(f+1)
1 − d

(f)
1 ]T , · · · , [d(f+1)

Nv
− d

(f)
Nv

]T
]T

. (4)

A deformation vector m(f) is the set of the two vectors;

m(f) =
[
(D(f))T , (V (f))T

]T
(5)

Using eq.(5), the sequential deformation data is described as the (F − 1)× 2Nv

dimensional matrix by collecting all the deformation vectors as follows:

M =
[
m(1), · · · , m(F−1)

]T
(6)

All the element of the displacement and velocity vectors are normalized by the
maximummagnitude dmax and vmax of the displacement and the velocity vectors,
respectively.

K deformation patterns are generated by the simulation using K kinds of the
FE parameter values. For each simulation, the parameter values are randomly
selected from the range [c̄±0.25c̄] [10]. Here, the vector c̄means the FE parameter
value of a normal liver [11]. Fig. 1 shows the examples of the deformations of
the liver model with different material parameters.

3 Patient-Specific Parameter Estimation

Since the dimension of each deformation vector is high, the deformation vector
is mapped onto a lower dimensional space to deal with the vector easily. The
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f = 1 f = 5 f = 8 f = 14 f = 17 f = 20
(a)

f = 1 f = 5 f = 8 f = 14 f = 17 f = 20
(b)

Fig. 1. Examples of the deformation patterns of a liver with different kinds of the FE
parameters: (a) c10 = 5.63×104 , c20 = 2.57×104 ; (b) c10 = 9.38×104 , c20 = 4.29×104

lower dimensional space, called the potential space, is constructed by using the
deformation patterns of the normal liver. Practically,

Practically, when there are the K ′ deformation patterns M ′
i (i = 1, · · · ,K ′)

of the normal liver, a matrix X is computed by

X = Y TY ; (7)

Y = [M ′
1 − M̄ , M ′

2 − M̄ , · · · M ′
K′ − M̄ ].

M̄ =
1

K ′

K′∑
i=1

M ′
i . (8)

The eigenvectors of X are calculated by applying Principle Component Analysis
(PCA) to X. Each eigenvector has its eigenvalue which means the distribution
of the deformation patterns along the eigenvector. By selecting a compact set
of the eigenvectors, the deformation patterns can be translated into a lower-
dimensionality subspace within which most of the deformation patterns can be
represented with acceptable accuracy. To find this, we sort all the eigenvectors
into descending order of their eigenvalues. The first two eigenvectors e1 and
e2 are selected, and forms the potential space. Using the selected eigenvectors,
6Nv = (2× 3Nv) projection matrix Φ to the potential space is defined as

Φ = [e1 e2]
T . (9)

Using the matrix Φ, an arbitrary deformation patterns M with 6Nv dimensional
is converted into a lower 2-dimensional vector M∗ in the potential space:

M∗ =
[
p1 p2

]T
= Φ(M − M̄ ). (10)

Fig. 2 shows two examples of the trajectories of the deformation patterns.
The trajectory of the deformation patterns is described as parametric line

functions. In our method, the deformation patterns in the potential space is
formulated by a four dimensional polynomial curve function:

p2 = u1p
4
1 + u2p

3
1 + u3p

2
1 + u4p1 + u5 = uTp1 (11)
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Fig. 2. Examples of the deformation patterns mapped onto the potential space

where p1 = [p41, p31, p21, p1, 1]T . The vector u = [u1, u2, u3, u4, u5]
T is the

set of coefficients of the curve function. After the vector u is obtained, the FE
parameter set c = [c10, c20]

T is estimated by

c =

[
c10
c20

]
=

[
λ11u1 + λ12u2 + λ13u3 + λ14u4 + λ15u5 + λ16

λ21u1 + λ22u2 + λ23u3 + λ24u4 + λ25u5 + λ26

]
= Λ

[
u
1

]
. (12)

Therefore, the matrix Λ is calculated by using many deformation patterns with
different FE parameters and eqs (11) and (12).

When the deformation of a liver with unknown FE parameters is observed, all
the deformation vectors are mapped onto the potential space by using eq.(10).
A least-square technique finds the coefficients u so that the curve function fits
the trajectory in the potential space. The FE parameters are estimated by
multiplying the obtained coefficients u with the matrix Λ in eq.(12).

4 Experimental Result

To verify the applicability of the proposed method, we made some experiments
using a liver model composed of 4,804 nodes and 15,616 tetrahedral elements.
The models are created by the commercially available softwares (CDAJ-Modeler
CFD, CD-adapco JAPAN Co., LTD.) while their deformation patterns are gen-
erated by the FEM analysis software (“Marc” produced by MSC.Software Co.).
Each deformation pattern consists of 21 deformed models along time. 81 defor-
mation patterns are generated by setting the FE parameters to c10 = 7.51× 104

and c20 = 3.43× 104, and selecting randomly from from the range [c± 0.25c].
The first experiment is to estimate unknown FE parameters which are not

used in the construction of the projection matrix Λ in eq.(12). In the experiment,
16 test deformation patters are generated. Table. 1 (a) shows the three results
of the estimated parameters by the proposed method. Our estimated values of
the parameters is the almost same as the true values. The deformations are
simulated by using the true and estimated parameter values, and the obtained
models, called our models, are compared with the standard model generated by
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Table 1. Estimation of FE parameters by our method with unknown deformation data
with (a) no noise and (b) much noise

Test
Pattern

True value [104] Estimated value [104]

c10 c20 c10 c20
A 7.08 3.41 7.07 3.41
B 8.43 4.02 8.43 4.01
C 5.71 7.91 5.99 8.07

(a)

Data
Pattern

True value [104] Estimated value [104]

c10 c20 c10 c20
A 7.85 2.65 7.88 2.42
B 5.71 7.91 5.77 7.83
C 9.34 2.99 9.67 0.73

(b)

the simulation using the true values. Here, the difference E between two models
M1 and M2 are formulated by

E(M1,M2) =
1

FNv

F∑
f=1

‖D(f)
1 −D

(f)
2 ‖. (13)

Using eq.(13), the error of our method is defined as the differences between our
and the standard models. Moreover, the simulation using the parameter values
of a normal liver is made to compare with the proposed method. The obtained
models by this simulation are called the comparison models. In Fig. 3 (a), the
errors of our method is less than 0.03[mm] while the differences between the
standard and the comparison models (dotted lines) are more than 3[mm]. From
these results, our method can find the suitable FE parameters compared with
the models obtained by the parameter values of a normal liver.

In the second experiment, the proposed method is applied to another 16
test deformation patterns with noise. This is because the measured deforma-
tion data include much or less noise due to sensor noise, calibration errors of
our system components, and so on. Table. 1 (b) shows the three results of
the estimated parameters of the noise patterns by the proposed method. As
shown in Fig. 3 (b), the errors of our method (the solid lines) are less than
10[mm]. Also the comparison models are generated by using the parameter val-
ues of a normal liver. Comparing with the errors of the comparison models
(the dotted lines in Fig. 3), our method is robust against the deformation data
with noise.
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(a) (b)

Fig. 3. Errors of our method using test deformation patterns with (a)no noise and
(b)noise

5 Conclusion

We proposed a method for estimating patient-specific FE parameters by observ-
ing the deformation of soft tissues. The proposed method constructs the potential
space by sample deformation patterns of a normal liver. Given the deformation
of a liver with unknown parameters, the mapped deformation in the potential
space is described with a multi-dimensional polynomial curve function. Using
the coefficients of the function, the suitable FE parameters for patient’s tissue
are estimated. From the experimental results, the proposed method can robustly
find the reliable FE parameters of the deformation of the tissue with unknown
material properties. Now our method have been extended to estimate other FE
parameters and boundary conditions.
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Computer-aided Diagnosis and Therapyh, MEXT, Japan.
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Pal Robotics SL, Barcelona, Spain
http://www.pal-robotics.com

Abstract. Service robots are a category of robots designed to help peo-
ple improving their quality of life. REEM is a humanoid service robot
able to provide useful applications in public spaces and to assist people in
domestic environments. REEM is the result of several years of research in
real scenarios. Its main functionalities are autonomous navigation, per-
son detection and recognition, speech synthesis and recognition, object
recognition, object grasping and manipulation. In this paper we present
these applications and discuss how they are used to deploy REEM in
human environments.

Keywords: service robotics, navigation, person detection, speech
recognition.

1 Introduction

To improve and to ensure the person’s quality of life constitutes an essential task
of our society. Service robots are an extensive category of robots which perform
services useful to the well-being of humans, which include all non-industrial
applications1.

Two application domains which can include humanoid robots are domestic
robots and public relations robots which can have a big impact in the improve-
ment of people daily tasks and in the quality of life. Service robots could indeed
serve as companion, assistant, entertainer, guide, dynamic information point,
surveillant, telepresence device, housekeeper, waiter, nurse, . . .

To be engaged in social scenarios which are compelling and familiar to hu-
mans, the robot has to provide a social communicative functionality that is
natural and intuitive. This can be achieved if appearance and functionality fit
the robots tasks and robots are as self-explaining as possible [1]. REEM is a
humanoid service robot developed by Pal Robotics and designed putting special
attention in aesthetics and functionalities to make it suitable for in real human
environments. Several experiments in shopping malls, hospitals, museums and
trade fairs demonstrated that REEM could provide useful applications assisting
and entertaining people in public spaces.

The area of service robotics has been in growing interest during last decades.
Research is closely related to general indoor navigation, where one of the first

1 http://www.ifr.org/service-robots/
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efforts was the Stanford cart [21],[22]. Successive examples are RHINO [24] and
Minerva [25], which guided people at museums and exhibitions. One more recent
robot is the retail assistant Robovie-II [27], created by ATR in Japan to provide
assistance and guidance to elderly shoppers.

Other research groups designed robots for health-care applications. Fraun-
hofer IPA developed the Care-O-bot[23] mobile robot assistant, which is able
to navigate safely in indoor environments, to entertain humans and to assist
them thanks to manipulation capabilities. Wasada University presented Twendy
One [28], a human symbiotic robot that provides physical supports to the elderly
while securing safe physical human robot interaction. CENTRIA created an in-
teractive service robot called Kaveri[26], to assist elderly people and personnel
working in elderly houses or in hospitals.

Social service robots in restaurants are starting to appear. A restaurant opened
in 2010 in Thailand with robots as waiter-staff2. Customers could place orders
using user-friendly touch screens and they are served by robots when meals are
ready. South Korean robotics company Future Robot Co. Ltd released FURO3

series which include different selections of robots for restaurant applications such
as greeting robot, entertainment robot, order robot for guidance and for taking
order, and finally a payment robot to help customers pay after meals.

2 REEM Service Robot

REEM, the service humanoid robot created by PAL Robotics, fits inside domes-
tic and public relations robots and has been designed to provide useful appli-
cations in real-world environments. The main restriction which a service robot
must accomplish is human safety. For this reason, REEM has been designed with
an extensive network of sensors which allows to detect humans and its environ-
ment and to react consequently, giving priority to human safety, afterwards to
environment protection and finally task accomplishment. Safety restrictions af-
fected REEM’s design to include passive safety by means of soft material covers,
real-time actuator control, object and people detection, environment awareness,
effective HRI and safe wireless communications.

REEM’s been designed with a humanoid shape and a nice appearance. It has
a compact wheeled base that allows it to move through irregular terrains, a torso
and two arms with hands that it uses to interact with its surroundings. The robot
is equipped with 26 actuators and numerous sensors. Laser range finders are in-
stalled in its base and torso allowing it to navigate and localize with state of
the art SLAM techniques robustly, even in crowded places. Additionally REEM
is surrounded by ultrasound and infrared sensors that in conjunction with the
lasers allow the robot to navigate safely among people. On the head there is a
stereo system that gives the robot the functionality to detect and identify places,
objects and people. Thanks to stereo microphones also placed in the head the

2 http://hajimerobot.com/bangkok/en/main.php
3 http://www.futurerobot.com/contents_eng/sub42.htm

http://hajimerobot.com/bangkok/en/main.php
http://www.futurerobot.com/contents_eng/sub42.htm
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Fig. 1. REEM service robot

robot can be operated by voice. The microphone array also allows to localize the
source of commands helping the robot to filter external disturbances and focus
its attention on the users.

3 Autonomous Navigation

REEM service robot performs autonomous mapping, localization, planning and
obstacle avoidance in large public spaces as shopping malls or trade fairs, where
the environment could be crowded and affected by significant modifications over
short periods of time [2]. The following sections will provide an overview of the
navigation system components developed on REEM.

Mapping. SLAM has been extensively studied in robotics literature. REEM
needs a map of the environment to accomplish higher level tasks. While building
a metric map of the environment through laser readings processing, REEM learns
a model of Wi-Fi signal distribution and captures camera images with their
positions in the map. These additional data will be used during localization.
To handle large environments (more than 10000 sqm) REEM adopts a multi-
mapping approach [13], that consists in dividing the map into sub-maps and
building a graph to represent position constraints between them. To further
improve robot capabilities we are looking to include semantic labeling [16] of the
environment and long term SLAM [14].

Fig. 2. Multi-mapping at a shopping mall in Barcelona
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Localization. Algorithms based on particle filters [15] have been successfully
applied in a great variety of robotics applications. Though, sensor readings
matching on a previously built map could fail, because the world representation
used by the robot won’t correspond perfectly to the reality (new obstacles or
people) or because of sensor failures (glasses and mirrors). To address this prob-
lem REEM monitors the laser-based localization confidence level and performs
localization using Wi-Fi signals strength and visual place recognition (databases
have been created during map building process). This additional hypothesis help
making system more robust and recovering from localization losses.

Path Planning and Obstacle Avoidance. REEM uses a global planner to
generate a free path from start to the goal location, based on the previously built
map of the environment. Then a local planner modifies the computed trajectory
to take into account new obstacles detected by the sensors and to ensure a
safe behavior. REEM is able to avoid static and dynamic obstacles updating a
costmap with all its sensor readings. To prevent the robot from moving towards
dangerous location (stairs), virtual barriers could be specified on the map used
by the robot.

To help users in predicting its movements, REEM uses LED indicators and
speech synthesis to provide visual and sound feedback of what it is doing. When
for example REEM is going to turn left, it moves the head towards that direction
and its left ear’s LED starts blinking, to show to the users its intentions.

4 Speech Synthesis and Recognition

Speech is the most natural means for human communication and for interact
with humans, a robot has to be able to generate and understand speech. REEM
has a system that gives it the capability of speech synthesis in several languages.
Speaking allows REEM to give help, indicate its intention, warn people around
him or give information, in a really natural way.

REEM’s microphones are located at each side of the head. We have recently
incorporated on REEM an automatic speech recognition (ASR) system that is
able to recognize speech commands. Therefore, REEM is not only able to talk
to users but also to understand them, for instance understanding command such
as “go to the hall”.

Current state of the art ASR systems are claimed to reach high accuracies
even for large vocabulary continuous speech. Though, accuracy decreases dras-
tically when those ASR systems are applied on a real robot. There are two main
reasons for that, both related to the far-talk paradigm: acoustic inner-noise and
environmental interferences. Because the speaker is placed at a certain distance
from the microphones which are in the robot, we are in the far-talk framework.
This is in contrast to what would be desirable: the user speaking to a microphone
in front of the mouth (e.g., a headset). In the far-talk paradigm the speech sig-
nal generated by the user attenuates before reaching the microphones. Therefore,
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the power of the recorded signal is comparable to the power of robot’s inner-
noise and external interferences. This issues have to be addressed using specific
techniques and represent the current challenges in robust speech recognition for
robots.

In order to remove the inner-noise generated by the robot we are currently
applying MCRA-based spectral subtraction [5] and for interference removal we
are able to remove signals coming from a different direction than the one we
are interested in (i.e., user speech). We are basing our algorithms on the work
of [6]. Our recent findings indicate that by combining these techniques it is
possible to reduce the recognition error by 25% in extreme noisy conditions (i.e.,
SNR < 0dB).

REEM is thus being able to speak to users and understand them, and will be
able to do so even in very noisy conditions in the near future.

5 Person Detection and Recognition

Person detection provides the input data to higher level processes like person
tracking or behaviors to interact with people. REEM exploits its base laser and
its stereo camera in order to detect persons.

Legs Detection. REEM uses the legs detector presented in [7]. This detector
consists in an AdaBoost trained to identify what clusters of points are likely to
be legs. The detection rate is very high. However, due to the limited information
embedded in a laser scan, the number of false detections is pretty high too. The
main advantage of leg detection using a laser scanner is that the 3D position is
obtained with high accuracy.

Full Body Detection. Our person detection is inspired by [8]. A training
dataset has been used consisting in a large number of image windows with non-
occluded standing persons and an even larger image windows containing no
persons. In order to speed up the detector an AdaBoost cascade based on Haar-
like features is firstly used. This cascade is trained to have a high detection
rate at a cost of a high number of false alarms. Then, an AdaBoost cascade
based on HOG is used to remove false alarms as the discriminative power of
this feature is higher. Furthermore, the performance of the latter cascade is
improved by using Weighted Linear Fisher Discriminant Analysis (WLFD) in
the weak classifiers [9]. The main drawback of person detection in still images is
that no 3D position is obtained. Nevertheless, the sight direction in which the
person lies is provided. Depth may be roughly estimated by the detection size
in the image.

Face Detection. Detecting faces in still images is a well known problem in
computer vision [10]. REEM is equipped with a commercial SDK providing
both face detection and recognition using monocular images. Face detection is
more reliable than full body detection, the latter being more affected by false
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alarms. Furthermore, the distance to the person can be inferred by means of
stereo triangulation, or by means of monocular vision provided that the eyes are
located and the average human baseline is assumed.

Person Recognition. REEM is able to recognize a person by means of match-
ing its face to a database. Therefore, person recognition is restricted to the
range of distances in which the face detector is effective. In REEM, provided its
cameras and optics, this distance is up to 1.5 meters.

Considering the strong and weak points of each classifier, on REEM, some
heuristics are used to provide a more robust detector:

– If there is a face detection and a leg detection, and the directions and dis-
tances provided by both detectors are close enough, a person detection with
position estimation is provided with the greatest confidence.

– A full body detection whose line of sight is close to the direction of a leg
detection and the distance estimated by the vision-based detection size is
not far from the one provided by the laser, a high confident detection is
provided.

– A full body detection with no matching leg detection provides a medium
confident detection.

6 People Tracking

People tracking allows the robot to know the position of a given person, and
to update that position while the person or the robot are moving. This skill is
used by the robot to follow a person[18] or to reason about surrounding people
behavior.

The are several problems to solve: first, make the robot identify each person
(i.e. targets) with a unique identifier; second, be able to track this identifier
while the person or the robot move; and finally, be robust in front of partial or
complete occlusions of the target.

In REEM, people tracking is achieved by a combination of visual and laser
features [17]. The people detector described in the previous section uses laser
and vision and outputs a list of possible people. Then the people tracker uses
a particle filter to track those people, assigning a unique identifier to each of
them. The particle filter tracks the position and speed of each person, taking
into account current speed and location of the robot for the update step.

To overcome occlusions, two types of sensors are used: laser and vision [19].
This redundancy allows the robot to overcome partial occlusions in one of the
other sensors (for example, when the person moves in front of a table, the laser
may loose the target, but the vision not). Additionally, the vision system extracts
a model that identifies the person uniquely (if completely in view). This model
is used by the system to re-target a previously lost target (for example when the
target has moved out of the visual scene of the robot, but then reappears).
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People tracking has been successfully used on REEM, to make the robot fol-
low a person while the robot is mapping the environment. In such test, the
person guides the robot through the environment providing additional informa-
tion about the place by mean of voice commands. Different techniques for the
person following controller have been tested, each one with different advantages
or drawbacks [20].

7 Object Recognition and Grasping

REEM has the capability to recognize and estimate the pose of a large variety of
textured objects for which a model exists. The model may be a sparse 3D model
consisting in a set of 3D points linked to a descriptor or a CAD 3D model where
its texture is represented by a sparse set of 3D points and their descriptors. In
both cases, SIFT-like descriptors are used to encode the texture appearance of
the objects. Regarding how to model the objects, two solutions are considered.
Objects that may be modeled as a composition of geometric primitives like
cylinders and boxes can be described with a CAD model and its corresponding
texture model using the BLORT algorithm [12]. Less structured objects may be
also modeled with the 3D sparse model according to the MOPED algorithm [11].
In both cases, key points are first extracted in the image and matches with the
texture model are searched. Then, these match candidates are fed into a robust
estimation technique like RANSAC in order to solve the Perspective-n-Point
(PnP) problem. BLORT goes a step further by validating and refining this pose
estimate using a particle filter based on tracking the object inner and outer
edges.

Fig. 3. Left: object detection using texture. Right: object tracking using edges.

REEM’s hand has two under-actuated fingers and a thumb. The current con-
trol on the fingers allows to estimate the amount of force they are exerting. To
grasp an object, after that its pose is known, the robot must generate a mo-
tion plan to reach the desired grasp position. The classical approach is using a
randomized search algorithm to generate a point-to-point trajectory that brings
the arm from its rest position to the desired grasping position. REEM uses the
planning framework available on ROS (http://www.ros.org).

http://www.ros.org
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The generation of this motion plan is computationally expensive and it is very
likely that the robot already generated a similar plan in the past. Therefore, we
implemented dynamic motion primitives (DMPs) to take advantage from past
plans and generate, with negligible computation cost, new motion plans [3].
This is possible as long as the task that they were trained for fits inside the
generalization tolerance of the DMP.

In addition, REEM uses visual servoing to overcome calibration errors in the
robot’s kinematics, and achieve accurate positioning of the hand [4]. The final
step is usually with feedback from the hand when the object has actually been
grasped, in our case from the current readings of the motors. REEM is capable
of grasping common household objects, something that can be very helpful for
people that have limited mobility inside their houses.

Fig. 4. Reem acting as guide in two events: very large event IDEX 2011 Abu Dhabi
(left), and very crowded event at La Caixa Science Museum Barcelona 2012 (right)

8 Conclusions

REEM robot has been successfully used in several real scenarios where the abil-
ities mentioned were stressed. In all those scenarios, the robot was required to
provide information, interact with people and attract them while moving safely
around.

From those experiences we conclude that robots like REEM are the future of
Service Robots. The reasons are the following:

– Having a human body allows the robot to easily move and interact in a
humans world. Furthermore people do prefer a robot that shows a (kind of)
human appearance. Every time REEM shows on public places, people starts
taking picture and interacting with it. REEM acts as an attractor because
of its tall humanoid shape and lively appearance. The human shape is quite
of mandatory for appealing people and also for interacting with them in a
more familiar way (shaking hands, bowing, etc).

– People want the robots to be autonomous. Instead of telepresence robots
or complex teleoperated robots, people prefers robots that are autonomous
and decide by themselves. When we use the remote control to control REEM
to perform a show in an event, people show deception when they discover
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the human behind. Instead, people gets amazed when they observe how the
robot moves by itself through the crowd or how it follows a face.

– People prefer robots that look alive. In REEM, face tracking is one of the
most successful applications because it shows this liveness by looking at the
faces of the people as they move around. Another successful application of
REEM is the physical interaction with the robot, like shaking hands. Most
people approach the robot either waving their hand to it or requesting it a
hand shake, it’s like they want to catch the robot attention in order to assess
its usefulness.

We think that the future of Service Robots goes through the successful implemen-
tation of those three characteristics: humanoid body, autonomy and liveliness.
The race to improve those features will mark the agenda of the Service Robots
industry for the next years.
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Abstract. Support Vector Machine (SVM) is extensively used in BCI
classification. In this paper this classifier is used to differentiate between
two mental tasks related to motor imaginary in order to check the possi-
bility of improvement with two alternative adaptation (user’s adaptation
and model adaptation). Two kind of training have been done by 4 sub-
jects. In the first test (user’s adaptation to the model), each subject use a
personalized model and 7 sessions are registered to compare the evolution
of the results due to the user’s training. This initial model is done with a
preliminary session which include register of 6 different motor imaginary
tasks to select the best combination of them. The second test (model’s
adaptation to the user) tries to evaluate the benefits of the updating of
the model with new registers. The results show that, at least for this
kind of imaginary tasks, these methods of adaptation with a SVM-based
system have not a meaningful increase of the success rate.

Keywords: BCI, adaptation, SVM, motor imaginary task, training.

1 Introduction

A Brain-Computer Interface (BCI) allows obtaining control commands from the
brain information of a person [1]. Traditionally, these kinds of interfaces have been
used in order to assist people with disabilities, such as the control of a wheelchair
[2], [3] or the management of attendance interfaces [4], [5]. The brain-neural in-
terfaces are also used in motor rehabilitation tasks related to upper limb rehabil-
itation of patients suffering from CVA (Cerebral Vascular Accident)[6], [7].

Invasive brain interfaces process the neural activity obtained directly from
the cerebral cortex [8], [9], but the use of these interfaces in humans involves
ethical and medical limitations. Alternatively, the use of non-invasive brain-
neural interfaces in humans has been imposed in recent years [10]. In this case,
the electroencephalographic (EEG) signals are recorded using electrodes placed
on the scalp and they are processed and classified so as to obtain the control
commands required.
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The use of non-invasive brain interfaces has been widely studied in relation
to the motor activity analysis, Event-Related Potential (ERP) and other evoked
potentials such as P300 [11], [12]. In this paper, the goal is the training of a
SVM-based system to the detection of two motor imagery tasks utilizing a non-
invasive spontaneous interface. A study of two different methods of adaptation is
done in this paper. Firstly, the subjects are trained using a unique model using
a SVM classifier. The second training is based on the update of the SVM model
after every session, using a new register in order to improve the model.

2 Methodology

2.1 Register

The brain interface implemented with the purpose of the classification of two
mental tasks consists of a non-invasive spontaneous system. The acquisition of
EEG signals is done utilizing 16 (or 8 electrodes in the ”User’s adaptation to
the model” test) electrodes distributed over the scalp. These signals are acquired
through the commercial device g.USBAmp of the company g.tec. This device is
composed of 16 channels. A frequency sample of 1200 Hz has been used.

The distribution of sensors on the scalp of the subject is as follows (Fig. 1):
FC5, FC1, FC2, FC6, C3, Cz, C4, CP5, CP1, CP2, CP6, P3, Pz, P4, PO3 and
PO4, according to the international 10/20 system [13]. Regarding the placement
of the electrodes for conducting the tests, a cap g.GAMMAcap of the company
g.tec is used. This cap allows a quick positioning of electrodes without the need
of abrasive gel (given the fact that its sensors are active electrodes). The active
electrodes are used to diminish the signal-to-noise ratio. Moreover, this system is
able to reduce or eliminate motion artefacts and electromagnetic interferences.

Fig. 1. International 10/20 System
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The signals acquired by the amplifier are registered and stored using a com-
puter software developed in MatLab (mathematical software developed by
Mathworks). The MatLab API (Application Programming Interface) provided
with the device (g.USBAmp MatLab API) is used to manage the software. The
subjects are place facing a graphical interface where the different tasks to do are
shown. The experimental environment with all the components discussed above
is shown in the Fig. 2. The equipment is located in a dedicated room where
external stimulus do not disturb the test.

2.2 Processing

Each single EEG signal registered is pre-processed by two different filters. One
of them is a notch filter at 50 Hz to eliminate the electrical network noise.
In addition, a bandpass filter from 0.1 Hz to 100 Hz is applied to remove the
artefacts and the DC component. Both filters are internal hardware filters in the
g.USBAmp device. These filters are applied to each electrode and register. As it
was discussed above, the frequency of acquisition and stored for the 16 sensors
is 1200 Hz.

2.3 Classifier

The last step is to create a classifier that differentiates between two different
mental tasks. A classifier based on Support Vector Machine (SVM) has been
applied. The SVM classifiers are a very useful technique for data classification
[14]. They use a hyperplane or set of hyperplanes in a high or infinite dimensional
space to distinguish between different classes.

Fig. 2. Experimental environment
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The SVM accuracy depends on the kernel selection and the value of their
parameters. In BCI classification systems, a Gaussian Kernel or a Radial Basis
Function (RBF) [15] are generally used. The two main parameters that configure
a RBF kernel are: the parameter of regularization C and the γ parameter that
determines the kernel [16], particularly, C = 512 and γ = 0.002.

The classification procedure consists of using the group of trials obtained from
the processing and create two groups, training and test. The aim of SVM is to
create a model with the training group, based on the features, that predict the
different tasks. Finally, the test group is classified with this model to know the
accuracy of the classifier. In this case, the calculated models will be tested with
registers in real time.

3 Experimental Procedure

The electroencephalographic (EEG) registers have been done by 4 healthy sub-
jects. These subjects sit in front of a PC screen and they are asked to imagine the
performance of motor activity (these activities are described in section 3.1). The
paradigm used to the data acquisition protocol [17] is shown in Fig. 3. Firstly,
an image of a cross is displayed to inform the user that a cycle is going to start.
Afterwards, an image that represents the metal task to imagine is shown during
2 seconds. Finally, a 10 seconds period is established in order to let the subject
imagine the mental task. In each register, this process is repeated 8 times for
each task, in an aleatory order. There are two different alternative configuration
for the ”Task procedure” part of the paradigm. The first configuration is used
for the offline registers (configuration (a) in Fig. 3). This registers do not have
a visual feedback. The second one ((b) in Fig. 3) includes a visual feedback in
order to notify the behaviour of the system to the user. The visual feedback
is represented for two bars. One of them (the blue bar in Fig. 3 (b)) enlarges
when the task detected is correct. The narrowed one (the red bar in Fig. 3 (b))
enlarges if the tasks detected are incorrect.

Previously to the training tests, an initial session is needed. The registers of
this session are used in order to select the best combination of tasks (see Sec.
3.1) and to create the model for the user’s training (see Sec. 3.2).

After that, two training tests are done. The goal of this test is studying the
behaviour of the system with two different trainings. An amount of 14 sessions
per user has been registered. These 14 sessions are divided into two groups of
7. Each session is composed by 8 different registers. Each register contains 16
repetitions of the paradigm described in Section 2.1 with two different tasks.
The aim of the first 7 sessions is the verification of the improvement in the results
when the subject is trained with an invariable model. The last 7 sessions try to
verify whether the model is able to adapt to the user when it is updated with
new registers.
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Fig. 3. Paradigm used for the registers. There are two alternative configurations ((a)
and (b)). Configuration (a) is used in the offline sessions and configuration (b) is used
in the online sessions.

3.1 Tasks Combination Selection

Previously to the process of acquisition of the registers for the training tests,
an initial study of the different mental tasks is done (offline sessions). These
sessions are done with the configuration (a) in Fig. 3. In this configuration, the
user does not have a visual feedback. Taking into account the right and left part
of the body, the different combinations of two tasks are studied to find the best
of them. The tasks considered in this paper are the following ones:

1. Imagination of the open/close movement of the right hand.
2. Imagination of the open/close movement of the left hand.
3. Imagination of the repetitive low circular movement of the right arm.
4. Imagination of the repetitive low circular movement of the left arm.
5. Imagination of the movement of the right leg.
6. Imagination of the movement of the left leg.

In order to select the best combination of tasks, 4 registers of each pair of tasks
are done. Subsequently the success rate from each pair of tasks is obtained. In
order to check the results of every combination, a cross validation (using a SVM
classifier) is done.

3.2 User’s Adaptation to the Model

Firstly, in this paper the results obtained by 4 users in different sessions are
compared to check if these users improve the control of the system when they
train with an initial model. Before the creation of the model, an offline study is
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done to compare the results using each electrode separately. The best 8 electrodes
are selected and a model is created with each of them and the decision is taken
using the result of each model using the best combination of tasks.

3.3 Model’s Adaptation to the User

After the test of the user’s adaptation, a new test is done. In this test, a new
model is created for each session in order to check whether a modification of
the model causes an improvement of the results. Previously, the test to obtain
the best electrodes is done again. In all users, an important change in the best
electrodes is detected. After the initial training, the results obtained with all the
electrodes improve the results with the electrodes separately. For this reason, in
this case, the model is done using all the electrodes and a unique model is used
to decide between the different tasks. This model is made using the last three
sessions of the user and it is updated in each session.

4 Results

In this section, the results of the different tests and the selection of combination
of tasks are shown.

4.1 Tasks Combination Selection

At the beginning, a session of 12 registers is done to compare the results of the
different combination of tasks used in this paper (see Sec. 3.1). Comparisons
between the two groups were made using a cross validation and the results are
shown in Tables 1 and 2.

4.2 User’s Adaptation to the Model

After the selection of the best combination of task, a model is done following
the procedure described in Sec. 3.2. The online results of this test using a 8-fold
cross validation is shown in Table 3. In this table are represented the success
rate, the error rate, the uncertain rate and the Global Success Rate (GSR in this
paper). This parameter represents the success rate without taking into account
the uncertain rate.

4.3 Model’s Adaptation to the User

In table 4 is shown the results of the second training where the model is update
after each session. A 8-fold cross validation is used to obtain the results. In this
table the success rate and the error rate are shown.
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Table 1. Users 1 and 2: Results of tasks combination selection. Offline success rate %.

Electrode User 1 User 2
1-2 1-4 1-6 2-3 2-5 3-4 3-6 4-5 5-6 1-2 1-4 1-6 2-3 2-5 3-4 3-6 4-5 5-6

FC5 49 54 57 48 48 51 48 48 55 48 44 56 57 49 51 48 53 52
FC1 51 50 52 49 50 51 48 54 52 51 53 74 56 49 49 60 69 49
FC2 48 42 58 52 52 51 62 46 47 60 52 75 60 71 54 64 63 51
FC6 47 51 61 54 54 50 56 45 48 46 53 53 54 46 54 52 51 51
C3 53 45 51 54 55 49 49 57 51 47 59 71 58 73 53 67 58 47
Cz 48 49 63 53 62 51 65 66 45 39 48 48 49 61 51 53 61 53
C4 55 44 52 51 51 49 50 52 46 43 59 66 58 63 55 51 61 46
CP5 47 57 58 51 57 52 54 54 53 56 59 74 57 76 51 66 63 53
CP1 50 45 52 53 56 50 45 49 52 49 59 72 62 76 55 49 66 53
CP2 46 59 49 51 51 53 48 48 51 46 49 71 59 67 50 56 70 50
CP6 51 49 53 52 54 55 51 43 44 50 52 81 58 79 46 78 75 50
P3 47 48 50 48 56 46 40 52 47 48 58 75 61 78 52 58 65 51
Pz 47 43 53 49 48 51 44 56 50 42 52 70 62 77 57 53 69 46
P4 50 47 56 57 53 48 48 47 46 45 58 69 59 77 49 53 65 49
PO3 51 46 50 54 52 44 51 57 55 53 56 64 53 73 53 53 64 52
PO4 51 52 51 48 52 51 54 48 44 49 51 75 56 76 50 54 65 49

Mean 49 49 54 52 53 50 51 51 49 48 54 68 58 68 52 57 64 50

Table 2. Users 3 and 4: Results of tasks combination selection. Offline success rate %.

Electrode User 3 User 4
1-2 1-4 1-6 2-3 2-5 3-4 3-6 4-5 5-6 1-2 1-4 1-6 2-3 2-5 3-4 3-6 4-5 5-6

FC5 53 46 48 51 48 59 58 45 52 56 47 64 56 61 48 48 56 46
FC1 49 46 64 58 50 51 60 66 52 53 46 48 49 52 49 50 46 50
FC2 53 49 51 56 52 53 49 58 50 55 48 50 55 52 52 51 56 55
FC6 48 51 54 50 54 52 51 50 53 51 48 56 52 54 46 60 49 49
C3 52 61 63 52 55 63 57 52 51 56 44 61 56 62 50 59 56 42
Cz 50 48 54 52 62 55 55 50 53 52 53 60 50 53 52 52 53 56
C4 48 47 54 52 51 47 47 55 53 57 50 49 51 51 52 45 48 43
CP5 50 55 58 48 57 46 53 43 49 61 51 51 53 54 56 49 51 50
CP1 57 48 63 51 56 57 56 56 49 48 47 48 48 52 47 54 51 52
CP2 46 46 63 48 51 56 56 60 46 58 57 53 52 57 54 45 50 47
CP6 47 42 47 52 54 54 49 54 52 47 52 53 53 49 49 58 56 53
P3 50 49 56 54 56 56 52 57 52 48 57 51 52 46 59 52 56 49
Pz 57 49 55 58 48 58 58 62 49 54 47 55 54 50 51 57 45 50
P4 57 48 69 52 53 67 66 66 56 50 51 48 49 62 50 53 55 53
PO3 55 48 49 48 52 60 55 54 52 50 48 48 52 45 52 56 53 55
PO4 61 51 52 58 52 56 57 53 54 53 57 50 51 45 50 49 50 50

Mean 52 51 56 53 53 56 55 55 51 53 50 53 52 53 51 52 52 50
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Table 3. Results of ”User’s adaptation to the model” test

Session Value User 1 (%) User 2 (%) User 3 (%) User 4 (%)

Success 37.54 53.54 34.54 38.16
Error 38.94 34.16 40.01 36.81

Uncertain 23.52 12.31 25.45 25.03
Session 1 GSR 49.06 61.17 46.25 50.92

Success 39.43 58.06 36.06 39.83
Error 38.61 32.77 42.89 34.54

Uncertain 21.96 9.17 21.05 25.63
Session 2 GSR 50.59 63.75 45.75 53.55

Success 39.56 59.99 36.19 38.10
Error 38.03 30.39 39.35 36.97

Uncertain 22.41 9.62 24.46 24.89
Session 3 GSR 50.50 66.38 47.87 50.76

Success 38.57 55.39 37.46 37.88
Error 36.10 32.61 37.83 36.32

Uncertain 25.33 12.05 24.71 25.80
Session 4 GSR 51.66 62.63 49.70 51.05

Success 39.31 49.39 36.64 38.46
Error 36.35 36.10 37.13 35.76

Uncertain 24.34 14.52 26.23 25.71
Session 5 GSR 51.93 57.75 49.54 51.83

Success 40.17 58.64 37.21 37.12
Error 36.27 27.75 38.73 38.07

Uncertain 23.56 13.61 24.05 24.81
Session 6 GSR 52.57 67.88 48.99 49.38

Success 38.28 57.12 35.32 39.31
Error 36.88 27.67 42.27 36.87

Uncertain 24.83 15.22 22.41 23.82
Session 7 GSR 51.00 67.25 45.55 51.62

Success 38.98 56.02 36.20 38.41
Error 37.31 31.64 39.74 36.48

Uncertain 23.71 12.36 24.05 25.10
Mean GSR 51.04 63.83 47.66 51.30

5 Conclusion

The present study was designed to determine the effect of the training of the users
and the effect of the update of the model using a SVM classifier. Nevertheless,
the results shown in this paper do not improve significantly due to the subject
adaptation or the subsequent adaptation of the models.

As future works, further experimental researches are needed to estimate if this
study is extended to other imaginary tasks (such as mathematical or arithmetic
tasks). Besides, could be very useful repeat this study with different classifiers
in order to compare results since a better initial percentages of success. Finally,
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Table 4. Results of ”Model’s adaptation to the user” test

Session Value User 1 (%) User 2 (%) User 3 (%) User 4 (%)

Success 61.60 53.78 55.22 51.56
Session 1 Error 38.40 46.22 44.78 48.44

Success 54.61 53.99 52.67 50.99
Session 2 Error 45.39 46.01 47.33 49.01

Success 54.69 51.81 52.88 52.05
Session 3 Error 45.31 48.19 47.12 47.95

Success 59.09 52.84 55.31 51.97
Session 4 Error 40.91 47.16 44.69 48.03

Success 62.13 49.88 54.65 52.44
Session 5 Error 37.87 50.12 45.35 47.56

Success 53.08 51.69 56.50 51.95
Session 6 Error 46.92 48.31 43.50 48.05

Success 53.95 51.36 57.20 52.93
Session 7 Error 46.05 48.64 42.80 47.07

Success 57.02 52.19 54.92 51.98
Mean Error 42.98 47.81 45.08 48.02

this adaptation method will be tested with more healthy users, but also with
handicapped people to have a more reliable results.
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Abstract. This paper copes with the evaluation of a robotic telepres-
ence application for the elderly. It presents the experiences on using the
Giraff telepresence robot within three real testsites in Spain for more than
a year. Results from this evaluation are the basis for future improvements
of this technology which very likely will find a field of application in the
enhancement of the quality of life of the elderly. This work is framed in
the AAL European Joint Programme.

Keywords: Quality of Life Technologies, Robotic Telepresence, Elder
Telecare.

1 Introduction

Recent technological advances open uncountable possibilities to improve the
quality of life of users, especially those with emotional, physical and/or cognitive
impairments. A particular segment of the society that claims a major attention
is the elderly, given their dependence and risk of social isolation. In this light,
the Quality of Life Technologies (QoLTs) concept has emerged to reify the ap-
plication of different engineering disciplines like computer sciences, robotics, and
others to productively improve the daily life of people.

A significant application of the QoLTs is the so-called robotic telepresence.
Robotic telepresence refers to a combination of technologies that enables a person
to be virtually present and to interact in a remote place by means of a robot.
Shortly, a person, called secondary user, embodies a mobile robot, that is, s/he
takes the full control of the robot which physically interacts with the person
receiving the service, called primary user (see figure 1). The result is that the
primary user identifies the robot as the person who is behind (embodied) and
establishes a social relation as s/he was actually in the place. A typical scenario
where robotic telepresence contributes in the improvement of the quality of life
of the elderly is its use by healthcare personnel to regularly visit patients in
order to check their general health and mental state.

Robotics in general has striven for the development of assistant robots [13],
and concretely in the last years, robotic telepresence, has received great attention
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Fig. 1. Actors in a robotic telepresence application. The secondary user, a relative
or healthcare personnel, remotely drives the robot deployed in the primary user’s
apartment and interacts with her through videoconferencing.

from the community, especially applied to the social interaction and assistance
of the elderly. Some examples are the Telepresence Robot for Interpersonal Com-
munication (TRIC) [11], Telerobot [10], TeCaRob [12], Mebot [9], etc.

Under this perspective, robotic telepresence is a promising tool that strives for
motivating social communication with relatives and friends, helping in mitigating
the loneliness of the elderly population, and thus, contributing to improve their
quality of life.

A clear example of the concern on developing QoLT is the Ambient Assisted
Living (AAL) Joint Programme, an initiative promoted and funded by several
AAL Partner States and the European Commission [7]. Under this programme,
the work presented here is developed within the project ExCITE (Enabling So-
Cial Interaction Through Embodiment) [6]. The main objective of this project
is the evaluation of the user requirements of social interaction that enables em-
bodiment through robotic telepresence. For that, prototypes of a telepresence
robot called Giraff (see figure 2a) are deployed at the elders’ homes, enabling
relatives and healthcare personnel to interact with the primary users.

The ExCITE project comes up as an answer to the new generation of senior
citizen who are expected to be an active and productive part of the society long
after their retirement. The proposed solution considers the robotic telepresence
as a manner to improve their quality of life and social interaction. The ExCITE
project addresses a Pan-European scale study on the elderly acceptance of this
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technology. The study has been carried out in a number of test sites in Sweden,
Italy, and Spain in collaboration with healthcare centers, municipalities and re-
search organizations. In this paper we present the experiences and the evaluation
of the use of the Giraff robot in a number of test sites in Spain.

The structure of the paper is as follows. Section 2 describes the Giraff telep-
resence robot. In section 3 the three testsites considered in this evaluation are
presented. The general experience and the results of the evaluation is presented
in section 4. Finally, conclusions and future work are outlined.

2 The Giraff Telepresence Robot

The Giraff robot, or simply Giraff, is a telepresence robot developed by the Giraff
AB company [8]. It consists of a motorized wheeled platform endowed with a
videoconferencing set, including camera, microphone, speaker and screen. Giraff
permits a virtual visitor to move around, perceive the environment (audio and
video), and chat with the primary user. The height of Giraff, the streaming of
the visitor camera on the screen, and the possibility of tilting the Giraff’s head
help in establishing a friendly interaction with the user who can really experience
that the visitor is at home.

a) b)

Fig. 2. a) The Giraff telepresence robot. b) The Giraff Pilot application. The secondary
user drives Giraff by simply clicking on the image.

From a technical point of view, Giraff relies on a low-cost, commercial com-
puter onboard. The batteries of Giraff last, approximately, two hours and are
charged by docking the robot at a station plugged to a normal wall socket of
the house.



144 J. Gonzalez-Jimenez, C. Galindo, and C. Gutierrez-Castaneda

The Giraff manufacturer (Giraff Technologies AB) provides a software appli-
cation, called the Giraff Pilot, to easily teleoperate the system. Pilot is essentially
a graphical interface for driving the robot and controlling the standard video-
conference options, i.e., to initiate/hang-up a call, to adjust the speaker and
microphone volume, etc. (see figure 2b). At the Giraff side, a program is con-
tinually running, accepting calls and providing the necessary functionality for
videoconferencing and motion commands. All the actions needed from the elder
to handle Giraff can be very easily accomplished with a remote controller. Thus,
one of the major advantages of the Giraff telepresence robot is that neither the
user nor the visitor need any technological skill to use it, and they both can
manage the system (Pilot and Giraff) in an intuitive and natural way.

3 Testsites

Within the context of the ExCITE project, one of the main objectives is to
assess the reliability and usefulness of the Giraff telepresence robotic platform
as a mean to support elderly and to foster their social interaction.

Rather than testing the system in laboratory setting, the robotic platform is
placed in a real context of use. This approach is in line with several research
that highlights how systems that work well in the lab are often less successful
in real world environments [4]. The evaluation of robots made in a laboratory
environment, even though useful, does not favor the emergence of robotic aid
suitability to support elders who are able to stay in their own homes. For this
reason an essential step is to assess the technology in the specific contexts in
which the technology is supposed to be used [5].

Our field evaluation of Giraff is being carried out in three testsites in Spain.
Participants were selected by the research team, upon personal interviews with
the candidates. The selection criteria took into consideration their interest and
motivation, technical and practical requirements of the house, but more impor-
tantly it considered their social and healthcare needs. As a result of this process,
two women and a man from the province of Malaga (Spain) were selected. They
all three are widowers, with ages from 65 to 80, living alone with different grades
of dependency. Next, a detailed description of each test site is presented.

3.1 Testsite #1

Testsite #1, localized in the city of Malaga, started in May, 2011. The user is
a 65 years old widow lady who lives with one of her sons, though spends a lot
of time alone. Though she tries to be occupied in activities organized by the
municipality, she misses more personal relations: she only meets some relatives
from time to time, and communicates with them by phone on a weekly basis. She
is not a technological user, that is, she does not use computers at all, and is not
familiarized with videoconferencing either. The main motivation of this person
is to be connected to some of their relatives in a warmer and richer manner than
a mere phone call.
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A specific aim of this testsite is to evaluate the acceptance of a telepresence
robot as a companion and communication solution for an active user with an
acceptable health and mental state.

The particular layout of this testsite is shown in figure 3. The docking station
is placed in the livingroom, where the user spends most of the time, from where
visitors can drive Giraff up to the kitchen.

a) b)

Fig. 3. Testsite #1. a) Apartment layout of the rooms covered by the wifi network.
The small circle indicates the robot docked at the recharging station. The red trajec-
tory shows the path followed by Giraff in the experience filmed in [2]. b) The elder
communicating with a relative.

3.2 Testsite #2

This testsite started on November, 2011 in Estepona (Malaga). The primary
user is a 80 years old widower who lives alone at home (see figure 4). He is
self-sufficient but needs on-site attention by professional health providers, in
order to check the evolution of their mental abilities, reviewing the medication,
monitoring the blood pressure, temperature, blood sugar level, etc.

In this case, secondary users are, apart from relatives and friends, the profes-
sional team of a health center in Estepona, within the Andalusian Public Health
Service (”Distrito Sanitario Costa del Sol - Servicio Andaluz de Salud”).

3.3 Testsite #3

This testsite started on January, 2012 in Cóın (Malaga) with a 77 years old
widow as primary user (see figure 5). Since she is confined in a wheelchair, she
is not self-sufficient and needs a caregiver at home 24 hours a day, who does the
daily chores and assists her. The main motivation of this person to experience the
Giraff telepresence robot is to have a closer contact with her relatives through
the Giraff, especially with her sons and grandchildren who live in other cities.
The user has not notions of computers and technology whatsoever.
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Fig. 4. Testsite #2. a) Apartment layout. b) A doctor visits the elder and chats about
his medication.

a) b)

Fig. 5. Testsite #3. a) Apartment layout. b) The elder receives the visit of a relative.

4 Evaluation and Experiences

Setting up a testsite involves configuring, at the elderly’s home, a pack composed
by the Giraff robot, the recharging station, and a remote controller. An obvious,
mandatory requirement is the existence of a wifi network with a minimum band-
width of 6Mb of download speed and 1Mb for uploading. From our experience,
we have found that this might be a limitation, at least in Spain where many el-
der people have not wifi connection at home. In the case of secondary users they
only have to install the Pilot software and run it in a computer with internet
connection. Given that privacy is a paramount issue in this type of applications,
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the secondary user has to be approved to get access to a particular robot as well
as to sign in the system with a given credential at every connection.

In order to collect useful feedback of the Giraff telepresence experience from the
considered testsites described above we have regularly conducted personal inter-
views and questionnaires with both, primary and secondary users. They were in-
quired about suggestions for enhancements in both technical and human-machine
interaction features.

4.1 Primary Users

Primary users were asked about their feelings on having a robot at home as a
communication mean, as well as about particular problems or inconveniences
they have experienced. Results from our evaluations yield a positive view in
general. They expressed the technology is easy and valuable, opening for them
a new communication channel more interactive and appealing than traditional
phone calls. Regarding the acceptance of a robot at home, they consider it as a
new appliance that provides a service; the telepresence awareness is enough for
them to really ”feel” the robot as the person the robot is embodying, especially
during long calls.

After our evaluation, the main drawbacks and concerns that primary users
find in this technology are:

– The risk of losing the real contact with their relatives could delegate in
telepresence instead of physically visiting them.

– Concerns on the electrical consumption of Giraff. The users were worried
about this issue, although the normal power consumption of Giraff is
reduced, around 100 W. when charging.

– The noise that Giraff robot produces. Internal fans of the robot produces
the normal noise of a computer which can be annoying for some people,
especially during the night.

– The size of Giraff and the need of placing the docking station in a wide and
clear area. This is an inconvenience in small and cluttered houses.

– Impossibility of knowing the caller identity before answering the call.

4.2 Secondary Users

From the secondary-users’ point of view, the experience is gratifying in the sense
that relatives who live far away from primary users can have the feeling of being
in some way closer to them. That could relieve the guilty feeling of not putting
enough attention to the elder person, who is living alone. That is particularly im-
portant in Spanish and other Mediterranean cultures/societies, where the care of
elderly has traditionally been assumed by the family. On the other hand, some of
the secondary-users remark a guilty feeling because of the (partial) substitution
of real visits for telepresence communication. From the technical side, a frequent
complain is related to the quality of the connection which sometimes hinders a
fluid communication.
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Table 1. Secondary users evaluation. Parking the robot after a visit has been reported
as an unpleasant and sometimes annoying task.

Issue Evaluation

First general impression 4.25
General driving experience 4
General appearance of the interface 4.25
Learning curve 4.75
Moving in straight line 4
Turning 3.75
Parking into the docking station 3.3

Regarding the ease-of-use of the Giraff robot a number of tests have been
conducted with 15 secondary users who have evaluated different aspects of their
driving experiences in a scale from 1, (difficult), to 5, (easy). The average scores
are shown in the table 1. Note that although the general impressions are posi-
tively assessed, most of the secondary users found problems when parking the
robot, that is, attaching it to the docking station once the communication has
finished. A solution to this issue has been already reported in [1].

4.3 Utilization

During the evaluation presented in this paper, visits’ logs have been gathered
though a web service provided by Giraff AB. Figure 6 shows the evolution on the
utilization of the telepresence robot for each testsite. Notice that at the beginning
of the experience the number of received calls and the total duration is higher
than in the rest of the period. This is due to the number of testing calls during
the setup and also to the initial interest of secondary users to try the technology.
As the experience is no longer a something new, the relatives confessed that they
sometimes prefer to communicate with the elder via phone rather than turning
on the computer and connect to Giraff, and, in contrast, healthcare personnel
preferred to maintain telepresence as it is a much better tool for assessment and
monitoring health status. Also note the presence of errors in the communication,
especially in the case of the testsite #3 (see figure 6c)). These errors, mostly
due to problems with the internet connection, have a discouraging effect both
for primary and secondary users. Additionally, notice an abrupt decrease in the
number of calls and duration during holidays, e.g., around July and August.

5 Conclusions and Discussion

In this paper we have presented an evaluation of the use of a telepresence robot
for the elderly. The work presented here, framed in the ExCITE project, illus-
trates the experiences on three testsites in Spain with different profiles for the
primary users, i.e. elders. The testsites, still running, span for almost a year the
shortest to more than a year and a half, the longest. The evaluation carried out
on them relies on questionnaires and interviews, and has proven the suitability of
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(a) Testsite #1 (b) Testsite #2

(c) Testsite #3

Fig. 6. Evolution of the utilization of telepresence for each testsite in terms of number
of received, non-answered, and erroneous calls, and duration of effective communication

this technology for improving the quality of life of the elder population, though,
of course, there are a number of issues to be addressed in order to make it even
more acceptable.

Because of the social relevance of this promising technology, the experiences
carried out within this work have caught the attention of the Spanish mass
media. Apart from a number of press news, some tv programs have broadcasted
this research. Some examples can be found in [2] where the testsite #1 was
presented, and in [3] where the testsite #2 was filmed, including, in both, a
telepresence connection of a doctor.
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and Eduardo Fernández

Biomedical Neuroengineering Group, Miguel Hernández University of Elche,
Av. de la Universidad S/N, 03202 Elche, Spain

{eianez,aubeda,ehortal,jm.azorin,e.fernandez}@umh.es
http://nbio.umh.es

Abstract. This paper studies the ergonomic issues of a new multimodal
application based on the combination of an electrooculography interface
and a brain-computer interface to interact with a robot arm. This ap-
plication allows performing pick and place operations in a specific de-
signed environment. Eight able-bodied volunteers tested the application
and were requested to fill a survey about several aspects. To critically
discuss and analyze the results, questions about comfort, reliability, us-
ability and usefulness were answered by the participants. The results of
the survey show the usefulness of the system and the application, and
its relevance when using it with handicapped people with severe neuro-
muscular disorders. However, the use of multimodality also shows some
limitations.

Keywords: ergonomy, multimodal, brain-computer interface,
electrooculography, robot arm.

1 Introduction

A human-machine interface (HMI) allows a human to interact with an external
device, such as a computer or a robot arm [1, 2]. There are some kinds of HMIs
that can be very useful for physically impaired users when used as an assistive
technology. For example, electrooculography (EOG) interfaces [3], voice recog-
nition [4] and brain-computer interfaces (BCIs) have been widely used in this
sense [2]. Their main goal is to enhance the quality of life of disabled people,
increasing their independence and granting greater social inclusion.

The combination of some of these HMIs is called multimodality and can im-
prove the interaction by providing a better control for the user [5, 6]. In this
paper, a brain-computer interface and an electrooculography interface have been
combined to control a robot arm in a pick and place application. BCIs allow the
users to generate control commands with the only help of their thoughts, i.e.,
without performing any kind of motor movement [7]. There are different kinds
of BCIs [8–10]. In this paper, a non-invasive spontaneous BCI has been used.
EOG interfaces detect the eye motion by measuring the difference of potential
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between the cornea and the retina [11]. The EOG interface used in this paper is
able to detect the direction of the eye movement (left, right, up and down) and
the blink.

There are several works related to multimodality [12, 13]. However, the er-
gonomic issues involved in the use of these interfaces are not usually studied. The
opinion of users is very important to improve the applicability of these interfaces
and their ergonomic limitations [14]. In this paper, an empirical evaluation of
the multimodal interface developed has been made. A pick and place application
that consists of using the multimodal interface to control the actions of a robot
arm has been tested. After the tests, a survey with questions about comfort,
reliability, usability and usefulness was answered by the eight healthy users that
took part in the experiments. The main goal is to obtain a real feedback of the
users in order to study the improvements that can be done in the multimodal
interface and show if it has benefits regarding control or not. Moreover, the use of
brain and ocular interfaces can be of great help for physically disabled users and
a substitution of common robot control interfaces such as joysticks or mouses.

The remainder of the paper is organized as follows. In Section 2, the system
architecture is presented describing the BCI and the EOG interface and their
integration. Section 3 shows the designed application and presents the survey
requested to the volunteers. The results and the discussion about the survey are
presented in Section 4. Finally, the conclusions are summarized in Section 5.

2 System Architecture

A multimodal interface based on the general diagram shown in Fig. 1 (left) has
been designed. This interface uses EOG and EEG signals. To obtain the different
signals, the same acquisition device (gUSBamp amplifier from g.tec) has been
used. It has 16 channels and several internal filters. The sample frequency used
is 1200 Hz. The data are registered each 0.5 seconds for both interfaces and pro-
cessed independently to obtain two different commands that are combined to get
the final output. A bandpass filter between 0.1 and 100 Hz, and a Notch filter of
50 Hz to remove the network noise have been applied. The software used to reg-
ister the EEG and EOG signals has been programmed in Matlab using the API
(Application Programming Interface) provided by the manufacturer (gUSBamp
MATLAB API). The processing of the signals and the control architecture has
been developed using Matlab. In Fig. 1 (right), a real image of the experimental
environment is shown. The user sits in front of the robot arm and manipulates
the objects with the help of their thoughts and eye movements.

Brain-Computer Interface. The non-invasive spontaneous BCI designed in
[1] has been incorporated into the multimodal interface performing some im-
provements. Our BCI allows differentiating between three mental tasks related
to motor imagery through 7 surface passive electrodes placed on the scalp (be-
fore, 16 electrodes were used). As the mental tasks are related to motor imagery,
the electrodes have been placed in the following positions of the motor cortex of
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the brain: FC1, FC2, C3, Cz, C4, CP1 and CP2, according to the International
System 10/20. The users were asked to imagine three different tasks: imagination
of a repetitive small circular movement of the left arm; imagination of a repetitive
small circular movement of the right arm; and counting operation (backwards
from 20) as rest task. A processing has been performed to the EEG signals each
0.5 seconds in windows of 1 second of duration (overlap of 0.5 seconds with the
previous sample). A features vector of 56 elements has been obtained combining
two algorithms: a FFT between 8 and 16 Hz with a resolution of 2 Hz and a
Wavelet Transform selecting three ranges of frequency (0 to 38 Hz, 19 to 28 Hz,
and 9 to 19 Hz). The classifier used to differentiate between the mental tasks
is based on Linear Discriminant Analysis (LDA). This classifier was developed
in [1]. It combines four different models to classify three mental tasks related to
motor imagery. A score-based system has been developed to obtain the output
of the BCI: right, rest state, left or uncertainty.

EOG Interface. EOG is based on the fact that the eye acts as an electrical
dipole between the cornea (positive potential) and the retina (negative poten-
tial) [11] (see Fig. 2, left). To obtain the EOG biosignals from the volunteer, four
dry flat electrodes have been distributed as it can be seen in Fig. 2, right: two
to measure the horizontal channel, two for the vertical channel, and a reference
placed on the forehead. The algorithm to detect the eyes movement described in
[3, 15] has been improved. The new algorithm is able to detect the gaze direction
of the eyes (right, left, up and down) as well as the blink of the volunteers. The
volunteers must perform a fast movement of their eyes on the desired direction
and then they must return them to the center position. The algorithm works us-
ing time windows of 0.25, 0.5 and 1 seconds (previous work worked with windows
of 1 second). A window of 0.5 seconds has been used in this work to synchronize
the output with the BCI. Another improvement is that the algorithm is even
able to detect when an eye movement is performed between two windows of pro-
cessing. The processing is based on the derivative to detect the abrupt changes
of the signal when the volunteer performs a fast movement of their eyes. Now is

Fig. 1. General diagram of the system (left) and experimental environment (right)
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Fig. 2. Ocular dipole (left). EOG electrodes location (right).

able to also detect the blink. To obtain the output, i.e. the direction of the gaze
or the blink of the user, each window is analyzed.

Robot Environment. The robot arm used is the Fanuc LR-Mate 200iB model.
It has six degrees of freedom and can carry up to 5 kg. A pneumatic gripper has
been attached to the end effector of the robot to make possible pick and place
operations during the experiments. The robot is placed in a special structure
(see right of Fig. 1) with a workspace that makes possible to operate it from a
safe distance. It has the proper illumination to perform tasks over a horizontal
panel where different objects can be placed to interact with them. The volunteer
sits in front of the robot environment. As it can be seen in Fig. 1 (right), two
boxes with different height have been placed on the table next to the robot arm.
The robot arm can pick and place an object (in this case, another small box)
with the pneumatic gripper attached at its end effector.

Integration of Both Interfaces. The BCI and the EOG interface have been
combined in order to be able to perform complex tasks, such as pick and place
operations in a tridimensional environment using a robot arm. The combination
of both interfaces is expected to improve the control of the robot. The robot arm
has a gripper attached at its end effector to interact with objects.

Each 0.5 seconds, the EOG and EEG signals are processed to obtain the
gaze direction or the blink and the mental task the volunteer is performing.
Both commands are combined to interact with the robot arm. On the one hand,
the EOG interface is used to control the movement of the robot in the XY
plan. On the other hand, the BCI controls the height (Z axis) of the robot. To
activate the gripper, the user must perform two consecutive blinks to close or
open it depending on the situation. The robot moves 40 mm per second which
corresponds to 20 mm per multimodal command sent, as a multimodal command
is sent each 0.5 seconds.

This approach is based on a non-simultaneous control of both interfaces which,
in terms of usability, makes the operation of the robot easier. When the volunteer
performs an EOG command (left, right, up or down), the robot starts moving in
the corresponding direction of the XY plane (left, right, forward or backward).
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To stop the robot, the user must look into the opposite direction and, then,
the robot can be moved again in any other direction. This has been done to
make the control more precise. While the robot is stopped, its height can be
changed using the BCI. To that end, when the user thinks about the right
arm movement, the robot goes up, while it goes down when the mental task
performed is the imagination of the left arm movement. A delay of 1.5 seconds
has been included when the control changes from the EOG interface to the BCI
to avoid undesirable movements. This delay does not affect the decoding of the
signal. The brain signals are being processed also during the delay to avoid a
bigger delay after the 1.5 seconds. Finally, the gripper is activated using two
consecutive blinks. This allows the volunteers to blink normally during the tests
to avoid eye fatigue and perform two fast blinks to open or close the gripper
depending on the current state.

3 Experimental Tests

The application designed consists of a pick and place operation with objects
in an environment using a real robot arm (Section 2). A specific protocol has
been followed during the tests to configure both interfaces, perform the training
and, finally, do several repetitions of the same experimental sequence. During
the execution of the tests, the participants have to complete a pick and place
operation that consists of taking an object from its initial position to the top
of a box. When the tests are completed, the volunteers are requested to fill a
survey about the usefulness, reliability and usability of the system, as well as
the effort taken by the users while performing complex tasks.

Eight healthy volunteers (7 male, 1 female) with an average age of 29.9±5.6
(mean±SD) years old took part in the experiments. All volunteers had no medical
history of neurological and psychiatric disorders. Five of them needed glasses to
obtain a clear vision of the elements of the tests. Six of them were right-handed
and the other two were left-handed. After informing the participants of the
requirements of the procedure, the volunteers agreed and gave their consents to
take part in the tests. All the volunteers are used to work with computers and
similar devices (6-10 hours/day). For this reason, they all easily understood the
explanation of the tests. One of them was also familiar with BCIs and three more
had already participated in previous experiments with similar human-machine
interfaces. The users performed the initial training in front of a PC screen at a
distance of 1 metre, while the final tests were performed directly in front of the
structure of the robot to see clearer the interaction with the objects.

Description of Experimental Tests. Each participant performed the tests in
the same day following a particular protocol. First, the necessary equipment to
register both EOG and EEG signals is placed. After that, a training with both
interfaces individually must be performed. All the process lasts about 80 min-
utes (including resting periods). After these initial preparations, the volunteers
will perform a simple pick and place tasks using the multimodal architecture
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designed. In Fig. 1 (right), the appearance of the environment can be seen. The
user is sat in front of the robot arm. There are several boxes to simulate an
environment with different heights. The small box is going to be moved from an
initial position to the top of the other box with the same color. This operation
will be performed three times. The robot arm starts in an initial position. The
user must use their eye movements to situate the gripper over the small box, and
then, he/she must perform the corresponding mental task to approach vertically
the robot arm to the box. Finally, he/she must open/close the gripper using
their blink. A similar procedure must be followed to place the object over a box.
The duration of all three tests, including resting time, lasts about 30 minutes.

Survey Description. After performing the tests, the participants were asked
to fill a survey about the use of the multimodal system. First, several questions
about personal characteristics, which may be relevant for the study, were made.
The second part consisted of the opinion of the volunteers about the tests. The
users score each question from 1 (low) to 5 (high). It was divided in five different
sections:

– Comfort: questions about the preparation of the tests and equipment. The
users were required to answer about comfort issues.

– Reliability: questions about the multimodal interface in terms of accuracy
and control. The volunteers were required to answer about the use of the
EOG interface and the BCI, and about the combination of both.

– Usability: questions about the time of the tests and the level of stress and
tiredness. The volunteers were required to answer about the use of the EOG
interface and the BCI, and about the combination of both.

– Usefulness: questions about general satisfaction and helpfulness of the sys-
tem. The participants were required to answer about the use of the EOG
interface and the BCI, and about the combination of both.

– General impressions: finally, some general questions were asked to show the
problems and improvements that could be made on the system, particularly
in aspects of reliability and future applications.

4 Results

The results obtained from the survey made by all eight users are discussed next.
As it has been mentioned before, the survey has been divided in five sections that
show a general and particular view of the performance of the tests, comparing
the use of both interfaces (ocular and brain) alone or in combination.

Comfort. As expected, the volunteers consider that the equipment used to
measure the EOG signals is quite comfortable (3.8 ± 0.9), while the BCI has a
normal grade of comfort (2.6±0.9). The placement of the cap and the electrodes
is a bit more complex and that was more disturbing for the volunteers. The users
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Fig. 3. Survey results of reliability and usability

also indicated that the time of tests was more or less as they expected regard-
ing the application they had to perform, particularly, the use of two different
interfaces at the same time. These results are coherent with the experimental
design of each session, where the number of tests and time used to train with
the interface was limited to avoid tiredness.

Reliability. The accuracy of EOG systems is usually very high. In our case, the
success rate obtained is over 95% with a 5% of no-detections (no error) when
performing movements. In the case of blinking, the detection is almost a 100%,
but a small number of volunteers have similar EOG signals when looking up and
blinking, that may lead to no detections of the blink. On the other hand, BCIs
are usually less accurate (in this case, 60% average) due to the complexity of the
classification of mental tasks. However, the results improved when performing
the robot tests, as the volunteers had a more motivating visual feedback.

As it can be seen in Fig. 3 (up-left), the volunteers’ impressions about the
success rate of the system are, as it was expected, greater for the EOG inter-
face (4.3±0.7) than for the BCI (2.5±1.1). Blinking (3.6±1.1) is also a bit less
accurate than the EOG movement. People were also asked about the difficulty
on the control of both interfaces and the multimodal combination. Fig. 3 (up-
right) shows that the EEG interface (3.4±1.6) is harder to control than the EOG
interface (2.0±1.1). According to expectations, this study did not find an im-
provement using the multimodal combination (3.5±1.3), as the control difficulty
in a non-simultaneous control tends to be at least as higher as the one obtained
with the most difficult one, in this case, the BCI itself. However, it has been
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verified that time can significantly increase without combining both interfaces.
The participants also think that changes of the control between interfaces are
certainly complex (3.4±1.2). Finally, the volunteers have rated the overall relia-
bility of the system (including the application) with 3.3±0.9, which shows that
the whole test is not very difficult to achieve.

Usability. The results of the survey related to the usability of the system
show that the tests are not excessively tiring, but performing complex tasks
using multimodality is quite stressful. As it can be seen in Fig. 3 (down-left),
the level of tiredness during the tests is coherent regarding the design of the
test. The BCI needs a constant concentration to generate the commands that
allow changing the height of the robot arm, while the EOG movements are per-
formed only in specific moments (when the user changes directions or stops the
robot). The blink is only performed twice to pick and place the object activating
the gripper.

Tiredness before and after the tests has also been measured, showing that
the volunteers started the tests quite relaxed (1.5±0.8) and they were not too
tired after about two hours (3.1±0.8). In Fig. 3 (down-right), the stress felt by
the participants during the tests is shown. The BCI is more stressful than the
EOG interface as it has been already commented. When using the multimodal
interface, the stress rises due to the complexity of the operations with the robot.
Finally, the impression about the length of the whole session (trainings and
tests), which is about 110 minutes, was not considered as a very long period by
the volunteers (2.4±1.4).

Usefulness. When the volunteers were asked about their general satisfaction
after performing the tests (Fig. 4), most were quite pleased about the EOG
interface. However, due to lower accuracy of BCI systems in general, they were
not as satisfied with this particular interface, and by extension, with the whole
system. Nevertheless, all the volunteers agreed about the usefulness of the system
(4.0±0.5).

Fig. 4. Survey results of usefulness
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General Impression. Finally, several general questions were asked to the
participants. They were free to write with their own words their interests and
impressions about the multimodal interface proposed.

Several ideas were suggested about improvements of the system. There was
a general agreement about the need of enhancing the BCI in terms of accuracy
to obtain a better control and avoid stress when thinking. Another volunteer
suggested an improvement in the equipment by avoiding the use of conductive
gels using other existent acquisition devices that do not need them. This user
also proposed to test different mental tasks not necessarily related to motor
imagery. About the limitations of the system, there is again a general agree-
ment about the need of avoiding the stress and tiredness provoked by the use of
the BCI. Only one user indicated some problems with the EOG blink detection.
The multimodality also generates some stress when controlling the robot arm.
The speed of the robot movement was also suggested to be increased.

About the general opinion related to future applications of the system, the
volunteers remarked that the multimodal interface could be very useful for hand-
icapped people in their daily life to perform simple tasks like using a PC, con-
trolling electrical appliances at home, moving objects or feed themselves.

5 Conclusions

In this paper, an empirical analysis of a multimodal interface based on the combi-
nation of a BCI and an EOG interface to control a robot arm has been presented.
This multimodal interface allows performing pick and place operations in a tridi-
mensional environment where the height of the robot end effector is controlled
through brain activity, its movements in a horizontal plane are handled by ocular
commands and the blink closes/opens its gripper. Several tests have been per-
formed by eight healthy volunteers in order to evaluate different aspects of the
multimodal interface. To that end, a survey is presented with questions about
comfort, reliability, usability, usefulness and general impressions.

As future works, after analyzing the suggestions of the volunteers and the
results obtained, an improvement on the integration of both interfaces should
be done to solve the limitations remarked by the volunteers. Comfort could be
improved by using devices easier to place and that do not require the use of gels.
The EOG algorithm will be improved by automatically adjusting the thresholds
to prevent errors due to eye fatigue. Finally, this multimodal interface will be
tested with more healthy users, but also with handicapped people. This will
be important to obtain a real feedback of their special needs. In this sense, it
is important to improve the general comfortability of the system and reduce
the time taken to perform the tests. It is expected that the use of ocular and
brain interfaces, which do not require a physical motor movement to work, could
dramatically improve the accessibility of handicapped people to daily tasks such
as pick and place objects in a domestic environment.
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Abstract. The need to understand and model human-like behavior and
intelligence has been embraced by a multidisciplinary community for sev-
eral decades. The success so far has been shown in solutions for a concrete
task or a competence, and these solutions are seldom a truly multidis-
ciplinary effort. In this paper we analyze the needs and the opportu-
nities for combining artificial intelligence and bio-inspired computation
within an application domain that provides a cluster of solutions instead
of searching for a solution to a single task. We analyze applications of
training children with autism spectrum disorder (ASD) with a humanoid
robot, because it must include multidisciplinary effort and at the same
time there is a clear need for better models of human-like behavior which
will be tested in real life scenarios through these robots. We designed,
implemented, and carried out three applied behavior analysis (ABA)
based robot interventions. All interventions aim to promote self initiated
social behavior in children with ASD. We found out that the standard-
ization of the robot training scenarios and using unified robot platforms
can be an enabler for integrating multiple intelligent and bio-inspired
algorithms for creation of tailored, but domain specific robot skills and
competencies. This approach might set a new trend to how artificial
and bio-inspired robot applications develop. We suggest that social com-
puting techniques are a pragmatic solution to creation of standardized
training scenarios and therefore enable the replacement of perceivably
intelligent robot behaviors with truly intelligent ones.

Keywords: Artificial intelligence, machine learning, training children
with autism with robots, ABA therapy with humanoid robots,
bio-inspired computing.

1 Introduction

Developing and validating robot based interventions for children with autism
spectrum disorder (ASD) is rapidly growing research field (e.g.,[1,2,3,4,5,6,7,8])
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which exemplifies the advancement as well as the problems and the needs in
combining artificial intelligence, bioinspired methods and human intelligence in
real life applications.

Training children with autism with robots is an application domain in which
one typically encounters the “dual user” problem: a domain specialist that uses
the robot as a tool to augment his/her practice, and the client or patient that is
traditionally served by the domain specialist and who is now (partially) served
by a robot [5,9]. Therefore, the robot behaviors that are developed for such
applications have to serve two aims: enabling and empowering the therapists to
train the children, as well as engagement of the robot in natural interaction with
the children. Although these aims are very interrelated, they require different
robot competencies and features. The empowering the therapists to use robots
requires an end-user programming environment, and tools to monitor and easily
respond to child behavior through the robot. A natural child to robot interaction
requires a robot to have or simulate intelligent behavior and interaction, based
on object manipulation and human body language understanding, speech and
voice prosody recognition, and robustness to disturbances from human or other
environmental agents or circumstances.

Searching for an answer of how behavioral training of autistic children can
benefit by the use of robots, we identified that an effective collaboration be-
tween therapists, robot specialists, software developers and human robot inter-
action researchers is a necessity. Each of these communities of researchers or
practitioners comes with its own perspective on how robots might be useful and
brings its own methodologies and requirements for the use of robots and for
the control that humans need to have in this process [9,10]. The of translation
and transformation of knowledge between domains could be at the same time
beneficial and restricting. For instance, the acceptance that robot can be par-
tially remotely controlled, as in human-robot interaction applications, enables
the development of working applications. The actual implementation requires a
careful negotiation of the priorities in the development of real-life applications.
A typical problems that arise here are to decide the ratio between the robot
behaving in a way that it will be perceived as intelligent versus the robot pos-
sessing a level of intelligence that drives its behavior. To clarify that point, the
perceived intelligence is expressed when the robot behavior is designed to look
human-like or clever, but does not require the ability to act according to the
interpretation of the sensory information and making behavioral choices based
on this and other (for instance memory or learning) information.

Within a multidisciplinary project that includes therapists and child psycholo-
gists, robot behavior developers and researchers in human-robot interaction field
[5], we analyze the needs, the opportunities, and the balance between including
bio-inspired or artificial intelligence methods in application that intend to find a
systematic way of including the robots in autism training. We identified 3 groups
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of problems where the interplay between natural and artificial intelligence has
to be analyzed for challenges and opportunities. These are

1. the empowering and alleviating the work of the therapists, parents and care-
givers through a robot based therapy;

2. the creation of tailor-made natural interaction scenarios between a robot and
the child;

3. the knowledge translation between the involved domains, i.e. therapists,
human-robot interaction specialists and robot behavior developers.

2 Experimental Design as the Basis of the Analysis

In cooperation with experts from Dr. Leo Kannerhuis, a center for autism treat-
ment and research in the Netherlands, three interaction scenarios between a
robot and a child with ASD were developed to cover several training sessions for
the children. Since the clients of this clinic are high functioning children with
ASD, more complex scenarios targeting socialization and communication skills
like self-initiation, question asking and problem solving were developed.

During the last four decades techniques and teaching approaches derived from
Applied Behavior Analyses (ABA) have been the focus of extensive research for
teaching new skills to individuals with ASD [11,12]. Pivotal Response Treatment
(PRT) [12] is a promising intervention using principles of ABA. The scenarios
that we developed [1], focus for the larger part on pivotal areas [12]. Using stan-
dardized ABA training with elements of PRT makes possible that a systematic
and gradually more complex training can take place, but the robot scenarios
follow several similarly structured training scripts that are part of bigger scenar-
ios and within these scripts variations of intelligent robot behaviors are needed.
These include, depending on the scenario, voice prosody and speech recogni-
tion, objects, face and gaze following, and providing an appropriate response to
the child.

We designed, implemented and carried out three ABA-based robot interven-
tions. The children in these interventions were involved in sessions where they
had the opportunity to play game that was mediated by the robot or they
interacted with the robot directly. Some of the robot interactions were prepro-
grammed or autonomous, and at places, when the robot action depended on the
answer of the child, the therapist controlled the reaction of the robot by choosing
from a number of options [7].

A digital video camera was used to record all sessions. During baseline, in-
tervention with the human trainer and follow-up, several play materials (e.g.,
LEGO-blocks, toy cars, and plastic toy animals), and pictures were used. The
children were familiar with those materials. During intervention sessions with
the robot, a NAO robot from Aldebaran robotics was used [1]. The NAO robot
is a humanoid robot, however, it has a simple face to prevent confusion or over-
stimulation in the children. For the voice of the robot a female pre-recorded voice
(in one experiment) and text to speech (TTS) computerized voices were used.
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3 Robot Intelligence for Empowering the Therapists and
Caregivers

In this section we discuss the needs of domain specialists (therapists) in autism
training that use the robot as a tool to augment their practice. At this stage
of development of robot based therapies the children are always exposed to the
robot through or under close supervision of a therapist, parent or a researcher.

From the perspective of the therapists the reliability of the technology is the
major issue in these applications. This was the reason to provide an option
for remote robot control. A remote controller is also needed to fake intelligent
behavior when the creation of such is beyond the achievements of the state of
the art research. In addition, this restricts the use of learning algorithms, which
have always about 2 percent risk to make a mistake due to the properties of the
statistical optimization method [13].

The existing training practices for ASD address specific skills such as: lan-
guage and communication, problem solving, daily living and appropriate social
response. We have chosen ABA, training that utilizes the well-validated psy-
chosocial interventions / training programs of ABA that are clinically employed
in ASD and are highly transferable to adaptation for use within robot-based
behavioral training scenarios. The ABA scenarios often need to be personalized.
In other words, besides the efforts to create useful scenarios, it will be necessary
that the therapists change their scenarios “on the fly”, i.e. they need to be able
to program the robot in an easy and intuitive way.

Initially we believed that creating a sufficient amount of behavioral primitives
for the robot will directly enable the therapists to assemble individualized train-
ing scenarios for the children. Within the variety of possible interactions, parts of
scenarios that included ABA training strategies were repeatedly used. This made
us realize, that instead of making the domain specialists use sets of behavioral
primitives we can create complete scripts that can be edited for tailored training,
while the overall script remains the same. Social computing methods enable the
creation of models of complex and interesting social scenarios, possible obsta-
cles that may arise in those scenarios, and potential solutions to those obstacles
[14]. The Wikitherapist project [1], aims to make therapists from different clin-
ics develop and share training scenarios that are beneficial for achievement of
particular learning goals. Using a community of ABA practitioners we aim to
create a set of example scenarios that can be tailored for the particular child
by changing some dialog and robot competencies. Such an approach, directed
by social computing, will create a unified testbed for share and reuse of robot
training scenarios and also enable the faked robot competencies to be resolved
with artificial intelligence and bio-inspired methods.

4 The Natural and Artificial Intelligence in Robot-Child
Interaction

The challenge in constructing scenario’s is seen in the ability of the robot to
get engaged in social interaction behaviors such as joint attention, imitation,
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turn taking, collaboration. Initiation of social interaction, as a part of ABA
training, requires a person to be detected, recognized, or followed. The ability to
speak, and recognize even a small set of speech qualities (such as several words
and speech prosody), recognize and manipulate some objects, and express social
gestures will be very favorable. We will discuss the robot competencies through
the needs of the particular ABA therapeutic framework.

4.1 Speech and Voice Prosody Processing

Speech is essential for the interaction between man and a robot and forms a
very important aspect in training of autistic children. The NAO robot, used for
training, is equipped with Nuance Automatic Speech Recognition (ASR) and
Acapela Text To Speech (TTS).

In one of the first experiments conducted in the clinic all spoken sentences
were pre-recorded. The motivation to do so was that a dutch TTS system was
not yet available on the robot, and spoken text would sound more natural than
text converted to computer generated speech.

Recording of natural voices is very time consuming and costly, and small
corrections in the text require high implementation effort. When the the dutch
TTS became available, it proved to be of acceptable quality. In addition, the
TTS synthesized voices provide opportunities for increasing robot autonomy in
conversations. The drawback of a TTS system is that it sometimes pronounces
words differently, speaks too fast, and sounds somewhat monotonously.

The goal of an ASR system is to accurately and efficiently convert a speech
signal into a text message transcription of the spoken words independent of the
speaker. Speech recognition is an essential aspect in communication, however
automatic speech recognition is a very complex problem, because:

1. despite high recognition rates for a restricted dictionary of over 90 percent
(under good circumstances) one has to deal properly with this uncertainty,

2. working with children with delayed speech development and unclear pronun-
ciation increases the chance of fault recognition,

3. the audio recorded by NAO robot contains motor noises, due to positioning
of the fans in the vicinity of the microphones, i.e. noise filtering is required.

4. even if the text is properly recognized, it need to be interpreted followed by
automatic construction of an appropriate reply, substantial latency might
occur resulting in unnatural turn taking in speech interaction.

Voice prosody recognition, which can give a good indication of the persons
emotional state is within the reach of the contemporary signal processing and
machine learning techniques.

4.2 Visual Data Processing

Face, Gaze, Human Movement and Emotion Recognition. Popular in
game engines, like the XBOX in combination with a Kinect (by Microsoft) use
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c) d)

e) f)

Fig. 1. Vision processing examples, available within TiViPE [15]

skin tones in combination with 3D stereo (infrared laser; time-of-flight) to rec-
ognize hands and faces in real time for playing games without using a game
controller. These engines have resulted in novel robust recognition methodolo-
gies, hand, face, and body posture recognition.

Skin detection in color images by thresholding is an efficient way to locate
skin-colored pixels [17,18], which might indicate the existence of human faces
and hands. The drawback of this method is that many other objects are have
skin-tone colors, such as wood, sand, leather, or fur. Also switching on lights
with a warm color (<2700K) makes objects appear skin like, and thus color seg-
regation should always be used in combination with other features. The skin area
detection and following has been used for recognition of emotional movements
in humans [18].
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Generic methodologies to reduce color space dimensionality such as k-means
algorithm can facilitate the search for strongly colored objects, as illustrated in
Figure 1a,b, represent the input a) and clustered b) image.

In scenario’s the robot might be pointing in the direction of the desired color,
stating that the child might find the object there. Thus a simple color segregation
mechanism might facilitate in scenario development.

Human face recognition has been a topic of extensive research for several
decades. Face features are specific by shape and location, because of that
databases with thousands of faces available, such that clustering of features can
be performed by machine learning algorithms (i. e. on the basis of examples).
This yields a robust face recognition systems. The OpenCV software library
contains several good algorithms such a Eigenfaces, Fisherfaces, Local binary
patterns histograms, or Haar like features can be used. Latter became popular
since it can be executed in real time [16]. A Haar-like features, such as edge, line,
and center-surround features, considers adjacent rectangular regions at a spe-
cific location in a detection window, sums up the pixel intensities in each region
and calculates the difference between these sums. This difference is then used
to categorize subsections of an image. For finding the right features a database
of images is required, therefore the technique of using Haar-like features is not
restricted to faces only, and has been applied to recognize eyes, ears, mouth, and
nose, but also lower, upper, and complete body.

Recognition of eyes, and gaze correspondingly, appears to be much more dif-
ficult problem, since there are less features in an eye, and different face orienta-
tions can hide the eyes for an artificial vision system. For interaction scenarios,
however, even one reliable gaze recognition per second or two can contribute to
natural interaction Figure 1f.

The quality of face, facial parts, or body recognition strongly depends on
the number of (training) examples. Since large databases are available for faces,
face recognition works fine using these Haar-like features. For the robot QVGA
(320x240) or VGA (640x480) images are used, object recognition works fine
withing a 3 meter range, as illustrated in Figure 1f.

Handling Objects for Joint Attention and Turn Taking. Visual data
processing is a wide field ranging from early vision features to recognition of
complex objects or dynamic features. Applications in object recognition usually
target a very specific group of objects, and often require multiple vision features
by form, color, motion, and depth. These features can all be extracted from
an image, in a generic way. Once these features have been extracted it is still
very hard to make up an object, and evaluate when one object is different from
another. The way to overcome this problem is to retrieve features from a single
object at different views and notify the system that all these views represent
the same object, and let the system learn different objects. These object are
either learned as a global object or using a leveled approach where component
classifiers are used at the first level and the outcome of these classifiers is used to
form a so-called single combination classifier [19]. Techniques used are support
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vector machines (SVM), cross-correlation in combination with linear classifiers,
or feature extraction in combination with a boosting technique [20].

Center-surround, simple, complex, and crossing type of cells, found in the
primary visual cortex of mammals [21], resemble similarities with the Haar like
features. Bio-inspired operators, [22,23,24] gives in principle similar results as
selecting the right Haar feature. The advantage of the bio-inspired operators is
that a combination of hierarchies of these features can bring on a long term to
the human-like vision system.

Bioinspired operators have been successfully used for handling simple objects
like dice for identifying the upper surface of a 3D object and to count the spots
(pips) on the top of a dice Figure 1c, d. The target of automatizing a dice
game appears to be a relatively simple case of image processing, recognizing pips
(Figure 1d) on the top surface of dice is performed using center-surround type
of cells. These cells respond strongly to pips,and the recognition rate on these
might be well over 99%, but still one needs to consider that falsely recognized pips
might lead to heated discussions when playing games with children, therefore the
scenario’s created always need to have a escape that deals with such a problem.

5 Discussion

We applied a participatory co-creation process to develop real-life robot based
behavioral therapies for children with autism. This process combines (a) em-
powering the therapists with tools to use and reprogram the robot and (b)
acquisition of domain specific knowledge from the therapists in order to design
robot-child interaction scenarios that accomplish specific learning goals and (c)
creation of community of domain specialists and parents that, by the means of
social computing methods, will direct the process of scenario creation.

The first two aspects of the process are mutually dependent and comply with
the common practice in therapy to create training scenarios, i.e. the therapists
define a learning goal that can be achieved through actions eliciting behavior,
teaching and practicing skills or providing feedback or encouragement. In at-
tempt to replace part of these training efforts by a robot, we need the robot to
acquire gradually more autonomy, which means more currently remotely con-
trolled training actions should be replaced by autonomous actions by the robot.
In a search for increasing this autonomy, we have identified repeating structures
in the performed ABA based robot scenarios. We found out that it is possible to
use ready parts of scenarios that exemplify a training components, and replace
the robot interaction behaviors according to the needs and the taste of the indi-
vidual child. This is to counter the well established approach of using behavioral
primitives.

This new approach can only be realized if there is an existence of a common
software and hardware platform, that can enable the development of cluster of
standardized intelligent behaviors, that can be used interchangeably according to
the needs of the particular child. In fact, many individual robot skills and compe-
tencies have been developed for a particular robot and language and application,
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but still there is the need to reprogram these skills for any new application case.
This is one serious setback for the development of general purpose intelligent
robot. Since NAO robot has been established as a standardized robot platform,
a standardization of the overall platform, including the software and hardware
will make possible intelligent solutions to be vastly reused.

In addition, clusters of applications that are useful for the particular appli-
cation domain are needed. Our findings are based on the work with a single
clinic with which we co-developed an ABA-based training tailored for the spe-
cific group of children. We have evidence from practice to believe that using the
methods from social computing by the community of ABA trained therapists can
bring to a creation and sharing of scenarios. While the machine learning methods
use examples to learn how to recognize complex objects, the social computing
techniques use a community to create knowledge, in our case useful training
scenarios, which directs the developments in robot intelligence and interaction.

In summary, we proposed that a common robot and software platform, cre-
ation of a cluster of applications, and the use of a community to decide the right
directions for the development of the appropriate robot behaviors. We argued
that directed, standardized, and truly reusable intelligent behaviors will make
possible building on a cluster of applications, and will make possible higher in-
telligence tasks to be build by combining of simpler robot competencies within
standardized scenarios. This could be necessary designers contribution to general
robot intelligence that was not achieved for decades.

Acknowledgment. The authors gratefully acknowledge the support of the
Innovation-Oriented Research Program Integral Product Creation and Realiza-
tion (IOP IPCR) of the Dutch Ministry of Economic Affairs, Agriculture and
Innovation, The Hague.

References

1. Gillesen, J.C.C., Barakova, E.I., Huskens, B.E.B.M., Feijs, L.M.G.: From training
to robot behavior: Towards custom scenarios for robotics in training programs for
asd. In: IEEE Int. Conf. on Rehabilitation Robotics (ICORR), pp. 1–7 (2011)

2. Goodrich, M.A., Colton, M., et al.: Incorporating a robot into an autism therapy
team. IEEE, Intelligent Systems 27(2), 52–59 (2012)
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Abstract. Any effort to improve the efficiency of the physical rehabilita-
tion processes is fundamental to ensure the sustainability of healthcare
services. This efficiency depends greatly on the patient’s adherence to
the rehabilitation treatments. Information and communication technolo-
gies can help in these issues offering solutions that aim to monitor the
patients’ rehabilitation exercises performance allowing the existence of
domiciliary rehabilitation scenarios. We have developed a solution of this
kind, which aims to be as simple and low-cost as possible in the way of
how recognizes and evaluates patient’s movements. In this work we show
a comparison between the use of a multilayer perceptron and a distance
between patterns measuring algorithm for patients’ motion recognition.

Keywords: telerehabilitation,motion recognition,multilayer perceptron,
dynamic time warping.

1 Introduction

Physical rehabilitation processes intend to return patients to a good or healthy
condition, state or way of living. Musculoskeletal injuries, certain illnesses, post-
surgery situations, or the loss of physical abilities due to aging, are the main
reasons for physical rehabilitation processes. These causes can result either in
temporary or permanent disabilities. In the first case, rehabilitation plans aim
to help the patient regaining maximum self-sufficiency and restore lost skills to
live a normal life. If the disabilities are permanent, rehabilitation could last for
the whole patient’s life with the only goal of maintain his self-sufficiency or even
try to slow down the loss of physical skills.

Today, rehabilitation processes have become one of the more demanded health-
care services. World health organization estimates that in 2011 one billion people
worldwide were in need of rehabilitation services [1]. In addition, in developed
countries this demand is expected to grow due to the increase of life expectancy.
The efficiency of these processes is a key point to assure the sustainability of
healthcare programmes.
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Talking about physical therapies, efficiency greatly depends on the concept
of patients’ treatment adherence. Treatment adherence is defined as how well
patients follow the physiotherapist’s recommendations and the degree of accom-
plishment of the scheduled clinical activities [2]. The lack of adherence within
rehabilitation programmes has been identified as one of the main reasons for
treatment failure in physical pathologies [3,4]. Low adherence to treatment can
result in longer recovery periods or even in new injuries caused by an erroneous
performance of rehabilitation exercises [5], which increase the size of the reha-
bilitation services’ waiting list and affect the patients’ quality of life.

Patients’ adherence is influenced by factors related to him, the physiotherapist
that provides the rehabilitation services and the healthcare organization. An ex-
ample is the observed difference in treatments’ adherence between outpatient and
inpatient scenarios [6]. In outpatient cases, adherence tends to decrease through-
out the rehabilitation period. Patients’ motivation and involvement are critical
factors to avoid that decrease and low self-efficacy situations, which are an impor-
tant barrier to adherence [7]. Studies suggest that a higher effective communica-
tion improvesmotivation and involvement of patients, making the odds of patient’
adherence 2.16 higher [8]. In outpatient scenarios the communication between
patient and physiotherapist is harder, or even non-existent, which can result in
a gap in patients’ knowledge about the prescribed exercises, since they perform
these exercises without supervision.

Information and communication technologies offer solutions to many of the
situations that complicate rehabilitation tasks, in order to make them efficient
and assure that healthcare services are affordable to funding institutions.

We have developed a system that aims to help physiotherapists and patients
in the management and performance respectively, of outpatient rehabilitation
processes. A key issue in this domiciliary scenario is to track and evaluate the
patients’ performance of the prescribed exercises. This task is based in the com-
parison of patient’s movements with a set pattern.

In this work we show the results of comparing the use of neural networks
(specifically, a multilayer perceptron) and an algorithm based on distance mea-
suring between patterns using dynamic time warping (DTW), to evaluate the
exercise performance of the patients that use our telerehabilitation system.

In section 2 we show how other researchers previously faced some topics re-
lated to our work. In section 3, it is described the telerehabilitation system that
we have implemented. Next, in section 4, we describe the experiments performed
to evaluate each strategy for motion evaluation: distance measuring between
patterns and the use of neural networks. Finaly, in section 5 we show some con-
clusions of the work carried out and future works related to these conclusions.

2 Related Works

Within the telemedicine research field, telerehabilitation aims to develop and
offer a set of techniques and systems to monitor and evaluate the evolution of
remotely located patients who follow a rehabilitation plan.
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Some works try to offer to patients an innovative way to perform their ex-
ercises at home, by means of the use of virtual reality environments. These
applications are showed as games, in which the patient has to make a certain set
of rehabilitation movements to play. These works are often related to a concrete
ailment or set of user, like children rehabilitation or post-stroke situations being
difficult to generalize their use [9,10,11]. However, these works barely pay atten-
tion to the exercises feedback and the real-time communication of their results
to the physiotherapists. The evaluation of the progresses made by the patient
takes place regularly at the point of care.

To allow a constant ubiquitous monitoring task, we need to measure, evaluate
and communicate the exercises of every rehabilitation session that the patient
performs at home. This leads us to the need for motion tracking. In Zhou and Hu
survey we can find examples of different tracking systems used for rehabilitation,
depending on the sensing technologies and algorithms used [12].

Systems based on inertial sensors, like accelerometers and gyroscopes, are
widely used in motion tracking tasks, mainly because of their simplicity and low
price. Nevertheless, for rehabilitation purposes it is common to combine them
with other sensing devices, in order to overcome inertial sensors’ handicaps like
drift when estimating positions on 3D space [13,14,15,16,17,18]. These combi-
nations of sensors result in systems that require complex algorithms to process
motion data, being also intrusive and annoying for patients. Besides, the cost
increases as more sensors and computing capabilities are needed.

Paying attention to cost, simplicity and patients’ comfort, we decided to use
only one inertial sensing device. We choose Nintendo Wii Remote c©, which is a
gamepad used with Nintendo Wii c© gaming system. This game control includes
a three axis accelerometer and uses Bluetooth as wireless connection protocol,
with a low cost [19]. Some works show Wii Remote’s utility for gesture recog-
nition, given a set of trained gestures and using motion features and machine
learning algorithms [20,21,22]. There are few works that have used Wii gaming
system with rehabilitation purposes. But they used it just as a tool, not as whole
platform to support rehabilitation processes’ needs [23,24].

Once motion data is gathered by sensors, should be analysed to recognize
the performed movement and evaluate its correctness, duration, intensity etc.
Common approaches to do this are the use of Hidden Markov Models [16,20],
Extended Kalman and particle filters [13,14], DTW [21,25], and other machine
learning methods, including mainly supervised neural networks [16,17]. In all
these cases there is a restricted set of movements to be recognized. The work
by Hoffman et al. considers recognition up to 25 different gestures being one of
the largest studies of this kind [26]. In many cases the purpose of these systems
is just to classify a given motion into a set of specific domain of gestures, with-
out evaluating the motion features. In addition, works focused on rehabilitation
are usually related to a specific injure in a joint. These are clear drawbacks to
generalize the use of these implementations in motion recognition for multiple
injuries rehabilitation.
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3 eFisiotrack

After having reviewed related works, we found that none of them offered a so-
lution that was real low-cost, handy and intuitive, easy to wear and suitable
to rehabilitate different physical conditions in outpatient scenarios. Then, we
developed a tool which has all these desirable features.

eFisiotrack is a telerehabilitation software platform to manage and monitor
prescribed therapeutic exercises in orthopaedic injuries. It has been conceived to
fulfil two primary interlinked requirements: first, to increase patients’ adherence
to treatment, which helps to satisfy the second, to make rehabilitation processes
more efficient and sustainable. Our system tries to offer solutions that improve
all the detected issues in telerehabilitation processes discussed before.

Patients using eFisiotrack visit their physiotherapist at the healthcare centre,
then the physiotherapist evaluates their physical condition and possible injuries.
According to this valoration, the expert schedules a set o exercises for the patient
to be done at home.

One of the key features of eFisiotrack is that this platform is designed to
deal with a non restricted variety of exercises. That is, eFisiotrack is capable to
manage multiple movements in order to rehabilitate whatever joint or part of
the patient’s body.

Before leaving the physiotherapist’s office, the patient peforms each prescribed
exercise using the sensing device under the supervision of the physician. His
motion is recorded and it will be used as a reference pattern in the motion
evaluation process. This is made in order to be as precise as possible evaluating
patient’s at home performance of the exercises. Moreover, the patterns for each
patient and prescribed exercise are expected to vary as they go through their
rehabilitation plan, due to their progressive gaining of mobility. This causes a
huge increase on the set of motion gestures to be recognized.

The requirements described made us to search for a flexible and easy-to-
update motion recognition algorithm. Besides, due to the differences between
our system and previous proposals we didn’t discard strategies tested in them.
From the available options, supervised neural networks and an algorithm based
on the use of DTW for measuring the distance between patterns, seemed suitable
to solve our needs.

The data gathered by the accelorometer inside the Wii Remote consist on val-
ues of linear acceleration along three perpendicular axes (x, y, z). Wii Remote’s
sensor is able to measure accelerations over a range of ±3g with 10% sensitivity.

Once the raw acceleration data is transmited to the application, it is filtered
using a three point moving average to avoid noisy values on the signal. Then,
the filtered acceleration values are the input to both of the motion evaluation
strategies tested.

4 Experimentation

To test the suitability of both of the selected strategies, we choose 2 exercises
regularly used in shoulder rehabilitation: free active extension and free horizontal
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active adduction (Fig. 1). The reason for this choice was two-fold: the prominence
of shoulder injuries in physical rehabilitation plans, and the difficulty of clearly
recognize these gestures using only acceleration data, due to their similarity.

Fig. 1. From left to right, extension and adduction exercises

We built a collection of motion records for each movement. To do this, we
selected 5 different users: 3 men and 2 women between 24 and 59 years old.
They performed 4 series of 5 iterations for each gesture under a physiotherapist
supervision. To obtain two of sets performances, correct and erroneous respec-
tively, they were asked to alternately peform as much precisely as they can and
in an more relaxed way each serie of iterations.

4.1 Exercises Classification Using DTW

DTW is an algorithm described in its basics in the work of Sakoe and Chiba
[27]. This algorithm was thought to dinamically align time series, in order to
estimate the similarity between 2 sequences of values. Sakoe and Chiba conceived
it for speech recognition tasks, but since then it has been succesfully used in
other fields.

One of the DTW key features for our needs is its ability aligning sequences that
differ in duration. This is an important thing for our system, because the length
in time of a movement shouldn’t be of main importance when estimating the
similarity of two sequences. In rehabilitation exercises it is more important that
the patient completes the expected trajectory than the time he spends in doing
it. Besides, this let us to avoid some pre-processing stages like normalization
and quantization, which are compulsory when using other pattern alignment
algorithms.

DTW uses a distance function to obtain the best alignment between se-
quences, which in our case was the well known Euclidean distance. The algorithm
estimates the distance between pairs of values of each sequence, allowing the com-
parison with certain number, warping factor, of neighbour positions in the other
sequence. In this multiple comparison, the less distant values are aligned. Finally,
the sum of all the distances between aligned values gives a global distance value
between the sequences. This value can be interpreted as the similarity degree of
those sequences.
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We established a threshold empirically estimated. Distance values over this
threshold mean that the motion patterns compared are different, so the exercise
has been wrongly performed. If the similarity value is lower than the threshold,
the exercise is interpreted as correctly executed.

In our experimentation, for each exercise and user we applied our DTW imple-
mentation to all the recorded motion sequences, from both of the correct and in-
correct sets. We did it 10 times, using in each occasion one correct motion record
as a reference sequence. This can bee seen as a leave-one-out cross-validation.

Table 1. Results of gestures recognition of DTW algorithm, in accuracy percentages

Exercise
Users

Total1 2 3 4 5
� X � X � X � X � X

Extension 100 94.73 97.89 96.84 100 100 98.94 98.94 98.94 97.89 97.21

Adduction 98.94 98.94 97.89 96.84 94.73 94.73 96.84 94.73 97.89 96.84 96.83

In Table 1 we show the results obtained in this process, which are expresed
in percentages of correct recogniced instances for each user and set of sequences
(correct or wrong). The results are highly satisfactory in all cases.

4.2 Exercises Classification Using MLP

Neural networks have been widely applied for motion recognition. In our case we
had to implement a classifier to distinguish between 2 classes: motion sequences
similar to a correct reference gesture, and motion sequences that are distinct.
Taking into account this fact and the availability of 2 sets from correct and
incorrect movements, we decided to choose a supervised learning strategie. Con-
cretely we implemented a multi-layer perceptron (MLP) with backpropagation
as learning scheme.

The inputs to the designed MLP differ from those used in the DTW case. MLP
need a common set of values for every instance to be classified, and for those used
in training and validation stages as well. This fact discards the possibility of using
the sequences of acceleration values as input to the net. An alternative option is
to obtain a set features from the acceleration data. The key issue in doing this
is to choose the appropiate set of features, selecting those that combined could
offer better classification results.

In our case we selected features related to the field of time series analysis. The
set that offered better results contained 11 features:

– Difference between the maximum and the minimum value in the series (peak
to peak value).

– Ratio between the largest absolute value of the series and the root mean
square (RMS).

– RMS level of the series.
– Root sum of squares level of the series.
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– Maximum value of the series.
– Energy of the signal formed by the series.
– Coefficient of correlation between the time series and a reference sequence

considered.
– Peak signal to noise ratio.
– Mean square error
– Maximum square error
– Ratio of squared norms.

To those features that need a reference signal (such as the correlation coefficient,
the peak signal to noise ratio, the mean square error, the maximum square error
and the ratio of squared norms), one of the motion patterns associated to a
correct performance was selected.

We estimated the value of the set of features for each axis (x, y, z), having 11
features per axis and making a total of 33 features. We added an extra attribute
that has 2 possible values: ’0’ to identify if the set of features is associated to a
right performance, and ’1’ in case of a wrong performance.

At the end, the dataset used consisted on 15 sets that contain data related
to 20 performances (10 correct and 10 performed wrong), one set per user and
exercise. For each performance the input sets contain 34 features per axis, making
a total of 60 arrays of 34 features for each user and exercise.To train, test and a
validate the net we use a 10-fold cross-validation strategie.

Table 2. Results of gestures recognition of MLP implementation, in accuracy
percentages

Exercise
Users

Total1 2 3 4 5
� X � X � X � X � X

Extension 94.73 84.21 100 89.47 89.47 89.47 94.73 94.73 100 89.47 92.62

Adduction 84.21 78.94 89.47 73.68 73.68 73.68 94.73 78.94 89.47 68.42 80.52

After an iterative testing process to configure the different MLP’s parame-
ters, the best classification results were obtained using a learning rate = 0.3,
a momentum = 0.5, training through 150 epochs and having as much hidden
layers as input attributes, 34. The results for each exercise, user and kind of
performance can be seen in Table 2. The cells contain the percentage of well
classified instances in each case.

5 Conclusions

We have developed a project aimed to cover the needs that a physiotherapist
and a patient could have through a rehabilitation plan. This is thought to be
used in outpatients scenarios, so the monitoring and evaluation of the exercises
performance by the patients is crucial.
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Paying attention to related works, we noticed that our monitoring, recognizing
and motion evaluation needs and requirements differ from previous proposals.
We wanted our system to be as simple, fast an easy-to-update as possible. Due
to this, we decided to used only one accelerometer as sensing device, basing
our motion evaluation strategy only in sequences of accelaration values. Besides
this, we didn’t want to classify patients performed among a set of gestures. We
classify in terms of right performed or wrong performed, comparing acceleration
registers from patients performace to a reference register recorded by the patient
also, but under physiotherapist supervision.

In this work we make a comparison between 2 strategies for gesture recogni-
tion, despite having been tested before. On one hand we use a distance between
time series measuring algorithm like DTW. DTW implementation offers an av-
erage accuracy rate that ranges from 96% to almost 99% depending on the
rehabilitation exercise tested. On the other hand we implemented a supervised
neural network, a MLP. MLP implementation average accuracy varys from 80%
up to 92% depending on the exercise performed.

Analysing the results from DTW and MLP we notice different issues. DTW
shows a smaller variation (1.48%) than MLP (12.1%) in accuracy rates on aver-
age, so seems to be consistent independently of the kind of exercise evaluated.
This is importan due to the wide variety of exercises the system will include.

Besides, the use of seems more suitable in our system for other reasons. DTW
has the drawback of estimate empirically a threshold value to split into 2 classes
tue input sequences. MLP does this automatically, but DTW is able to better
adapt to differences in lenght between sequences that are compared. As DTW
is based in distance mesuring, we can interpret this distance value giving useful
information about the patients peformance, e.g., ranging its correctness. In the
case of MLP, we can’t have access to these data, as we only see a binary output.

Using DTW we work with the original acceleration sequences, which allows
us to pay attention to facts like its length. This length can be interpreted as
the speed at which the exercise was performed, giving extra information about
the patient performance to the experts. For instance, they can deduce patterns
of fatigue if the length of the sequences tends to increase as the patient goes
through a rehabilitation session.

As future works we consider to incorporate a way to automatically estimate
the similarity threshold, based on the performance of each patient, to have a
customize version for each one. We also consider to check the relation between
acceleration values in each axis to deduce if the motion is taking place in the
right plane.
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Abstract. Correct diagnosis of cardiac arrhythmias is one of the ma-
jor problems in medical field. Cardiac arrhythmias can be early de-
tected and diagnosed to prevent the occurrence of heart attack as well
as the consequent deaths. An effective method for early detection of
these arrhythmias, and thus to procure early treatment, is necessary. In
this research we have applied artificial metaplasticity multilayer percep-
tron (AMMLP) to cardiac arrhythmias classification. The MIT-BIH Ar-
rhythmia Database was used to train and test AMMLPs. The obtained
AMMLP classification accuracy of 98.25%, is an excellent result com-
pared to the classical MLP and recent classification techniques applied
to the same database.

1 Introduction

Cardiovascular diseases (CVDs) also called heart diseases are a group of dis-
orders of the heart and blood vessels [1]. They are the mayor cause of death
worldwide as stated by the World Health Organization [1]. An estimated 17.3
million people died from CVDs in 2008, representing 30% of all global deaths.
Out of these deaths, an estimated 7.3 million were due to coronary heart disease
and 6.2 million were due to stroke. During 2011 and 2012, 44.5% of deaths in
Algeria were due to heart disease, surpassing deceases caused by road accidents.
By 2030, almost 25 million people will die from CVDs, mainly from heart disease
and stroke, remaining as the single leading cause of death [1]. 7.5 million deaths
each year, or 13% of all deaths can be attributed to raised blood pressure. This
includes 51% of deaths due to strokes and 45% of deaths due to coronary heart
disease [1]. Recent studies show that generally there are significant cardiovas-
cular abnormal symptoms such as palpitations, faints, chest pain, shortness of
breath etc., which appear before the sudden occurrence of a heart attack. If these
abnormal symptoms could be early detected and diagnosed, time would be saved
to prevent the occurrence of heart attack or to provide an efficient treatment in
time [2]. Therefore, to reduce the number of disabilities and deceases caused by
heart attack, it is necessary to have an effective method for early detection and
treatment [2].

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 181–190, 2013.
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Different artificial neural networks (ANNs) have been suggested for the de-
tection of cardiac arrhythmias. Jadhav proposed a multilayer perceptron (MLP)
feedforward neural network model with static backpropagation algorithm to
classify arrhythmia cases into normal and abnormal classes. The experimen-
tal results gave 86.67% testing classification accuracy [3]. Dayong Gao et al.,
presented a diagnostic system for cardiac arrhythmias from ECG data, using
an ANN classifier based on a Bayesian framework obtaining 90% classification
accuracy [4]. Himanshu Gothwal [5] presents a method to analyze electrocar-
diogram (ECG) signal combining Fast Fourier Transform and neural network
trained with Levenberg Marquardt Back-Propagation algorithm, best result ob-
tained was 98.48% for classification accuracy. Sung Nien Yu et al., [6] com-
bines independet componet analysis (ICA) an neural networks obtaining 98.71%
classification accuracy.

In this research we apply the artificial metaplasticity multilayer perceptron
(AMMLP) algorithm for the classification of different cardiac arrhythmias. The
proposed training algorithm is inspired by the biological metaplasticity property
of neurons and Shannon’s information theory. This algorithm is applicable to
ANNs in general, although here it is applied to a MLP. AMMLP algorithm were
tested using the well-known MIT-BIH dataset. For assessing this algorithm’s
accuracy of classification, we used the most common performance measures:
specificity, sensitivity and accuracy. The results obtained were validated using
the 10-fold cross-validation method.

The remainder of this paper is organized as follows. Section 2 presents a
detailed description of the database and the algorithms. The experimental results
obtained are present in Section 3. A brief discussion of these results is showed
in Section 4. Finally section 5 summarizes the main conclusions.

2 Materials and Methods

2.1 ECG Holter

ECGs are very widely used as inexpensive and noninvasive means of observing
the physiology of the heart. By examining the sequence of events on the ECG car-
diologists are able to diagnose cardiac arrhythmias. One of cardiac surveillance
techniques based on ECG monitoring is the HOLTER monitoring. In 1961,
Holter [7] introduced techniques for continuous recording of the ECG in ambula-
tory subjects over periods of many hours; the long-term ECG (Holter recording),
typically with a duration of 24 hours, has since become the standard technique
for observing transient aspects of cardiac electrical activity. ECGs are used to
diagnose heart disease, to identify irregular cardiac rhythms (arrhythmias), to
evaluate the effects of drugs, and to monitor surgical procedures. The magnitude,
conduction, and duration of these potentials are detected by placing electrodes
on the patient’s skin. From the ECG tracing, the following information can be
determined: Heart rate; Heart rhythm; Conduction abnormalities (abnormali-
ties in the way the electrical impulse spreads across the heart); Coronary artery
disease; Heart muscle abnormality, etc. [8].
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2.2 MIT-BIH Dataset

The MIT-BIH Arrhythmia Database was the first generally available set of stan-
dard test material for evaluation of arrhythmia detectors, and it has been used
for that purpose as well as for basic research into cardiac dynamics at about
500 sites worldwide since 1980 [9]. The group of research in MIT began col-
lecting, digitizing, and annotating long-term ECG recordings obtained by the
Arrhythmia Laboratory of Boston’s Beth Israel Hospital (BIH).

Database contains 48 half-hour excerpts of two-channel, 24-hour, ECG recor-
dings obtained from 47 subjects (records 201 and 202 are from the same subject)
studied by the BIH Arrhythmia Laboratory. These 48 half-hour excerpts were
split in two groups: 23 (the “100 series”) were chosen at random from a collection
of over 4000 Holter tapes, and the other 25 (the “200 series”) were selected to
include examples of uncommon but clinically important arrhythmias that would
not be well represented in a small random sample. The subjects included 25 men
aged 32 to 89 years and 22 women aged 23 to 89 years; approximately 60% of
the subjects were inpatients.

In most records, one channel is a modified limb lead II (MLII), obtained by
placing the electrodes on the chest as is standard practice for ambulatory ECG
recording, and the other channel is usually V1 (sometimes V2, V4, or V5, de-
pending on the subject) [10]. The recordings were digitized at 360 samples per
second per channel with 11-bit resolution over a 10 mV range. Two or more
cardiologists independently annotated each record; disagreements were resolved
to obtain the computer-readable reference annotations for each beat (approxi-
mately 110,000 annotations in all) included with the database [9].

2.3 Data Preparation

From 109,871 annotated heartbeats (ECG beats examined by specialists in MIT-
BIH), 1000 were selected for this study, which contain 4 different waveforms
related to cardiac arrhythmias target. The selected MIT Data base records are
represented in the table 1 with their rhythm types contents for the aim of per-
formance evaluation. Sixteen different patients have been considered in the ex-
periments, to provide at least different arrhythmia cases (N, PVC, RBBB and
LBBB). Normal beat (N); Premature ventricular contraction (PVC); Right bun-
dle branch block (RBBB) and Left bundle branch block (LBBB) according to
the MITDB annotation files.

2.4 Feature Selection

In Table 2 we present the eleven features descriptors that seem to be most
important for characterizing the cardiac arrhythmias needed to classification
which has been chosen with the help of specialists in cardiology.
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Table 1. The name of selected MIT-BIH records with their rhythm types

Record Rhythm type
Normal PVC RBBB RBBB

100 62 0 0 0
103 58 0 0 0
103 58 0 0 0
106 27 36 0 0
109 0 0 0 102
111 0 0 0 41
116 45 0 0 0
118 0 0 32 0
119 50 34 0 0
124 0 0 33 0
200 0 50 0 0
207 0 0 0 47
208 0 131 0 0
209 25 0 0 0
212 5 0 56 0
214 0 50 0 50
215 73 0 0 0
Total 345 301 121 233

2.5 Artificial Metaplasticity Neural Network

ANNs, widely used in pattern classification within medical fields, are biologically
inspired distributed parallel processing networks based on the neuron organization
and decision-making process of the human brain [11]. In this paper an MLP, the
most commonly used feedforward neural networks due to their fast operation, ease
of implementation, and smaller training set requirements and reliability in classi-
fication problems in pattern recognition applications [12][13] is used with the aim
of classifying cardiological patterns.

The concept of biological metaplasticity was defined in 1996 by Abraham
[14] and now is widely applied in the fields of biology, neuroscience, physiology,
neurology and others [14], [15]. Recently, Ropero-Pelez [15], Andina [16] and
Marcano-Cedeño [17] have introduced and modeled the biological property meta-
plasticity in the field of ANNs, obtaining excellent results. Among the different
AMP models tested by the authors, the most efficient one, in terms of learning
time and performance, is the approach that connects metaplasticity and Shan-
non’s information theory, which establishes that less frequent patterns carry
more information than frequent patterns [18]. This model defines AMP as a
learning procedure that produces greater modifications in the synaptic weights
with less frequent patterns and fewer modifications with more frequent ones.
Biological metaplasticity favors synaptic strengthening for low-level synaptic ac-
tivity, while the opposite occurs for high level activity. The model is applicable
to general ANNs [16],[17], although in this paper it has been implemented for a
multilayer perceptron (MLP).

The Backpropagation (BP) algorithm presents some limitations and problems
during the MLP training [19]. The artificial metaplasticity on multilayer percep-
tron algorithm (AMMLP) tries to improve BP algorithm by including a variable
learning rate η(x ) in the training phase affecting the weights in each iteration
step based on an estimation of the real distribution of training patterns. That
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Table 2. The various descriptors

Attributes Meaning
Duration P The width of the P wave.
PR interval The distance between the beginning of the P wave and

the beginning of QRS.
QRS complex The distance between the beginning of the Q wave and

the end of the S wave.
Duration T The width of the T wave.
ST segment The distance between the end of the S wave or R and

the beginning of the T wave.
QT interval The distance between the beginning of QRS and the end

of the T wave.
RR previous: RRp The distance between the peak R of the present beat

and the peak R of the previous beat.
RR next : RRn RRn: the distance between the peak R of the present

beat and the peak R of the following beat.
RDI (delay of the deflexion) From the beginning of QRS to the top of the latest wave

of positivity R peak.
Beat duration The distance between the beginning of the P wave and

the end of the wave T.
RRp / RRn. The ratio RRp / RRn

is if s, j, i ∈ N are the MLP layer, node and input counter respectively, for each

W(t) component ω
(s)
ij (t)∈ R, where W(t)is the weight matrix, we can express

the weight reinforcement in each iteration as:

ω
(s)
ij (t+ 1) = ω

(s)
ij (t)− η(x)

∂E[W (t)]

∂ωij

= ω
(s)
ij (t)− η

1

f∗
X

∂E[W (t)]

∂ωij
(1)

Being η ∈ R+ a parameter for the learning rate, E [W(t)] the error function
to be minimized and f∗

X the following function assuming that the distribution
function of patterns is Gaussian [16],[17].

f∗
X (x) =

A√
(2π)N .e

B
N∑

i=1

x2
i

(2)

Where N is the number of neurons in the MLP input layer, and parameters A
and B ∈ R+ are algorithm optimization values empirically determined which
depend on the specific application of the AMLP algorithm. f∗

X has high values
for infrequent x values and close to 1 for the frequent ones and can therefore be
straightforwardly applied in weights updating procedure to model the biological
metaplasticity during learning [17].

3 Results

In this section we present the results obtained in this research. All the models
used in this study were trained and tested with the same data and validated
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using 10-fold cross-validation. The MLP and AMMLP proposed as classifiers for
cardiac arrhythmias were implemented in MATLAB (software MATLAB version
7.4, R2007a) and computer Pentium IV of 3.4 GHz with 2 GB of RAM. The
eleven attributes detailed in Table 2 were used as the inputs of the ANNs. Table
3, shows the network structure, metaplasticity parameters, epochs, mean square
error (MSE) and numbers of patterns used in the training and the testing of the
MLP and AMMLP classifiers.

3.1 The AMMLP Algorithm

1. Network structure used in the experiments:
(a) Number of input neurons equal to the number of attributes of the records

in the database (plus the bias input).
(b) Number of hidden layers: 1.
(c) hidden neurons: 8 (a compromise solution found empirically to achieve

the results with a simple structure)
(d) Output neurons: 4 (all classifications present four classes)
(e) Learning rate η =1
(f) Activation function is sigmoidal with value between [0,1].

2. Initialize all weights in weight matrix W randomly between [- 1,1]
3. Training phase

(a) Test training conditions
i. if epochs = 500

stop training
ii. if Mean Squared Error, MSE = 0.01

stop training

3.2 Network Structure Selection

To select the best configuration for each model used in this study, we tested
different network structures and parameters. Table 3 shows the best architectures
for each model.

Table 3. Network parameters applying to the MIT-BIH dataset

Types Network Metaplasti. Number of
Classifiers Structure MSE Epochs Parameters Patterns

I HL O A B
AMMLP 11 8 4 0.001 500 39 0.5 1000
MLP 11 8 4 0.001 500 NA∗ NA∗ 1000

∗ NA: not apply
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3.3 Measures of Quality

To evaluate the performance of the proposed classifier, three measures are used
and defined as follows:

Sensitivity(SE) =
TP

TP + FN
(%) (3)

Specifity(SP ) =
TN

TN + FP
(%) (4)

Accuracy(AC) =
TP + TN

TP + TN + FP + FN
(%) (5)

Where TP, TN, FP, and FN stand for true positive, true negative, false positive
and false negative, respectively. If for example a segment with the V arrhythmia
is classified as the V, then it is said that the segment is classified TP. On the
other hand if a non-V segment is classified as non-V, then it is said that the
segment is classified TN. Any non-V segment which is classified a V segment
by mistake will produce a FP, while any V segment which is classified a non-V
segment by mistake will produce a FN result.

3.4 Model Evaluation

For test results to be more valuable, a k-fold cross-validation is used among the
researchers because it minimizes the bias associated with the random sampling
of the training [20]. In this method, the whole data are randomly divided into k
mutually exclusive and approximately equal size subsets. The classification algo-
rithm is trained and tested k times. In each case, one of the folds is taken as test
data and the remaining folds are added to form training data. Thus k different
test results exist for each training-test configuration [21]. The average of these
results provides the test accuracy of the algorithm [20]. A 10-fold cross-validation
is used in all of our experiments by separating the selected 1000 samples ran-
domly into 10 subsets with 100 records each and then taking each subset as test
data in turns.

3.5 Performance Evaluation

In this study, the models were evaluated based on the accuracy measures dis-
cussed above (classification accuracy, sensitivity and specificity). The results
were achieved using 10-fold cross-validation for each model, and are based on
the average results obtained from the test data set for each fold. The results
obtained are showed in Table 4.

As seen in Table 4, the results obtained by AMMLP algorithm are supe-
rior to the ones obtained by MLP. The reported results (Table 4), validated
by means of the 10-fold cross-validation method, show that the Artificial meta-
plasticity model produces a higher accuracy than the MLP model. Average of
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Table 4. Results for 10-fold cross-validation for all folds and AMMLP and MLP
models. Bold values highlight the best results obtained in this research.

Fold N MLP (%) AMMLP (%)
SP SE AC SP SE AC

1 98.34 87.37 92.84 98.94 98.87 98.91
2 94.73 98.31 97.06 100 99.43 99.63
3 98.31 87.42 94.51 97.89 100 99.26
4 91.67 91.12 91.18 96.56 98.52 97.59
5 91.27 90.11 90.27 92.73 91.6 92.81
6 96.78 95.65 95.89 97.59 100 99.06
7 100 81.48 89.13 100 96.29 97.83
8 92.47 100 97.12 100 100 100
9 100 93.8 96.89 99.02 100 99.97
10 90.29 98.23 92.34 95.2 98.29 97.47

Average 95.38 92.34 93.72 97.79 98.3 98.25

the AMMLP model was 98.25% accurate with sensitivity and specificity rates
of 98.3% and 97.79%, respectively. MLP model obtained a prediction average
accuracy of 93.72% with a sensitivity rate of 92.34% and a specificity rate of
95.38%.

For comparison purposes, Table 5 gives the classification accuracies of our
method and previous methods applied to the same database. As can be seen
from the results, our AMMLP method obtains excellent classification accuracy.
We report that the empirical results of AMMLP show a great potential, in terms
of improving learning and therefore performance in most cases, no matter what
multidisciplinary application it is applied to [21-22].

Table 5. Classification accuracies obtained with our method and other classifiers from
the literature

Authors (year) Method Accuracy (%)
Hu Y.et al., [22] (1997) Expert Approach 94.00
Minami K. et al., [23] (1999) Fourier-NN 98.00
Osowski S et al., [24] (2001) Fuzzy Hybrid NN 96.06
Owis M.I. et al., [25] (2002) Blind Source Separation 96.79
Prasad G. et al., [26] (2003) ANN 85.04
Dayong G. et al., [4] (2004) NN Bayesian 90.00
Yu S.N. et al., [6] (2008) ICA-NN 98.71
Benchaib Y. et al., [27] (2009) MLP BPA 95.12
Gothwal H. et al., [5] (2011) Fourier-NN 98.48
in this study (2013) AMMLP 98.25

4 Discussion

The results obtained by the proposed AMMLP algorithm in this paper are among
the best compared with the other state-of-the-art methods. The AMMLP is only
beat by Gothwal H. et al., [5] and Yu S.N et al., [6] who obtained accuracies
of 98.48% and 98.71% respectively (see Table 5). It must be taken into account
that in these two better methods a preprocessing phase is applied, Fast Fourier
Transform in one case and Independent Component Analisys in the other. We
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believe that if we combine feature selection methods with AMMLP algorithm,
our results could significantly improve, because AMMLP algorithm is clearly
superior to the MLP used without preprocessing.

5 Conclusions

In this study, the artificial metaplasticity on MLP has been applied to the
problem of cardiac arrhythmias classification. The AMMLP approach is based
on the biological property of metaplasticity. The goal of this research was to
compare the accuracy of the proposed AMMLP with the classical MLP with
Backpropagation and also with other state-of-the-art classifiers applied to the
MIT-BIH Database. Proposed AMMLP algorithm provides better results than
MLP with backpropagation algorithm and is among the best of the state-of-the-
art algorithms applied to the same database. The results indicate that the use of
the AMMLP algorithm is an alternative option for cardiac arrhythmias detec-
tion and could be used as a computer aided detection system for second opinion
by physicians when making their diagnostic decisions.
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Abstract. The field of Biomedical research is currently one with the
greatest social impact and publication volume, providing continuous ad-
vances and results which should, to a great extent, reach the general
clinical practice. Similarly, direct clinical experience may offer experi-
mental results and conclusions which may lead, guide and foster new
investigations. However, this interaction between research and clinical
practice is yet too far from being optimal. On one side, research results
are published without standardization, suffering terminological issues,
which prevent its automatic handling and great scale information treat-
ment/management. On the other, for the practitioner, the task of re-
viewing papers, bibliography, experimental results, etc. in order to keep
updated his everyday clinical practice, is very time consuming, causing
not to be done continuously.

The implantation of Information Technologies in the biomedical re-
search field has developed numerous search and bibliographic manage-
ment resources, existing a current trend towards building and publishing
open access terminologies, ontological knowledge models and big datasets
with biomedical content. All together, beside Semantic Web technolo-
gies, methodologies and Linked Open Data and AI techniques, conforms
a technological framework which gives the opportunity to bridge the gap
between research and clinical practice to support the physician in evi-
dence based decision making.

In this work, as a starting point to the final aim of linking research and
clinical practice, we describe a Semantic Bibliographical Recommender
System (SBRS) based on patient profile integrated with electronic health
record (EHR) which, without closing the loop, offers to the medical pro-
fessional the latest and most significant experimental evidences related to
his concrete case study. The system’s functionality and utility is exempli-
fied through real life psychiatric cases, assisted by an expert psychiatrist.

1 Introduction

The field of Biomedical research is one of most social impacting and publishing
volume fields. This fact is easily observable through some bibliographic search
systems indexation evolution. To exemplify, we have used “Medline Trend” tool
[1] to obtain the evolution of the number of PubMed indexed papers per year,
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Fig. 1. Publication volume evolution

performing three search queries by general and popular terms in the Biomedical
context: cancer, genetics and brain (for the term neuroscience is relatively new).
Figure 1 shows this evolution.

The discoveries made by this research field usually have an application in
clinical practice, either directly (clinical research) or indirectly (basic science),
updating diagnosis, protocols, etc. In the same way, clinical experience may give
conclusions and experimental results which impact directly on current research,
guiding and fostering new investigations. A very clear example is novel drug
tracking in clinical practice, which have its own standards and protocols [2].

However, the interaction between Biomedical research and clinical practice is
still far from being efficient. Despite the final aim of research is finding ways
of application, divulgation means are specific and closed: few search engines
and online journals with few application interfaces. This situation requires a
proactive attitude from interested people and agencies looking for published ar-
ticles. Moreover, research papers lack of the standardization required to allow
automatic treatment beyond its indexation. All together results in a very time
consuming task, making it difficult for the doctor to remain updated in his daily
clinical practice. It is therefore necessary a search for means and specific strate-
gies to ease and encourage implementation of research based recommendations
and to ensure changes in practice [3].

Fortunately, with the gradual (and faster everyday) implantation of Infor-
mation Technologies and Artificial Intelligence techniques, tools have emerged
to help the dissemination, search and access to literature, such as PubMed1.
Likewise, working groups focused on formalizing the terminology along different
biomedical knowledge domains started to appear, developing terminologies such
as SNOMED CT [4] or MeSH2 and, a step beyond the terminologies, compre-
hensive ontology based knowledge models like Gene Ontology (GO) [5] or the
Foundational Model of Anatomy (FMA) [6].

1 http://www.ncbi.nlm.nih.gov/pubmed/
2 http://www.nlm.nih.gov/mesh/

http://www.ncbi.nlm.nih.gov/pubmed/
http://www.nlm.nih.gov/mesh/
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Following standards and methodologies of the Semantic Web3 (OWL 24,
RDF5, SWRL6 and SPARQL7), these models are enabling the build of great
linked, opened and semantic datasets, following Linked Open Data8 recommen-
dations.

Altogether, we have a) bibliographic search engines focused in Biomedical re-
search, b) controlled terminologies and knowledge models over various biomedi-
cal knowledge domains and c) great datasets, giving the opportunity to create,
on the one hand, standards for structuring and sharing Biomedical research ar-
ticles and, on the other hand, tools for exploiting those standards to ease the
access to research content for the practitioners.

Given the number and diversity of research domains and the high level of
domain-specific expertise that is needed for such an undertaking, it is only rea-
sonable that each discipline take responsibility for developing its research ab-
straction scheme. However, given the Semantic standards, it will be desirable
that there would be an abstraction framework to easily manage disparate re-
search works.

In the field of neuroimaging, the BrainMap database project has been one
of the first efforts aiming at the standardization problem [7]. It defines a for-
mal metadata coding scheme to describe the content of functional neuroimaging
research, allowing to search across coordinate and brain report locations.

As we have stated, the automatic bibliographic management is a very ambi-
tious goal, requiring the approach and resolution of various problems. The first
of them is the low degree of standardization in natural language paper structure
and the need for a digital content description beyond terminological indexation.

Despite the necessary degree of standardization is not yet available, taking
this technological framework as a starting point, it is possible to design and
build systems which may take advantage of available technology. In this work we
have developed a prototype of a Semantic Bibliographic Recommender System
(SBRS) for the field of neuroimaging which, based on a Patient Profile, generates
bibliographic references related to patients characteristics. In order to achieve
this goal, we have mapped and extended various bio-ontological resources, gener-
ating an ontological model to represent patients and neuroimaging articles. With
a system like the one proposed, a practitioner could receive research feedback
while seeing patients.

2 Methods

In Web context, user experience has been notably improved in the last years
with the introduction and growth of Recommendation Systems. These systems
3 http://www.w3.org/standards/semanticweb/
4 http://www.w3.org/TR/2012/REC-owl2-overview-20121211/
5 http://www.w3.org/standards/techs/rdf#w3c_all
6 http://www.w3.org/Submission/SWRL/
7 http://www.w3.org/standards/techs/sparql#w3c_all
8 http://www.w3.org/standards/semanticweb/data

http://www.w3.org/standards/semanticweb/
http://www.w3.org/TR/2012/REC-owl2-overview-20121211/
http://www.w3.org/standards/techs/rdf#w3c_all
http://www.w3.org/Submission/SWRL/
http://www.w3.org/standards/techs/sparql#w3c_all
http://www.w3.org/standards/semanticweb/data
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proactively suggest items which may be of particular interest to the user, based
on his behavior and/or preferences[8].

Our initial proposal to improve biomedical research integration within every-
day clinical practice is a Semantic Bibliographic Recommender System (SBRS),
which follows a Content Based approach [9]. In this kind of systems, items are
described based on its features. Since these items are research papers and we are
following a semantic approach, these features are concepts from the knowledge
model.

In order to build recommendations, the system needs some kind of input or
query and a known user profile. This profile usually consists in two types of
information:

1. A model of the user’s preferences. One common representation is a function
which for any item predicts the likelihood that the user is interested in that
item. In our case is a semantic description of the patient.

2. A history of the user’s interactions with the system. This history helps to
improve system’s performance by learning and adjusting function’s compo-
nents.

Unlike common Recommender Systems, where the user profile is built on one en-
tity (the user), our scenario requires to split the information between the profile
which provides the features of interest and the interaction history. The patient
characteristics conform the features of interest, building the Patient Profile (PP),
and the interaction history would be built on physician’s item choice. At this mo-
ment, the system stores user feedback and interaction, but the learning process
is not yet implemented.

2.1 Patient and Item Modeling

In order to build such a Recommendation System, we need to define an item
description model describing the items the system will have to serve. In our
case, the items are neuroimaging research papers (NRP). As we have already
seen, Brainmap’s metadata codification scheme gives us a good starting point
but, since we are looking for semantic interoperability between different domains
(anatomy, psychology, genetics, etc.), we need to build a semantic model of this
scheme i.e, an ontology.

Fortunately there already exists an ontology covering part of Braimap’s cod-
ing scheme: the Cognitive Paradigm Ontology [10]. This project intends to for-
malize, starting from Brainmap Scheme, certain characteristics of the cognitive
paradigms used in the fMRI and PET literature. However, it does not fully map
concepts with other domain ontologies (such as FMA) and neither every Brain-
map metadata is represented. Hence, in order to cover our needs, we have needed
to add some extensions, generating the extended CogPOe.

Primarily, the extensions we need are Patient/Subject related. Since our sys-
tem makes use of patient profiles, the needs can be covered by aligning Patient
and EHR oriented ontologies. The Computer-based Patient Ontology (CPR) [11]
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Fig. 2. Brainmap meta-data codification scheme

attempts to define a minimal set of terms that provide grounded, ontologically
commitment for the representations shared between many of the healthcare in-
formation (such as HL7 RIM)9, process and terminological models via the use
of foundational ontologies.

Briefly, the alignment has been done by referencing CPR concepts from Cog-
POe. The most important mapping is the relation between Brainmap’s Sub-
jects concept, because it defines the subjects involved in an experiment con-
cept and will, indirectly, carry many relevant information. It is represented with
cpr:Patient concept. Related patient features (properties), such as diagnostic,
gender, medication, etc are also obtained from CPR.

2.2 Building the Patient Profile

As we already said, the system will be based on patient features, which means
that it must be build from some sort of EHR data.

But user related data in the context of EHR is a delicate issue because of the
existence of segmented EHR systems managing disparate patient representations
and, more importantly, the use of various standards among different regulatory
agencies.

The best way to deal with this problem is enabling semantic interoperability
between EHR systems and regulatory bodies , by implementing a Semantic Medi-
ation System capable of automatically map equivalent fields or concepts between
different standards [12]. This is the solution raised by the SALUS project [13,14].
9 http://www.hl7.org/implement/standards/rim.cfm

http://www.hl7.org/implement/standards/rim.cfm
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The Patient Profile building process is designed following the same principles,
creating a semantic representation of patient profile from EHR’s input.

Therefore, we need to choose an EHR standard which will serve as the system’s
input. There exist multiple EHR standards so, based on its widespread imple-
mentation, we chose HL7’s (Health Level 7)10 Clinical Document Architecture
(CDA)11 were chosen. Briefly, this standard enables documents to be expressed
both as free text and coded format, using SNOMED CT as its terminology.

As shown in figure 3, using CDA and SNOMED codes is possible to map
physical exploration document concepts to CPR.

Fig. 3. System overview

2.3 NPR Selection

Both the Patient Profile and item descriptions are instances of our patient cen-
tered ontological model, so, in order to evaluate the relevance of a given paper,
we have to compare the patient’s features with research subject’s features. This
is achieved with a similarity function which quantifies the similarity between two
given instances.

Looking into the ontology mapping literature, we find many similarity measur-
ing methods: hierarchical, graph-based, information theory-based, etc. Since we
are looking into instances rather than concepts (i.e., classes) we need to explore
the way these instances express its meaning: the implicit labeled graph struc-
ture of semantics. We have implemented the similarity function by traversing
the ontology instances [15].

According to this method, in order to evaluate the similarity of a pair of
given instances, InstA and InstB, we need to look into the set of proper-
ties which connects them to other elements. Let this instances have properties
10 http://www.hl7.org/
11 http://hl7book.net/index.php?title=CDA

http://www.hl7.org/
http://hl7book.net/index.php?title=CDA
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A = {property1, . . . , propertyn} and B = {property1, . . . , propertym} respec-
tively. For elements connected by a common property i, the similarity measure
is computed by the PropertySMi function.

Then, the similarity measure for two instances is computed as the sum of
similarity measures obtained for each property:

similarity(InstA, InstB) =

∑|A∩B|
i=1 PropertySMi(elemtA, elementB)

|A ∪B|
where elementA and elementB are elements (instances or literals) connected to
the evaluated instances InstA and InstB by the ith property respectively. This
function gives a similarity measure from the range [0, 1].

At this point, the similarity function sets the same weight factor for each
property. This factor is needed to personalize and to determine the importance
of a given property, which is context dependent. For example, in our problem,
the property hasDisease may have more weight than hasName, since the diagnosis
is more important than the name to compute the Patient Profile similarity.

3 Use Case

In order to illustrate the viability of our solution, we have tested our system
reproducing, under the proposed structure, with a real clinical case with the col-
laboration and feedback from an expert psychiatrist focused on Eating Disorder
(ED) research.

Classifications of ED (DSM-IV and ICD10) are still mainly focused on the pre-
occupation for body weight and distortion of body shape, which do not really
seem to tell enough about these disorders, specially regarding treatment. More
recently, affect dysregulation in ED has been emphasized [16,17], and there is
quite a lot of evidence that the emotional awareness and emotion regulation are
affected in ED [18]. Most of these ideas were supported by studies that empha-
sized the relationship between alexithymia and emotional awareness in anorexia.
Recent studies are focused in the neurocircuits behind these processes and even
recent efforts to reclassify these disorders have suggested classifications of ED
within personality subtypes in a: 1) dysregulated/undercontrolled pattern, 2)
a constricted/overcontrolled pattern, 3) high-functioning/perfectionistic pattern
[19].

Despite the ongoing research efforts, many of these suggestions and discoveries
are unnoticed in everyday clinical practice.

As we already stated, at this moment, there is not available any knowl-
edge/semantic database with full-structured research papers. For this reason,
we have needed to build a knowledge base using Virtuoso-Opensource12 triple
store where a set of 113 papers, following our ontological model (CogPOe), have
been stored. With this dataset we have been able to test the system with the
clinical case.
12 http://virtuoso.openlinksw.com/dataspace/dav/wiki/Main/

http://virtuoso.openlinksw.com/dataspace/dav/wiki/Main/
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This clinical case consisted in a patient diagnosed with Anorexia Nervosa.
The psychopathological exploration identifies that the patient is calmed with
collaborative attitude and fluid and coherent speech., but with hypercontrol and
obsessive personality traits.

We have tested the system with an example of ED coded in a CDA compliant
document serving as the input.From this document, the system maps and builds
the PP to compute the set of nearest bibliographic recommendations. The output
of this very first query was satisfactory, since 8 of 10 from retrieved NPRs were
considered as related to the clinical case, being the 80% of recommendations.
Because of the limited dataset size we still have not been able to plan a rigorous
performance evaluation (like Precision and Recall), being the dataset popula-
tion as one of the future works. However, the expert remarked that having this
information available from concepts related to the spectrum of these disorders,
e.g. ALEXITHYMIA, one of the main characteristics described in AN, would be
very useful when trying to decide the best therapy for these patients. For exam-
ple, patients more focused on emotional regulation should incise in mindfulness
therapy. So, this practical example shows us the utility of these integrated tools
for the practitioner.

4 Conclusions and Future Work

In this work we have noted a very known problem: the gap between biomedical
research and clinical practice. We also have highlighted that this gap is getting
narrower as technology is being implanted in Health Care Systems. However,
more technology means different systems interoperating and, many of them,
overlapping, arising the need for a greater standardization.

As a sample of this standardization, we have created a semantic model start-
ing from Brainmap’s metadata coding scheme, reusing, mapping and extending
disparate domain ontologies (CogPO and CPR). With this representation of
neuroimaging papers, we have been able to propose a Semantic Bibliographic
Recommender System to help the practitioner in the bibliographic gathering
task. Planning the integration with EHR systems, we have design our system
based on the widely used HL7 CDA standard, creating a mapping system to
obtain a Patient Profile as the Recommender input.

To test our proposal, we have worked with an expert psychiatrist, receiving
advice and feedback. The tests results are promising, encouraging us to keep
populating the dataset, refine and scale the system to greater goals.

The conceptand thearchitecture of theWeb is naturally evolving to adistributed
service oriented scenario, emerging applications which implement interfaces to al-
low third party applications to interact with them. We think bioinformatic appli-
cations should be compliant with this philosophy, therefore, our system is built as
a RESTful service, allowing any application to interact with it.

The semantic Patient Profile opens the door to integrate large amounts of clin-
ical data, beyond research bibliography. Linked Open Data initiative is spreading
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along many of the Biomedical domains and, with tools like Bioportal and the
Datahub13, it is possible to easily locate, use and share existing biomedical data.

Developing this integration between EHR systems and federated biomedical
datasets is no longer a wish, but a fact with on going efforts like the Clinica
Mayo’s [20].

In the future, we look forward to integrate drug and genetic datasets to auto-
matically enrich the Patient Profile, giving the chance to offer the most complete
information for the practitioner.
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Abstract. Parkinson’s disease (PD) is a neurodegenerative disorder of
the nervous central system and it affects the limbs motor control and
the communication skills of the patients. The evolution of the disease
can get to the point of affecting the intelligibility of the patient’s speech.

The treatments of the PD are mainly focused on improving limb symp-
toms and their impact on speech production is still unclear. Considering
the impact of the PD in the intelligibility of the patients, this paper
explores the discrimination capability of different perceptual features in
the task of automatic classification of speech signals from people with
Parkinson’s disease (PPD) and healthy controls (HC). The experiments
presented in this paper are performed considering the five Spanish vowels
uttered by 20 PPD and 20 HC.

The considered set of features includes linear prediction coefficients
(LPC), linear prediction cepstral Coefficients (LPCC), Mel-frequency
cepstral coefficients (MFCC), perceptual linear prediction coefficients
(PLP) and two versions of the relative spectra coefficients (RASTA).

Accordin the results for vowels /e/ and /o/ it is not enough to consider
one kind of perceptual features, it is required to perform combination of
different coefficients such as PLP, MFCC and RASTA. For the case of
the remaining vowels, the best results are obtained considering only one
kind of perceptual features, PLP for vowel /a/ and MFCC for vowels /i/
and /u/.

Keywords: Perceptual analysis, Parkinson’s disease, linear prediction,
relative spectra analysis.

1 Introduction

Parkinson’s disease (PD) is a neurodegenerative disorder that results from the
death of dopaminergic cells in the substantia nigra, a region of the mid-brain. PD
is the second more prevalent neurological disorder after the Alzheimer’s disease
[1]. About 1% of the people older than 65 suffer from this disease and in Colombia
the prevalence of PD is around 172.4 per each 100.000 inhabitants [2]. People
with Parkinson’s disease (PPD) commonly develop speech impairments affecting
different aspects such as respiration, phonation, articulation and prosody [3]. It
is already demonstrated that the phonation problems in PPD are related to the
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vocal fold bowing and incomplete vocal fold closure [4], [5]. This behavior also
generates intelligibility problems for the speech of the patients, affecting their
communications skills and their capability for interacting with other people [6].

Medical treatments such as neuropharmacological and neurosurgical are fo-
cused on improving limb symptoms, but their impact on speech production is
still unclear [7]. Due to this fact, in the last few years several published works
have been focused on the automatic classification of speech recordings from PPD
and from healthy controls (HC). In [8] the authors employ acoustic and prosodic
features along with features derived from a two-mass model of the vocal folds. For
the acoustic modeling of the speech signals, the authors consider a speech recog-
nition model based on Gaussian Mixture Models (GMM) with 13 Mel-frequency
Cepstral Coefficients (MFCC) and for the prosodic analysis they include funda-
mental frequency (F0), energy, voiced and unvoiced segments and pitch periods
all calculated on the voiced segments of a running speech recordings. The re-
ported recognition rates are 88% with the acoustic model (MFCC) and 90.5%
with the prosodic features.

In [9], the authors perform the automatic classification of PPD and HC consid-
ering four features: Harmonics to Noise Ratio (HNR), Recurrence Period Density
Entropy (RPDE), Detrended Fluctuation Analysis (DFA) and Pitch Period En-
tropy (PPE). Their results indicate that, considering this set of features, it is
possible to achieve classification rates of up to 91.4%.

On the other hand, the evolution of the PD through the time has been also
studied. In [10] the authors form a features set composed by different dysphonia
measures and analyze their correlation with the evolution of the Unified Parkin-
son Disease Rating Scale (UPDRS) in a period of six months. According to their
results, the UPDRS scale can be mapped with a precision of up to 6 points,
which is very close to the clinician’s observations.

Considering that the PPD exhibit a loss of intelligibility in their speech [11], our
hypothesis is that including perceptual information in the speech modeling pro-
cesses is possible to achieve good results in the automatic classification of speech
from PPD and HC. The perceptual analysis of pathological speakers have been
addressed typically using different kind of coefficients. Some of them have been
already used for speech signals from PD [8], but there is still a lack of understand-
ing about the discrimination capabilities that these kind of features can provide
for the automatic assessment of speech signals from PPD. Bearing this in mind,
this work studies the contribution of six well known representation coefficients es-
timated over the five Spanish vowels and tries to establish which features are more
suitable for the automatic classification of speech from PPD and HC.

The performed experiments include Linear Prediction Coefficients (LPC) [12],
LinearPredictionCepstralCoefficients (LPCC) [13],Mel-frequencyCepstralCoef-
ficients (MFCC) [14], Perceptual Linear Prediction coefficients (PLP) [15] and two
versions of the Relative Spectra coefficients (RASTA), those with cepstral filtering
(RASTA-PLP-CEPS) and those without cepstral filtering (RASTA-PLP-SPEC)
[16].
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The rest of the paper is organized as follows. The section 2 includes the
description of the methodology tha is being proposed in this work. In the section
3 gives the details of the experiments that are presented in the paper. The section
4 presents the results obtained on each experiment and finally, the section 5
exposed the conclusions derived from the presented work.

2 Methodology

Figure 1 depicts a block diagram of the steps carried out in the methodology
presented in this work. The right side of the figure illustrates each stage of the
methodology and the left side of the figure shows a brief explanation of that
stages. The voice signal is first divided and windowed (with Hamming windows)
into frames to perform a short-time analysis. After, the characterization stage
takes place. In this work, six different sets of perceptual features are considered:
LPC, LPCC, PLP MFCC and two versions of the RASTA-PLP coefficients, one
with cepstral filtering and other one without such filtering. Once the features
are calculated, a features selection process is performed for each set of features
as in [17].

Fig. 1. Methodology for the perceptual analysis of speech from PPD
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After the features selection a two layer classification scheme is used. The first
stage of the classification process is performed per each kind of perceptual fea-
tures by means of a support vector machine (SVM) with a radial basis Gaussian
kernel. After, the results obtained with each SVM are combined into a new
feature space. Once that results are combined, they are normalized using a zs-
core strategy and finally, the last stage of the classification process is done with
another SVM.

In the following subsections, some details of each part of the methodology are
presented.

2.1 Perceptual Modeling

As it was pointed out, in this work different perceptual coefficients are imple-
mented with the aim of establish which of them are the more appropriate for
the automatic classification of speech from PPD and HC. Considering their wide
usage in speech modeling, the LPCs coefficients are included in this work. Linear
predictive techniques have been applied not only for the LPCs calculation but
also for the formants estimation. The information provided by the LPCs allows
to perform articulation analysis in the speech of PPD [18]. This coefficients are
able to model the vocal tract as a filter, thus considering that PPD are unable
to have a total motor control of their vocal tract, the frequency response of that
filter will be also abnormally changed.

A similar modeling to those that is performed by the LPCs in the frequency
domain can be made in the cepstral domain. Such analysis is made through the
LPCC coefficients. The LPCCs have demonstrated to be more robust in several
speech modeling tasks mainly oriented to speech recognition processes [13]. In
this work we want to validate their robustness in the automatic classification of
speech from PPD and HC.

Additionally the MFCC coefficients have been included in the experiments
presented here. This kind of coefficients can model irregular movements in the
vocal tract [14] and have demonstrated to be efficient for modeling pathological
speech signals, not only in the case of dysphonia detection [14], [19] but also for
the analysis of dysarthric speech signals [8].

On the other hand, with the aim of including perceptual information to the
modeling that is performed with LPCs, we decided to include the PLP coef-
ficients estimated as in [15]. The LPC analysis assumes the same number of
resonances on every frequency bands; however, there are evidences that demon-
strate that beyond about 800Hz, the spectral resolution of hearing decreases with
frequency [15]. Considering this drawback of the LPC analysis, Hynek Herman-
sky proposed to use a critical-band filtering over the linear predictive analysis
in order to improve the resolution of the analyzed bands.

Other kind of features that are included in this work are the RASTA-PLP
coefficients. This technique was presented by Hermansky and Morgan in [16].
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The main assumption of this modeling strategy is that the human perception
is less sensitive to slowly varying stimuli, thus it is possible to make the speech
analysis less sensitive to slowly changing factors. For doing that, the critical-
band filter that is used for PLP modeling is replaced by a filter bank with
a sharp spectral zero at the zero frequency. The RASTA-PLP coefficients can
be represented in spectral or in cepstral domains and the difference between
both approaches is that in the spectral domain the resulting set of coefficients
is according to the number of filtered bands and in the cepstral domain the
resulting set of coefficients is according to the number of cepstral coefficients. In
this work we use both representations to analyze their influence in the process
of automatic classification of speech from PPD and HC.

2.2 Features Selection and Classification

The features selection strategy that is used in this work is based on principal
component analysis and it was implemented as in [17]. After the application
of the features selection algorithm the system has a sub set of features that is
optimal in terms of its variance content.

The classification between recordings from PPD and HC is performed with a
SVM that is trained with a Gaussian kernel [20]. This classifier is used because
of its extensive usage in the state of the art for the automatic classification of
pathological and healthy voices [9], [8], [17].

3 Experiments

3.1 Recording and Corpus of Speakers

The data for this study consists of speech recordings from 20 PPD and 20 HC
sampled at 44.100Hz with 16 quantization bits. All of the recordings were cap-
tured in a sound proof booth. The people that participated in the recording
sessions are balanced by gender and age: the ages of the men patients ranged
from 56 to 70 (mean 62.9 ± 6.39) and the ages of the women patients ranged
from 57 to 75 (mean 64.6 ± 5.62). For the case of the healthy people, the ages
of men ranged from 51 to 68 (mean 62.6 ± 5.48) and the ages of the women
ranged from 57 to 75 (mean 64.8 ± 5.65). All of the PPD have been diagnosed
by neurologist experts and none of the people in the HC group has history of
symptoms related to Parkinson’s disease or any other kind of movement disorder
syndrome.

The recordings consist of sustained utterances of the five Spanish vowels,
every person repeated three times the five vowels, thus in total the database is
composed of 60 recordings per vowel on each class. This database is built by
Universidad de Antioquia in Medelĺın, Colombia.
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3.2 Experimental Setup

The experiments performed in this work are carried out following the method-
ology exposed in figure 1. The voice recordings are preprocessed by Hamming
windows of 40ms with and overlap of 20ms. The perceptual features are calcu-
lated for each windowed frame of speech. Each voice signal is represented by the
sets of feature vectors, each vector contains the values of the parameters for each
frame. The final feature vector per voice signal is composed by the estimations
of mean, standard deviation, skewness and kurtosis of the values obtained per
feature trough the frames.

The number of coefficients is fixed in 12 for every kind of perceptual features
but for the case of RASTA-PLP-SPEC a total of 27 coefficients are estimated
because this is the number of frequency bands that are filtered. For RASTA-
PLP-CEPS the number of coefficients is 12 because it is the number of cepstral
coefficients used. Considering that four statistics are taken from each kind of
features, the sets of parameters contain a total of 48 measures for the case of
LPC, LPCC, PLP, MFCC and RASTA-PLP-CEPS. For the case of RASTA-
PLP-SPEC the number of measures is 108.

The tests performed over the proposed system have been made following the
strategy indicated in [21]. The 70% of the data are used for the feature selection
and for training the classifier and the remaining 30% is for testing; the different
subsets for training and testing are randomly formed. As it was exposed in section
2, for each pair of training and testing subsets the two stages of classification
are made: the first is when only each set of perceptual coefficients are considered
individually and the second is when the scores obtained in the first classification
stage are combined. Each stage of the classification process is repeated ten times
per each pair of subsets (training and testing), forming a total of 100 independent
realizations of the experiment.

In order to look for the best performance of the system, the scores obtained
in the first classification stage are incrementally combined. The order of that fu-
sion is according to the classification rate obtained in the individual classification
stage.

4 Results and Discussion

The results obtained in the first stage of the classification process, when each
subset of perceptual features are used per each vowel, are presented in table 1.
The highlighted items correspond to the best results obtained over all of exper-
iments. Note that for the vowels /a/, /i/ and /u/ the best results correspond
to those obtained with only one kind of perceptual coefficients. For vowel /a/
the PLP parameters exhibited the best results, while for vowels /i/ and /u/
the best features were the MFCCs in both cases. The obtained results for the
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Table 1. Results obtained in the automatic classification of speech signals from PPD
and HC using each kind of perceptual features individually

Vowel Features Individual accuracy Specificity Sensitivity
LPC 60,58 % 6,98 65,44 % 12,20 55,72 % 13,97
LPCC 64,86 % 8,08 60,83 % 14,10 68,89 % 7,49

/a/ MFCC 59,72 % 9,04 66,33 % 15,95 53,11 % 7,60
PLP 76,19 % 9,04 80,22 % 10,69 72,17 % 11,05

RASTA-PLP-CEPS 56,72 % 6,17 41,22 % 8,98 72,22 % 7,33
RASTA-PLP-SPEC 59,47 % 7,58 60,11 % 12,31 58,83 % 10,47

LPC 66,25 % 6,82 61,56 % 12,85 70,94 % 9,53
LPCC 63,41 % 8,45 60,17 % 14,37 66,67 % 12,48

/e/ MFCC 66,97 % 11,98 64,61 % 16,46 69,33 % 14,87
PLP 66,39 % 7,23 67,17 % 9,57 65,61 % 13,93

RASTA-PLP-CEPS 66,08 % 6,04 64,67 % 9,03 67,50 % 10,60
RASTA-PLP-SPEC 71,28 % 7,38 66,06 % 13,14 76,50 % 9,51

LPC 58,17 % 8,76 53,72 % 12,14 62,61 % 14,83
LPCC 71,61 % 6,9 71,44 % 10,58 71,78 % 11,32

/i/ MFCC 75,30 % 8,43 78,78 % 10,20 71,83 % 10,53
PLP 70,83 % 7,49 70,50 % 7,07 71,17 % 12,10

RASTA-PLP-CEPS 66,33 % 5,39 59,94 % 14,71 72,72 % 12,97
RASTA-PLP-SPEC 69,64 % 5,59 67,44 % 6,59 71,83 % 8,22

LPC 59,22 % 8,42 64,89 % 12,30 53,56 % 11,55
LPCC 71,83 % 5,88 82,78 % 6,62 60,89 % 8,39

/o/ MFCC 78,31 % 5,32 87,17 % 8,72 69,44 % 9,39
PLP 69,97 % 6,84 71,06 % 12,88 68,89 % 9,65

RASTA-PLP-CEPS 71,11 % 6,89 70,22 % 19,27 72,00 % 15,90
RASTA-PLP-SPEC 68,61 % 7,62 61,17 % 7,70 76,06 % 10,24

LPC 62,61 % 8,37 63,94 % 9,31 61,28 % 8,19
LPCC 64,86 % 7,67 62,44 % 10,36 67,28 % 10,84

/u/ MFCC 76,28 % 6,11 82,44 % 10,75 70,11 % 7,14
PLP 73,14 % 11,11 76,89 % 9,44 69,39 % 13,16

RASTA-PLP-CEPS 67,78 % 6,75 52,89 % 12,86 82,67 % 9,27
RASTA-PLP-SPEC 62,94 % 5,89 52,61 % 11,17 73,28 % 10,26

vowels /e/ and /o/ have not any highlighted row due to the best results for that
vowels were obtained when several perceptual coefficients are combined. Such
results are presented in table 2. The results obtained in the second stage of the
classification process are presented in table 2. Note that in this case the best
results are obtained for vowels /e/ and /o/ when five subsets of features are
combined. For the case of vowel /e/ the considered features are RASTA-PLP-
SPEC, MFCC, PLP, LPC and RASTA-PLP-CEPS while for vowel /o/ the set
of features include MFCC, LPCC, RASTA-PLP-CEPS, PLP and RASTA-PLP-
SPEC.

It is interesting to note that the best results in vowels /e/ and /o/ include
MFCC, PLP and both versions of the RASTA-PLP coefficients for both vow-
els. It indicates that with the aim of achieving better results in the automatic
classification of speech signals from PPD and HC, the characterization with per-
ceptual features must consider more than one kind of coefficients for vowels /e/
and /o/. In general, the performance obtained with the vowels /e/ and /o/ are
higher than in the other cases; however, note that for reaching such results the
inclusion of five features were required.
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Table 2. Results obtained when each subset of features are incrementally combined

Vowel Two subsets Three subsets Four subsets Five subsets six subsets
Accuracy 70,67 % 10,63 71,89 % 7,33 70,39 % 6,53 70,06 % 7,58 68,28 % 6,32

/a/ Specificity 72,94 % 14,17 78,67 % 11,31 76,67 % 11,70 75,17 % 9,59 66,50 % 70,65

Sensitivity 68,39 % 11,53 65,00 % 10,75 64,50 % 8,81 64,64 % 8,80 70,06 % 8,67

Accuracy 73,11 % 7,33 74,11 % 7,67 75,86 % 6,16 77,22 % 6,28 77,28 % 7,00

/e/ Specificity 62,28 % 13,64 64,39 % 12,47 65,33 % 14,47 66,39 % 13,78 67,94 % 14,56

Sensitivity 81,50 % 10,67 83,56 % 12,44 86,50 % 9,48 88,06 % 7,87 86,78 % 6,50

Accuracy 70,47 % 11,00 72,53 % 8,66 74,86 % 8,78 75,00 % 6,69 74,78 % 5,69

/i/ Specificity 68,78 % 11,40 74,50 % 9,29 74,06 % 10,68 69,44 % 11,27 69,00 % 11,71

Sensitivity 72,06 % 18,14 70,44 % 20,21 75,67 % 18,67 80,56 % 13,86 80,78 % 13,93

Accuracy 78,92 % 8,89 80,81 % 7,39 79,77 % 6,77 81,08 % 6,82 80,78 % 6,91

/o/ Specificity 83,44 % 6,48 80,56 % 9,51 81,72 % 8,27 80,22 % 8,02 73,39 % 7,74

Sensitivity 74,39 % 14,56 81,06 % 9,39 77,83 % 7,93 81,94 % 7,71 82,11 % 7,73

Accuracy 76,08 % 10,76 75,64 % 7,97 76,5 % 7,36 76,25 % 6,48 76,14 % 7,13

/u/ Specificity 77,33 % 12,80 67,28 % 9,50 68,50 % 8,85 67,22 % 7,22 65,72 % 8,61

Sensitivity 74,17 % 9,68 83,72 % 8,02 84,56 % 8,36 85,33 % 6,71 86,67 % 7,89

The table 3 shows the best results obtained for each vowel in terms of sensitiv-
ity and specificity. The best sensitivity and specificity are obtained with vowels
/e/ and /u/ respectively; however, note that the sensitivity and specificity are
more balanced for the vowel /o/. In order to show the best results per vowel in
a more compact way and following the methodology presented in [21], the figure
2 with the detection error tradeoff (DET) curve is included. Note that the more
balanced behavior is exhibited with the vowel /o/, while the vowels /a/, /e/ and
/i/ show very unbalanced results.

Table 3. Best results obtained per vowel

Vowels /a/ /e/ /i/ /o/ /u/

Accuracy 76,19 ± 9,04 77.22 ± 6,28 75.30 ± 8,43 81.08 ± 6,82 76.28 ± 6,11
Sensitivity 72,17 ± 11,05 88,06 ± 7,87 71,83 ± 10,53 81,94 ± 7,71 70,11 ± 7,14
Specificity 80,22 ± 10,69 66,39 ± 13,78 78,78 ± 10,20 80,72 ± 8,02 82,44 ± 10,75
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5 Conclusions

The perceptual analysis of speech signals from people with Parkinson’s disease
is performed and the effectiveness, in terms of the discrimination capability, of
each kind of perceptual coefficients in the problem of automatic classification of
speech from PPD and HC is analyzed.

According to the results, PLP coefficients considered alone, offer good per-
formance just for the case of the vowel /a/ and the MFCCs exhibit the higher
performance in the vowels /i/ and /u/. However, for all experiments, the best
performance is obtained with the vowel /o/ when MFCC, LPCC, RASTA-PLP-
CEPS, PLP and RASTA-PLP-SPEC are merged and considered together.

The RASTA analysis has exposed good results in the task of automatic speech
recognition; however, according to our findings, in order to achieve better results
with vowels /e/ and /o/, those coefficients must be combined with other per-
ceptual features such as MFCC and LPCC.

The main finding of this work indicates that for vowels /e/ and /o/ it is not
enough to consider one kind of perceptual features, it is required to perform com-
bination of different parameters to achieve good results in the task of automatic
classification of speech signals from PPD and HC.
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20. Scholköpf, B., Smola, A.: Learning with Kernel. The MIT Press (2002)
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Abstract. Amyotrophic Lateral Sclerosis is a severe disease which dra-
matically reduces the speech communication skills of the patient as illness
progresses. The present study is devoted to define accurate and objec-
tive estimates to characterize the loss of communication skills, to help in
monitoring illness progress, and in rehabilitating speech by specialists.
The methodology proposed is based on the perceptual (neuromorphic)
definition of speech dynamics, concentrated in vowel sounds in character
and duration. A longitudinal study carried out on an ALS patient during
a year is shown, its results discussed and conclusions for a further study
are also presented.

1 Introduction

The detection and characterization of vowel spaces is of most importance in
many applications, as in pathological characterization of speech, therefore the
present work will concentrate in specific vowel representation space detection
and characterization by neuromorphic methods. Amyotrophic Lateral Sclerosis
(ALS) is a highly impairing neuromotor disease of unclear origin [1] which
affects severely the capability of muscles to respond to neural activation, re-
sulting in a progressive decay in voluntary and involuntary movements of the
patient, and progressively to a state incompatible with life. One of the most
dramatic and observable effects is the gradual degeneration of speech produc-
tion resulting from progressive affection of the complex neuromuscular system
involved in respiration, phonation, swallowing and lingual and oro-facial mus-
cle management. This conducts to a specific kind of disarthria characterized by
hypernasality, reduced speech rhythm, vowel intelligibility degradation, loss of
consonantal dynamics, reduced and prolonged number of inter-phonation inter-
vals and pitch dysprosody. The patient experiences a loss of oral communication
capability which eventually may lead to isolation and depression. The present
paper is intended to explore some of the most perceivable symptoms among the
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ones described above, with the aim of helping in early detection and establishing
a differential diagnose, as well as providing the speech therapist with objective
tools to evaluate the regression process and to optimize exercising techniques
helping the patient to keep communication skills as more efficient as possible
and for a longer time. Among the different numbers of symptoms mentioned
above the paper concentrates in the description of vowel colour and count as
possible markers of ALS dysarthria, as well on the number and duration of
inter-phonation intervals. In doing so, an important definition has to be estab-
lished, which is the nature and characteristics of vowel sounds. This is not a
trivial task as vowels may be defined under the acoustic-phonetic or phonologic
point of view [2]. In such task perceptual concepts of vowel production and
perception may be of great help. In what follows vowels will be characterized
by the following descriptors: phonation must be present (i.e. a glottal source
excitation of the vocal tract must be detected), strong and narrow formant de-
scriptors must be evident, stability in the formants has to be maintained under
a certain criterion, and a mapping in the vowel triangle of the patient may be
attributed to a certain phonologic attractor or vowel representation space. The
paper is organized as follows: A neuromorphic description of the phonation and
articulation processes is given in section 2 to help understanding the underly-
ing neuromotor mechanisms involved. A brief description of vowel nature based
in formant characteristics and dynamics is given in section 3. In section 4 the
metrics used to characterize articulation dysarthrias is presented, and the case
study is described. Section 5 presents the analysis results, which are illustrated
graphically and briefly discussed. Conclusions are presented in section 6.

2 Neuro-physiological Speech and Phonation Model

Speech production is planned and instantiated in the linguistic neuromotor cor-
tex (see Fig. 1). The neuromotor activation sequence involved in speech pro-
duction is transmitted to the pharynx (2), tongue (3), larynx (4), chest and
diaphragm (5) through the subthalamic secondary units. Fine muscular con-
trol is provided by a sophisticated feedback control system (6). Neural speech
activation patterns are transmitted through the jugular foramen from the hy-
pothalamic system to the glosopharyngeal and vagus nerves (Cranial Nerves
CN IX and X) in several derivations innervating the following muscular struc-
tures: levator veli palatini, palatoglosus and palatopharyngeous (2), acting on
the naso-pharyngeal switch. These structures play a most relevant role in nasal-
ization (hyper-, hypo- and modal). The superior, middle and inferior pharyngeal
constrictors, and stylopharyngeous (3) muscles found in the mid-pharynx, are
responsible for the swallowing function as well as of changes in the vocal tract
during speech articulation. The cricothyroid, transverse and oblique arytenoid,
as well as the posterior cricoarytenoid (4) muscles in the larynx are responsible
for vocal fold stretching, adduction and abduction by acting on the cricoary-
tenoid joint as well as in raising and lowering the cricothyroid cartilage. The
vagus nerve (5) is responsible for filling and depleting the lung cavity with air
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by contraction and relaxation of the crural diaphragm. Most of the muscles in
the tongue, responsible of articulation gestures are innervated by the hypoglosal
nerve (CN XII). Other muscle-nerve systems of interest in articulation are the
buccal and mental nerves, derived from the maxilary (V2 branch of the trigem-
inal) and mandibular nerves (V3 branch of the trigeminal) responsible of upper
and lower lip activity. Any alteration in the functionality of these structures
will produce perturbations in the respiration, phonation and articulation giving
place to specific dysarthrias [3] [4] which may be characterized by the F2 vs F1

positions in time [2].

Fig. 1. Simplified view of main neural pathways involved in the production of phonation
and speech articulation. N: nasal cavity, V: velum, P: palate, A: alveoli, L: lips, T: teeth,
G: tongue.
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3 Neuromorphic Characterization of Speech

Vowels may be formally defined as applications between the space of acoustic
representations at the cortical level to the set of perceptual symbols defined as
vowels at the phonologic or linguistic level [2]. The acoustic-phonetic nature
of these patterns is based on the association of the two first resonances of the
Vocal Tract, which are referred to as ’formants’, and described as F1 and F2.
F1 in the range of 200-800 Hz is the lowest, F2 sweeps a wider range, from 500
to 3000 Hz. Under this point of view the nature of vowels may be described by
formant stability during a time interval larger than 30 ms, and relative posi-
tion in the F2 vs F1 space, in which is called the ’Vowel Triangle’ (see Fig. 2).
The characterization of vowels by neuromorphic speech processing requires the
identification of formants as the basic instantiations to develop further knowl-
edge. Formants are specific resonances of the articulation organs (vocal and nasal
tracts, and pharyngeal cavities). Neuromorphic processing refers to processing
methods directly inspired in neuronal activity (Hebbian structures) [5] [6]. The
main processes mimicking the neuronal activity are lateral inhibition formant
profiling, tonotopic frequency band tracking, vowel representation space group-
ing by space-frequency neuromorphic density functions, vowel assignment by
mutual exclusion, and vowel temporal clipping, among others.

Fig. 2. Subset of the Reference Vowel Triangle for the present study. The vowel set i, e,
a, o, u is referred as the cardinal set. Depending on the phonologic set (representation
spaces) used by a language other acoustic realizations (dash line) may be assigned to
nearby phonologic representations. For instance [æ] in Spanish could be perceptually
assigned to /a/.
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A full description of these processes can be found in [2]. The specific proce-
dures implemented in this study are the following:

1. The speech trace is processed by an adaptive lattice gradient filter to obtain
the inverse vocal tract transfer function.

2. A spectrogram is evaluated from the coefficients of the inverse vocal tract
transfer function.

3. Formants are estimated from the maxima of the spectrogram by lateral in-
hibition.

4. Speech activity and phonation activity are estimated by the umbralization
of speech and glottal residual energy.

5. The first two formants are tracked using space-frequency density functions.
6. Vowel representation spaces are used in detecting vowel presence by formant

pair associations.
7. Vowel assignments by mutual exclusion determine the most probable vowel

uttered.
8. Vowel limits in time are delimited by characteristic-frequency overlapping.

Speech may be described as a time-running acoustic succession of events (or
phonetic sequence, see Fig. 3.a) [7]. Each event is associated with an over-
simplified phonation paradigm composed of vowels, and non-vowels. Non-vowel
sounds are characterized by unstable formants (dynamic), by not having a rep-
resentation inside the vowel triangle, or by lacking a neat F2 vs F1 pattern.
The International Phonetic Alphabet (IPA) [8] has been used, with symbols be-
tween square brackets [a] and bars /a/ are phonemes (acoustic representations)
and phonologic representations, respectively. Formants are characterized in this
spectrogram (middle template) by darker energy envelope peaks. What can be
observed in the figure is that the vowels and vowel-like sounds correspond to
stable positions of the formants.

4 Materials and Methods

The present study has a marked exploratory nature. Early work in formant
descriptions for ALS induced dysarthrias has a long history [9]. Nevertheless,
objective characterization of these articulation deficiencies using objective rep-
resentations on the vowel triangle are not frequently found. The study will con-
centrate in producing sequences of positions on the vowel triangle F2 vs F1

corresponding to pairs F1(n), F2(n), where n is the discrete time index, as given
in Fig. 3 (c and d). The more stable a vowel will be the more points will be
found in a given area of the vowel triangle in time. A measurement of the vowel
triangle extension covered by a given sentence or utterance may be produced
in terms of the distribution of pairs F1, F2 in that specific area. Therefore the
following landmarks of the vowel triangle will be defined.
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Fig. 3. Fig. 3 a) time series of the utterance in Portuguese ”tudo vale a pena quando a
alma no pequena” uttered by a female control speaker. b) Adaptive Lineal Prediction
Spectrogram (grey background) and first two formants (superimposed in color). The
color dots mark the positions of each pair F1,F2 from green (the oldest) to red (the
most recent). The approximate phonetic labeling is given as a reference. c) Formant
plot of F2 vs F1. d) Same plot as a Formant Chart commonly used in Linguistics. The
blue triangle and circles give the limit positions of the five cardinal vowels /i/, /e/,
/a/, /o/, /u/ (for a typical male speaker in blue, female in melba). These plots show
the formant trajectories of the utterance. There is color correspondence between the
bottom and middle templates to track formant trajectories on the time axis.

VUL =
{
qθ11 , qθ32

}
VLL =

{
qθ11 , qθ12

}
VMR =

{
qθ31 , qθ22

}
(1)

CMM =
{
qθ21 , qθ22

}
where VUL, VLL, VMR and VMM are respectively the uper left, lower left and
mid right vertices of the vowel triangle, and CMM is the median centre of the
triangle, defined in terms of the generic quantiles

qθi = arg

{ ∫ ∞
qθi

γ(νi)dν∫ ∞
−∞ γ(νi)dν

< θ

}
(2)
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where γi(ν) is the probability distribution of the formant i in frequency ν, and
θ is the specific quantile threshold (for instance θ = 0.03 would correspond
to a 3 per cent quantile). In the present study the following definitions apply:
θ1 = 0.03, θ2 = 0.5 and θ3 = 0.97. Using these definitions the virtual centroid of
the vowel triangle would be defined as

Cν =

{
qθ11 + qθ31

2
,
qθ12 + qθ32

2

}
(3)

whereas the median centroid of the vowel triangle would be

Cm =
{
qθ21 , qθ21

}
(4)

The asymmetry coefficient would be the difference between the median and the
virtual centroids, which may be expressed in module and argument as

MA) =

⎡⎣( 2qθ21
qθ11 + qθ31

− 1

)2

+

(
2qθ22

qθ12 + qθ32
− 1

)2
⎤⎦1/2

ϕA = arctan

(
2qθ22 − qθ12 + qθ32
2qθ21 − qθ11 + qθ31

)
(5)

Given the exploratory character of the present study a case study from a ALS
female patient has been used in contrast with a control healthy female subject.
The case study consisted in four recordings from the female patient taken at
specific 3-month intervals, these being referred to as HA-T0 (November 2011),
HA-T1 (January 2012), HA-T3 (July 2012) and HA-T4 (October 2012). In all
cases the recordings contained utterances of the sentence ”tudo vale a pena
quando a alma no pequena” in Portuguese. The results of the study conducted
on these recordings are given in the next section.

5 Results and Discussion

The descriptions of the vowel triangle for each utterance produced were obtained
and compared. For the sake of brevity only the first and last plots compared
against the control subject are given in Fig. 4.

It may be seen that the distribution of the control subject stresses the main
patterns and trajectories of the target sentence. The first utterance of the ALS
patient (HA-T0) stresses the differences in the vocalic space between [υ] and [a],
but fails in weighting the respective distribution of each vowel group. The last
utterance (HA-T4) is clearly unbalanced towards [a], with most of the vowels
improperly articulated as [æ]. The plots in Fig. 5 help in establishing a better
comparison among the different vowel triangles and to derive resolving conclu-
sions.
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Fig. 4. Positions of f1 vs f2 on the vowel triangle. The 3 per cent quartiles are given in
red circles. The median centre is given as a red diamond. a) Control female. The main
vowel positions are for [υ] (in melba) and [a] (in green). The formant trajectories are
well organized and separate. The frequency span is large both for f1 and f2. b) HA-T0.
The vowel space is much more confuse, there are not clear vowel trajectories, but the
[υ] and [a] are still differentiated . The frequency span is still wide, but it shrinks in f2.
The median centre is slightly tilted to the left. c) HA-T4.

The progressive degradation of the vowel triangle can be clearly perceived,
with strong differences between the results for HA-T0 (still comparable with the
control subject) and the three last utterances. This would indicate that a strong
decay in articulatory ability of the patient took place since November 2011 to
January 2012. These results are summarized in Table 1.

The most interesting fact to be stressed is that the angle of the normalized
asymmetry coefficient swings from the third to the first quadrant in a progres-
sive succession. This means that the orientation of the vowel median centroids
are evolving from a more balanced situation to a tendency marked by vowel [æ].
The two last columns in the table give the Vowel Space Area (VSA) and the
Formant Centralization Ratio (FCR) evaluated following [10] [11] as a further



220 P. Gómez-Vilda

Fig. 5. The approximate vowel triangles derived from the utterances from the control
subject (ContFemale), and the ALS patient in four different sessions cronologically
ordered from less severity to most severity (HA-T0, HA-T1, HA-T2 and HA-T3) are
compared among themselves. It may be seen that the vowel triangle for HA-T0 is
slightly narrower in f2 but larger in f1 than the control one. HA-T1 shrinks clearly with
respect to HA-T0. The same happens with HA-T3 and HA-T4 with respect to HA-T1,
although there is not a clear change between themselves.

Table 1. Asymmetry measurements for the vowel triangles studied

. Cv1(Hz) Cv2(Hz) Cm1(Hz) Cm2(Hz) MA ϕA(deg) VSA FCR

MaleRef 445 1578 406 1507 0.099 -152.9 141910 1.15

FemaleRef 570 1828 523 1656 0.125 -131.1 240230 1.07

ContFemale 601 2000 695 1555 0.272 -55.0 456300 0.93

HA-T0 640 1734 539 1523 0.200 -142.3 361240 1.02

HA-T1 586 1578 578 1531 0.033 -113.4 147190 1.29

HA-T3 640 1578 648 1539 0.027 -63.4 90637 1.42

HA-T4 578 1656 664 1726 0.154 15.7 105740 1.43

reference. It may be seen that the FCR gives also an indication of the anomalous
articulation function. The respective values of the asymmetry modulus and phase
(Relative Center Displacement) are given also in Fig. 6. It may be seen from the
plot that the cases show a progression from the third quadrant to the first one,
with a transit through the fourth quadrant. This is an objective measurement
expressing the migration of the articulation center of gravity towards the position
of an open mid vowel as [æ].

The last part of the results presented is the study of vowel and stop inter-
val durations. To produce such results vowels are detected using a coincidence
function between the first and second formant CF neuron firings [2], as these
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Fig. 6. The asymmetry coefficient is the normalized distance between the triangle base
and height midpoint intersection and the median center. This relative displacement is
plotted in module and angle for four progressive ALS stages from the same patient
(HA-T0, HA-T1, HA-T2 and HA-T3).

Table 2. Vowel group duration and stop and silence intervals

.
Long Vowels
(L > 150 ms)

Short Vowels
(50<L<150 ms)

Short Dyn Groups
(L<50 ms)

Stops
(50<L<150 ms)

Silences
(L > 150 ms)

ContFemale 4 3 6 2 4

HA-T0 5 4 12 3 4

HA-T4 6 5 5 1 2

units are activated when a formant is relatively unchanged for a certain interval.
Coinciding quasi-stable formants are an indication of vowel presence, indepen-
dently of its nature. The results for the target sentence from the control and
the first and last ALS patient utterances are given in Fig. 7. The presence of
vowel groups are divided in three categories: larger than 150 ms, between 50 and
150 ms, and smaller than 50 ms. Classically regular vowels would be included
in the second category. The first category may be associated with an impaired
articulation. The presence of the third category is associated with dynamic tran-
sitions between stable vowel positions, and its reduction can be also associated
with impaired articulation. Silences can be also classified according to the same
principles. Intervals longer than 150 ms can be associated with phrase splits,
under 150 ms with plosive consonants. The account of the different vowel and
silence intervals for the three cases presented in Fig. 7 are listed in Table 2.

In general it may be observed that the number of longer vowel groups is
larger in pathological speech than in normal speech. It may be seen also that
the duration of the utterance is much larger as pathology expresses its severity.
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Fig. 7. Vowel-Consonant Dynamics. The green line delimits vowel intervals correspond-
ing to the high level, whereas the low level corresponds to silence or unstable formants
(consonant patterns). The long intervals are associated to vowel patterns, the short
intervals correspond to brief and unstable vowels near consonantal groups. a) Control
female. Stable vowel groups are 200-300 ms long. Short unstable vowels around 50
ms may be observed near plosive groups [p-] and [kw-]. Vowel formants take different
configurations. b). HA-T0. The number of long vowel groups is smaller, the number
of short vowel groups is larger. Formant patterns deteriorate. c) HA-T4. Larger vowel
groups may be appreciated again for the first part of the sentence, but formant pat-
terns are much deteriorated pointing to the positions for [æ]. The number of silences
is shorter and larger, the length of the sentence is more than twice longer than in (a).
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6 Conclusions

The results of the study avail some of the preliminary goals formulated in section
1, consisting in producing objective measurements of speech degradation phe-
nomena which may be perceived by the expert listener or the speech therapist: in-
creased hypernasality, reduced speech rhythm, vowel intelligibility degradation,
loss of consonantal dynamics, reduced and prolonged number of inter-phonation
intervals and pitch dysprosody, among others. Due to the limitations of the
present study only rhythm, duration and intelligibility of vowels have been stud-
ied using neuromorphic detection of formant dynamics to establish the presence
and nature of produced vowels. The most important findings established in this
sense as illness progresses are the following:

– The utterance of the same sentence is produced in a longer interval.
– The duration of vowels in syllabic nuclei are also extended.
– The number of inter-phrasal intervals is reduced, but its duration is extended.
– The number of pre-stop silence intervals is reduced. As a consequence stop

consonants are lost.
– The vowel triangle shrinks, especially in F2.
– The vowel triangle centroids evolve towards [æ].

This last finding needs a further explanation. It is well known from literature
that F1 is very much related to the degree of opening of the vocal tract ([i]
and [u] corresponding to the more closed extremes, whereas [a] gives the more
open extreme), whereas F2 is more related to the articulation position (where
[u] is considered a back vowel whereas [i] is a frontal, and [a] would be a middle
vowel). Thus forcing frontal or rear vowels would imply the operation of the hy-
poglosal and mandibular (mental) neuromotor systems which need not be active
in the neutral mid position open vowel given by [æ]. Under severely impaired
neuromuscular activity this would be the only articulatory position and the rel-
ative colouring of the different vowels would be fused towards this final position.
Other vowels nearby the lower vertex of Fig. 2 could also be plausible solutions
to an impaired articulatory situation. There are other aspects of ALS dysarthric
speech which have not been checked in the present study, as estimating the de-
gree of hypernasality due to the failure of the levator veli palatini, palatoglosus
and palatopharyngeous neuromuscular structures acting on the naso-pharyngeal
switch, as these would require a spectral detector to model the zeroes in the vo-
cal and nasal tract anti-resonances. Consonantal dynamics could also be traced
using neuromorphic speech processing [6]. Dysprosody could also be character-
ized using well-known pitch tracking methods. These tasks are left for future
research. Another important task to be accomplished is the estimation of the
biomechanical parameters of phonation in ALS patients, in a similar way used
in other neurological pathologies [12], which has not been conducted in this case
due to the limitations of the study. Another important task to fulfil in the near
future is the collection of a large database containing longitudinal studies as the
one described to extend the statistical significance of the findings produced in
this study.
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Abstract. We consider inference in a Bayesian network that can consist
of a mix of discrete and continuos variables. It is well known that this is
a task that cannot be solved in general using a standard inference algo-
rithms based on the junction-tree. A common solution to this problem
is to discretise the continuous variables to obtain a fully discrete model,
in which standard inference can be performed. The most efficient dis-
cretisation procedure in terms of cost of inference is known as dynamic
discretisation, and was published by Kozlov and Koller in the late 90’s.
In this paper we discuss an already published simplification to that algo-
rithm by Neil et al. The simplification is in practise orders of magnitudes
faster than Kozlov and Koller’s technique, but potentially at the cost of
some lack of precision. We consider the mathematical properties of Neil
et al.’s algorithm, and challenge it by constructing models that are par-
ticularly difficult for that method. Some simple modifications to the core
algorithm are proposed, and the empirical results are very promising, in-
dicating that the simplified procedure is feasible also for very challenging
problems.

1 Introduction

By a hybrid Bayesian network we denote a network where some variables are dis-
crete, others are continuous. It is well known that the exact inference schemes
currently employed (e.g., [1]) only work for some particular classes of hybrid
BNs. The most common strategies for performing inference in a hybrid BN can
roughly be divided into three categories: Firstly, a subset of models (commonly
referred to conditional Gaussian models) allow exact inference.Secondly, approx-
imate inference procedures like stochastic sampling can be employed. Finally, one
can make explicit changes in the representations of the conditional distribution
functions defined for each variable in order to facilitate exact inference. The most
prominent among these alternations is discretisation, i.e., to “translate” all con-
tinuous variables into discrete ones [2]. During discretisation, each new discrete
variable has to be given an adequate number of states to capture the associated
continuous variable sufficiently well, and the tradeoff between model precision
and model complexity is therefore particularly evident during this task.
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Consider a continuous variable with k continuous parents, and assume we dis-
cretise each variable into m states. Doing so, we create conditional probability
tables with a total size of order O(mk) to represent the discretised model. This
makes a fine-grained discretisation computationally ineffective, even for moder-
ate values of k. Thus, traditional discretisation heuristics like “equal-mass” and
“equal-width” discretisation have been replaced by techniques that use non-
uniform discretisation. Here, a finer discretisation is employed were it pays the
most, an idea pioneered by Kozlov and Koller [3], who aimed at finding a discre-
tised probability density function (pdf) as close to the original pdf as possible
in terms of the KL distance [4]. In the following we consider a pdf over a multi-
variate vector X. We assume that X is continuous, as it is trivial to extend our
discussion to hybrid domains. Let the pdf f(x) be defined on x ∈ Ω ⊆ R

d. Ω is
partitioned into hypercubes (or “subsets”) ωk, k = 1, . . . , t such that ωi∩ωj = ∅
and ∪t

k=1ωk = Ω. A discretisation f̄(x) on f(x) wrt. {ωk}tk=1 is a non-negative
function of x ∈ Ω, constant on each hypercube ω� (i.e., f̄(x) = f̄� for constant
f̄� when x ∈ ω�), and which integrates to unity (so

∑t
k=1 f̄k · |ωk| = 1, where

we use |ω�| =
∫
x∈ω�

dx to denote the volume of the hypercube ω�). The KL

distance from f to f̄ can be calculated by summing over the partitions of the
discretisation [4,3], giving

D
(
f ‖ f̄ )

=

t∑
k=1

∫
x∈ωk

f(x) log

(
f(x)

f̄k

)
dx. (1)

It is easy to verify that given the subsets {ωk}tk=1, the discretised pdf closest to
f(x) in KL distance is found by choosing f̄� =

∫
x∈ω�

f(x) dx/ |ω�|, see [3]. Find-
ing a “good” discretisation of f(x) for x ∈ Ω therefore amounts to determining
the set of hypercubes ωk as defined above.

Define further the notation that f↑
� = maxx∈ω�

f(x) and f↓
� = minx∈ω�

f(x).
Now, Kozlov and Koller [3] showed that the contribution from each term in the
sum of Equation (1) can be bounded above by∫

x∈ω�

f(x) log

(
f(x)

f̄�

)
dx ≤[

f↑
� − f̄�

f↑
� − f↓

�

f↓
� log

(
f↓
�

f̄�

)
+

f̄� − f↓
�

f↑
� − f↓

�

f↑
� log

(
f↑
�

f̄�

)]
|ω�| .

(2)

This motivates a greedy discretisation strategy, where the following two steps are
repeated until some termination criteria is met: i) Calculate the upper-bound of
the contribution to the total KL distance on each hypercube ωk, k = 1, . . . , t,
using Equation (2), and ii) Partition the hypercube with the highest bound into
two parts.

Kozlov and Koller [3] reported that while this strategy works well for Bayesian
networks without evidence inserted, it can become quite poor when posterior
probabilities are calculated from (low-probability) evidence. This motivates dy-
namic discretisation, where the discretisation process is conducted while taking
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1 Function dynDiscMarginal

Input : BN B, Evidence ε, Query Q.
Output: Approximation of the posterior distribution f(q|ε) in B.

2 Ω ← Initial discretisation of X ;
3 Y ← X \ ε;
4 repeat
5 D ← Discretised version of B using Ω ;
6 Calculate PD(Y |ε);
7 foreach variable in Y do
8 Ωi ← sort(Ωi, bestSplit(Ωi, PD(Yi|ε));
9 end

10 until converged;
11 return PD(Q|ε);

Algorithm 1. Skeleton for the dynamic discretisation-algorithm

evidence into account. The discretisation is an integral part of the inference al-
gorithm, and the discretisation is done at the level of the cliques, thus ensuring a
close-to-optimal discretisation of the domain as a whole. Unfortunately, though,
this algorithm has computational issues, which have prevented it from being com-
monly used in practice.1 For instance, the algorithm requires re-implementation
of the message passing algorithm for inference (communicating objects called
“weights”, which are used to re-adjust the discretisation when evidence is found
in low-probability regions of the density together with the standard messages), it
uses specialised data structures called binary split partition trees for which the
standard inference operations must be defined, and it must find or approximate
the minimum and maximum values of potentially high-dimensional functions on
each hypercube to utilise the bound in Equation (2).

Neil et al. [5] proposed a refinement of Kozlov and Koller’s work, defining an
algorithm which operates using only the standard inference engine for discrete
variables. The key idea of the algorithm is to discretise each variable separately by
utilising Equation (2) to discretise each variable based on that variable’ approx-
imated posterior marginal distribution. This results in an inference procedure,
which is extremely fast, also for BN models of considerable size.2 The main steps
are given in Algorithm 1: The algorithm takes a BN B over variablesX, evidence
ε and a query Q as input, and starts by roughly discretising all variables X. Evi-
dence variables are discretised by defining split-points just below and just above
their observed values; these discretisations will not be refined later. Unobserved
variables, called Y for ease of reference, are initially discretised by dividing their
support into a predefined number of intervals. The discretised version of the

1 To the best of our knowledge, there is no implementation of Kozlov and Koller’s
algorithm publicly available.

2 The dynamic discretisation algorithm [5] is implemented in the AgenaRisk software
package. A free version of AgenaRisk can be downloaded from
http://www.agenarisk.com/

http://www.agenarisk.com/
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hybrid BN B is denoted D, and we can use a standard inference engine for dis-
crete Bayesian networks to calculate any posterior distribution in D; PD(Y |ε) is
used to explicitly denote that P (Y |ε) is calculated in D. The discretisation for
variable Yi (denoted by Ωi) is refined by repeating the following steps: Firstly,
the posterior distribution over Y is calculated in D (variables defined using the
current discretisation). Secondly, in line 8, the discretisation Ωi for Yi is refined
by adding a new split-point at the mid-point of the current interval with the
highest KL bound (calculated using Equation (2)) if this is deemed beneficial;
the actual split-point is found by the external function bestSplit. The iteration
is terminated as soon as a convergence measure is met. In the following we will
examine Algorithm 1 in more detail, and discuss the major differences between
that algorithm and Kozlov and Koller’s work [3].

2 Discretising a Single Variable

The first important difference between [5] and [3] is that Algorithm 1 uses the

marginal discretised pdf when calculating f↓
� , f

↑
� and f̄� which later are used to

find the best interval to split (Line 8). Kozlov and Koller, on the other hand,
use the (potentially multivariate) continuous functions. Algorithm 1 thus con-
siders the discretised pdf as a step-function (see Fig. 1), where the minimum and

maximum values are easily established: f↓
� for an interval ω� is simply defined

as the minimum value obtained by the discretised pdf on ω� and its two neigh-
bouring intervals, and f↑

� is found similarly. f̄� is defined as the pdf value at ω�,
although special rules are employed if ω� holds a mode of the discretised pdf, in
which case f̄� is defined as the average value over the three intervals. We note
that this approach typically will over-estimate the KL bound in Equation (2),
and in particular when the derivative of the true pdf is large in absolute value,
thus leading to slightly higher discretisation effort than optimal in those areas.
Indications of this effect can be seen in Fig. 2, where Part (a) shows the results
of discretising the standard Normal. The optimal discretisation found by sim-
ulated annealing is shown with a solid line, and the results of Algorithm 1 are
shown with a dashed line. The results are not that different in Part (a), which
is based on 10 split-points. However, Part (b) shows the discontinuity points for
a discretisation using 24 split-points; the points chosen by Algorithm 1 are in
the upper row (drawn as circles) and the approximate optimal solution found
by simulated annealing is shown in the lower row (crosses). It is evident that
Algorithm 1 puts less effort than optimal at the tales and close to the mode
of the pdf, and makes the discretisation around ±1 (where f is changing the
fastest) finer than required.

Finally, Fig. 3 shows the KL divergence from a standard Normal distribution
to the discretised version found by Algorithm 1 (solid line) and [3] (dashed line).
The number of intervals used during discretisation is given on the x-axis. For
comparison, we also report the results found by simulated annealing (dotted
line).
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Fig. 1. Each interval is characterised by its discretised pdf
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(a) Discretisation w/ 10 intervals (b) Discontinuity points, 24 splits

Fig. 2. Part (a): The discretised pdf after (approximately) optimal discretisation (solid
line) and the results of Algorithm 1 (dashed line). Part (b): The discontinuity-points
chosen by Algorithm 1 (upper row, circles) and the approximately optimal solution
found by simulated annealing (lower row, crosses).

3 Multivariate Distributions

Define the conditional KL divergence from one conditional distribution f(y|x)
to another f̃(y|x) to be

D
(
f(y|x) ‖ f̃(y|x)

)
=

∫
x
f(x)

∫
y
f(y|x) log f(y|x)

f̃(y|x) dy dx,

so that we can calculate the KL distance between two joint distributions as

D
(
f(x,y) ‖ f̃(x,y)

)
= D

(
f(x) ‖ f̃(x)

)
+D

(
f(y|x) ‖ f̃(y|x)

)
.

Let us look at the behaviour of Algorithm 1 when we, for simplicity of exposition,
consider the case where ε = ∅ (extending the results to the general case is straight
forward), and define pa (z) to denote the parents of Z in the Bayesian network.
Now it is easy to verify that the optimal discretisation f̄ minimises

D
(
f(y) ‖ f̄(y) ) = ∑

i

D
(
f(yi|pa (yi)) ‖ f̄(yi|pa (yi))

)
,

Kozlov and Koller [3] obtains this by looking at the posterior joints at the clique
level during their discretisation process. On the other hand, Algorithm 1 is look-
ing at

∑
iD

(
f(yi) ‖ f̄(yi)

)
, i.e., minimises KL-distances between marginal dis-

tributions, and thereby partly disregards the effect of the correlations between
the random variables during discretisation, which can potentially result in an
inferior discretisation. To investigate this further, we will now stress-test Algo-
rithm 1 using a simple network consisting of only two nodes, X → Y , but where
the distributions are designed to make the models difficult for Algorithm 1.
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Fig. 3. The KL distance from the true pdf to the discretised pdf as a function of the
number of intervals. The results of the “optimal” discretisation (found by simulated
annealing) is given with a thin dotted line, and shown together with the results obtained
using the true (dashed line) and approximated pdf (solid line) to find f↓and f↑

� in the
bound (Equation (2)). Note the log-scale on the y-axis.

3.1 Conditioning on a Uniformly Distributed Variable

Consider a Bayesian network as described above, let X follow a uniform distri-
bution on [0, 1] and let Y |{X = x} ∼ N(μ = x, σ2 = .12). Equation (2) will
determine that there is no benefit from discretising X beyond the initial dis-
cretisation performed in Line 2 of Algorithm 1 (the pdf will remain at f̄(x) = 1
independently of how many intervals the domain ofX is discretised into). We can
easily solve this by simply insisting on always refining the discretisation of every
variable as the algorithm moves along, and use a heuristic like “split the interval
with the highest probability mass through its centre” to guide our discretisation
of X . The results in Fig. 4 have been obtained following this simple heuristic,
and we present the conditional distribution of X |{Y = .1}. The correct result
is a truncated Gaussian with its mode at 0.1, which is in good correspondence
with the obtained results. The vanilla version of the algorithm fails to represent
the correlation between X and Y .

3.2 The Resolution Problem

We now move to models that are “almost deterministic”, meaning that the
conditional variance Y |{X = x} is small compared to the variance of X . We say
that these models suffer from the resolution problem3, and the difficulties occur
as one tries to populate the conditional probability tables of the discretised
model, i.e., while defining PD(Y |X) in the discretised model D.

Let us start by looking at why this problem arrises, before discussing how it
can be solved. Consider a variable Z with mean μZ and standard deviation σZ ,
where we by Chebyshev’s inequality have for any κ > 0 that

P (|Z − μZ | ≥ κ · σZ) ≤ 1

κ2
. (3)

3 The problem was raised in the context of Algorithm 1 by Roger F. Sewell at Cam-
bridge Consultants.
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Fig. 4. Conditional distribution for X|{Y = .1}

f(y|xi) f(y|xi+1)

E[Y |xi] E[Y |xi+1]E[Y |x1] E[Y |xτ ]y0

O(st.dev(Y |xi)) O(st.dev(Y |xi+1))

Fig. 5. The original conditional distributions f(y|x) is evaluated for the two points xi

and xi+1; shown with a solid line. Tempered versions of the conditional pdfs are shown
with a dashed line, and the uniform fill-in approximation with dash-dots.

Assume now that we are looking to calculate the conditional probabilities that
are required to define the discretised model. For the intervals ωX = [α, β] and
ωY (defined for X and Y , respectively), we thus need to calculate P (Y ∈ ωY |x ∈
ωX). By simple manipulation we get

P (Y ∈ ωY |x ∈ ωX) ∝
∫
y∈ωY

∫
x∈[α,β]

f(y|x) dy f(x) dx,

which means that we for each y0 ∈ ωY should calculate
∫
x∈[α,β]

f(y0|x) f(x) dx.
The integration will in general have to be done numerically, meaning that we

will define a level of granularity, τ , an evaluation set containing τ ordered points
{x1, . . . , xτ} for which α = x1 < x2 < x3 < . . . < xτ = β, and a set of constants
(or “weights”) {w1, . . . , wτ}. We then use the approximation∫

x∈[α,β]

f(y0|x) f(x) dx ≈
τ∑

i=1

wi · f(y0|xi) f(xi). (4)

Here the values for wi are chosen depending on which numerical integration
scheme is employed (giving rise to composite versions of, e.g., the rectangle rule,
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the trapezoid rule, or Milne’s rule for numerical integration). Consider Fig. 5,
where the conditional pds f(y|x) are shown for x = xi and x = xi+1 (solid line).
The length of the area around f(y|xj) which contributes to the integral is of
the order of the standard deviation of Y |{X = xj} (see Equation (3)). Notice
that neither f(y|xi) nor f(y|xi+1) contribute to the evaluation of the integral in
Equation (4) for the choice of y0 in this example. To evaluate Equation (4) with
desired precision, a rule-of-thumb is therefore to choose τ such that

τ � |E[Y |X = α]− E[Y |X = β]|
min {st.dev(Y |X = α), st.dev(Y |X = β)} . (5)

On the other hand, large values for τ can make the numerical integration ex-
tremely slow, and render the approach unsuitable for practical applications. This
will be the case for models, which are affected by the resolution problem.

Our solution to performing the numerical integration in Equation (4) with
sufficient precision using a limited calculation effort is inspired by tempering [6],
which was developed to enable Markov chain Monte Carlo samplers to operate
efficiently when confronted with multi-modal distributions. Let f̃(y|x, T ) be the
tempered version of the conditional pdf f(y|x) at “temperature” T . Formally we
define f̃(y|x, T ) = 1

ZT
exp (log [f(y|x)] /T ) , where ZT is a function of T chosen

to ensure that f̃(y|x, T ) is a density. The tempered distribution is identical to
f(y|x) for T = 1, it approaches a uniform as T grows towards infinity, and
can be seen as a smoothed version of f(y|x) for T -values in-between. As an
example we mention that the tempered version of a Gaussian with variance σ2

at temperature T is a Gaussian with variance T · σ2. Fig. 5 includes tempered
versions of f(y|xi) and f(y|xi+1) drawn with a dashed line. As the tempered
pdfs are “smeared out” versions of the true pdfs, they are easier to integrate
(require a smaller granularity) than the originals. We note that it is not crucial
to have an exact representation of the true pdfs during the first iterations of the
discretisation procedure, when the goal is to roughly find which parts of a domain
that contains probability mass. It is later, as the discretisation gets more refined,
an accurate description of the true pdfs is required. However, at that time the
problems with the numerical integration are also less prominent, because the
discretisation has already reached an acceptable quality. Our plan is therefore
to start the discretisation using a rather high temperature, and gradually cool
the temperature towards unity as the discretisation gets more fine-grained.

Unfortunately, tempering can be time-demanding in situations where the tem-
pering distribution is not available in analytical form. We therefore approximate
the tempering process by what we call a “uniform fill-in”. The uniform fill-in
of the conditional distribution f(y|x) for x ∈ [α, β] is simply a mixture be-
tween the original distribution f(y|x) and a uniform distribution on the interval[
E[Y |X = α],E[Y |X = β]

]
. The result of using a uniform fill-in is shown in

Fig. 5 (dash-dotted line). It resembles tempering in that it “widens” the support
of the integrand in Equation (4), thus initially allows the numerical integration
procedure to operate with a lower granularity. As the discretisation is refined,
less weight is put on the uniform, thereby enabling a faithful representation of
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the true distribution as the discretisation process approaches its end. This is
summarised in Algorithm 2, which takes the integration problem and the mix-
ture probability as inputs. The filled-in distribution is defined as f̃(y|x) in Line
2, where U(y; a, b) is used to denote the pdf of the uniform distribution for Y
on [a, b]. τ is then calculated according to the heuristic in Equation (5), but
bounded above by a constant τmax; note that it is Ỹ with pdf f̃(y|x), which is
used to find τ . The evaluation set and the weights are defined in Line 4; here giv-
ing a uniform spread and the trapezoidal rule, but other definitions are possible.
Finally, the results are calculated in Line 5 using Equation (4).

1 Function numericalIntegration

Input : Interval [α, β], pdfs f(x) and f(y|x), y0 ∈ ωY , mixture p.
Output: Numerical approximation of

∫
x∈[α,β]

f(x)f(y0|x) dx.
2 f̃(y|x) ← p · U(y;E[Y |X = α],E[Y |X = β]) + (1− p) · f(y|x);
3 τ ← max

{
τmax,

|E[Ỹ |X=α]−E[Ỹ |X=β]|
min{st.dev(Ỹ |X=α),st.dev(Ỹ |X=β)}

}
;

4 x ←
[
α, α+ β−α

τ−1
, α+ 2 β−α

τ−1
, . . . , β

]
, w ← β−α

τ

[
1
2
, 1 . . . , 1, 1

2

]
;

5 return
∑τ

i=1 wi · f(xi) · f̃(y0|xi);

Algorithm 2. Skeleton for the uniform fill-in algorithm

We will end this part by a small simulation study. Consider again the model
X → Y , and let X follow a Normal distribution with mean zero and variance σ2

X .
Further, let Y |{X = x} ∼ N(x, σ2

Y ). It follows that the marginal distribution for
Y is N(0, σ2

X + σ2
Y ). In Fig. 6 (a) we show the calculated marginal distribution

of Y using Algorithm 1 with σ2
X = 1010 and σ2

Y = 10−6. We chose τ = 8 in
the numerical integration scheme, and conclude that the results are far from
the sought solution. The results using adaptive selection of integration points
(bounded above by τmax = 16) and uniform fill-in are shown in Fig. 6 (b). The
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(a)Vanilla version (b) Uniform fill-in and adaptive level selection

Fig. 6. The plots show the marginal distribution for Y after discretisation. Part (a)
gives the results of Algorithm 1, whereas Part (b) shows the results when utilising
uniform fill-in and the adaptive technique for choosing the level of the numerical inte-
gration
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marginal density plot is quite close to the true model, and it is evident that the
adaptions to the algorithm have removed the numerical problems the vanilla-
version of the algorithm were suffering from.

4 Conclusions

In this paper we have discussed an approximative scheme for dynamic discreti-
sation. The method was published in [5], and although it has been well received
it has not been given a formal evaluation before now. Its distinguishing feature
is that each variable is discretised based only on its marginal posterior distribu-
tion, which is in contrast to the original dynamic discretisation algorithm by [3],
where the all variables in a clique are analysed together.

The simplification can potentially lead to remarkable speed-ups during infer-
ence (Kozlov and Koller’s algorithm is about ten times slower than Algorithm 1
on an example network consisting of only two variables). On the other hand, we
have explained why the results of the simplified approach may sometimes give
inferior results. Sub-optimal discretisation is particularly evident for a variable
having a large marginal variance compared to its conditional variance. We anal-
ysed this problem in detail and proposed a solution which significantly improves
the quality of the results. In conclusion, our results suggest that the approximate
procedure with simple extensions is feasible also for very challenging problems.
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Abstract. Influence diagrams have been used as decision support tool
in different domains where the uncertainty plays an important role. The
domain of collaborative learning environments can be characterized by
the difficulties of proposing student collaboration indicators, and by the
relationship between these indicators and the psychological and social
student behavior. Thus, an analysis of the collaboration process muss
take into account the natural uncertainty of the used indicators. For
this reason we have built an influence diagram whose network has been
created using the obtained findings in previous research. The influence
diagram can support with a decision table that informs on the problem-
atic circumstances of the target student to be recommended.

1 Introduction

Nowadays the educational institutions support students with e-learning environ-
ments [5], where the collaboration is possible and advisable [20]. Recommending
to the students is a very hard task that requires frequent and regular analysis
of the students’ interactions [10,20]. When the collaboration has been assessed,
it is necessary to determine: (1) who will be the person that will receive the
recommendation, and (2) what will be the recommendation.

Influence diagrams (IDs) [9], as an extension of Bayesian networks, have
demonstrated to be an effective tool for providing decision support for human
experts in domains like medicine or engineering. They constitute a graphical
representation that can help experts to structure the components of the domain,
and to establish the quantitatively the relationship among the components using
probability. These technologies are used in context to deal in the uncertainty. We
noted that collaborative learning depend on the social and psychological student
behavior [10], which is out of control in a typical e-learning environment. Thus,
the collaboration analysis must deal in uncertainty and probability.

For these reasons we have created na ID to ask the previous questions. The
ID’s nodes are the attributes that tracked the students’ interactions and as-
sessed the students’ collaboration, and the arcs have been chosen according to
the semantics of the attributes selected. The probabilities were automatically
learned from the dataset recording the students tracking and assessments, and
the classifications by the collaborative learning experience expert.

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 235–244, 2013.
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When the ID was built, an evaluation algorithm was used to compute an
optimal policy for the decision variable. The policy took the form of a table that
contains an exhaustive table of the state space of the variables observed when
making the decision. Due to this table, an automatic recommender can send a
warning to target student or teacher to inform on the detection of a collaboration
problem.

In the next section we explain the previous works, on which this research
is based, that is, the literature on the indicators of collaborative learning and
influence diagrams. In Section 3 we describe the construction of the ID, the
used variable of the students collaboration, the structure of the network and
the elicitation of the probabilities and utilities. Following we show the results of
the application of the proposed ID with a real data from collaborative learning
experience. The paper finishes with the conclusions and futures works.

2 Previous Works

2.1 Collaborative Learning Indicators

To be able to assess the collaborative process to know whether the collaboration
learning takes place, it is necessary a regular and frequent analysis and tracking
of the students’ interactions in the collaborative learning environment. Collabo-
ration is based on communication and thereby to improve collaborative learning,
collaboration analysis must analyze communication. Forums are key communi-
cation tools which are widely used in e-learning environments to support stu-
dent collaboration [11]. [6] analyzed forums and revealed student characteristics
quantitatively without encoding the messages from senders. These authors also
researched the effect of time variables in the analysis of forum interactions to
support the collaborative learning process [7].

Some researchers have analyzed interactions in forums to improve collabora-
tive learning in terms of student characteristics that were related to collabora-
tion. For instance, [21] and [8] proposed indicators from interactions in forums
as the number of messages or the number of conversations started. They pro-
posed an explicit relationship between these indicators and student activity and
initiative. Moreover, [18] proposed expert analysis of student messages in forums
to identify topics and labeled these topics. Experts’ involvement in the analy-
sis process hampers the possibility of getting frequent and regular analysis of
students’ interactions, which may help them in further their collaboration.

As for the analysis method, different approaches were proposed to analyze stu-
dent collaboration in e-learning environments. We focused on data mining (DM)
techniques, which have been used to discover knowledge that is hidden in student
interactions [19]. Our research focus has been to find quantitative collaboration
analysis with transferability features which supports timely assessment of stu-
dent collaboration in current e-learning environments. As it is confirmed from
the state of the art analysis, forums are key tools in supporting collaboration
and can be analyzed to reveal relevant student collaboration characteristics. To
this DM approaches can support the analysis with minimal teacher or student



An Influence Diagram for the Collaboration in E-learning Environments 237

intervention. Bearing this in mind in our previous research, we proposed two
different approaches to assess student collaboration [1]. Both approaches used
indicators of the student interactions in forums as the data source.

2.2 Bayesian Networks and Influence Diagrams

Bayesian networks (BNs) [16] constitute a modeling framework where probabilis-
tic dependence and independence relations are easily represented. One important
feature of Bayesian networks is that they allow an easy communication with the
expert when the model is being built and debugged [12].

Influence diagrams [9] are an extension of Bayesian networks to include deci-
sion variables and the preferences of the decision maker. Influence diagrams allow
the expert not only to perform diagnosis tasks as in Bayesian networks, but they
also provide with very interesting possibilities [4]: (1) to know which is the best
action in each scenario, (2) obtain automatically explanations of the reasoning
of the system, and (3) formulate queries about the posterior probabilities and
expected utilities of some variables of the model.

Formally, an influence diagram (ID) consists of an acyclic directed graph G =
(V,E), where V is the set of nodes and E is a set of directed edges between
nodes in V. The set V is partitioned into three disjoint sets: chance nodes
VC (circles or ovals), decision nodes VD (graphically represented by squares
or rectangles), and utility nodes VU (diamonds or hexagons). Chance nodes
represent uncertain events. Decision nodes represent the actions under the direct
control of the decision maker. Utility nodes represent the preferences of the
decision maker. Each node corresponds to a variable.

There are three types of arcs in an ID, corresponding to the type of node they
go into. Arcs into chance nodes represent probabilistic dependency. Arcs into
decision nodes, called informational arcs, represent availability of information;
i.e., if there is an arc from a node X to a decision node D then the state of X
is known when decision D is made. Arcs into utility nodes indicate the domain
of the associated utility function.

We assume all chance and decision variables of the ID are discrete and have
finite domain. Given a chance or decision variable X , we define the domain of
X , denoted dom(X), as the set of possible values of X . The state space of a set
of chance or decision variables X, denoted space(X), is defined as the cartesian
product of the domains of the variables in X. A configuration is an element of
space(X). The set of variables known when making a decision D is the set of
informational predecessors of D, and denoted by iPred(D).

The quantitative information that defines an ID is given by (1) assigning to
each chance node C a conditional probability potential1 P (c|pa(C)) for each
configuration of its parents, pa(C)2, and assigning to each utility node U a
potential ψU (pa(U)) that maps each configuration of its parents onto a real
number.
1 A potential is a real-valued function over a finite domain of variables.
2 We denote with Pa(X) the set of parents of X, and with pa(X) a configuration of

the parents of X.
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A policy for a decision D in an influence diagram is a function that maps each
configuration of the variables in iPred(D) onto a value of D. The main objective
of the evaluation of an influence diagram consists in finding an optimal strategy,
which maximizes the expected utility and contains an optimal policy for each
decision.

3 System Description

3.1 Variables

We have noted that we focus on the students interactions in the forums of a
collaborative learning experience to assess frequently the collaboration learning.
But we should describe briefly the collaborative learning experience so that the
audience understand the choice reason of the variable that we use in the ID.

A collaborative learning experience has been offered to students during five
academic years (2006-07, 2007-08, 2008-09, 2010-11, 2011-12) and it can be di-
vided into two phases [2,1]. In the first phase the students have to make an in-
dividual task, and a learning platform is offered students so that they can work
and communicate each other. In the second phase the students are grouped into
three members teams. In this phase a private space in the learning platform is
offered every team. In this private space enough services are supported to work
and collaborate (forums, news, task manager, FAQ’s, etc.). The team members
have to make five collaborative tasks and can use the forums of the private space
to manage the team work. We have used a set of the indicators of the interac-
tions in forums of the teams’ private space. We have proposed indicators of the
students interactions in forums because these indicators can be obtained fre-
quently without a human intervention but they are capable of describe students
characteristics and behavior [6]. The indicators were explained in depth in [2].

In this research we proposed a set of indicators, which are based on those
from the previous research, to track the student’s initiative, activity and regu-
larity, and acknowledgment by their peers. Some indicators are related to the
student’s initiative (Nthrd) and the regularity of the initiative (Lthrd) , others
to the activity (Nmsg) and the regularity of the activity (Lmsg), and the third
group of indicators are related to the acknowledgment (Nr_thrd, Nr_msg) of the
students by the peers. We calculated the indicators Nthrd and Nmsg, which are
connected to a period of time (one day). For this reason, the variance is related
to the regularity. If all students had the same value of Nthrd or Nmsg, lower val-
ues of variance would indicate a higher regularity. In the case of the indicators
measuring the replies to student interactions, acknowledgment can be measured
by the replies to student initiative Nr_thrd or activity Nr_msg. These indicators
were chosen due to their understandability and the fact that they are relevant
for the problem that we are considering.

In addition of the quantitative tracking, an expert’s analysis was done. An
expert, who was the tutor of the collaborative learning experiences, read the
forum messages of all the students who participated in the collaborative learning
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experiences, and labeled students according to their collaboration into three
labels (high, medium, low).

We also proposed two DM approaches, which used the indicators of the
students interactions, to assess the students’ collaboration. The different ap-
proaches were: the Clustering Approach and Metric Approach. Both approaches
are explained in depth by [2]. The Clustering Approach consisted of grouping of
students indicators into three cluster by EM clustering algorithm. We proved
previously that the clusters indicates the students collaboration level assessment
(Level). The Metric Approach is basically a metric, mathematical formula, was
built using the indicatorsLthrd, Lmsg and Nr_msg and offered a collaboration
assessment Metric. The metric’s indicators were related strongly to the students
collaboration by means of a machine learning process based on decision tree
algorithms.

Finally, the variables corresponding to the selected indicators are: related to
the students’ initiative (Nthrd); about the regularity of the initiative (Lthrd);
related to student’s activity (Nmsg); regularity of the activity (Lmsg); students’
acknowledgment (Nr_thrd and Nr_msg). Other two variables that give informa-
tion about the global collaboration, which were inferred by the DM approaches,
are: collaboration level (Level); and collaboration Metric (Metric). These vari-
ables are chance variables, because they represent uncertain events that are not
under the direct control of the decision maker. The expert-based analysis collab-
oration label is represented by variable Collaboration. This variable is a hidden
attribute, whose certain value is unknown, but it can be indirectly observed by
means of the student’s interactions. The decision of the problem is represented
by variable D. It indicates if an intervention is necessary or not to solve the col-
laboration issues detected by the system. The preferences of the decision maker
are represented by the utility variable U .

3.2 Domain of the Variables

We had to determine the possible values for each variable. Chance variables of
our problem can be interpreted as continuous quantities, but we decided to define
them as discrete mainly because the software tool used for the construction and
the inference only admitted discrete variables.

We had to decide the level of granularity when discretizing the chance variables.
For the discretization we have tried to find an equilibrium among (1) the precision
of the model, (2) the difficulty of the parameters’s elicitation and the interpreta-
tion of the results, and (3) the understandability of the values by the someone
not expert. All chance variables are ternary in a scale, with values high, medium
and low.

The indicator Level is discrete and its possible values are: high, medium or
low. The other indicators have been discretized by splitting the numerical scale
of the indicator possible values among the lowest and the highest into three
intervals. We assigned the discrete value low, medium or high to the subsequent
interval.
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Decision variable D is discrete, with two possible states (yes and no) corre-
sponding to the actions that can be chosen by the decision maker: yes indicates
that an action must be taken to solve the collaboration problem, while no indi-
cates no action is required. Utility variable U is continuous, and it is assumed
to take values ranging from 0 to 100, which is a scale proposed by the tutor of
the collaborative learning experience.

3.3 Structure of the Graph of the Influence Diagram

Each variable identified in the problem has been represented with a node in the
graph of the influence diagram (see Figure 1). The structure of the graph have
been built by following the expert’s indications.

Fig. 1. Influence diagram model for the collaboration in e-learning environments

Node Collaboration is the target variable in the graph [14]. Attributes
representing statistical indicators (Nthrd, Lthrd, Nmsg, Lmsg, Nr_thrd and
Nr_msg) and assessments indicators (Level and Metric) have a causal and
probabilistic relationship with Collaboration. That justifies the arcs pointing
from Collaboration to each of these attributes. Moreover, while the indica-
tors’ attributes are probabilistically independent given the value of variable
Collaboration [17], attributes Level and Metric also depend on other indicators.
That is also reflected by drawing the corresponding arcs.
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Attribute D is the only decision in the diagram. Given that variable
Collaboration is not observable, it is unknown for the decision D and there
is therefore no arc from the node Collaboration to node D. However, variables
Nthrd, Lthrd, Nmsg, Lmsg, Nrthrd, Nr_msg, Level and Metric are observable,
their values are known when making decision D and can therefore be observed
by the decision maker in that moment. That justifies the arcs pointing from
those nodes to the node D.

The parents of U in the diagram, which are those defining the domain of its
utility function, are Collaboration and D.

3.4 Elicitation of Numerical Parameters

In order to have the ID model it is necessary to specify the numerical param-
eters of probability potentials and the utility function. For example, for each
chance node C we must give a conditional probability potential p(C|pa(C)) for
each configuration of its parents, pa(C). However, but given the restriction that∑
c
P (c|pa(C)) = 1, only some of the parameters are independent.

With regards to the specification of probability parameters, every chance vari-
able has required the elicitation of 6 probability parameters, except the next vari-
ables: Collaboration (2), Metric (54), and Level (4374). It is remarkable than
while the number of parameters elicited in the ID is high (4436), most of them
correspond to the probability table of variable Level.

The numerical parameters of probability tables have been automatically
learned from a data base cases file. The data base cases file did not contain
all the necessary registries for the computation of the entire set of parameters of
conditional probabilities, and that makes necessary to use Laplace’s correction
[15] to alleviate the problem.

The utility function has required the specification of 6 parameters. To elicitate
the utilities, we have identified three clear scenes in our problem: when a student
has a high, medium or low collaboration. Therefore, the recommendations should
increase the student’s collaboration in each scene or, at least, should not decrease
the student’s collaboration. To elicitate the utilities we took into account the
three scenes of the student’s collaboration and the advice given by the tutor of
the collaborative learning experience. The scale of the utilities, from 0 to 100,
has been chosen because it is understandable by the tutor of the collaborative
learning experience.

– In the case the student’s collaboration is high, the recommendations should
not bother the student, because s/he is doing good work, but encourage
sometimes. For this reason we have proposed utility elicitations in this case
as: 90 not recommend and 10 recommend.

– In the case the student’s collaboration is medium, the recommendation
should inform student that the circumstances are enough good but these
circumstances could get worse. Because the student works in team correctly,
the recommendation can not bother him/her, of course. Thus, we have pro-
posed 40 not recommend and 60 recommend.
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– In the case the student’s collaboration is low, the recommendation should
promote the student’s interactions are increased. We have proposed 5 not
recommend and 95 recommend. We have not proposed to recommend always
because the possible uncertainty.

The elicitations of the utilities can be checked comparing the attributes of the
student’s interactions and collaboration assessments before and after the recom-
mendation. Therefore, we can consider that one recommendation is useful, in
general, when the interactions are increased.

4 Results

After the phase of construction of the system we have an ID available in the
software OpenMarkov [3]. The ID has been evaluated to obtain the maximum
expected utility and the optimal policy of the decision D. Figure 2 shows a small
part of the policy table of decision D obtained with OpenMarkov. The policy
table is an important element of the explanation of the reasoning of the system
[13]. It offers to the expert the possibility of examining every configuration (sets
of observations) known by the decision D and to see what is the best action
recommended by the system (cells red colored in the table with the number
1.0).

Fig. 2. Optimal policy of decision D

Moreover, the ID integrates all the information of the model (variables, rela-
tions and numerical parameters) in a compact representation that eases enor-
mously any possible modification. Moreover, the debugging phase of the model
can benefit from the explanation capabilities of the software tool available for
IDs. In our case, the ID in OpenMarkov offered us the possibility of analyzing
different scenarios of observations and to see how the posterior probabilities of
the target variable Collaboration are modified according to the evidence intro-
duced in the GUI. For example, in Figure 1 the expert is analyzing two evidence
cases : (1) the situation in which we do not have evidence on any variable, and
(2) the situation in which we observe that the value of variable Lthrd is low. The
expert can see how the probabilities are different in both cases, and to see that
the probability of D = yes is higher in the second case due to the observation
of Lthrd.
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5 Conclusions and Future Works

In this paper we have presented an ID that works as decision support tool in
a collaborative learning context. The ID’s network has been created using as
attributes or nodes of the network the indicators of the students interactions
in forums of a collaborative learning experience. The tutor helped to structure
the network and the data from previous experiences were used to elicitate the
probabilities of the network.

Finally the ID have offered a decision table that informs on the appropriate
circumstances, in oder works, the configuration of the attributes values, which
represent the students interactions in forums, to recommend. The ID works
without the intervention of the tutor of the experience and while the collaborative
learning experience is running. The ID informs tutor about the students and their
circumstances to be recommended.

The first future works is to build an recommender that warms automatically
tutor and target student on the problematic situation in the collaboration pro-
cess. In order to gain the acceptance by the expert, the tutor, two tasks can
be performed with the decision table. First, the analysis the decision table to
discover the most relevant attributes in the decision, which can inform tutor on
the most relevant attributes to identify the problematic circumstances. Second,
a graphical representation of the policy can be built to represent visually the
students’ circumstances of recommendation, which will allow the expert to un-
derstand better the recommendation problem and provide her a general vision
of the recommendation scenes.
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Abstract. Lexical availability studies make an account from a statisti-
cal point of view about the lexicon of a group of people and the extent to
which these might be considered representative of a bigger population.
Recent findings in lexical availability prove the existence of patterns in
order and word choice when different individuals recall words after a cer-
tain category or center of interest is given as a stimulus, and that these
patterns can be modeled as a graph. The following article goes beyond
the common idea of lexical availability in terms of frequency, stating that
lexical availability can be modeled from a probabilistic perspective, i.e.
calculating the probability that a certain word is available given other
previous words. This work also has implications in prototype seman-
tics theory, as it provides a mathematical model to obtain structures of
the mental lexicon that can be extrapolated to the members of specific
groups of people.

Keywords: Lexical availability, Bayesian networks.

1 Introduction

Although studies in lexical availability began in the 50’s and were aimed to
determine a basic vocabulary of French as a second language, nowadays the
concept has been mainly researched and its scope and applications have varied
significantly. An important application is in the field of education, from which
many hypotheses have been posited in terms of its influence in learning different
subjects and not only a second language. It has been stated that students with
more available words in a certain field are more successful in their studies [7].

This work is part of a bigger research project (Fondecyt 1120911) [19] whose
main goals are a) to quantify and describe the mental lexicon of high school
students in the area of Mathematics regarding the following centers of interest:
numbers (arithmetic), algebra, geometry, probabilities and chance (statistics)
and other more common centers of interest (transportation, home and city); and
b) to design a pedagogical proposal to generate an Adaptive Hypermedia System
that allows for an increase in lexical availability in the centers of interest named
above.
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2 Theoretical Framework

2.1 Studies in Lexical Availability

Mental Lexicon. The concept of mental lexicon refers to a mental state of
the knowledge about words [6], a concept that attempts to explain the way that
words are stored inside the human mind. Initially, the lexicon was understood as
a static storage of different lexical items; however, as interest in the concept of
mental lexicon increased in the fields of psycholinguistics and cognitive science, a
more dynamic model emerged: today it is widely accepted that the mental lexicon
is a complex group of networks consisting of lexical items that are interconnected
and subject to change, as new words are learned, others are forgotten, and others
are replaced [6]. In this respect, studies in lexical availability aim to measure the
ease with which a word can be recalled by a specific person when asked about
a certain category [8], which allows a better understanding of how words are
connected to each other. However, more recent views of the mental lexicon do
not only consider the connections that can be made among words from a certain
category, but also the connections that can be made among words according to
world knowledge [5].

Lexical Availability. Lexical availability studies began in the 50’s, given the
need to determine a basic vocabulary to teach French as a second language.
Michéa (1953; cited in [4]) coined the term and defined it as a word that might not
be particularly frequent, but is stored in the speaker’s lexicon and can be recalled
immediately when needed. Hence, the availability of a word can be measured as
soon as a stimulus is presented to a certain individual. Usually, studies in lexical
availability present a category (or centers of interest) to individuals who are
members of a certain population and are then asked to mention or write down
all the possible words that they can recall that are related to that category.
The lists will show not only the words that individuals are able to associate
to a certain category, but also the order in which they are recalled; hence, the
availability of a certain word that showed up in first place in a list is not the
same than another word in fifth place.

The resulting word lists are then analyzed with the formula proposed by López
Morales (1978; cited in [4]) that was slightly adjusted to a more intuitive analysis
by Echeverŕıa et al [4]. The final formula is as follows:

D(p) =
f1 + λf2 + λ2f3 + ...+ λn−1fn

N

However, it is worth mentioning that even though it is same person who performs
this task, results can be different [6]. This is considered as a proof that the lexicon
is mostly dynamic, and therefore the words are not stored in fixed places with a
fixed recall time, or importance, or order of appearance.

Later, Echeverŕıa et al. [3] considered that although these word lists obtained
differed from each other, it was possible to find a pattern of lexical order. This
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lead them to propose a lexicon model with the data obtained from their previous
studies in lexical availability, in which the items of the different word lists were
analyzed through a computational application. The program would form graphs
in which the nodes represented the words and the edges had values that repre-
sented the number of times that a specific word was followed by another certain
word. For instance, if the word uva (grape) was followed by the word durazno
(peach) in two word lists, then the program would generate a graph with two
nodes linked by an edge with a value of 2.

Our aim is to build on the model presented by Echeverŕıa by adding a proba-
bilistic component, thus being able to more accurately predict the mental struc-
tures in a particular group of people.

2.2 Bayesian Networks

When modeling environments or phenomena in which no direct causality rela-
tionships can be found, probability-based models can predict with a fair amount
of precision the possible outcomes of an event. The Bayes Theorem calculates the
probability that a certain event occurs when other previous events have occurred,
by which it is possible to make an inference. A Bayesian network is a graphical
model that finds probabilistic relationships among variables of a system [1] by
using the Bayes formula.

According to graphs theory, a Bayesian network is a acyclic directed graph
in which the nodes represent different variables and the edges represent the
relationship among them, whether they are informational or causal [14]. The
following is the simplest Bayesian network, in which A represents the parent
node, and B is a child node. The edge pointing to B is interpreted as A being
the previous event and B the second event, implying a causal relationship (A
causes B).

Fig. 1. A simple Bayesian Network with one parent node (A) and one child node (B)

Therefore, a Bayesian network represents either the joint probability of a
certain event to happen, given one or more previous events; or the probability
of various events to happen, given one single previous event. In order to build
a Bayesian network, some parameters are required: first, the prior probability
of the event represented by the parent node; and secondly, the probability of A
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given event B. After this, the probability of the presence of event A given B (i.e.

P (
+a

+b
) can be calculated through the following formula:

P (X1, .., Xn) =
n∏

i=1

P (
Xi

pa(Xi)
)

Linguistics has been using Bayesian networks to model different aspects of human
language, such as comprehension and production in general [12] or more specific
aspects of it such as human sentence processing [11], and speech processing [10].
We attempt to understand semantic relationships among words as a probabilistic
model, in which the order of available words is the subject of probability, as they
appear only when others have been previously recalled.

2.3 Lexical Availability in Mathematics

Currently one of the most significant problems in mathematical education comes
from the difficulty that students have in reading the wording in the discipline,
which leads naturally to relate language to the process of learning of this science
[17].

The act of communicating in ”Mathematics” is related to a particular lan-
guage, where every word must correspond to a communicative act to avoid errors
in the construction of mathematical meanings ([13]; [20]; [15]; [2]; [16]).

It follows from the importance of knowing the mathematical lexicon latent in a
particular group andmodel this lexicon so as to predict the probability that a word
or construct appears according to the lexicon already acquired ([17]; [18]).

3 Bayesian Modeling of Lexical Availability

Echeverŕıas work went towards a model for the mental lexicon that could be
representative of a certain group of people, supported by previous studies in
lexical availability and graphs theory. The model that we propose takes Echev-
erras research as a framework, in order to model lexical structures that can
be considered as representative of a certain group of people; in this case, the
data corresponds to Chilean high school students and the center of interest is
only related to Mathematics. However, our point of view includes a probabilistic
component, which considers the existing lexicon in a certain group as well as its
social background, which are described in the following section.

Our model calculates the probability that a certain word is available in a
given populations lexicon given other variables: previous word(s) elicited, type of
school where the student is enrolled, and sex of the student. As we already stated,
the probability of a certain event when other previous events have also happened
is given by the product of the product of such event given the probabilities of the
parent nodes. Notice that in order to calculate the probability of a certain word
that has been elicited after other word(s), then an iteration process is needed.
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Fig. 2. A Bayesian model to predict the presence of a certain word in the lexicon
of a specific propulation, given by P(p3 — pa(p3) ) = P(p2 — p3 ) P(p3) P(p2) x
P(NSa—p3) P(p3)P(NSa), etc

4 Methodology

To test the above model we used the data collected in the project FONDECYT
1120911 [17], for which we used the following methodology.

A test was applied in order to measure the latent lexicon, considering the
student’s social profile (sex, age and social background) which subsequently de-
termine the frequencies of occurrence of each Word (node in the graph) and the
frequency of relationships between each of them, allowing later analysis using
the proposed model.

The test: This consisted of a form divided into two parts. The first was an
identification item, in which subjects had to write down their name, age, sex
and year of studies. In the second part of the test, subjects had two minutes for
each center of interest to write down all the words that they could recall. .

Hypothesis: The proposed Bayesian model is effective at predicting the onset
of lexical units in the students’ semantic network, in the field of mathematics. .

Sample: It consisted of 1500 subjects, from three types of educational institu-
tions in Concepcin, Chile (Municipal, fully funded by the government; Subven-
cionado, funded only in part by the government; and Particular, private), each
of which has a specific social backgrounds. .

Variables: Since this study aims to test the proposed Bayesian model, it is
necessary to consider the richness of the lexicon of every social background, thus
considering as variables, sex, social class, and the number of words elicited by
center of interest.

Sample edition:. In order to validate the data, the following decisions were
taken: type all in caps; using singular form in nouns and adjectives; refer diminu-
tives to the primitive word; and refer all verb forms to infinitive, except gerund
and participle. Compound words were entered together by using hyphens.

To determine the words that belong to each center of interest, experts deter-
mined the words related to the progress maps in each area. Thus, all those words
unrelated to mathematics and the specific center of interest were filtered.
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Lastly, this study took only the first 50 words of the lexicon belonging to every
social background and each specific center of interest with the largest number
of connections (more than 5) and the highest frequency (greater than 8). This
allowed nodes without significant influence on others to be left.

Data Processing: The data was computationally processed to calculate fre-
quencies and probability. To determine the influences ELVIRA system was used
(Fig. 3)

Fig. 3. Network developed with ELVIRA

5 Results

In order to test the model, only 10% of the individuals in the sample (150
students) was chosen, ignoring irrelevant nodes and edges (with a frequency
lower than 8). The percentage that the probability of appearance of each node
(word) shown by the model matches the words presented by the subject has
been determined.

Table 1 shows an example of the first 10 words that were most mentioned by
the students and the corresponding percentage, in the specific center of Algebra
and considering social backgrounds from working class to upper class (Municipal,
Subvencionado and Particular).

The frequency of the relationships among words is determined by the sequence
in which students mentioned each word in the survey. Table 2 shows the number
of times a word is mentioned after another.

Finally, to test the model percentage of certainty, a 10% of the whole sample
has been used, which is compared with the prediction results of each of the
words, obtaining table 3, which shows that on average between the three types
of educational institutions, the model has a 65.
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Table 1. The 10 most frequently mentioned words in the survey, with the corresponding
relative frequencies

Table 2. Percentage of appearance of a word in a sequence

Table 3. Percentage of appearance of a word in a sequence of appearance in the survey
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6 Conclusions

This work presented a Bayesian approach to model lexical availability in a certain
population regarding a specific center of interest. Our work follows Echeverra’s
model of lexical availability [3] in which graphs display the relationships among
the different words in a certain group’s lexicon. The model was tested in a group
of Chilean high school students in the field of Algebra, showing a 65% of accuracy
in predicting the presence of a certain word.

This proposal has also implications in cognitive semantics, specifically in pro-
totype theory. In particular, this model proves that certain lexical units are more
likely to occur in a specific population regarding a center of interest.
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Abstract. This paper presents a methodological framework for the phonocardio-
graphic signal segmentation in telemedicine environments. Framework includes a
two-stage noise analysis (high frequency components detection and temporal and
spectral periodicity signatures) and heart cycle duration estimation from cyclic
frequency spectrograms. Signal boundaries are calculated based on time duration
of systolic and diastolic phases. The results are assessed by electrocardiographic
based segmentation using the R-peak of heartbeats as signature for delimitation
of PCG heart sounds. Approach is tested over a heart sound database with 232
20−second recordings. Results show a detection probability of 87% and a false
detection probability of 13%.

Keywords: Phonocardiogram, Cycle Frequency, Periodicity.

1 Introduction

Since heart auscultation is a low cost and non-invasive diagnosis method, it becomes a
basic diagnostic instrument for cardiac related phenomena. In this regard, heart sounds
recorded by auscultation or phonocardiography (PCG) are the primary tool for the cor-
rect mechanical functional assessment of the heart mechanism. In automatic heart sound
analysis, the heart mechanics are assessed by the detection and identification of other
sounds within the cardiac cycle that do not correspond to the natural opening and clos-
ing of the heart muscle valves. However, this identification requires high medical exper-
tise and its recognition can be affected by the inherent limitations of the human hear for
low frequency sounds [1]. Thus, segmenting of the heart sounds is an important task to
be carried out. Natural heart sounds are formed by the sounds called S1 and S2, which
are originated by the opening and closing valves of the heart muscle, respectively. Be-
tween each sound, there is a silence period called systolic and diastolic phase, thereby,
systolic interval is conformed by the S1 sound and the systolic phase and diastolic in-
terval by the S2 sound and diastolic phase. Mechanic heart malfunction usually leads to
the occurrence of more sounds between S1 and S2, that is, during systolic or diastolic
phases. This whole compound of fundamental components forms the heart sound signal
over periods called cardiac cycles, and is the basic unit for heart sound analysis.

To the present day, several efforts on developing robust tools have been reported
in the segmentation analysis and fundamental sound localization; most of them take
advantage of the external measures extracted from cardiac activity (namely, electrocar-
diogram (EKG) and heart rate variability (HRV)). In [2], for instance, segmentation is
carried out using the energy plots and noise detection through a comparative procedure

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 254–263, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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over the fixed length segments with respect to the complete signal energy. However, the
timing parameters involved for the heart sound location do not take into consideration
HRV and requires the average heart rate previous to segmentation procedure, informa-
tion that might not be available. In [3], a methodology for detecting noisy PCG signals
is proposed that takes into account temporal, spectral and time-frequency periodicity
signatures. Yet, the analysis strongly depends on the correct estimation of the heart
sound duration estimated from a time sliding window and its singular value decompo-
sition; this methodology can be time-consuming and might not lead to good estimates
for short duration signals. To cope with this issue, a dynamic clustering algorithm that
does not use EKG information and deals with HRV by means of instantaneous cyclic
frequency is reported in [4], however, this procedure requires the PCG signal segment to
be decomposed into Gaussian modulated atoms, for which parameters are heuristically
fixed and therefore leading to a time-consuming task.

Present study proposes a methodological framework for the heart sound segmen-
tation using high frequency noise detection stages [3] and time-frequency dependent
information [5] to assess the quality of the PCG signal. The two-stage noise analy-
sis avoids recordings with strong presence of noise that are further to be segmented,
thereby timing location thresholds are used as a basis for heart sound beginning identi-
fication. Accurate heart sound boundaries are then set by means to time-dependent heart
cycle duration through cycle frequency estimation, as proposed in [4]. The segmenta-
tion results are then presented in terms of true and false detection probability, which are
assessed employing as ground truth the EKG based segmentation.

2 Materials and Methods

2.1 Estimation of Heart Sound Duration by Removing High Frequency Noise

PCG signals have cyclo-stationarity behavior, that is, the heart sound fundamental com-
ponents (termed S1-S2) are repeated cyclically as the heart beat does. Therefore, to
calculate the time-varying fundamental cycle frequency, the short time cycle frequency
spectrum (STCFS) is introduced γx (α, t) = Rx (α, t)/Rx (0, t), where Rx (α, t) is the
cyclic autocorrelation function computed over sliding rectangle windows [5]:

Rx (α, t) =

t+σ∫
t−σ

x (τ)
2
e−j2πατdτ , (1)

where α is the cycle frequency and the sliding window expands over [t− σ, t+ σ].
The instantaneous cycle frequency (ICF) is then tracked at the greatest value of

γx (α, t) for a given time instant t in a given frequency range.

δ (t) = argmax [γx (α, t)]

∣∣∣∣δ(t−)+λ

δ(t−)−λ (2)

where λ is a threshold parameter to confine the search within a given range and δ (t−)
is the cycle frequency at earlier time t−. Thus, the heart sound duration for a given time
t0 is defined as τ (t0)d = δ (t0)

−1
.
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However, the estimation of cyclic autocorrelation function Rx (α, t) is very sensitive
to the noise influence. So, noisy signal removal is to be strongly considered as prepro-
cessing stage. Generally, PCG signals that include spectral components lower that 150
Hz can be affected by high frequency external noise and artifacts, which lead to poor
analysis and segmentation of heart sounds. Particularly, high frequency external noise
shows bursting behavior focusing its influence within very narrow intervals of time,
but conveying high energy. Grounded on this fact, the detection of bursting energy seg-
ments in signal x, being the discrete transformation of PCG signal x (t) of duration T,
is suggested in [1] as indicator for removing high frequency noise. Namely, given the
energy estimation ex[s] over signal segment s, it holds that

ex[s]− ẽx ≥ η (3)

where η is an a priori fixed threshold parameter, ẽx is the average energy, i.e.,EEE{ex[s] :
∀s ∈ 1, . . . , Ne}, being Ne = �N/(lfs + 1)� , with �·� the nearest integer approximate
of its argument,N = T/fs, and the value l is the considered window analysis of length.
Notation EEE{·} stands for the expectation operator.

Although, there are several energy estimators ex, the Shannon’s energy is preferred
since it emphasizes the medium intensity sounds and attenuates the effect of low inten-
sity components much more than high intensity components [6]. The Shannon’s energy
is defined as follows:

ex =
sl∑

k=(s−1)l+1

−x [k]2 log
(
x [k]2

)
(4)

2.2 Segmentation of S1 and S2 Events Based on Periodicity Signatures

For signal boundary delimitation of S1 and S2 events, the wavelet energy envelopes can
be employed that clearly produces peaks at the fundamental components of the heart
sound signal S1− S2, defined as follows [7,8]:

ε (t) =
∑
∀a

|Cw (t, a)|2

where Cw (t, a) is the wavelet scalogram of considered signal segment x (τ) , a ∈ R is
the scale in the continuous wavelet transform. Thus, the prominent peaks of ε (τ) must
be related to the S1 and S2 heart sounds.

For a given set of estimated peaks {pi, ∀i = 1, . . . , P}, where P is the total number
of basic components S1-S2 in x (τ), as well as the phase distances d1 = d (p1, p2) and
d2 = d (p2, p3), being d (·) is the Euclidean distance operator, the heart sound segment
is said to be synchronic i.e., the first peak does correspond to S1 and the second to S2,
if all the next conditions are fulfilled:

– The diastolic phase d2 must be greater than the systolic d1.
– d1 > 0.2τd, with τd the cardiac cycle duration.
– d2 > 0.6τd.
– d2 < 0.8τd and d1 < 0.8τd.
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Otherwise, the sounds are assumed to be not clearly defined by the energy envelope
and additionally phase corrections are to be further provided. Basically, the noise and
artifacts cause the sounds to be not properly defined and they can be removed by se-
quentially using the following two signature periodicity-based algorithms:

Time Periodicity Signature. The similarity among heart sounds can be used for es-
timating the time periodicity signature. Within a time analysis 2Tε, specifically, two
neighboring segments, xi(t) and xi+1(t) (with t ∈ [iTε, (i + 1)Tε]) are said to have
shape similarity, if an introduced given proximity distance, ρx(xi, xi+1), is lower than
an a priori given threshold parameter ηρ, that is:

ρx(xi, xi+1)− ηρ ≤ 0 (5)

As a concrete proximity measure, the radial distance between the prominent peaks
(those indicating repetition of a heart sound within the signal segment 2Tε,) is sug-
gested in [3], defined as:

ρx(xi, xi+1) =
〈rx (iTε, τ) , rx ((i+ 1)Tε, τ)〉
‖rx (iTε, τ)‖ ‖rx ((i+ 1)Tε, τ)‖ , (6)

where i = 1, . . . , Nh, being Nh the number of heart sounds occurring within the fixed
portions. Notations 〈·〉 and |·| stand for the inner product and Euclidean norm of their
arguments, respectively. Function rx (τ) is the autocorrelation of an energy envelope of
x (t), said εx (t), defined as:

rx (Tε; τ) =

∫
Tε

εx (t)h (t) εx (t− τ) h (t− τ) dt∫
Tε

h (t)h (t− τ) dt
(7)

where h (t) is a Hamming window. The time analysis Tε is a fixed duration holding at
least 3 complete cardiac cycles of the PCG signal, Tε ≈ 3τd.

Time-Frequency Periodicity Signature. The heart sound signal concentrates most
of energy in the frequency range 0 − 600 Hz, within which the pairwise autocorre-
lation functions between different bands should exhibit similar behaviour. Moreover,
the prominent peaks of the autocorrelated energy occur somehow aligned and the peak
width gradually decreases as the bandwidth range increases. Therefore, a given time-
frequency periodicity measure, ρλ, between two neighboring bands, i and i+1, should
keep the same (either increasing or decreasing) monotony evolution and any interrup-
tion of this monotony serves as and indicator of persistent noise in the signal, i.e.:

sgn(ρλ(i)− ρλ(i+ 1)) = const (8)

The time-frequency PCG representation, X(ω, t), is divided evenly into 15 frequency
bands, and for each one the autocorrelation of the energy envelope (see Eq. (1)) is
computed, r(k)x (Tε, τ), with k = 1, . . . , 15. To assess the linear dependency, contiguous
ascending bands are grouped together as follows:

A(i) = [r(i)x (Tε, τ ) r
(i+1)
x (Tε, τ ) · · · r(i+4)

x (Tε, τ)]
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from which the singular value set {λ(i)
j } is computed, where j−th indicates the eigen-

value place in descending order and i−th is the associated matrix.
So, as time-frequency periodicity measure, the following singular value ratio is cal-

culated:

ρλ(i) =
(
λ
(i)
2 /λ

(i)
1

)2

, i = 1, 6, 11

Lastly, the segment signal is considered as free of noise, when both conditions, given in
Eqs (5) and (8), hold. Otherwise, the underlying signal is eliminated.

3 Experimental Setup

3.1 Database and Preprocessing

The used heart sound database for murmur detection belongs to the Signal Processing
and Recognition Research Group at the Universidad Nacional de Colombia-Manizales.
The database holds 29 PCG recordings for different patients ranging 0 to 20 years old.
Each patient contains a 20s heart sound signal (with a simultaneous one lead EKG sig-
nal) in bell and diaphragm mode for each one of the four traditional auscultation focuses
(Aortic, mitral, pulmonary and tricuspid). Signals were recorded at a 44.1kHz and 16
bit resolution with an electronic stethoscope and Meditron� software, the acquisition
was done in noisy environments as those of health care centers.

PCG signal presents components in a lower frequency range than the original sam-
pling frequency, therefore a 8−th order Chebychev filter with a downsampling process
is implemented with a central cut-off frequency fc = 1102.5Hz, that is a downsam-
pling factor of 20, therefore resulting a final sampling frequency f̂s = 2205Hz. Finally,
as recommended in [6], the amplitude of each record was normalized with the absolute
maximum of each PCG recording.

3.2 Performance Measure

The simultaneous EKG signal is used to assess the segmentation performance. A tradi-
tional EKG segmentation is carried out using the wavelet based QRS detection
algorithm given in [9]. Thus, having the proper R-peak locations and provided the cor-
relation between the S1 sound and the QRS complex onset, heart sounds can be picked
up and marked. Therefore, the performance evaluation is carried out in terms of true
and false detection probability, as discussed in [10]:

pd =
ND

ND +NM
, pf =

NF

ND +NF

where ND are the correctly detected points, NF the number of false points, i.e. a point
that is marked but has no correspondence with the true points, and NM a missed point.
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3.3 Experiments

Noise Detection from High Frequency Components. The analysis window for high
frequency noise detection is manually set to l ≈ 221, i.e., the length of the window
is approximated to 100ms. Hence, the number of segments for high frequency noise
detection is fixed around 208, η is empirically set to 0.125. As a result, if within 5
continuous segments (0.5 s segments of signal) the cumulative energy is higher than η,
that signal part is labeled as noisy, and hence the entire signal is also labeled as noisy,
otherwise the recording is considered free of high frequency noise.

Heart Sound Duration from Instantaneous Cycle Frequency. The database contains
heart rates between 45 and 140 beats per minute corresponding to cycle frequencies
from 0.75 to 2.33Hz. Thus, the maximum cycle frequency is αmax = 2.5Hz. How-
ever, due to digestive and pulmonary noise, artifacts and sounds attenuation, the cyclo-
stationarity of the signals might be affected and the cyclic nature of the signals are
reflected on multiples of the fundamental cycle frequency. Thus, this value is set to
αmax = 5Hz and a search algorithm for the fundamental cycle frequency is required,
as detailed in algorithm 1. Then, the sliding window is set in such a way that each signal
segment to be correlated (see Eq. (1)) has at least 2 complete cardiac cycles, σ = 2.5f̂s,
i.e. 2.5 s and the search parameter λ = 0.2Hz, is manually set according to [4].

Noise Detection from Periodicity Signatures. Once δ (t) is defined, the window
length for the temporal periodicity analysis is set to Tε = 2s, then for Eq. (6), i =
1, . . . , 5. Since the pre-detection and heart rate estimation first eliminate highly cor-
rupted signals, the parameter ηρ = 0.7 is set higher that the value recommended in
[3] to give a more admissible amount of noise. So, the temporal criteria is selected as
μρx = EEE{ρx (xi, xi+1)}.

If the time signature criterion holds, the time-frequency signature rule is checked
using a spectrogram of each signal portion, computed with a gaussian window. Also,
the singular values ratio are computed for all the signal segments. Signals are then
labeled as noisy if either μρx < η or the time-frequency monotony are interrupted.

Segments Boundaries and Signal Performance. Finally, the noise-free signal is seg-
mented, taking segments lasting 3 s to calculate the CScal and its respective energy
envelope ε (t). The scalogram is computed with a complex Morlet wavelet, and scales
a are chosen so the frequency range covers the 25− 600Hz bandwidth. Therefore, none
components of the heart sound signal are left out. From Figure 1(a) showing a sig-
nal portion and its respective scalogram 1(b), envelogram 1(c), one can see that the
durations of d1 and d2 clearly defines the systolic and diastolic phase intervals. After
obtaining εx (t), segmentation is done according to Algorithm 2.

4 Results and Discussion

Figure 2(a) shows an example of high frequency components that are detected within
the first noise detection stage (colored as grey areas in the signal). It can be seen how
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Algorithm 1. ICF Search Algorithm
Input Signal x (t) ,α, σ, λ.
Compute Rx (α, t) and γx (α, t). Get δ0 (t) as in Eq. (2).
Do ECF =

∑
∀t R

α
x (t), the cycle frequency envelope, and calculate its autocorrelation func-

tion RE .
Find the peaks of RE , Pi. i = 1, . . . , nb, the number of peaks.
if nb = 1 then

There is only one peak and the ICF is not clearly defined in any frequency band, i.e. noise
might be affecting the signal. h = 0.

else if nb = 2 then
if P2 < 0.6 then

Both peaks are under the minimum for heart cycle frequency.
else if P2 < 2.4 then

h = 2;
else

h = 3;
end if

else
D (k) = Pk+1 − Pk ∀k = 2, . . . , nb

μδ0 = EEE{δ0 (t)}, μD = EEE{D (k)}, h = [μδ0/μD]round off
end if
if h = 0 then

The noise is corrupting the ICF, now cycle frequency is achieved within small error.
else

δ (t) = δ0 (t)/h.
end if
Return δ (t).
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Algorithm 2. Segmentation Procedure
Input PCG signal x (t), EKG signal y (t), ICF δ (t), to = 0, tf = 3, set i = 1.
Get R-peaks locations of the EKG signal ξ.
while tf < 20 do

xi = x (τ ), τ = {to, tf}.
Get Cycle duration at to, Ci = 1/δ (to) and εx(τ) and find its prominent peaks.
Check synchronism conditions as in section 2.2.
if The conditions hold then

κi = p1 − 0.05f̂s
else

κi = p2 − 0.075f̂s
end if
to = κi + Ci, tf = to + 3.

end while
Compute the true and false detection probability using ξ and κ.

the high frequency noise affects computation of the STCFS (Figure 2(b)) as well as the
instantaneous cycle frequency (2(c)), exhibiting a high frequency peak of 2.1Hz around
the 16 s, which is higher that the real average cycle frequency 1.7 measured in the rest
of the signal. As a result, from the total number of 232 recordings, 38 are found to have
high-frequency noise.
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Fig. 2. STCFS and ICF estimation for contaminated signal example

The remaining signals pass through the second noise detection stage, where 65 sig-
nals are found to have noise components affecting temporal and time-frequency con-
ditions. As seen from Table 1(b), mitral and pulmonary focuses are the more affected
by noise, due to their localization near the lung structure, respiratory noise induces un-
desired components over the heart sound. The other foci are found to be affected by
internal digestive and externals sounds as human voice or crying. The periodicity sig-
nature additionally shows that the tricuspid focus has several noisy signals, this may be
attributed to the localization distance to the heart valves mechanism; sounds are found
to be attenuated in most of these cases, thus causing the time localization of the spectral
peaks not matching the expected heart cycle frequency.
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Table 1. Number of noisy signals in pre-detection and periodicity signature stages

(a) Pre-detection Noise Summary
Aortic Mitral Pulmonary Tricuspid

Bell 1 6 7 4
Diaphragm 4 5 7 4

(b) Periodicity Signatures Noise Summary
Aortic Mitral Pulmonary Tricuspid

Bell 8 6 9 10
Diaphragm 6 10 7 9

Finally, a subset of 129 signals is considered noise-free. The signals are segmented as
explained in section 3.3. True and false detection values are calculated for the beginning
of the heart sounds and the estimated heart sound durations at those time moments.
Tables 2(a) and 2(b) show the average values of pd and pf with its respective deviation
for the four foci in both diaphragm and bell mode.

Table 2. Segmentation Performance

(a) True Detection Probability
Mode Aortic Mitral Pulmonary Tricuspid
Bell 0.903 ± 0.091 0.849 ± 0.169 0.878 ± 0.106 0.882 ± 0.079

Diaphragm 0.850 ± 0.126 0.848 ± 0.088 0.855 ± 0.103 0.892 ± 0.095

(b) False Detection Probability
Mode Aortic Mitral Pulmonary Tricuspid
Bell 0.121 ± 0.085 0.118 ± 0.036 0.107 ± 0.025 0.138 ± 0.073

Diaphragm 0.122 ± 0.03 0.116 ± 0.029 0.185 ± 0.168 0.134 ± 0.069

The cycle duration estimation has an average of 98% accuracy, so the segmentation
is only really affected by presence of disruptive peaks in the envelopes due to high
amplitude murmurs or some in-band noise that could not be detected. On the other hand,
the true detection probability of the heart sounds beginnings has an average value of
87% and an average false detection probability of 13%, showing a robust segmentation
performance under considering the poor acquisition conditions.

As seen, aortic and tricuspid signals in Bell and Diaphragm modes have the higher
performance, however, aortic focus shows lower deviation due to its far localization
from the lung structure. In general, it can be observed the higher deviation and lower
performance in the diaphragm auscultation mode, which can be easily explained by the
frequency range of operation of the auscultation mode, since diaphragm covers higher
frequencies and detects murmurs with higher amplitude that the bell mode, inducing
higher false peaks in the energy envelope and therefore errors in the timing conditions.

5 Conclusions and Future Work

A robust heart sound signal segmentation framework is presented as an alternative for
noisy environments. Discussed analysis tools, such as high frequency noise detection
and periodicity signatures, allow to discriminate signals that are contaminated with the
most common noise sources in auscultation. Segmentation shows a steady and constant
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performance with a true detection probability of 87% for a total of 129 signals with
different heart rates, some including rate variation over the signal.

Noise analysis enables the implementation of low complexity segmentation proce-
dures such as time duration conditions, reducing the computational cost, which is an
advantage for telemedicine environments. Additionally, the heart cycle durations es-
timated from cycle frequency spectrums are more accurate and the introduced band-
search procedure allows to supply a more robust analysis against noise.

As future work, it is proposed to develop a more robust and faster segmentation
procedure, that does not only use the timing conditions but also spectral and energy
content of the heart sounds, so the segmentation uses joint analysis to detect the sound
fundamentals (S1-S2) and other components related to murmurs.
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Abstract. This work introduces a first approach to track moving-
samples or frames matching each sample to a single meaningful value.
This is done by combining the kernel spectral clustering with a feature
relevance procedure that is extended to rank the frames in order to track
the dynamic behavior along a frame sequence. We pose an optimization
problem to determine the tracking vector, which is solved by the eigen-
vectors given by the clustering method. Unsupervised approaches are
preferred since, for motion tracking applications, labeling is unavailable
in practice. For experiments, two databases are considered: Motion Cap-
tion and an artificial three-moving Gaussian in which the mean changes
per frame. Proposed clustering is compared with kernel K-means and
Min-Cuts by using normalized mutual information and adjusted random
index as metrics. Results are promising showing clearly that there ex-
ists a direct relationship between the proposed tracking vector and the
dynamic behavior.

Keywords: Kernels, motion tracking, spectral clustering.

1 Introduction

Nowadays, dynamic or time-varying data analysis is of great interest for the
scientific community, specially in automation and pattern recognition. Video
analysis [1] and motion identification [2] are some of the applications. Spectral
matrix analysis is one of the approaches to address this issue. Spectral tech-
niques, particularly within the graph-cut framework, has been a suitable tool
in several aspects of interest in pattern recognition and machine learning even
when data are time-varying, such as the estimation of the number of clusters [3],
feature extraction and selection [4] as well as clustering [5] and classification [2].
Regarding spectral clustering, in [6] it is introduced the so-called kernel spectral
clustering (KSC), which is based on least-square support vector machines and
has shown to be a powerful tool for clustering hardly separable data allowing
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also extensions to out-of-samples [7]. In another work [4], the authors present a
definition of feature relevance aimed to selecting a subset of features founded on
spectral properties of the Laplacian of data matrix. This approach is based on
a continuous ranking of the features by means of a least-squares maximization
problem. Such maximization is done over a functional such that sparse solutions
for the ranking values are obtained by a spectral decomposition of non-negative
matrix [4]. What makes this approach interesting within the context that we are
concerned in this work is the possibility to get a ranking value for each frame
in the process of time-varying data analysis. In addition, the feature relevance
approach measures the relevance of a subset of features against its influence on
the cluster assignment.

In this work, from the KSC combined with the relevance ranking proposed in
[4], we introduce a novel approach to track moving samples or frames matching
each sample to an unique meaningful value. Notice that we prefer the unsuper-
vised approaches since, in practice, labeling is not available for motion tracking
applications. Our approach works as follows: it starts by clustering the input
data by means of KSC with a manually established of groups and a determined
kernel function. Then, we take the kernel matrix as another data representa-
tion that can be linearly projected in order to apply the relevance ranking over
the samples instead of the features as proposed in [4]. The projection matrix
is obtained as a sparse solution of a quadratic optimization problem, where a
projection energy (also called variance) term is maximized. It is proved that
projection matrix is the same as the eigenvector matrix given by KSC. Finally,
a tracking vector is obtained by a linear combination of such eigenvectors simi-
larly as described in [8]. Experiments are carried out using two databases: Motion
Caption and an artificial three-moving Gaussian in which the mean is changed
throughout the frames. Proposed KSC is compared with kernel K-means and
Min-Cuts [9]. To quantify the clustering performance, normalized mutual infor-
mation [10] and adjusted random index [11] metrics are used. Obtained results
are promising showing clearly that there exists a direct relationship between the
proposed tracking vector and the analyzed dynamic data.

2 Theoretical Background

2.1 Kernel Spectral Clustering

The aim of kernel spectral clustering (KSC), introduced in [6], is to divide a
data set of N samples into K homogeneous and disjoint subsets. Consider that
the data are arranged in the data matrix X ∈ R

N×d assuming that each sample
vector xi is d-dimensional, then X = [x

1 , . . . ,x

N ]. Assume a latent variable

model for the projections E ∈ R
N×ne as E = ΦW + 1N ⊗ b, being matrix

Φ =
[
φ(x1)

, . . . ,φ(xN )
]

, Φ ∈ R
N×dh , is a high dimensional representation

of data such that φ(·) maps data from the original dimension to a higher one dh,
i.e., φ(·) : Rd → R

dh ,W = [w(1), · · · ,w(ne)] is the weighting factor matrix,W ∈
R

dh×ne , and b = [b1, . . . , bne ] is a vector containing bias terms, b ∈ R
ne . Notation



266 D. Peluffo-Ordóñez, S. Garćıa-Vega, and C.G. Castellanos-Domı́nguez

⊗ the Kronecker product and term ne denotes the number of considered support
vectors. Then, according to [6] within a least-square-support vector machine
framework, a matrix primal formulation of KSC can be stated as:

min
E,W ,b

1

2N
tr(EV EΓ )− 1

2
tr(WW ); s.t. E = ΦW + 1N ⊗ b (1)

whereΓ = Diag([γ1, . . . , γne ]) is a diagonal matrix formed by the regulariza-
tion terms. Notations tr(·) and ⊗ denote the trace and the Kronecker product,
respectively.

To solve the KSC problem, we form the corresponding Lagrangian of previous
problem, as follows:

L(E,W ,Γ ,A) =
1

2N
tr(E�V E)− 1

2
tr(W�W )− tr(A�(E −ΦW − 1N ⊗ b�))

where matrix A ∈ R
N×ne contains the Lagrange multiplier vectors such that

A = [α(1), · · · ,α(ne)], and α(l) ∈ R
N is the l-th vector of Lagrange multipliers.

Then, we determine the Karush-Kuhn-Tucker conditions by solving the partial
derivatives on L(E,W ,Γ ,A). Afterwards, by eliminating the primal variables,
the optimization problem posed in equation (1) is reduced to the following dual
problem: AΛ = V HΦΦA, where Λ = Diag(λ1, . . . , λne) is a diagonal matrix
formed by the eigenvalues λl = N/γl, matrix H ∈ R

N×N is the centering matrix
that is defined as H = IN − 1/(1

NV 1N )1N1
NV , being IN a N -dimensional

identity matrix. In addition, by applying the kernel trick in such a way that
Ω ∈ R

N×N be the kernel matrix Ω = [Ωij ] = K(xi,xj), i, j ∈ [N ], we have that

Ω = ΦΦ. Notation K(·, ·) : Rd×R
d → R stands for the kernel function. Notice

that matrix A becomes the eigenvectors. As a result, the set of projections can
be calculated as follows:

E = ΩA+ 1N ⊗ b (2)

Taking into account that the kernel matrix represents the similarity matrix of a
graph with K connected subgraphs and assuming V = D−1 being D ∈ R

N×N

the degree matrix defined asD = Diag(Ω1N ); we can infer that the K−1 eigen-
vectors associated to the largest eigenvalues are cluster indicators [7]. Therefore,
value ne is fixed to be K − 1. Afterwards, since each cluster is represented by a
single coordinate in the K − 1-dimensional eigenspace, we can encode the eigen-
vectors considering that two points are in the same cluster if they are in the
same orthant in the corresponding eigenspace [7]. Therefore, by binaryzing the

rows of the projection matrix E, we obtain the code book as Ẽ = sgn(E), where
sgn(·) is the sign function. Thus, its corresponding rows are codewords, which
allow to form the clusters according to the minimal Hamming distance.

2.2 Tracking by KSC

Similarly as the relevance analysis explained in [4] in which a functional regarding
a non-negative matrix is introduced, we pose an optimization problem with the
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difference that we are concerned of obtaining the ranking values for samples
instead of features, as follows: Focusing on the task of interest, consider that
the non-negative matrix is chosen as Ω and the data matrix X is formed in
such a way that each row is a frame, i.e., xi is the vectorization of coordinates
representing the i-th frame. By recalling equation (2), an energy maximization
problem can be written as:

max
U

tr(UΩΩU); s.t. UU = Ine (3)

The orthonormal rotation matrix is U is in sizeN×ne, such that the linear trans-
formation Z ∈ R

N×ne of kernel matrix is in the form Z = ΩU . Considering the
procedure described in section 2.1, we can notice that tr(UΩΩU) = tr(Λ2)
and therefore a feasible solution of the problem is U = A. Now, as explained in
[8], a ranking vector η ∈ R

N can be expressed as a linear combination of vectors
α(l) so:

η =

ne∑
l=1

λl|α(l)| (4)

where | · | denotes absolute value. Accordingly, the ranking factor ηi is a single
value representing an unique frame in a sequence. In this sense, η can be called
tracking vector.

3 Experimental Set-Up

3.1 Databases

Motion Caption. The data used in this work was obtained from mo-
cap.cs.cmu.edu. The database was created with funding from NSF EIA-0196217.
In this work, we use the trial number 4 (02 04), particularly, the subject #2
(jump, balance). Each frame is in size 38× 3 representing the coordinates X , Y
and Z of the subject’s body points, therefore each xi is 114-dimensional. Since
484 frames are considered, data matrix is in size 484× 114.
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Fig. 1. Motion Caption Database
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Three-Moving Gaussian. An artificial three dimensional Gaussian data se-
quence is also considered, which consist of Gaussian data with 3 clusters in
such a way the deviation standard is static for all the frames and means are
decreasing to move per frame each cluster towards each other. Namely, for a
total of Nfm frames the mean and standard deviation vectors at r-th frame are
respectively in the form μ = [μ1, μ2, μ3] = [−20(1− r/Nfm), 0,−20(1− r/Nfm)]
and s = [s1, s2, s3] = [1, 2, 3], being μj and sj the mean and standard devia-
tion corresponding to the j-th cluster, respectively; as well as j ∈ {1, 2, 3} and
r ∈ {1, . . . , Nfm}. The number of data samples per cluster is 300 and the con-
sidered total of frames is 100. Thus, each frame is in size 900× 3 which means
that xi is of length 2700 as well as data matrix is X ∈ R

100×2700. In Fig. 2,
some frames of moving Gaussian are depicted.
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Fig. 2. Three Gaussian Database

Data matrices from the both above databases are z-score normalized regarding
their columns before starting the clustering process.

3.2 Clustering and Kernel Parameters

All the experiments are performed under specific initial parameters, namely, the
number of clusters K and kernel function. For Motion Caption database (subject
#2 ), parameter K is set to be 5. In case of moving Gaussian, we empirically
determine that K = 4. The considered kernel for both cases is the local-scaled
Gaussian kernel [12] defined as: Ωij = exp(−‖xi − xj‖22/(σiσj)), where ‖ · ‖ de-
notes the Euclidean norma and the scale parameter σi is chosen as the Euclidean
distance between the sample xi and its corresponding m-th nearest neighbor.
Free parameter m is empirically set by varying it within an interval and then it
is chosen as that one achieving greatest Fisher’s criterion value. In the case of
Motion Caption, we obtain m = 35; while m = 10 for the moving Gaussian.

For comparison purposes, kernel K-means (KKM) and Min-Cuts are also con-
sidered [9]. The clustering performance is quantified by two metrics: normalized
mutual information (NMI) [10] and adjusted random index (ARI) [11]. Both
metrics return values ranged into the interval [0, 1], being closer than 1 when
better is the clustering performance.
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4 Results

4.1 Results for Motion Caption Database

After applying KSC over matrix X, vector η is calculated using (4). Fig. 3 is the
dynamic analysis achieved by KSC. The tracking vector plotting is shown in Fig.
3(a). As it can be appreciated, η has a multi-modal shape. Since the eigenvectors
α(l) point out the direction where samples have the most variability measured in
term of a generalized inner product (ΦΦ), we can infer that each mode might
represent a different cluster. In Fig. 3(b), the reference labeling vector is shown
which is obtained by detecting the local minima through a simple search. Such
vector is henceforth considered as the reference labels to quantify the clustering
performance by NMI and ARI.
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Fig. 3. Dynamic analysis of Subject # 2 by KSC

In Fig. 4, we can observe the dynamic behavior tracking done for all consid-
ered methods. We match the tracking vector with cluster indicators yielded by
each method. It is easy to appreciate that KSC performs a better clustering in
comparison to the other methods. This fact can be attributed to the coherence
and evident linkage between the tracking vector and KSC. Also, note that the
samples are organized in sequence, then we expect resultant clusters contain no
isolated or disconnected (out of sequence) samples. In other words, clustering
indicators reach low values when samples or frames are intermittently clustered
along time. Then, KKM and Min-Cuts generate partially wrong grouping. Nev-
ertheless, it is worth mentioning that this experimental framework was done
with a specific type of kernel as well as a determined parameter tuning, i.e.,
maximal Fisher’s criterion in this case. Thus, it is possible that such a tuning
process may not be appropriate for those methods. Albeit, it must be taken into
account that Fisher’s criterion is applied regardless the method, that is to say
that tuning process is done considering no the clustering method but the nature
of data by means of the within- and between-variance ratio (Fisher’s criterion).
The trial 4 (02 04) is a vertical jump as shown. Then, by comparing Fig. 1 with
Fig. 3, we can appreciate that the identified local minima determine five clus-
ters representing five dynamic instances along time, associated to subject #2.
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We name those clusters as follows: starting jump (between frames 1 and 95),
jumping on the air (between frames 96 and 182), arrival to the ground (between
frames 183 and 280), back step (between 281 and 404) and quiet – Standing
(between frames 405 and 484).
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Fig. 4. Clustering results for Subject # 2

The direct relationship between tracking vector η and the partition of natural
movements from Subject #2 can be plainly appreciated in Fig. 5, where the top
row shows one representative frame per cluster (in different color) while bottom
row depicts the η curve until the last frame of the corresponding cluster.
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As expected, each mode – frames between inflections forming a concave curve
– from η plotting corresponds to a natural cluster, which may even be determined
by simple inspection. The tracking effect can also be verified in Table 1. In terms
of the considered measures, we can observe that KSC outperforms both KKM
and Min-Cuts, which means that the clustering method might be coherent with
the tracking procedure. In this connection, KSC is the most suitable since η
comes from the eigenvectors.

Table 1. Clustering performance for Subject # 2 in terms of considered metrics

Measure Clustering Method
KSC KKM Min Cuts

NMI 0.8410 0.6982 0.6974

ARI 0.8163 0.5752 0.5400

4.2 Results for Three-Moving Gaussian Database

Similarly to the previous database, now we explore the dynamic behavior when
Gaussian data are moving towards each other. Fig. 6 depicts the tracking vectors
when varying the number of clusters from 2 to 6 on top, and the corresponding
reference labeling vectors at bottom.
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Fig. 6. Tracking Vectors for three-Gaussian moving
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Table 2. Effect of number of groups over the Subject #2

Measure K
Clustering Method

KSC KKM Min-Cuts

NMI

2 1 0.9291 1
3 0.5817 0.8068 0.7257
4 0.8839 0.8306 0.6408
5 0.7426 0.9470 0.5966
6 0.6998 0.7803 0.5900

ARI

2 1 0.9600 1
3 0.4017 0.8135 0.7046
4 0.8924 0.8227 0.5037
5 0.5840 0.9416 0.4148
6 0.5281 0.6761 0.3393
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Fig. 7. Three-moving Gaussian regarding tracking-generated reference labels

As it can be noted, either K = 2 or K = 4 seems to be the proper number
of clusters because in those modes are well formed and then easily identifiable.
Then, our approach can also be used to determine the number of groups in a
sequence of frames. Indeed, in Table 2 the best performance is reached when
clustering with those values of K.

For instance in Fig. 7, the tracking effect with K = 4 is shown. Again, each
mode represents a single cluster.
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5 Conclusions

This work presents a novel approach for motion tracking from a sequence of
moving samples or frames, which takes advantage of spectral properties from
a kernel-based clustering as well as a relevance ranking procedure. Tracking is
done by finding an unique value representing adequately each single frame. Our
approach determines a tracking vector that has a direct relationship with the
underlying dynamic behavior of analyzed sequence, allowing even to estimate
the number of groups as well as the ground truth. As a future work, with the
aim of designing an accurate tracking method able to be extended to prediction
problems, new spectral properties and techniques are to be explored.
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Multi-labeler Analysis for Bi-class Problems
Based on Soft-Margin Support Vector Machines
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Abstract. This work presents an approach to quantify the quality of panelist’s
labeling by means of a soft-margin support vector machine formulation for a bi-
class classifier, which is extended to multi-labeler analysis. This approach starts
with a formulation of an objective function to determine a suitable hyperplane
of decision for classification tasks. Then, this formulation is expressed in a soft-
margin form by introducing some slack variables. Finally, we determine penalty
factors for each panelist. To this end, a panelist’s effect term is incorporated in
the primal soft-margin problem. Such problem is solved by deriving a dual for-
mulation as a quadratic programming problem. For experiments, the well-known
Iris database is employed by simulating multiple artificial labels. The obtained
penalty factors are compared with standard supervised measures calculated from
confusion matrix. The results show that penalty factors are related to the nature
of data, allowing to properly quantify the concordance among panelists.

Keywords: Bi-class classifier, multi-labeler analysis, quadratic programming,
support vector machines.

1 Introduction

In several supervised pattern recognition problems, a ground truth is beforehand known
to carry out a training process. Nonetheless, there are cases where such ground truth
is not unique. For instance, in medical environments, the diagnostic judgment given
by only one doctor (labeler, panelist, teacher, evaluator) might not be enough since the
labeling is greatly related to the panelist’s subjectivity and criterion [1]. Another ex-
ample is the labeling carried out through internet web servers, where a set of labeler
are asked to qualify data from different sources aiming to classify them in a determined
group. However, because the evaluation is not restricted, that is to say, some non-experts
labelers can also label the analyzed data, the additional problem of presence of noisy
labels must be considered [2]. Some works have been concerned about this issue. In [3],
authors consider a set of experts to determine the crater distribution in Venus surface,
by comparing human and algorithmic performance as opposed to simply comparing
humans to each other. Moreover, the multi-labeler approach is only the labels average.
Other studies, are focused on building proper decision boundaries from multiple-experts
labels, but requiring some prior information, [4]. Finally, in [5], the multi-experts task is
addressed by a support vector machine (SVM) scheme yielding a suitable approach to

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 274–282, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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penalize panelist mistakes, this methodology gives a good classifier from a set of teach-
ers, compensating the possible labeling errors by evaluating the amount and disposition
of support vectors provided for each teacher to the decision boundary.

This work proposes a methodology to quantify the panelist’s labeling from a soft-
margin support vector machine approach (SMSVM), as a variation to that proposed
in [5], the main difference in our optimization problem formulation is done within a
quadratic programming framework for estimating penalty factors for labelers instead of
a decision function for classification. Moreover, the proposed approach also allows to
get a suitable classifier with multi-labeler training, which is further used to determine
an estimation of ground truth. Also, it allows for obtaining penalization factors, one for
each panelist. Such factors keep the relation between labelers and the structure of data,
making evident the labeling vector quality for each labeler.

The outline of this paper is as follows: In section 2, we briefly describe our method
to analyze the reliability of panelist labeling. Section 4 shows and discuss the obtained
results. Finally, in section 5, some final remarks and conclusions are presented.

2 Methods

The present work proposes a variation of a SM-SVM traditional formulation is intro-
duced, which consists of adding a penalty term and a quadratic constrain in the func-
tional of primal formulation. Such penalty term is aimed to penalize the supposed
wrong-labeled data, by means of a linear combination of some penalty factors quan-
tifying the labeler’s performance. With this variation, our approach also generates a
suitable decision function allowing to obtain an estimation of ground truth, even when
the labelers are wrong. In summary, we formulate an optimization problem by gener-
alizing the classifier taking into account different labeling vectors and adding penalty
factors.

2.1 Soft Margin Binary SVM Formulation

Let us define the ordered pair {xi, yi} as the i-th sample where xi ∈ R
d is a d-

dimensional feature vector and yi is its binary class indicator. In this case, yi ∈ {1,−1}.
In matrix terms, X ∈ R

m×d and y ∈ R
m, are respectively the data matrix and labeling

vector, being d the number of considered features and m the number of samples. We
assume an hyperplane model in the form: w · x + b = wx + b = 0, where w is an
orthogonal vector to the hyperplane, b is a bias term.

Intuitively, for a two-class problem we can establish f(x) = sign(wx+ b) as the
decision function. In order to avoid that data point lie in a region where there exists
ambiguity to take the decision, we assure that the distance between the hyperplane
and any data point must be equal or more than a priori fixed value (i.e,. one value is
chosen) to satisfy the condition: yi(wxi + b)) ≥ 1 ∀i. Then, the distance between
any data point xi and the hyperplane (w, b) can be calculated as: d ((w, b),xi) =
yi(w

xi + b)/||w||21 ≥ 1/||w||22, where || · ||2 stands for Euclidean norm. Therefore,
we expect that yi � wxi + b, since upper boundary is 1/||w||2. Then, the classifier
objective function to be maximized can be written as:
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min
w

1

2
||w||2, s.t. yi(w

xi + b) = 1; ∀i (1)

By relaxing (1) using a quadratic constrain, we can write the following SVM-based
formulation:

min
w

f(w|λ, b) = min
w

λ

2
||w||2 +

1

m

m∑

i=1

(1− yi(w
�x+ b))2 (2)

where λ is a regularization parameter. Previous formulation is a hard margin approach,
i.e., data points are not expected to lie on the decision function boundary. Recalling (2),
we can extend the functional to a soft margin formulation incorporating a slack variable
ξi, such that: 1− yi < xi, w >≤ ξi; ∀i.

2.2 Multi-labeler Analysis Based on SM-SVM Formulation

To address the matter that we are concerned about in this work, we aim to design a
suitable supervised classifier from the information given by different sources (labeling
vectors). In this work, we propose to incorporate a penalty factor θt, such that f̂(·)
decreases when adding right labels otherwise it should increase. This approach is done
in a similar way as that proposed in [5] but using a quadratic version. Consider a set of
k panelists who assign their corresponding labeling vectors. Then, the t-th panelist is to
be associated to penalty factor θt, where t ∈ [k] and [k] = {1, . . . , k}. Accordingly, by
including the penalty factor θ, we can re-write the functional given in 2 as:

minw,ξ
λ

2
||w||22 +

1

2m

m∑
i=1

(ξi +
1

k

k∑
t=1

cijθt)
2,

s.t. ξi ≥ 1− yi〈xi,w〉 − 1

k

k∑
t=1

citθt

where cit is the coefficient for the linear combination of all θt representing the relevance
of the information given by t-th panelist over the sample i. This term decreases the effect
of the wrong labels in the construction of the boundary decision. So

cit =
ne(y

(t) = yref )

m
|wxi|.

Here ne is the number of elements that satisfy the condition and Yref is the reference
labeling vector, normally this parameter is the majority vote of the involved evaluators.
In these terms, cit weighted the difference between each evaluator and the reference la-
beling vector and also, it takes into account the distance of each sample and the decision
hyperplane. Defining an auxiliary variable ξ̂i as

ξ̂i = ξi +
1

k

k∑
t=1

citθt
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The corresponding ξ̂i vector formulation is

ξ̂ = ξ +
1

k
Cθ (3)

Then, the problem formulation will be

min
λ

2
ww +

1

2m
ξ̂ξ̂, (4)

s.t. ξ̂ ≥ 1m − (Xw) ◦ y (5)

Assuming the critical case ξ̂ = 1m − (Xw) ◦ y, the Lagrangian of (4) is:

L(w, ξ̂|λ) = λ

2
ww +

1

2m
ξξ + (ξ − 1m + (Xw) ◦ y)Tα (6)

Now, solving the Karush-Kuhn-Tucker conditions, we have:

∂L
∂w

= λw + (x ◦ (y ⊗ 1d))α = 0 ⇒ w = − 1

λ
(x ◦ (y ⊗ 1d))α,

∂L
∂ξ

=
1

m
ξ̂ +α = 0 ⇒ ξ̂ = −mα

∂L
∂α

= ξ̂ − 1m+ (Xw) ◦ y = 0,

where α is the vector of lagrange multipliers. Under these conditions and eliminating
the primal variables from (6), we can pose a new problem in terms of the dual variable
α, so:

min
α

f̂(α|λ) = 1

2λ
αPα+αDα− 1

m, s.t. α > 0 (7)

with

P = (x ◦ (1d ⊗ y))((x ◦ (1d ⊗ y))),

D = (− 1

λ
(x ◦ (1d ⊗ y))) ◦ ((1d ⊗ y) ◦ x)

As it can be appreciated, formulation given by (7) is an evident quadratic problem with
linear constraints, which can be solved by means of heuristic quadratic programming
methods. Finally, θ value is calculated by this way:

θ = C†(1 − y ◦ (Xw) − ξ) (8)

As a remarkable matter, it is important to mention that factors θ is greater as the amount
of wrong labels increase, in accordance with equation (8). This implies that the labelers
are strongly penalized when their labeling vectors scape from the ratio of the reference
label vector, in this case, majority vote vector. Vector θ also depends on the distance
between each sample and the estimated decision boundary. In the case when the labeling
vector corresponding to a specific labeler match with the reference vector, the θ value
should be 0.
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3 Experimental Setup

3.1 Database

For experiments, the Iris database from UCI repository [6] is used. We take the first 100
samples being the two linear separable clases, namely setosa and versicolor
classes. A simulated labeling vector set is built to emulate different labelers. The refer-
ence labeling vector is estimated as:

yref = sign

(
1

k

k∑
t=1

y(t)

)
,

which corresponds to the majority vote.

3.2 Experiments

To test the methodology performance, four experiments are made. The difference be-
tween the experiments is the considered error percentage (ε) added to each simulated
label set. In the first experiment, the simulated labels are built keeping the same ε for the
two classes (balanced error). The second and third experiments use a label simulated set
that only include error in a class (unbalanced error), second experiment affects a class
and third experiment affects the another class. The last one, uses a combination of error
where the second class is affected with the double of error porcentaje that the another
class, it is the worst scenario. In all the experiments the ε is varied in the range from 5%
to 45% by adding 5% per iteration (that is, a total of nine different ε). Additionally, for
each specific ε are simulated 100 labelers. Then, the classifier w and a set of predicted
labels are calculated, it is carried out by taking randomly a number t of labeling vectors
from the 100 simulated labelers corresponding to this ε. The last procedure is repeated
50 times for each considered error. Predicted labels, allows to make confusion matrixes
in relation to simulated labels, for that reason the data mean and standard deviation is
calculated for the accuracy, sensibility and specificity from the confusion matrixes, it
enable to measure the methodology performance.

4 Results and Discussion

Fig. 1(b) presents the original labels, namely the labels assigned in the Iris database for
each class, the Fig. 1(c) give the majority vote, of the iterations with a ε of 20%, in this
figure it is evident the description in 3.2 for the first experiment, both classes have the
same ε. In Fig. 1(d) the corresponding estimated labels are showed, it is possible to note
that the original and estimated labels are similar, it demostrates that the methodology is
capable to find, the original labels from a noisy set of expert labels.

Meanwhile. Fig. 1(a) corresponds with the accuracy calculated for the first experi-
ment, the methodology performance maintains a good value until the 35% in εs, it is
a good yield because inclusive in high presence of wrong labels, the original labeling
vectors are recovered. From a ε superior to 35% the standard deviation grows, but even
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it keeps a good result. Values above 40% indicate an intolerable amount of wrong labels
and it is a clear indicator of an inexpert evaluator. In Fig. 1(d) also can be seen that two
samples have problems to be estimated, this samples correspond with samples nearby
to the desicion boundary, just in this samples exists some ambiguity precisely by the
nearness between the classes.
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Fig. 1. Experiment1: accuracy; original, majority vote and estimated labels

In Fig. 2 it is important to observe for the experiments 2 and 3, namely, those where
the noisy labels are introduced only in a class, that the estimated labels (Figs.2(g) and
2(h)) highly match with the original labels 1(b), it indicates, that when only a class is
wrong labeled, it is posible to get a confiable decision boundary, that is also appreciated
in table 1 and figures 2(a) and 2(b) where it is possible to find that the accuracy, sen-
sibility and specificity are stables, it is an important result, because in several pattern
recognition scenarios for automatic detection of pathologies, is common to find that
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Fig. 2. Experiments Results

labelers (in many times medical experts) can make good diagnosis of normal patients,
however the objective class ussually is wrong diagnosed. The present methodology can
be used in these environments of automatic detection, because when only a class is
wrong labeled, it is posible to build an efficient desicion boundary.

Figures 2(c), 2(f) and 2(i) shows the four experiment, it is the worst scenario for the
present methodology, because there are many desbalanced noisy labels, nonetheless,
can be apreciated that the estimated labels are correctly calculated inclusive for ε same
30% by a class and superior to 45% for the another class. The accuracy figure shows
that only with values up to 40% the dispersion is large enough to consider a bad esti-
mation of the desicion boundary, for this ε the accuracy value is inferior to the 80%,
nevertheless, it is important to remember that this is the most difficult training environ-
ment for this methodology and with labeling error percentages as large as the exibit in
this experiment, it is not possible to work in pattern recognition. Table 1 sumarize the
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Table 1. Accuracy, sensibility and specificity experiments 1 and 4

Error percentage
Experiment 1 Experiment 4

Accuracy Sensibility Specificity Accuracy Sensibility Especificity

0 99.0±0.00 100.0±0.00 98.0±0.00 99.1±0.27 100.0±0.00 98.2±0.55

5 99.1±0.33 100.0±0.00 98.2±0.66 99.2±0.42 100.0±0.00 98.4±0.84

10 99.3±0.45 100.0±0.28 98.6±0.93 99.2±0.48 99.7±0.74 98.8±0.99

15 99.3±0.48 99.5±0.86 99.2±1.00 99.1±0.34 99.6±0.78 98.5±0.89

20 99.3±0.45 99.5±0.89 99.1±1.01 99.3±0.49 99.1±1.01 99.4±0.91

25 99.1±0.51 99.0±1.01 99.2±1.00 98.9±0.57 98.8±1.28 99.0±1.01

30 99.0±0.55 98.7±1.26 99.2±0.98 98.9±0.89 98.4±1.85 99.4±0.93

35 97.7±3.05 96.7±3.95 98.7±2.51 97.2±3.46 96.1±4.64 98.3±2.72

40 94.3±8.66 92.8±9.50 95.8±8.01 79.5±17.57 77.7±17.62 81.3±17.92

Table 2. Accuracy, sensibility and specificity experiments 2 and 3

Error percentage
Experiment 2 Experiment 3

Accuracy Sensibility Especificity Accuracy Sensibility Especificity

0 99.0±0.00 100.0±0.00 98.0±0.00 99.0±0.00 100.0±0.00 98.0±0.00

5 99.2±0.37 100.0±0.00 98.3±0.74 99.0±0.14 100.0±0.00 98.0±0.28

10 99.2±0.42 100.0±0.28 98.5±0.86 99.1±0.27 100.0±0.28 98.2±0.61

15 99.4±0.49 99.8±0.55 99.0±1.01 99.3±0.48 99.8±0.61 98.9±1.00

20 99.4±0.48 99.7±0.70 99.0±1.01 99.4±0.48 99.8±0.61 98.9±1.01

25 99.2±0.45 99.4±0.91 99.0±1.01 99.2±0.42 99.6±0.84 98.9±1.00

30 99.2±0.40 99.1±1.01 99.3±0.96 99.3±0.44 99.8±0.66 98.8±0.98

35 99.2±0.37 98.8±0.99 99.5±0.86 99.2±0.48 99.2±0.99 99.2±1.00

40 99.2±0.45 98.8±1.00 99.6±0.84 99.2±0.40 99.2±0.98 99.2±1.00

results for experiments 1 and 4, this experiments are similar in the sense of both classes
are contaminated with noisy labels. In the two experiments, the desicion boundary es-
timation is weak for contamination above to 30% where the deviation grows quickly.
Specially, the experiment 4 is affected, the bolded values show that when the evalua-
tors have labeling inconsistences for both classes, it is difficult calculate properly the
boundaries.

In table 2 the bolded values allow appreciate that for experiments 2 and 3 the accu-
racy, sensibility and specificity are stable along every ε, this stability is optimal, spe-
cially if it is considered that in several pattern recognition problems it is common to
find a only one class good labeled. In this table also it is notable the highlighted val-
ues, because show that in the conditions of this experiments the sensibility remain in
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99% up to 30% of ε, this result is important since the sensibility evaluate as good is the
methodology on relation with the objective class, in automatic pathological detection
terms, the sensibility measure as the methodology indentify the pathologic patients.

5 Conclusions and Future Work

Experimentally, we proved that the proposed approach is capable to retort the original
labels even when the training labels contains a considerable ε level. The penalization
term attached to the standard SM-SVM formulation, allows to reduce the effect of the
noisy labels in the new formulation training. The experiments presented show that the
present methodology is able to be used in aid systems for pathologies detection, prin-
cipally because is capable of maintain good values for sensibility even when important
amount of wrong labels, it favors the detection of instances in the objective class.

It is important to note that, when only a class is affected for the wrong labels the
methodology can estimate correctly the original labels, it is remarkable because is normal
that evaluators, i.e. doctors, can label correctly a one class, the normal or control class, the
pathologic class contains the labeling errors. For the last reason, the present methodology
is valid and present an reliable alternative to address multilabeler problems.

For future works, we are aiming to explore alternatives to improve the reference la-
beling vector setting, since the majority vote may not be an adequate reference for all
cases, specially, when there are many supposed wrong labelers. Aditionally, it is neces-
sary review other ways to penalize the error labels oriented to improve the penalty factor
in terms of the natural distribution of the data. Finally, the extension of this methodol-
ogy to the multiclase case is other outstanding contribution to the state of the art.
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Abstract. In this paper, the analysis of low-frequency zone of the speech
signals from the five Spanish vowels, by means of the Teager energy oper-
ator (TEO) and the modified group delay functions (MGDF) is proposed
for the automatic detection of Parkinson’s disease.

According to our findings, different implementations of the TEO are
suitable for tackling the problem of the automatic detection of Parkin-
son’s disease. Additionally, the application of MGDF for improving the
resolution of the speech spectrum in the low frequency zone is able for en-
hancing differences exhibited between the first two formants from speech
of people with Parkinson’s disease and healthy controls.

The best results are obtained for vowel /e/, where accuracy rates of
up to 92% are achieved. This is an interesting result specially if it is
considered that there are muscles that are involved in the production of
the vowel /e/ but not in other vowels.

Keywords: Group Delay Functions, Parkinson’s disease, Teager Energy
Operator.

1 Introduction

The Parkinson’s disease (PD) is characterized by the loss of dopaminergic neu-
rons in the mid brain and its main symptoms of PD are tremor, rigidity and
other movement disorders. It is demonstrated that about 90% of the people
with Parkinson’s disease (PPD) also develop speech impairments [1], however
only from 3% to 4% of the patients receive speech therapy [2].

Acoustic studies further indicate reduction of the sound pressure level, re-
duced pitch variability, phonatory instability, increased noise and cycle to cycle
variability during phonation of PPD [3]. Movement velocities and displacements
of the velum also tend to be reduced in PPD, and acoustic studies suggest in-
creased nasal airflow for speech in about 70% of PPD [4], [5], such increment
is characterized for generating alterations in the speech spectrum [6]. Addition-
ally, there are evidences about the alterations in the low frequency zone of the
speech spectrum and the excess of nasal airflow during phonations of PPD [6],
however, few works have taken advantage of this fact. In [7] the authors divide
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the speech spectrum into its high and low zones for finding the voice low tone
to high tone ration (VLHR) as the quotient between the low frequency power
and high frequency power. The VLHR is used for the automatic evaluation of
nasalization in speech signals. According to their results the VLHR is a poten-
tial quantitative index of hypernasal speech and can be applied in either basic or
clinical studies. Likewise, in [8] the authors evaluate the performance of a speech
recognition system based on modified group delay functions (MGDF), applied
over the low frequency zones in the speech spectrum, for the automatic detection
of dysarthria in continuous speech. According to their results, the application of
GDF is not suitable for the automatic detection of dysarthric speech signals in
continuous speech.

Additionally, the speech impairments in PPD are related to the vocal fold
bowing and incomplete vocal fold closure [9], besides nonlinear behavior of vocal
fold vibration has already been demonstrated in [10]. Considering these evi-
dences, it is possible to include nonlinear energy operators for characterizing
speech from PPD. In [11] the authors use the Teager energy operator (TEO)
[12] for calculating signal to noise ratio measures in speech signals from PPD,
however such operator has not been directly used as a measure of the speech for
the automatic detection of PD.

With the aim of include the analysis of the low frequency zone of the speech
spectrum and the nonlinear behavior of the vocal folds vibration, in this work
the use of MGDF and TEO is proposed as a new method for the automatic
classification of speech signals from PPD and HC.

The rest of the paper is organized as follows. In section 2, a methodology pro-
posed is presented, section 3 provides details about the experimental framework
with some experimental details about the followed methodology for classifica-
tion and error estimation, section 4 show the graphics and tables with success
classification rates. Finally, in section 5, some conclusions are provided.

2 Metodology

Figure 1 shows a schematic of the methodology used in this work. Every stage
of the process will be explained in the following.

Fig. 1. Methodology

Preprocessing and low frequency analysis. Speech recordings are preprocessed
by means of a short temporal analysis using windows of 40ms length with an
overlap of 20ms. After, each frame is characterized using a low frequency analysis
that is performed through the implementation of TEO and MGDF.
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The TEO is a nonlinear operator that is used for taking advantage of the
existence of multiple components on a signal x(n) and it is given by [12]:

Ψ [x(n)] = x(n)2 − x(n+ 1)x(n− 1) (1)

In the case of nasalized voice signals it is demonstrated that the speech spectrum
has multiple components due to the presence of nasal formants and anti formants
[6]. The voice signal x(n) can be expressed as the sum of two uncorrelated com-
ponents s(n) and g(n), when the definition 1 is applied over a multi-component
signal x(n) = s(n) + g(n) it is obtained the following expression [13]:

Ψ [x(n)] = Ψ [s(n)] + Ψ [g(n)] + Ψcross[s(n), g(n)]Ψcross[g(n), s(n)]

where Ψcross[s(n), g(n)] = g(n)s(n) − g(n + 1)s(n − 1). Note that TEO does
not obey the superposition principle because additional terms appear when it
is applied over a multi-component signal. Considering this fact, it is possible
to apply different measurements that reflect differences in the estimation of the
TEO for multi-component signals and for single-component signals.

There are other two different ways for the estimation of the TEO, one is based
on the fast Fourier transform (FFT) and defines the TEO as follows [14]:

γn =

[
Ω∑
i=1

i2Sn(i)

] 1
2

where Sn(i) is the power spectral density from the n speech frame, calculated
using the FFT, and i is the frequency value in the discrete domain.

Another estimation is presented in [15] as the generalized version of the TEO
and the expression is as follows:

Ψ [x(n)] = x(n)
2
m − [x(n−M)x(n+M)]

1
m (2)

Where M and m ∈ Z. Note that the expression 2 allows the variation of expo-
nents (m) and delays (M).

The different versions of the TEO exposed above can be used for taking ad-
vantage of the existence of additional formants in the voice signals from PPD
due to the excess of nasalization [6]. One healthy voice only has vocal formants,
thus its spectrum can be expressed as SHC =

∑
F (ω), where F (ω) represents

the oral formants. A speech recording from PPD, with excess of nasalization,
has oral formants, anti-formants and nasal formants, thus its spectrum can be
represented by SPPD =

∑
F (ω) −∑

AF (ω) +
∑

NF (ω), where AF (ω) repre-
sents the anti-formants and NF (ω) the nasal formants. When a healthy voice
is filtered by means of a low pass filter, it is possible to extract its first formant
F1, however, if a speech signal with excess of nasalization is filtered, the result
will contain F1 along with two additional components due to the existence of
anti-formants and nasal formants. If instead a bandpass filter is used (with cutoff
bands around F1), both the result for healthy and nasalized voices will contain
only F1. The differences between both bandpass and lowpass filtered signals can
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be exploited for the automatic detection of excess nasalization in speech from
PPD by means of the implementation of different measures oriented to detect
such differences.

The first measurement is Correlation Teager Energy Operator (CTEO) [13].
It is calculated as the correlation between the TEO estimated for the low-passed
and band-passed filtered signals, the result of this measure is expected to be
high for the case of healthy voices (both filtered signals contained only F1), but
if the correlation is calculated for pathological voices, the result is expected to
be low due to the existence of additional nasal formants and anti-formants in
the low passed filtered signal.

The other three measurements are the Euclidean distance (ED), the loga-
rithmic distance (LD) and the area under the TEO estimates (IA). All of these
measurements are calculated between the TEO estimated for the low-passed and
band-passed filtered signals. In all cases, it is expected to obtain higher values
of the measures in the case of nasalized voices due to the existence of additional
components that introduce differences between both estimations of the TEO.

On the other hand, the MGDF are applied to improve the resolution of the
low frequency zone in the speech spectrum. The group delay function is defined

as τ(ω) = −∂θ(ω)
∂ω , and for discrete time signals it can be computed as [16]:

τ(K) =
XR.YR +XI .YI

|X(K)|2 (3)

where X(K) and Y (K) are the N-point discrete Fourier transform (DFT) of the
sequences x(n) and nx(n), respectively. The subscripts R and I denote the real
and imaginary parts, respectively.

To reduce the spiky nature of the group delay function, which is due to the
pitch peaks, noise, and windowing effects , the original function is modified as
[17].

τ(K) = sign

∣∣∣∣XR.YR +XI .YI

S(K)2γ

∣∣∣∣α
where S(K)2 is a cepstrally smoothed version of |X(K)|2 and the sign is the
original sign of the group delay function given in 3. To derive the a smoothed
group delay spectrum, the values of α and γ should be less than 1 [17].

In the process for the improvement of the signal’s spectrum resolution the
voice signal is low-pass filtered with a cutoff frequency of 800Hz, then the MGDF
is calculated for the filtered spectrum and finally the first two formants are
estimated. The first formant (F1) is found below the 500Hz and the second
formant (F2) is between 500HZ and 800Hz. For the case of speech signals with
excess of nasalization, the amplitude of F1 will be lower than in the case of
healthy voices, thus the ratio between the amplitudes of F1 and F2, called τ(F1)
and τ(F2), can be used as an index of the presence of nasalization in the speech
signal [17]. Such index is called group delay function-based acoustic measure
(GDAM) and is defined as:

GDAM = |τ(F1)| / |τ(F2)|



New Cues in Low-Frequency of Speech for Parkinson’s Disease Detection 287

Automatic Features Selection and Classification. The selection of features is ad-
dressed through the application of principal components analysis (PCA). It is
a statistical technique applied here to find out a low-dimensional representa-
tion of the original feature space, searching for directions with greater variance
to project the data. Although, PCA is commonly used as a feature extraction
method, it can be useful to properly select a relevant subset of original features
that better represent the studied process [18]. In this sense, given a set of features
(ξξξk : k = 1, . . . , p) corresponding to each column of the input data matrix X, the
relevance of each ξξξk can be analyzed for finding the resulting subspace Y. More

precisely, relevance of ξξξk can be identified looking at ρρρ =
[
ρ1 ρ2 · · · ρp

]
, where

ρρρ is defined as ρρρ =
m∑
j=1

|λjvj |. (λj and vj are the eigenvalues and eigenvectors

of the initial matrix, respectively). Therefore, the main assumption is that the
largest values of ρk point out to the best input attributes, since they exhibit
higher overall correlations with principal components.

The decision of whether a voice recording is from PPD or HC is taken with a
K nearest neighbor (K-nn) classifier. Considering that the aim of this work is to
analyze the discrimination capability of the described features, this classifier is
chosen because of its simplicity allowing us to focuses our analysis to the features
and not to the classifier.

3 Experimental Framework

Database. The data for this study consists of speech recordings from 20 PPD and
20 HC sampled at 44.100Hz with 16 quantization bits. All of the recordings were
captured in a sound proof booth. The people that participated in the recording
sessions are balanced by gender and age: the ages of the men patients ranged
from 56 to 70 (mean 62.9 ± 6.39) and the ages of the women patients ranged
from 57 to 75 (mean 64.6 ± 5.62). For the case of the healthy people, the ages
of men ranged from 51 to 68 (mean 62.6 ± 5.48) and the ages of the women
ranged from 57 to 75 (mean 64.8 ± 5.65). All of the PPD have been diagnosed
by neurologist experts and none of the people in the HC group has history of
symptoms related to Parkinson’s disease or any other kind of movement disorder
syndrome.

The recordings consist of sustained utterances of the five Spanish vowels,
every person repeated three times the five vowels, thus in total the database is
composed of 60 recordings per vowel on each class. This database is built by
Universidad de Antioquia in Medelĺın, Colombia.

Experimental Setup. The voice recordings were segmented and windowed using
frames of 40ms with an overlap of 20ms. The characterization of speech record-
ings is made considering two versions of the TEO, one is the generalized form
(TEO1) as indicated in the equation 2 and the other one is such based on the
FFT (TEO2). In the case of TEO1, different values of M and N are tested. In
the filtering process (band-pass: BW1 and low-pass: BW2), different values of
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bandwidth were also tested. In table 1 the results after an exhaustive search of
the optimal values for M , N , BW1 and BW2, are indicated for each Spanish
vowel. The same optimal values found for the bandwidths of the low-pass and
band-pass filters are also used in the estimation of the measurements based on
the TEO2.

Table 1. Optimal values of bandwidths, exponent m and delay M for the estimation
of TEO1

Vowel m M BW1 BW2

/a/ 4 3 25 450

/e/ 5 5 25 450

/i/ 2 3 300 550

/o/ 5 5 25 450

/u/ 2 5 300 550

The full set of features is formed by 13 measures: the four measurements taken
from both estimations of the TEO, the frequency values of the first and second
formants (F1 and F2) calculated using the MGDF, the amplitude values of the
first and the second formants (τ(F1) and τ(F2)) also calculated using the MGDF
and the GDAM index. Each measure is obtained for every frame in the voice
signal and after, four statistics are estimated per measure (mean value, standard
deviation, kurtosis and Sweness), forming a total of 52 measures for representing
each voice recording. Table 2 summarizes the set of features considered in this
work and the indexes assigned for each one.

Table 2. Index allocation for features

IA CTEO ED LD τ(F1) τ(F2) F1 F2 GDAM
TEO1 TEO2 TEO1 TEO2 TEO1 TEO2 TEO1 TEO2

Mean 1 2 3 4 5 6 7 8 9 10 11 12 13
Std 14 15 16 17 18 19 20 21 22 23 24 25 26

Kurtosis 27 28 29 30 31 32 33 34 35 36 37 38 39
Skewness 40 41 42 43 44 45 46 47 48 49 50 51 52

* IA :Area under the TEO curves, ED : Euclidean Distance, CTEO : Correlation Teager
energy operator LD : Logarithmic Distance, GDAM : Group Delay Acoustic Measure

The tests performed over the proposed system have been made following the
strategy indicated in [19]. The 70% of the data are used for the feature selection
and for training the classifier and the remaining 30% is for testing; ten different
subsets for training and testing are randomly formed in ten repetitions of the
randomization of the data, in order to perform a total of ten independent exper-
iments, each one with its results, allowing the calculation of confidence intervals
for the general performance analysis and robustness of the proposed system.

4 Results and Discussion

The automatic features selection process based on PCA gives the resulting sub
set of features that better represent the phenomena and also gives the order
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Table 3. Indexes of selected features after PCA transformation and correlation analysis

Vowels Feature Index

/a/ 32 12 3 20 15 26 11 46 13 2 51 29 31 1 42 14

10 40 49 48 38 50 36 52 9 35 22 23 37

/e/ 2 31 43 12 7 15 16 27 13 24 44 14 11 1 49 37

50 8 21 51 39 10 9 22 48 35 23

/i/ 19 2 5 40 11 31 42 12 10 39 51 26 14 23 50 49

9 37 22 48 46 35 33 20 7

/o/ 17 5 20 30 11 25 13 33 14 27 1 42 26 40 36 35

23 38 37 48 51 52 9 50 49 10 22

/u/ 5 34 40 42 22 14 12 18 27 25 26 52 29 49 37 11

31 13 9 23 36 10 51 50 48 46 35 33 20 7
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Fig. 2. Success rates obtained per vowel

of features according to their contribution in terms of the cumulative variance.
Table 3 indicates which of the features remain after the features selection process
per vowel. Considering that the dimensionality of the original representation
space is 52, the reductions achieved with selection process ranged from 40% to
54%. Figure 2 shows the accuracy results obtained per vowel when each of the
selected feature is progressively added to the classification process. The order in
which each feature is added is presented in table 3.

Note that the results obtained with the vowel /e/ are better than those ob-
tained with the other vowels. This is an interesting result specially if it is con-
sidered that the risorius muscles are involved in the phonation of vowels /e/ and
/i/, but not in other vowels [20].

For the case of vowels /i/ and /u/ the accuracy rates fall when more than
20 and 25 features are considered. The results with the vowels /a/ and /o/ are
more stable, with accuracies around 80%. With the aim of indicating the results
in a more compact way, in table 4 the results obtained per vowel are presented in
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terms of accuracy, specificity and sensitivity. Note that the performance achieved
with the vowel /e/ is around 12 percentage points better than those obtained
with the other vowels and in such case. This result can also be noted in the
receiver operating characteristic (ROC) curves that are shown in figure 3. These
kind of curves are widely used in clinical applications and the area under such
curves (AUC) is considered as a good statistic for representing the general per-
formance of the system [19]. The AUC obtained per vowel are: AUC /a/: 0.7872,
AUC /e/: 0.9214, AUC /i/: 0.7954, AUC /o/: 0.7799 and AUC /u/: 0.8111.

Table 4. Performance measures

Vowel Accuracy Specificity Sensitivity

/a/ 0.7667±0.0631 0.7905 ±0.0821 0.7523±0.0639

/e/ 0.9250±0.0541 0.9092±0.0852 0.9559±0.0474

/i/ 0.7778±0.0434 0.7648±0.0516 0.8056±0.0715

/o/ 0.7778±0.0393 0.8079±0.0672 0.7616±0.0517

/u/ 0.7972±0.0586 0.7732±0.0592 0.8293±0.0640

* The results are presented in terms of
mean value ± standard deviation.
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Fig. 3. ROC curves with the best results obtained per vowel
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5 Conclusions

A new methodology for the automatic detection of Parkinson’s disease, based
on the analysis of the low frequency zone of the speech spectrum of the fiver
Spanish vowels, is presented.

Different implementations of the Teager Energy Operator are suitable for tack-
ling the problem of the automatic detection of PD. Additionally, the application
of Group Delay Functions for improving the resolution of the speech spectrum
in the low frequency zone is able for enhancing differences exhibited between the
first two formants from speech of PPD and HC.

The stage of automatic features selection allowed the reduction of the dimen-
sionality of the spaces in up to 52%, indicating that there were a lot of redundant
information in the original representation space.

According to the obtained results, it is possible to achieve accuracy rates of
up to 92% when the vowel /e/ is evaluated. For the other vowels the accuracy
results are near to 80%. This difference suggest a more detailed analysis of the
set of muscles and/or tissues such as the risorious one, which are involved for
the production of the vowel /e/.
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Abstract. Early detection of microcalcifications in mammograms is
considered one of the best tools to prevent breast cancer. Although tradi-
tionally this task have been performed with analog mammograms, digital
mammograms are currently an alternative for examination of breast to
detect microcalcifications and any other kind of breast abnormalities.
Digital mammography presents some advantages in comparison to its
analog counterpart, such as lower radiation dosage for acquisition and
possibility to storage for telemedicine purposes. Nevertheless, digitaliza-
tion entails loss of resolution and difficulties to detect microcalcifications.
Therefore, several methods based on digital image processing have been
proposed to perform detection of microcalcifications in digital mammo-
grams, to support the early detection and prognosis of breast cancer.
However, sometimes computer-aided methods fail due to the characte-
ristics of certain microcalcifications that are hard to detect either by
visual examination and by computerized analysis. For this reason, this
work presents a method based on contrast enhancement and wavelet re-
construction oriented to increase the rate of computer-aided detected
microcalcifications. The images correspond to the mini-MIAS database,
which provides mammograms of healthy women and with breast micro-
calcifications, including the respective coordinates of their locations. The
work includes also the application of the method in resolution-enhanced
mammograms via sparse representation, with the aim to determine the
role of resolution enhancement for a possible improvement in the perfor-
mance of the method.

1 Introduction

Breast cancer is one of the most principal causes of death in women around the
world, whose diagnosis in its early stages increases the opportunities for a patient
to enhance her recovery expectations. One of the main ways for its early diagnosis
is the detection of microcalcifications in mammograms by visual examination,
which appear in form of clusters with diameter between 0.2 to 0.3 mm. Relevant
microcalcification clusters are formed by more than four microcalcification spots
inside a volume of 1 cm3; a less number rarely entails to detection of breast
cancer [1].
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Analog mammograms are the most employed source of information for de-
tection of microcalcifications, which are basically X-ray images of both breast.
However, digital mammograms are also widely utilized by specialists because
have certain advantages over analog mammograms, especially the low dose of
radiation used for its acquisition and the possibility to store huge quantities of
images in digital media for purposes in telemedicine. Nevertheless, in both cases
their visual examination depends on the experience and skills of the specialists
that observes the images [2]-[4], getting more difficult in digital mammograms
because their low contrast and resolution in comparison with their analogue
counterpart.

Different works have been presented during the last two decades applying
techniques based on digital image processing to develop computer-aided detec-
tion systems of microcalcifications. A wide number of methods available in the
literature have been applied for this purpose. These methods include contrast
enhancement by filtering for enhancement of microcalcifications [5], statistical
characterization of microcalcifications and their background tissues [6], charac-
terization of spatial intensity distributions [7], wavelet transform [8], genetic
algorithms [9], binary classification by machine learning [10], among others.

Most of these works have shown a promising performance in the detection of
microcalcification clusters. However, some of them may tend to overemphasize
the sensitivity in the detection at expense of specificity, resulting in an increase
of false positive rates [7]. In addition, heterogeneous characteristics of breast
tissue among women have influence in the detection of microcalcifications in
mammograms acquired to different patients. Likewise, loss of resolution caused
by digitalization of analog mammograms can affect the performance of these
methods.

In this work, a method based on contrast enhancement and wavelet analysis
is proposed to detect microcalcification clusters in the images of the mini-MIAS
database, specially in mammograms with presence of microcalcifications hard to
find by visual examination. Likewise, it was determined the influence of resolu-
tion enhancement of mammograms in the performance of the method, as well as
of the type of wavelet utilized in the analysis. The results were evaluated based
on calculations of sensitivity and specificity in both non-enhanced resolution and
enhanced-resolution images.

2 Materials and Methods

2.1 Database

The digital mammograms analyzed correspond to the mini-MIAS database
(Mammographic Image Analysis Society) constructed by the UK National
Breast Screening Programme [11]. This database contains 297 images acquired
to healthy women and 25 images of patients with microcalcification clusters;
mammograms with other kind of abnormality were not included in this work.
The documentation of the database indicates the sizes and coordinates of the
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microcalcification clusters located previously by specialists. Each image has a
resolution of 200 micron pixel edge and a size of 1024 x 1024 pixels.

2.2 Preprocessing

Segmentation. This task was performed to select only the breast area, with
the aim to reduce the preprocessing time. Depending on the characteristics of
breast tissue in each image, this was done either manually or automatically. In
the manual way the function roipoly of Matlab R© was utilized constructing
a mask with polygonal form around the breast area. By the automatic way,
the histogram was equalized with a subsequent binarization of the image using
automatic thresholding. Afterward, the non-zero pixels were labeled with the
function bwlabel to segment the breast with regionprops.

Contrast Enhancement. The first step in the contrast enhancement was to
apply unsharp masking with masks of 3 x 3, emphasizing the high frequency fea-
tures of the images that allowed to improve the borders and details information.
The evaluation of the contrast enhancement was performed by visual inspection
on each image. The masks employed are shown in Figure 1:

0 -1 0

-1 4 -1
0 -1 0

(a)

-1

-1 -1

-1

-1 -1

-1 -1

8

(b)

1 -2 1

-2 -24

1 -2 1

(c)

Fig. 1. Masks employed for unsharp masking

In most of the images it was necessary to employ the mask of Figure 1(b).
The application of unsharp masking was based on:

y(n,m) = x(n,m) + λz(n,m) (1)

where z(n,m) is the output image from a high-pass linear filter, x(n,m) is the
image input, λ is a factor that controls the enhancement level of contrast, and
y(n,m) is the output image with enhanced contrast.

The unsharp masking was complemented with a histogram modification, al-
lowing to obtain an image with more emphasized microcalcification in relation
to the rest of the image. This task required a threshold to separate the intensity
pixels corresponding to microcalcifications and those belonging to the surroun-
ding tissue [14]. Two mathematical functions were employed: linear modification
(Equation 2) and exponential modification (Equation 3).

P (i, j) =

{
S (i, j) , si S (i, j) ≥ T
S (i, j)− D̄, si S (i, j) < T

(2)
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P (i, j) =

{
eS(i,j)/k, si S (i, j) ≥ T

eS(i,j)/k − D̄, si S (i, j) < T
(3)

where P (i, j) is the output pixel, S(i, j) is the input pixel, T is the threshold, D
is a positive integer number, and the k-factor is given by Equation 4.

k =
S (i, j)max

lnS (i, j)max

(4)

The values of T and D were adjusted by trial and error according to the obser-
vation of the images as these values were modified. Finally, the values of T=210
and D=50 were established.

Resolution Enhancement. The method for resolution enhancement in this
work was Image Super-Resolution via Sparse Representation [12]. The resolution
of the images was not increased more than two times because the high computa-
tional cost of this algorithm. This technique suggests that image patches can be
represented as a sparse linear combination of elements from an appropriately cho-
sen over-complete dictionary. So, the algorithm provides a sparse representation
for each patch of the low-resolution mammogram, and then uses the coefficients
of this representation to generate the high-resolution image. All tasks of pre-
processing described above (segmentation and contrast enhancement) were also
performed over the enhanced-resolution mammograms with this technique.

2.3 Detection of Microcalcifications

The detection of microcalcifications in both, non-enhanced- and enhanced-resolu-
tion images, was performed by multiresolution decomposition with discrete wa-
velet transform of two dimensions. Different combinations of wavelet were tested
in this work: Haar, Daubechies, Symlets, Meyer, Coiflets, Biorthogonal and Re-
verse Biorthogonal. The multiresolution decomposition in each image allowed to
obtain four images for a decomposition level: an approximation subband with
low-frequency information of the image and three details subbands with high-
frequency images. All approximation coefficients were suppressed making them
equal to zero [15].

The following step was to filter the details information on each sub-image
[16], emphasizing the mammographic characteristics whereas the noise was re-
duced and allowing to improve those regions of the image with low contrast.
Subsequently, a nonlinear filter was applied to improve the high-frequency in-
formation in the different levels of decomposition. The subbands filter FS(i, j)
is represented in Equation 5:

FS (i, j) =

⎧⎨⎩
f (i, j)− (k − 1)T, f (i, j) < −T
kf (i, j) , f (i, j) ≤ T
f (i, j) + (k − 1)T, f (i, j) > T

(5)
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where f(i, j) is the details function of orientation (horizontal, vertical or diago-
nal) in a decomposition level, k is the gain and T is the threshold. The param-
eters of gain and threshold were likewise selected by trial and error method as
the resultant images were obtained. These were established in k=20 and T=0.5
in each decomposition level. After subbands filtering, it was calculated the dis-
crete wavelet transform in two dimensions with emphasized information in high-
frequency. Subsequently, the image was thresholded to remove information that
did not correspond to microcalcifications by means of global thresholding:

B (x, y) =

{
1, si C (j, k) ≥ U
0, si C (j, k) < U

(6)

where U is a constant that allows either to reduce or increase the threshold.
The method was applied in every non-enhanced- and enhanced-resolution image.
Afterward, the procedure for detection of the microcalcification clusters was to
scan from left to right and from up to down the image in areas of 1 cm2 per
iteration, advancing steps of a pixel in each of them. At the end of the search,
it was detected the area with the largest number of microcalcifications. If the
detected area contained more than four microcalcification spots, it was defined
as the location of the microcalcification clusters.

Testing of the Method. The rates of true positives, false positives, true nega-
tives, and false negatives, were calculated with the aim to determine information
of specificity and sensitivity for construction of ROC diagrams. Positives were
defined as those images with microcalcifications according to the documentation
of the database, whereas negatives the images of healthy subjects.

3 Results

Figure 2 shows the result of the segmentation performed in the image named
mdb248 in the database. This procedure allowed to obtain the breast region
area in each image, focusing the microcalcifications search only over this region.
Figure 3 shows the effect of the resolution enhancement procedure with the same
image presented in Figure 2, indicating the presence of the microcalcification
cluster inside the black circle. In Figure 4 it can be observed the result of the
procedure for contrast enhancement based on unsharp masking and histogram
modification, where the microcalcifications got clearly emphasized in the left
superior quadrant of the image. During the visual examination in each image,
the best results were obtained with exponential modification.

In Figure 5 the squares represent the area where the method detected the mi-
crocalcification cluster in the image. It can be observed its location very close to
the coordinates provided by the documentation indicated by the circles. Figure 6
shows the result of the procedure in a mammogram with microcalcifications hard
to detect by visual examination, where the automated location is relatively close
to the labeled location according to the documentation.
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(a) (b) (c)

Fig. 2. a) Original image; b) Segmentation of the breast area; c) Breast area in the
mammogram with well defined contours.

(a) (b)

Fig. 3. a) Image with original resolution (1024x1024 pixels). b) The same image with
enhanced resolution via Sparse Representation (2048x2048 pixels). The cluster of mi-
crocalcifications are fenced with the black circle.

(a) (b)

Fig. 4. a) Image obtained after unsharp masking. b) Image after histogram modifica-
tion.
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(a) (b)

Fig. 5. a) Detected microcalcification cluster with a wavelet Biorthogonal 3.3. The
circle indicates the coordinates and size provided by the documentation of the database,
whereas the square indicates the area of 1 cm2 where they were automatically detected.
b) Superposition of the detected cluster of microcalcifications in the original image.

(a) (b)

Fig. 6. a) Mammogram with microcalcifications hard to detect by visual examination,
named asmdb211 in the database. The region with the microcalcification is augmented.
b) Location of the detected microcalcification with a wavelet Biorthogonal 3.3 . As
shown in Figure 5, the circle indicates the coordinates according to the documentation
and the square the location provided by the method.

In almost all the wavelet analysis done in this work, it was observed that
the performance of the method was better with non-enhanced resolution images
than with enhanced-resolution images, such as shown in the ROC curves of Figu-
re 7. Due to space limitations, only the results with the wavelet Biorthogonal 3.3
of four decomposition levels are shown for this case. Other wavelets were also
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Fig. 7. ROC curves by applying the wavelet Biorthogonal 3.3, indicating the percen-
tages of sensitivity and specificity in each case. a) non-enhanced resolution images.
b) enhanced resolution images.

applied, being their performances slightly lower than with the Biorthogonal 3.3.
The exception to this situation was observed applying the waveletDaubechies 20,
where the detection of microcalcifications with enhanced-resolution images was
better than with non-enhanced resolution images. Nevertheless, its performance
was diminished in comparison to the analysis with Biorthogonal 3.3 (Figure 8).
Table 1 shows the number of mammograms detected according to their class
(with and without microcalcifications), resolution (non-enhanced and enhanced)
and wavelet wave employed. The number of mammograms with microcalcifica-
tions in the database is 25, whereas the number without microcalcifications is
297.

4 Discussion

This work presents a method for computer-automated detection of microcal-
cification clusters tested with the mini-MIAS database. Due to the different
characteristics of the breast tissue density among images, the preprocessing ef-
fects were assessed by visual inspection in each image, with the aim to match
the more adequate procedure for contrast improvement in each case. Therefore,
it is difficult to suggest a generalized method that detects a mammogram with
microcalcifications in a complete automatic way for all images of the database,
especially in the tasks of contrast enhancement.

The analysis with the wavelet Biorthogonal 3.3 allowed to obtain the best results
of classification (Figure 7(a)), although these were slightly diminished in enhanced-
resolution images (Figure 7(b)). This trend was observed in all wavelet analysis, except-
ing by applying the wavelet Daubechies 20 (Figure 8). However, the performance of the
method in this case did not overcome the results obtained with the wavelet Biorthogo-
nal 3.3 (Figure 7). Therefore, it is still difficult to suggest the resolution enhancement to
improve the performance of the method. Probably, resolution enhancement via sparse
representation should be more analyzed in future, increasing the resolution to larger
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Fig. 8. ROC curves by applying the wavelet Daubechies 20, indicating the percen-
tages of sensitivity and specificity in each case. a) non-enhanced resolution images.
b) enhanced resolution images.

Table 1. Number of mammograms detected

Biorthogonal 3.3 Daubechies 20
Non-enhanced Enhanced Non-enhanced Enhanced
resolution resolution resolution resolution

With microcalcifications 24/25 23/25 21/25 23/25
Without microcalcifications 287/297 284/297 269/297 278/297

rates in powerful computational media. Other algorithms for this purpose can be also
tested [17], as well as the implementation of the method presented in this work in other
mammograms databases. In any way, these results demonstrate the potential of this
method to support the automated detection of microcalcifications in digital mammo-
grams, including in those cases where the microcalcification spots are hard to detect
by visual inspection (Figure 6).
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Abstract. Cochlear implants are devices which are surgically inserted
into the internal ear, partially restoring hearing to people with profound
deafness. Alternatives to improve levels of auditory perception are to in-
crease the number of channels or frequency bands, that would need to
increase the number of electrodes or electrode pairs per channel. Monopo-
lar Virtual Channel (MPVC) stimulation mode increases the number of
channels without increasing the number of electrodes using current steer-
ing. With this stimulation mode what still happens is interaction between
the virtual channels, so some people who have these implants have not
reported a striking improvement. In the present work, parameters of this
electrical stimulation mode are modeled and evaluated. The results sug-
gested that the maximal stimulation current can be determine so that no
electrical interaction will occur between adjacent channels. If the stimu-
lation current is higher than the calculated value, electrical interactions
will occur between adjacent channels.

1 Introduction

Cochlear implants are electronic devices that which process sound to directly
stimulate the auditory nerve fibers that innervate the cochlea which evokes the
perception of hearing. These devices spectrally decompose each of the sonorous
information in frequency bands. The energy information will be extracted to
these bands. Each band has an electrical stimulation channel, which ends with
an electrode or an electrode set.

At present, part of the new studies on these devices have the goal to improve
neuronal electrical stimulation patterns and consequently increase the degree of
auditory perception of people implanted. On the other hand, the study of various
geometrical shapes of the electrodes leads to a better distribution of electric
charge in the stimulated contact area. Similarly, the study of the electrodes
array shape, has made it possible for the design of arrays capable of adapting to
cochleae with congenital malformations. Furthermore, it is intended that these
matrices become increasingly user-friendly for the surgical staff. Also, the study
of the electrical stimulation mode seeks to improve the location and directionality
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of the current flow in the cochlea, this is the corresponding case outlined in this
work. Both, monopolar and bipolar stimulation are electrical stimulation modes
that have been used commonly in the cochlear implants. But new studies show
the advantages of the tripolar and quadripolar stimulation.

In monopolar stimulation (MP), the current delivered by the active electrode,
is received by the extra-cochlear electrode [1], as show in Figure 1. With an array
of N electrodes is achieved stimulate N frequency bands. MP stimulation allows
for greater selectivity and less interaction between channels with simultaneous
stimulation, in the case of using the Simultaneous Analog Stimulation (SAS)
strategy [2]. MP stimulation requires more high current than bipolar stimulation
(BP) to achieve an increase of loudness. In the bipolar stimulation, the current
delivered by the active electrode is received equally by the adjacent electrodes.
With an array of N electrodes, it is possible to stimulate N − 1 frequency bands
and N bands when using medial-lateral electrode arranged in pairs. BP stim-
ulation requires lower levels of stimulation current to achieve the same effects
in loudness than MP stimulation. In both cases MP and BP, the stimulation of
active electrode produces a broad current spreads and simultaneously an overlap-
ping in the population of neurons, limiting the spectral information transmitted
to the implanted people. In tripolar stimulation (TP), the current delivered by
the active electrode is received equally by the adjacent electrodes, Figure 1. A
variation of this stimulation is the Partial Tripolar (PTP), in wich the current
supplied by the active electrode is received, a part and equally by the adjacent
electrodes, and the other part by the extra-cochlear electrode Figure 1. With
this stimulation it achieves some degree of current focusing which increases the
loudness with increasing of the stimulation current level.

Fig. 1. Different stimulation modes. The oval above electrodes array represents the
extra-cochlear electrode. Word “i”represents the current amplitude, α represents the
fraction of current delivered to the basal electrode and β represents the fraction of
current sent to the adjacent electrodes.

Monopolar Virtual Channel (MPVC) is another very interesting electric stim-
ulator. Using current steering it achieves an increase to the number of virtual
channels (VC) between two of active electrodes. This current is delivered by
two adjacent active electrodes with the same or different current levels, and
both are received by the extra-cochlear electrode. MPVC has been implemented
by Advanced Bionics Harmony BTE processor which support the speech coding
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strategy HiRes Fidelity 120 and Hires 90K implant family. In this, 120 frequency
bands are divided into 120 virtual channels with only 16 electrodes. Some people
implanted prefer the sound quality of Fidelity 120 [3,1], whereas others reported
no significant advantage in the perception of sound in comparison with the HiRes
strategy [3,4,1]. This is because MPVC strategy still has some interaction be-
tween channels due to fails in the current focusing. A study for a better use of
this type of electrical stimulation is presented in our work.

2 Methods

2.1 Current Spread Model in MP Stimulation

For this work we use a simple model of current spread. With this model we can
estimate the electrical excitation of the auditory nerves distributed throughout
the cochlea when they are stimulated electrically with cochlear implants. The
current density at a location of the cochlea is described as an exponential decay
function [5], equation 1,

E (x(f)) = e
−|Xelectrode−x(f))|

λ (1)

where x(f) corresponds to cochlea location, in mm from apex and frequency un-
der analysis, whereas Xelectrode is the distance from apex of the active electrode,
also in mm. Excitation spread is represented by λ, in mm. In the present work,
the unit value is chosen in accordance with acoustic experiments performed with
people implanted [5]. The equation 2 [6] specifies the cochlea location x(f):

x(f) = log

(
k +

f

A

)
L

a
(2)

where L is the human cochlea length (35 mm), and parameters A=165.4, a=2.1
and k=0.88 are constants.

2.2 Electrical Current Spread Model in MPVC Stimulation

The increase of the number of virtual channels is accomplished with current
steering. To achieve this, an electrode is stimulates with a ratio α, the other is
stimulated with a ratio 1 − α, over the total of stimulation current “i”, Figure
1. α may have a value between 0 and 1. Some implanted patients show evidence
of discrimination of Δαmin=0.11 (equivalent to ten Virtual Channels).

When the value of α=0, all the current is delivered to apical electrode. Instead,
when the value of α=1, all the current is delivered to the basal electrode. In
both cases, the stimulation is equivalent to MP. In our work we use Δα=0.25
(equivalent to five Virtual Channels per electrode pair).

For MPVC stimulation, the current density, in μA, at a section k of the cochlea
can be represented as:

EMPV C(α, k) = IV C(α)
e

−|XV C(α)−Xsection(k)|
λ ;α = 0...1; k = 1...K (3)
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where α is a coefficient used in the stimulation of this corresponding virtual
channel. Xsection(k) is the location of the k section of the cochlea. XV C(α) is
the position between the two electrodes n+1 and n, of the corresponding virtual
channel, and can be defined as follows:

XV C(α) = (1− α)Xelectroden−1 + αXelectroden (4)

where Xelectroden is the location of the n electrode. Finally, IV C(α)
, is the corre-

sponding VC current, and is obtained from equation:

IV C(α)
= Ielectroden−1 + Ielectroden = I · (1 − α) + I · α = I (5)

2.3 Model for the Responses of Auditory-Nerve Fibers

The deterministic model for the responses of the auditory-nerve fiber (ANF)
versus an electrical stimulation can be calculated by equation 6, [7]:

p(t) =

{
0, for Vstim(t) < Vthr(t)
1, for Vstim(t) ≥ Vthr(t)

(6)

where p(t) is discharge probability of the ANF at time t. Vstim(t) is the stimulus
level and Vthr(t) is threshold level.

The stochastic model of the ANF discharge, when only a stimulus is present,
is shown in equations 7 and 8 [8]. The level of noise is took account in this model.

p(t) =

{
0, for Vstim(t) < Vthr(t) + Vnoise(t)
1, for Vstim(t) ≥ Vthr(t) + Vnoise(t)

(7)

where Vnoise(t) is the level noise of the Ranvier’s node.

p(t) =
1

2

(
1 + erf

(
Vstim(nt)− Vthr(t)√

2α

))
(8)

The error function erf(x) is twice the integral of the Gaussian distribution:

erf(x) =
2√
π

∫ x

0

dt (9)

The stochastic model of the ANF discharge, when any stimulus is present, are
shown in equations 10 and 11.

p(t) =

{
0, for Vstim(t) < Vthr(t) + Vnoise(t) + Vref (t)
1, for Vstim(t) ≥ Vthr(t) + Vnoise(t) + Vref (t)

(10)

p(t) =
1

2

(
1 + erf

(
Vstim(nt)− (Vthr(t) + Vref (t))√

2α

))
(11)

where Vref (t) is a reference level, which is function of the refractory period that
represents the amount of time it takes for an neuron discharged to be ready for
a second stimulus.
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In this stochastic model, the discharge of the ANF in response to an electrical
stimulus intensity is a Gaussian distribution [7], the probability density function
is shown in equation 12, [9].

f(I, μ, α) =
1√
2πσ2

e
−(I−μ)2

2σ2 (12)

where I is the electric intensity of stimulus, the parameter μ is the mean and σ2

is the variance of the distribution.
The cumulative probability, is the total probability in the range -∞ to I,

defined as:

P (I|μ, α) = 1√
2πσ2

∫ I

−∞
e

−(I−μ)2

2σ2 dI (13)

In our simulations, we chose μ=50 dB1μA y σ=1 dB1μA.

3 Results

In the MPVC method, electrical stimulation can increase N times the number
of stimulation channels with respect to MP and BP stimulations. N depends on
the value chosen for Δα and his minimum value differs from patient to patient.

A first test consisted in the simulation of stimulation current to two electrodes
positioned at 14mm and 15.2mm from the apex, respectively. These electrodes
have a separation equal to 1 bark that corresponds to frequencies 1000.0Hz
and 1192.4Hz, respectively. Both electrodes are stimulated using a value α=0.5,
achieving stimulate the position 14.57 mm, which corresponds to the virtual
channel of 1092.5Hz. Figure 2 a) shows the current density MPVC when both
electrodes are stimulated and we concluded that using current steering, it can
stimulate a specific area corresponding to a certain frequency of the cochlea and
not just whole area between the two electrodes.

Fig. 2. Current density MPVC when two actives electrodes located at 14 and 15.2mm
from apex, are stimulated with IV C=60 dB1μA and: a) α=0.5; b) α=0.00, 0.25, 0.50,
0.75, 1.00
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In a second test, we simulated the stimulation of same electrodes but em-
ploying a value Δα=0.25 now, to appreciate the possible electrical interaction
between the five resulting virtual channels. Figure 2 b) shows that using five
values of α (0.00, 0.25, 0.50, 0.75 and 1.00) the current steering of electrical
stimulation is achieved, and resulting stimulation of neurons associated with 5
zones (Virtual Channels) of the cochlea between two electrodes located in cen-
tral positions of 14.0080, 14.2890, 14.5700, 15.1320 and 14.8510mm. According
to EMPV C curves of each virtual channel, there is an overlap in which the cur-
rent density of a virtual channel may cause a neuronal firing to corresponding
group of neurons adjacent to the virtual channel.

Knowing the probability of the neuron discharge as a function of applied
electric stimulus intensity, Figure 3 and the results shown in Figure 2 b), we can
investigate how to control the electrical interaction between virtual channels,
which are shown in the following sections.

Fig. 3. Probability of the neuron discharge as a function of applied electric stimulus
intensity

In all simulations, we chose: a threshold current Ithr=50dBre1μA, that corre-
sponds to a probability of neuronal discharge equal to 50%. Standard deviation,
σ=1 dBre1μA. Mean value or threshold, μ=Itrh=50dBre1μA. α=0.00, 0.25, 0.50,
0.75, 1.00 and Δα=0.25.

3.1 The Stimulation Current Density Is Greater Than the
Threshold Current of Neuronal Discharging

Case 1: EMPV C(αi, kn) = EMPV C(αi+1, km) > Ithr; IV C > Ithr
The stimulation current IV C of two adjacent virtual channels is above the thresh-
old current Ithr. At the same time, the intersections of the current density curves
of both adjacent virtual channels are greater than the threshold value, Ithr. In
this case, there is a certain overlap of both curves so that the intensity of the
electric stimulation of a virtual channel may produce the discharge of a cluster
of neurons of adjacent virtual channel, which is interpreted as an electrical in-
teraction between adjacent channels. The overlap area will be larger the higher
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the stimulation currents of virtual channel. This at the same time produces a
decrease in auditory perception of the implanted person.

Figure 4 a) shows the curves of five virtual channels that meet this condition.
The black shaded area shows the area of overlap between the second and third
virtual channels. Levels of less than Ithr curves = 50 dB1μA not taken into ac-
count by considered zero or near zero their discharge probability, i.e. neuronal
discharges hardly occur.

Fig. 4. In the case 1, IVC=60 dBre1μA. a) Cochlear zone vs MPVC and probability
of the neuron discharge vs electric stimulus intensity; b) Probability of the neuron
discharge vs cochlear zone.

Case 2: EMPV C(αi, kn) = EMPV C(αi+1, km) = Ithr; IV C > Ithr
The stimulation current IV C of two adjacent virtual channels is above the thresh-
old current Ithr. At the same time, the intersections of the current density curves
of both adjacent virtual channels are equal to the threshold value, Ithr. In this
case there will be no overlap of both curves, so that the intensity of the electrical
stimulus of a virtual channel may not produce the discharge of a group of neu-
rons of adjacent virtual channel. This is interpreted as no electrical interaction
will occur between adjacent channels. From the psychophysical point of view it
can be interpreted as an optimal auditory perception of the implanted person,
Figure 5.

The stimulation current IV C value, in which occurs that both current density
curves are equal to the current threshold value, Ithr, should be equal to the
maximum current of stimulation to use between the pair of electrodes n and n+1
to not produce electrical interaction between adjacent channels. That is, higher
levels of current will occur interactions between channels, which is undesirable
in cochlear implants.

Equation 14 is used to calculate the maximum stimulation current per vir-
tual channel to prevent electrical interaction to occur between virtual channels.
This assumes that all channels are stimulated with maximum current IV C . Xo

represents the arithmetic mean between adjacent channels, and XV C the virtual
channel position.
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Fig. 5. In the case 2, IVC=57.5426 dBre1μA. a) Cochlear zone vs MPVC and probability
of the neuron discharge vs electric stimulus intensity; b) Probability of the neuron
discharge vs cochlear zone.

Ivcmax = Ithre
+|XV C−Xo|

λ (14)

Case 3: EMPV C(αi, kn) = EMPV C(αi+1, km) ≤ Ithr; IV C ≥ Ithr
The stimulation current IV C of two adjacent virtual channels is still higher to
the threshold current Ithr. At the same time, the intersections of the current
density curves of both adjacent virtual channels are lower than the threshold
value, Ithr. As in the case 2, there is no overlapping of both curves, so that
the intensity of the electrical stimulus of a virtual channel may not produce the
discharge of a group of virtual channel adjacent neurons. This is interpreted as
non-electrical interaction between the adjacent channels, Figure 6.

Fig. 6. In the case 3, IVC=55.5426 dBre1μA. a) Cochlear zone vs MPVC and probability
of the neuron discharge vs electric stimulus intensity; b) Probability of the neuron
discharge vs cochlear zone.
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3.2 The Stimulation Current Density Is Lower Than the Threshold
Current of Neuronal Discharging

Case 4: EMPV C(αi, kn) = EMPV C(αi+1, km) < Ithr; IV C < Ithr
The stimulation current IV C of two adjacent virtual channels is lower to the
threshold current Ithr, the intersections of the current density curves of both
adjacent virtual channels are lower than the threshold value, Ithr. In this case
neuronal discharge will not occur in any of the virtual channels. From the psy-
chophysical point of view, it can be interpreted as absence/very low sound levels
that cannot evoke perception, Figure 7.

Fig. 7. In the case 4, IVC=45 dBre1μA. a) Cochlear zone vs MPVC and probability
of the neuron discharge vs electric stimulus intensity; b) Probability of the neuron
discharge vs cochlear zone.

4 Conclusions

Using current steering permits improvement of the number of stimulation chan-
nels in cochlear implants. One clear example of this is the stimulation MPVC.
However, its performance can be increased by computing the value of maxi-
mum stimulation current per virtual channel to prevent electrical interaction
to occur between virtual channels. This value is a function of the neural dis-
charge threshold. The higher the level of electrical stimulation with respect to
the maximum value calculated per channel, the greater the area where electri-
cal interactions occur between channels. If the stimulation current is lower to
the threshold current, the neuronal discharge will not occur in any of the vir-
tual channels. Therefore, we can conclude that dynamic range value of electrical
stimulation must be between the threshold value and the maximum previously
calculated. In other words, levels near the threshold will evoke neural discharge
of a very narrow area, which from the psychophysical point of view -although
not shown in this work-, would be perceived as a decrease in the intensity of the
sound (Loudness). Instead, electrical stimulation levels near to the maximum
value will evoke the neural discharge of an entire area of the virtual channel,
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which is perceived as increase of loudness. Electrical stimulation levels greater
than maximum value, will produce electrical interaction between channels which
would not be beneficial for people with cochlear implants.
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Abstract. Aggression in schools is a problem for which there is no a
simple solution. On the other side, it is known that a specific configura-
tion in the distribution of students can affect the behavior among them.
Based on a previous experience, we propose to apply genetic algorithms
in order to deal with the large number of configurations that can arise
on these types of problems. Introducing the concept of penalization has
shown to be an interesting concept that allows to reach feasible solutions
in reduced computing times. Real environments were considered to con-
duct the experiments. The set of solutions has been analyzed an accepted
as a helpful tool to minimize negative interactions in a classroom.

Keywords: Genetic algorithms, Bullying, Sociogram.

1 Introduction

It is not unusual to read reports about aggressive behavior of children in a class-
room. This kind of violence, known as bullying [5,16], is today a common prac-
tice in many schools. It is clear that abuse (physical or psychological), aggression
and violence among students, can arise in most of schools. Teachers, educational
managers, and school psychologists tell us that, very frequently, this kind of be-
havior reach the public knowledge status when aggression and victimization is
a reality and its effects are dramatic.

Bullying is a product of bad interpersonal relationships among students. This
issue shows the influence that the relationships network generated in a specific
group has, a situation that can be strengthen by the social environment in which
the group is located.

Additionally, it is well known that in every group, a leader arises. And the
leader has a key role in aggression and victimization processes, and in the envi-
ronment that acts as a social network, because he can have a direct influence in
teaching-learning processes. In words of Brown [2], what characterize a leader is
that they can influence in others more than they can be influenced by others. A
previous definition remarks the key role of a leader: the leader in a group is the
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individual with higher authority, understanding it as the capability of a person
to influence a great number of members in a regular way.

It is independent if the leader is chosen by a group or imposed by an external
authority; his particular behavior produces different effects on the group mem-
bers. A positive leader will improve the group productivity, motivation and group
cohesion, while a negative leader will use charismatic tendencies to manipulate,
isolate, and ostracize his or her followers.

Cerezo et al. [4] have developed a set of techniques for allowing early bully-
ing detection. Among these techniques, the Bull-S Test is designed to evaluate
aggression in students [3], which is introduced as a valid tool for detecting, mea-
suring and quantifying aggressiveness. This test has three main objectives: i) to
allow the analysis of socio-affective characteristics in a group of classmates, ii)
to help teachers in the process of detecting abuse behavior and iii) to generate
intervention proposals.

On the other side, the Ohio group has developed a series of questionnaires for
measuring leadership. The first instrument the group designed to measure leader
behavior is the Leader Behavior Description Questionnaire (LBDQ) [9,6,15], in
which a group of persons is asked to describe their leader, typically a supervisor,
in terms of the frequency the leader shows behaviors described in the question-
naire.

The way in which people interact has been a research area for many years, as
shown in [1], where concepts as connectivity are used to describe properties such
as distance among individuals or to describe, alternatively, the number of differ-
ent relationships that it is possible to establish between two individuals. Models
about the way in which ideas spread through a social network, are considered
in [11], where authors show efficient algorithms to identify, in a social network,
those individuals who have a higher degree of influence. This work is focused on
medical and technological innovations.

The work of Jackson [10] offers a comprehensive insight for different vision
under which a network can be observed, and presents different ways for han-
dling classic concepts as friendship, proposing interpretations on how a specific
structure (of a network) can affect a particular behavior, introducing measures
for social interactions.

A simple and direct mechanism to represent social networks is to use graphs.
There is an important number of experiences, as in the work of [13], that studies
popular Internet sites as YouTube and Flickr, that identify users as individuals
that belong to social networks and uses graphs as a tool that improves curent
systems by adding new applications.

The work we present here is based on a recent experience that identifies spe-
cific students distribution in a classroom, to diminish the negative leadership
effects; in other words, to reduce bullying [14]. This experience offers a start-
ing point for applying artificial life - based algorithms, working on a population
of classroom configuration, for finding optimal configurations in terms of influ-
ences. Our proposal is an improved version that considers different possibilities
for distributing students, different configurations for genetic algorithms, and a
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set of tests carried out on real school environments. Inclusion of penalization, as
a factor which take into account undesirable configurations, is a relevant element
in this work.

This article is structured as follows. The first section is made up of the present
introduction; the second section describes the problem we are dealing with; the
third section presents a resume on genetic algorithms, while the fourth section
shows our proposal. Results are shown in fifth section, and the final section is
devoted to conclusions of the work.

2 The Problem

In simple words, the problem we are dealing with, is to minimize the negative
influence some students have on their classmates, in a classroom. The hypothesis
is that it is possible to find a particular distribution of students, in such a way
that a potential victim is located in a place not easily reachable by a potential
aggressive student.

The key is to build a sociogram, which gives us information about aggressive
relationships, obtained by taking sets of tests carried out by the teachers [14]. A
sociogram is a set of indexes and graphics obtained from procedures developed for
analyzing intra group relationships; aimed to describe and measure the structures
of relationships underlying in small groups. The sociogram is the input data for
a genetic algorithm that search for optimal distributions in a classroom. An
optimal distribution is one in which no potential victim is in the neighborhood
of a potential aggressive classmate.

The sociogram is represented by using a graph, in which nodes are connected
through lines if there is a relationship between these points. In other words, the
graph is a useful mechanism to represent binary relationships, i.e., relationships
that allow to describe some type of connection between two individuals.

In formal terms, a graph is a pair of sets, V and E, where V represents the
sets of points and E represents the existing relationships between two particular
points. If G = (V,E) is the graph, then E = V × V [8]. It is said that an
element v in V is a node and an element e in E is an edge. Some interesting
properties can emerge in such a representation. For example, it is accepted that
the relationship between two individuals is symmetric if we can say that there
is a specific relationship between an individual A and an individual B, and that
it is equivalent to say that there is a specific relationship between an individual
B and an individual A. A typical example of such a relationship is friendship.
Not every relationship present this property; in aggression, we can say that A is
victim of B, but it is not equivalent to say that B is victim of A.

A typical graph looks like the one shown in figure 1 (taken from [14]) in which
nodes represent students, and edges represent relationships among them. As it
can be seen, there are some nodes with a higher degree of influence on their
neighbor nodes. This is the first step to identify interesting individuals.
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Fig. 1. A typical graph showing relationships among students

3 Genetic Algorithms

Genetic algorithms (GA) are a particular class of evolutionary algorithms, used
for finding optimal or good solutions by examining only a small fraction of the
possible space of solutions. GAs are inspired by Darwin’s theory about evolution.
The basic concept of GAs is designed to simulate processes in natural system
necessary for evolution, specifically those that follow the principles of survival of
the fittest. As such they represent an intelligent exploitation of a random search
within a defined search space to solve a problem.

The structure of a genetic algorithm consists of a simple iterative procedure on
a population of genetically different individuals. The phenotypes are evaluated
according to a predefined fitness function, the genotypes of the best individuals
are copied several times and modified by genetic operators, and the newly ob-
tained genotypes are inserted in the population in place of the old ones. This
procedure is continued until a good enough solution is found [7].

In this work, a chromosome represents a specific distribution of student in
a classroom. In genetic algorithm terminology, each location is a gen and the
identification of a student represents the value (allele) that the gene has. A
good fitness means that a particular distribution contains a minimum number
of potential victims (zero, ideally) in the neighborhood of an aggressive student.

Genetic Operators: Different genetic operators were considered for this
work. These genetic operators are briefly described bellow:

– Selection. Selection is accomplished by using the roulette wheel mechanism
[7]. It means that individuals with a best fitness value will have a higher
probability to be chosen as parents. In other words, those configurations
that are not a good distribution of students in a classroom are less likely
selected.

– Cross-over. Cross-over is used to exchange genetic material, allowing part of
the genetic information that one individual has, to be combined with part
of the genetic information of a different individual. It allows us to increase
genetic variety, in order to search for better solutions. Due to the nature of
the problem we are dealing with, specific cross-over operators are considered:
OX and PMX [12].
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– Mutation. By using this genetic operator, a slight variation is introduced
into the population so that a new genetic material is created.

4 Our Proposal

To illustrate our proposal, let us consider two groups, that represent different
features. Let us call them class1 and class2. In class1 aggressive relationships are
distributed on the classroom; in class2, aggressive relationships are concentrated
in a small group. Students belonging to both groups are similar in ages (from 14
to 16 years old). Class1 consists of 30 students, and each one of them considers
that is a victim or aggressor of, at least, one classmate. Class2 consists of 36
students; only 3 of them are considered aggressors, and there are some students
that do not see themselves as a victim of a classmate.

This proposal considers three classroom configurations. These configurations
represent physical distributions as shown in Figure 2. The distribution in the
first group shows a classroom with no aisles (type 1); students are distributed
homogeneously, in individual chairs. The distribution in the second group corre-
sponds to a classroom that has an aisle for each two students (type 2). Finally,
the distribution in the third group shows a schema of a classroom in which every
student has an aisle on each side (type 3).

Fig. 2. Types of classroom

A classroom with their students is represented as a matrix of integers. Every
entry in the matrix contains an integer that identifies a particular student, and
the location in the matrix corresponds to the location in the classroom. Aisles
are denoted by a zero value. A chromosome is a one dimension matrix, which size
depends on the number of students, and contains a concatenation of rows in the
original matrix that represents the classroom. In genetic terms, a chromosome
is a permutation of integers, taking into account that are some locations that
are not to be changed. These fix values correspond to aisles.

Initial population is randomly generated. A distribution of students is gen-
erated and then, in a random process, it is generated an exchange of students.
This process is repeated for generating each chromosome belonging to the initial
population.
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The evaluating function (fitness), allows to evaluate the quality of each distri-
bution (chromosome). A lower value for the fitness means a higher chromosome
quality. Evaluation function is shown in equation (1); where N is the number of
students, Influence(xi) is the number of potential victims pointing to student
x in location i, Neighborhood(i) is a value assigned to neighbors of i, that is
considered in equations (2, 3 and 4) depending on the type of classroom (see fig-
ure 3); Loc is a factor that represents the distance between a particular student
and the teacher. The higher the value, the grater the distance.

Figure 3 illustrates the effect that different types of neighborhood have. The
black square denotes the location under consideration. The variable α denotes a
direct neighborhood (horizontal or vertical neighborhood). The variable β rep-
resents a close diagonal neighborhood. The variable γ represents a direct neigh-
borhood, but in which students are separated by an aisle, and the variable δ
represents a diagonal neighborhood through an aisle. Finally, Penalty(xi) is a
factor to penalize the fact that a potential victim and a potential aggressor are
neighbors.

Fitness =

N∑
i=l

(Influence(xi) ∗Neighborhood(i) + Penalty(xi)) (1)

Equation (2) computes the value associated to the first configuration shown in
Figure 3, which corresponds to the neighborhood of classroom type 1.

Neighborhood(i) = Loc ∗ (α1 + . . .+ α4 + β1 + . . .+ β4) (2)

Equation (3) computes the value associated to the second configuration shown
in Figure 3, which corresponds to the neighborhood of classroom type 2.

Neighborhood(i) = Loc ∗ (α1 + . . .+ α3 + β1 + β2 + γ + δ1 + δ2) (3)

Equation (4) computes the value associated to the third configuration shown in
Figure 3, which corresponds to the neighborhood of classroom type 3.

Neighborhood(i) = Loc ∗ (α1 + α2 + γ1 + γ2 + δ1 + . . .+ δ4) (4)

Fig. 3. Influence of neighbors on a specific location

Penalty is computed as follows: if a potential aggressor is located in a neighbor-
hood that corresponds to an α label, then fitness is increased in a value a; if
the location corresponds to a β label, then fitness is increased in a value b. A
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similar procedure associates γ to c and δ to d. If there is no potential aggressor
in the neighborhood, penalty is zero. Equations (5, 6 and 7) express the penalty
which corresponds to neighborhoods shown in Figure 3. Table 1 shows the values
considered for a, b, c and d.

Penalty(xi) = a1 + . . .+ a4 + b1 + . . .+ b4 (5)

Penalty(xi) = a1 + . . .+ a3 + b1 + b2 + c+ d1 + d2 (6)

Penalty(xi) = a1 + a2 + c1 + c2 + d1 + . . .+ d4 (7)

Table 1. Values used for neighborhood penalization

Parameters Values

a 30, 40, 100, 200, 250, 400, 600
b 20, 75, 100, 150, 200, 300
c 10, 50, 75, 100, 150
d 5, 25, 50, 100

5 Results

Experiments were carried out by considering three classroom configurations
(type 1, type 2 and type 3) and two classes (class1 and class2 ). In class1, the so-
ciogram shows an important number of aggression relationships. Every student
plays a role as a victim or as an aggressor. In class2, it is possible to identify
only 3 aggressors; in this class, most of students do not behave as victims or
aggressor.

The goal of experiments is to show that it is possible to obtain a distribution
of students in a classroom, in such a way that it is minimized the number of
relationships involving a potential victim or a potential aggressor in a neighbor-
hood.

Table 2 shows parameters used in the genetic algorithm. Due to the fact that
the genetic algorithm was implemented by using a toolbox provided by Matlab,
the mutation percentage is always a value that complements the crossover per-
centage. Two crossover operators (OX and PMX) were implemented, because
classic operators take a first part from one of the parents and the second part
from a different parent, to give birth to a new chromosome. The problem with
this approach is that for two parents, a specific student can appear on the first
part of parent one, and in the second part of the second one, generating that the
same student will appear in a offspring twice. For mutation, two alleles randomly
selected are interchanged, and the selection of individuals was accomplished by
using roulette wheel.
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Table 2. Values used for genetic parameters

Parameters Values

Population 200, 250, 300
Number of generations 200
Crossover (percentage) 50, 60, 70, 80, 90, 100
Mutation (percentage) 50, 40, 30, 20, 10, 0

Table 3. Values used for neighborhood quantification

Parameters Values

α 1, 2
β 1, 2
γ 1
δ 0.5

Table 3 shows values considered for testing, that take into account the effect
of neighbors.

Results show that it is possible to obtain, in all cases, perfect solutions, i.e.,
configurations in which the number of aggression relationships is zero. Table 4
summarizes the results of the conducted experiments; it shows the percentage
of perfect solutions obtained.

It can be seen that for classroom type 1 (the more complex distribution of
chairs, with no aisles), and taking into account class1, we obtained a 13% of
perfect solutions by considering a population size of 200 individuals; 47% of per-
fect solutions by considering a population size of 250 individuals, and 60% by
considering a population size of 300 individuals. If we take into account class2,
we obtained a 94%, for every considered population size. For classroom type 2
and classroom type 3, interpretation of results is analog.

Table 4. Summary showing percentage of perfect solutions

Population Size
200 250 300

Classroom type 1 class 1 13 47 60
class 2 94 94 94

Classroom type 2 class 1 20 20 47
class 2 100 89 89

Classroom type 3 class 1 30 40 50
class 2 100 90 80
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6 Conclusions

Artificial life offers an interesting alternative in order to deal with problems in
which the number of situations to consider is large enough to make it difficult
the traditional approach.

In this experience, the inclusion of penalization allows to obtain solutions in
no more than 200 generations. Without penalization, a stable solution is reached
after 1000 generations, and a larger population size. This element, not considered
in previous works, has shown a positive impact on solutions.

Additionally, experiments show that population size is not a relevant element.
On the other side, best solutions arise when values used for penalization are
larger.

Finally, a reduced population and a small number of genetic generations allow
to rapidly obtain satisfactory results.
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Abstract. Digital image processing is a research topic that has been
studied from different perspectives. In this paper we propose an approach
based on a paradigm that arises from artificial life; more specifically ant
colonies foraging behavior. Ant based algorithms have shown interest-
ing results in a wide variety of situations, including optimization and
clustering. In this work we compare different ant colony algorithms on
a set of images, for the detection of edges. Results are presented as im-
ages, in which ants have built specific solutions, and discussed within an
image-processing framework.

Keywords: Edge detection, ACO Algorithms.

1 Introduction

Digital images are two-dimensional representations of images, a set of pixels
arranged in a matrix, in order to allow an electronic manipulation. In a gray-
scale, each pixel is represented by using a numeric value belonging to the interval
[0,255], that illustrates different shades of gray, varying from black at the weakest
intensity to white at the strongest. On the other way, segmentation [9], [13] is
an operation which divides an image into parts or regions having a particular
feature. Segmentation algorithms are based on two intensity-based properties;
the first one is the similarity among pixels, while the second one focuses on
continuity related to gray levels, the last approach involves a family of algorithms
for detecting edges by considering strong intensity changes among neighbors
pixels. In recent years, Ant Colony Optimization (ACO) [6] algorithms have
been developed to detect images’ edges, by taking inspiration from the ants
behavior [1], [7], [11], [16], [17].

Some ant families have the capability of finding the shortest path between
their nest and the source of food. Ants use the environment as a medium for
communication. They exchange information indirectly by depositing pheromone,
while they pass through a particular trial (or path). The information exchanged
has a local scope, only an ant located where the pheromone were left has a
notion of them. This system property is called stigmergy and occurs in many
social animal societies (it has been studied in the case of the construction of
pillars in the nests of termites). The mechanism to solve a problem too complex
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to be addressed by only one ant is a good example of a self-organized system.
This system is based on positive feedback (the deposit of pheromone attracts
other ants that will strengthen it themselves) and negative feedback (dissipation
of the route by evaporation prevents the system from thrashing). Theoretically,
if the quantity of pheromone remained the same over time on all edges, no route
would be chosen. However, because of feedback, a slight variation on an edge
will be amplified allowing thus the choice of an edge. The algorithm will move
from an unstable state, in which no edge is stronger than another, to a stable
state where the route is composed of the strongest edges. The basic philosophy
of the algorithm involves the movement of a colony of ants through the different
states of the problem influenced by two local decision policies, viz., trails and
attractiveness. Thereby, each such ant incrementally constructs a solution to the
problem. When an ant completes a solution, or during the construction phase,
the ant evaluates the solution and modifies the trail value on the components
used in its solution.

The above described behavior is the inspiration source for using artificial ants
[6], aimed to solve optimization problems.

The idea of using artificial ants to solve hard problems has been developed by
different authors. In [11] is proposed an ACO algorithm hybridized with 2-OPT
for fractal image compression. In [10] ACO algorithms are used in image seg-
mentation, improving thresholding algorithms. Thresholding algorithms are the
focus in [10], authors obtain experimental results to demonstrate that the pro-
posed ant-based method performs better than other two established thresholding
algorithms.

Related to previous work, closer to our proposal, in [1] authors use an ACO
algorithm for image edge detection. Edge detection is accomplished by seeking
pixels that show important differences with respect to their neighbors, in terms
of intensity level (in gray-scale).

The work described in [17] presents an approach that obtained interesting
results. They utilize a number of ants moving on a 2-D image for constructing a
pheromone matrix, each entry of which represents the edge information at each
pixel location of the image. The movements of the ants are steered by the local
variation of the image’s intensity values.

In [16] authors propose an ant colony optimization based algorithm for contin-
uous optimization problems on images like image edge detection, image compres-
sion, image segmentation and structural damage monitoring in image processing.
They show the feasibility of the algorithm in terms of accuracy and continuous
optimization. This work emphasizes an important feature: a good solution, like
the shortest path, has more pheromone than the longest paths.

The objective of this work is to evaluate the effectiveness of different ACO
algorithms, in edge detection. In particular, this article focuses in gray-scale
images. Our approach differs from the works in [7], [1] and [17], because they
consider only one Ant Colony algorithm, and we take into account a set of two
algorithms: Ant System (AS) and Elitist Ant System (EAS). Additionally, we
compare the obtained results with the deterministic Canny procedure.
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This article is structured as follows; the first section is made up of the present
introduction; the second section describes the images (RAPD). The third section
describes the ACO algorithms we used. The fourth section shows the results we
obtained, and the final section shows the conclusions of the work.

2 RAPD Images

Randomly Amplified Polymorphism DNA (RAPD) images are grey scale images
composed by lanes and bands, which has been used in verifying genetic identity.
The lanes are the vertical columns shown in Figure 1 and each one of them
represents a DNA sample, except the reference lanes which are the leftmost and
the rightmost lanes.

Fig. 1. A sample RAPD image with two reference lanes

The reference lanes are used to indicate the molecular weight, measured in
base pairs (bp), of the DNA. The bands are the horizontal lines in each lane that
represent the segments agglomeration of a DNA sample with the same bp value
(see Figure 2).

Fig. 2. A sample of a lane in a RAPD image

The process of producing RAPD images is affected by many physical-chemical
factors [14], and generates different kind of noise, deformations and diffusion,
among others, in the lanes and bands of the RAPD images. To correct these
problems is important, because their effects can lead to erroneous biological
conclusions.
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The RAPD image correction is a research field not completely explored. There
are software tools like ImageJ [3], Gel Compar II1, GelQuant [5] and Quantity
One [2] used for RAPD image analysis. However, the correction is done manually
by an expert so the abnormalities remain undetected to the human eye. This
fact is pointed out in [14] where the authors use the Radon transform to correct
the whole image, and mathematical morphology with cubic spline smoothing for
band detection. On the other hand, in [15] is proposed a polynomial algorithm to
support Multilevel Thresholding. [8] adopts that polynomial multilevel thresh-
olding algorithm to identify the bands in a lane, however it was not possible to
get a successful detection in band location. This problem acts as a reason for
finding a mechanism to detect the bands, and in doing so we propose the use of
different ACO algorithms.

3 ACO Algorithms

In this work, two algorithms which consider ACO were implemented. They are
based on [7] and the first one employs an Ant System (AS) algorithm and the
second one corresponds to an Elitist Ant System (EAS). They are based on the
AS algorithm [6], and they are adapted for the specific problem.

In the AS algorithm, artificial ants walk through a space of solutions repre-
sented as a graph G = (V,E), where V is the set of nodes and E is the set of
edges or connections between nodes. Edges of the graph are the places where
ants deposit pheromone. For implementing this model, the space of solutions is
represented by a matrix of pixels of an image. Each pixel is a matrix entry, an
edge in the graph represents a neighborhood between two pixels.

In ACO algorithms, an arbitrary number of ants are randomly distributed on
the matrix pixels. When an ant walk through the image, it deposits pheromone.
The amount of pheromone depends on the contrast among neighbor pixels. High
contrasts implies more pheromone. This is reflected in the matrix, by increasing
the amount of pheromone in those pixels that present some degree of intensity
contrast with respect to the previous pixel in an ant movement. A higher contrast
implies a higher amount of pheromone on the destiny pixel.

In this scheme, a solution is a configuration that results from the fact that
every pixel in the original image has been traversed, and different regions in
the image present different gray-scale intensities, due to different pheromone
deposits. When a solution is obtained, it is followed (in practice, after a time
interval) by a process in which the pheromone is diminished, representing the
effect of the time on the pheromone that was deposited in the different paths.
This process, besides to model closely a real phenomena occurring with ants,
allows to avoid the effect of local minimum.

In this approach, the amount of pheromone T deposited by an ant k on each
edge is given by equation (1), where η and p are constants and Δgl is the differ-
ence computed as the median intensity among the previous node and its neigh-
bors, and the median intensity among the current node and its neighbors. Finally

1 Details are available at http://www.appliedmaths.com/gelcompar/gelcompar.htm

http://www.appliedmaths.com/gelcompar/gelcompar.htm
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q is a constant value, fixed in 255, that represents the maximum brightness for
a pixel. It allows to deposit more pheromone in higher contrast regions in the
image.

Tk = η +
pΔgl

q
(1)

The neighborhood of a pixel i comprises the 8 pixels (nodes) around pixel i in
an image. When the pheromone is deposited, the ant moves to a new position,
in a probabilistic way, taking into account the path traversed by the ant and the
amount of pheromone (the intensity) in neighbors cells. The probability that
an ant located at node (cell) i moves to node j is shown in equation (2) where
two weights are considered: W (τi,j) described in equation (3), that represents
the impact of pheromone, where (τi,j) is the amount of pheromone associated to
the path (i, j), and w(dir) that determines the weight associated to the direction
that an ant can take, depending on the previous path that this ant has traversed.

Figure 3 illustrates a set of values associated to the probability, of choosing a
particular path.

Fig. 3. Values associated to different possible paths

For w(dir) we used the values suggested in [7]: w(Front) = 1; w(Front −
Diagonal) = 1/2; w(Right, Left) = 1/4; w(Back − Diagonal) = 1/12; and
w(Back) = 1/20.

Where Front denotes that an ant walks straightforward, keeping the previous
direction in a path, Front-Diagonal denotes a diagonal path that combines a
right (or left) movement with a front movement and Back-Diagonal denotes a
diagonal path that combines a right (or left) movement with a back movement;
RightLeft denotes a movement that changes the current direction to the left or
to the right, and Back indicates the ant chooses go back, to the previous step
in its traversal. It reflects the fact that the highest value is assigned to the ant
walking straightforward, and the lowest value is assigned when the ant chooses
to move going back through the path that has been just traversed.

Pij =
W (τi,j)w(dir)∑

l/jεNi
W (τi,l)w(dir)

(2)
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Ni denotes the set of neighbors nodes for node i.

W (τi,j) = (1 +
τi,j

1 + δ · τi,j )
β (3)

In equation 3, β is a constant used to control the attraction effect that the
pheromone has on the ants; δ is another constant that indicates the capability
of ants to detect the pheromone.

EAS [6] differs from AS in the fact that there is a reinforcement of pheromone
in edges corresponding to the best solution found in one iteration. In this case,
the pheromone reinforcement is accomplished by taking into consideration the
path traversed by the the ant that detects the highest differences of intensity.
The amount of deposited pheromone is given by equation 1.

Canny algorithm is a well known method used for edge detection. Even though
is quite old, it has become one of the standards edge detection methods [4]. The
steps in the Canny edge detector are as follows: smooth the image with a two
dimensional Gaussian; take the gradient of the image; non maximal suppression
and edge thresholding [12].

Given the characteristics of the Canny algorithm, it is interesting to compare
the results using this algorithm with the results obtained using ants. Specifically,
we compare results using Canny with results using AS and EAS.

4 Results

For testing we used a set of jpg images, in gray scale, having different sizes,
measured in pixels.

In AS and EAS algorithms, we considered different values for three parame-
ters: initial population, pheromone evaporation rate, and the value that consid-
ers the variable pheromone deposit (q in equation 1). Besides that, some tests
were carried out to determine the number of iterations required to obtain the
maximum contrast in an image.

The other parameters were selected based on the work of [7], and these are
the following: β=3.5, δ=0.2, η=0.07, p= 1.5.

In figures 4, 5 and 6 we show the images that presented the best results.
For all images: a) original image; b) image processed with AS algorithm, 500

iterations, population size equal to 30% of size image (in pixels), pheromone
evaporation rate equal to 0.015; c) image processed with EAS algorithm, 1100
iterations, population size equal to 30% of size image (in pixels), d) Canny.

According to results, the best tested parameter combination corresponds to
the image processed with the EAS algorithm, after 600 iterations, population
size of 30% with respect to the original image and pheromone evaporation rate
equal to 0.015. The difference can be produced by the fact that in this approach
the pheromone is reinforced in the edges corresponding to the best solution for
each iteration, in other words, in those places in which there is a high intensity
change between pixels. It means that the pheromone concentrates on edges from
the beginning of the process. On the other side, the other considered algorithms
encourage, in general, the search of alternative paths.
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(a) Lena (b) AS (c) EAS (d) Canny

Fig. 4. Tests with Lena

(a) Cat (b) AS (c) EAS (d) Canny

Fig. 5. Tests with cat

(a) New York (b) AS (c) EAS (d) Canny

Fig. 6. Tests with New York images

Results obtained with RAPD images were worse than expected, due to the
low quality of some images. This issue made necessary an image pre-processing.
During this pre-processing the contrast was increased and the image was bina-
rized. To binarize an image allows us to obtain less fuzzy regions for helping in
edge detection. In an ordinary gray-scale image, the process of detecting edges
can led to non precise results. Some of obtained images are shown in Figure 7,
where a) original image; b) image processed with AS algorithm, 500 iterations,
population size equal to 30% of size image (in pixels) pheromone evaporation
rate equal to 0.015; c) image processed with EAS algorithm, 600 iterations, pop-
ulation size equal to 30% of size image (in pixels), pheromone evaporation rate
equal to 0.015.
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(a) lane (b) AS (c) EAS (d) Canny

Fig. 7. Tests with RAPD images

In some cases, when dealing with low contrast images, some details are not
detected by ants (see the image for New York city in figure 6). Ant-based algo-
rithms cannot detect clouds in the picture, but Canny can do it. In the case of
Lena (figure 4), where we can observe a well defined gray-scale shade, ant-based
algorithms get lines with a high degree of continuity, and detect edges that can’t
be detected using Canny; in particular in the hair of Lena. In the case of the
image for Cat (figure 5), we find some difficulties, because of the white color
that makes edges difficult to detect.

With RAPD images, in spite of obtaining a poor result, it was possible for
ant-based algorithms to detect all bands present in the image. Canny allows to
detect all bands too, but edges are not clear, as it can be seen in figure 7.

For this kind of images it is necessary to continue with the experimental
process, searching for new parameter combinations.

In general, EAS algorithms exhibited acceptable results, due to the fact that
there is a pheromone reinforcement in candidate solutions generated by the ants.
Anyway, it is important to find an equilibrium point to reflect the trade-off
between the pheromone evaporation rate and the amount of pheromone an ant
deposits. As with many parameters it must be done experimentally.

5 Conclusions

In this paper we have carried out a series of experiments involving ants as a
mechanism for edge detection. It is clear that results obtained are improved when
there is a reinforcement of pheromone for promising solutions. Shade differences
are also important when detecting edges, with a uniform light distribution, as
in the case of the image with the cat, the process of detecting edges is not
particularly successful.
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RAPD images are complex, end even the use of a standard method cannot
guarantee good results, particularly due to the lack of contrast in the available
images. To take into account, as a future work, we suggest to test new pre-
processing methods, before applying ant-based algorithms.
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Abstract. Our eyes never remain still. Even when we stare at a point,
small involuntary movements move our eyes in an imperceptible man-
ner. Researchers agree on the presence of three main contributions to
eye movements when we fix the gaze: microsaccades, drifts and tremor.
These small movements carry the image across the retina stimulating
the photoreceptors and thus avoiding fading. Nowadays it is commonly
accepted that these movements can improve the discrimination perfor-
mance of the retina. In this paper, several retina models with or without
fixational eye movements were implemented by mean of RetinaStudio
tool to test the feasability of these models to be incorporated in future
neuroprosthesis. For this purpose each retina model have been stimulated
with the same natural scene sequence of images. Results are discussed
from the point of view of a neuroprosthesis development.

Keywords: Fixational eye movements, microsaccades, retina model.

1 Introduction

Our eyes are always in constant motion. Some of these movements are involun-
tary and appear even when we fix our gaze. Although some of these movements
are relatively large and displace the image across the retinal photoreceptors, they
are not perceptible to us [1].

Since the late 1800s, several research groups have been investigating in un-
derstanding the role of these fixational eye movements in the vision [2] using a
variety of techniques for recording [3]. Nowadays, the most accepted the idea
about the role of these movements is that they can improve discrimination per-
formance in ways not explicable just by prevention of visual fading [4] [5] [6] [7].
In particular, microsaccades are probably the eye movements with the greatest
potential to perform this task [8] [9] [10].
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Various approaches have been proposed to study fixational movements. On
one hand, Ditchburn et al. [11], Nachmias et al. [12] and others used recording
techniques to proof the role of these eye movements in visual perception. On the
other hand, simulation of microsaccades were used to asses in a realistic manner
the role of eye movements in the primary retinal responses. Greschner et al. [13]
in their work, performed an experiment which demonstrated that the simulated
small movements, like tremor, in a turtle retina, activated sets of retinal ganglion
cells in a synchronized manner. Finally, the approach based on retina models
has several advantages from the point of view of experimentation. Comparing
to an in vivo experimental setup, retina models can be easily modified and used
as often as desired without needed of laboratory animals or annoying human
testing. Moreover retina models increases the range of possibilities allowing, for
example, describe disease retinas, describe different properties in isolation and
more options that could not be done with real retinas.

In this way Donner and Hemilä [14] attempted to clarify the effects of these
movements on the messages that retinal cells send to the brain by mean of
mathematical models or Martinez et al. [15] and Wohrer et al. [16], whose work
was focused on the development of new retina models.

Our group is working on the development of a cortical visual neuroprosthesis
aimed to restore some functional vision to profoundly visual-impaired people.
For this purpose, the objective of the current study is to test the feasibility
of fixational eye movements to be implemented in a visual neuroprosthesis. In
this way, different retina models with and without fixational eye movements
have been described and tested to check the vision improvement. Results show
that retina models including eye movements have a better behavior than models
without this feature.

2 Retina Model

The retina plays an important role in visual perception of humans. It is responsi-
ble for converting the outside world images into electrical signals understandable
by the visual cortex of the brain. In fact, it is considered as a part of the brain.
This process must be unequivocal and fast enough to ensure recognition of ob-
jects within a few milliseconds [17]. Therefore a good retina model, as well as
its physical implementation, should take into account this time constraint to be
able to respond to stimuli in real time.

In this paper several retina models which are sensitive to variations in lumi-
nance are described by mean of RetinaStudio [18], a framework to encode visual
information that allows the specification, testing, simulation, validation and im-
plementation of bioinspired retina models. Following the work of Ferrandez et al.
[19] which uses a Utah Electrode Array [20] to perform extracellular recordings,
each retina model is defined as a 10×10 matrix of different kind of ganglion cells.
Thereby, models of On ganglion cells and Off ganglion cells, with and without
fixational eye movements are described making a total of four different retina
models:
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– On model, consisting in only 10×10 On ganglion cells.
– On + eye movements model, consisting in 10×10 On ganglion cells with
eye movements.

– Off model, consisting in only 10×10 Off ganglion cells.
– Off + eye movements model, consisting in 10×10 Off ganglion cells
with eye movements.

RetinaStudio allows us to describe the different stages that comprises a biological
retina. The first stage, inspired in the Outer Plexiform Layer of the retina, was
modeled spliting the images into three color channels (R,G and B).

The second stage, inspired in the Inner Plexiform Layer, was modeled by
means of spatial filters, more specifically with a network of the well known Dif-
ference of Gaussian (DoG) filter (see equation 1).

DoG(x, y, σ1, σ2) =
1√
2πσ2

1

e
−x2+y2

2σ2
1 − 1√

2πσ2
2

e
− x2+y2

2σ2
2 (1)

where σ1 and σ2 take the values 0.9 and 1.2 respectively in the On retina models
and take 1.2 and 0.9 values in Off retina models. The magnitude value of these
parameters have already been contrasted in the work of Morillas et al. [21].
The Difference of Gaussian filter receives contributions of the three types of
photoreceptors R, G and B (for red, green and blue), and thus generates a
mexican-hat contribution for every color channel. This contribution simulates
the circular shape and the antagonist center-periphery behavior of the receptive
fields of ganglion cells in the retina, see Fig. 1.

Finally, inspired in the Ganglion Cell Layer, the leakage-Integrate&Fire spik-
ing neuron model proposed by Gerstner and Kistler [22] is used to model the
ganglion cell behavior.

Fig. 1. Center-periphery behavior of On and Off receptive fields

All retina models represent a piece of fovea having a size of 1.8×1.8 mm,
where each receptive field is about 180μm of diameter [23].

2.1 Eye Movements

The three main contributions of involuntary eye movements were integrated
within our retina models: tremor, drifts and microsaccades.
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Tremor is the amplitude-smallest of all eye movements. It consists in an ape-
riodic oscillation of the eyes with small amplitudes and frequencies within the
range of the recording system’s noise [24]. Following the work of Ratliff and
Riggs [3], these movements are described in our model as oscillatory waves with
an small amplitude, in a range between 2,83μm and 4,13μm and with a frequency
of about 50Hz. The oscillatory waves generated are superimposed on drifts, see
Fig. 2.

Drifts are slow curvy motion that occurs between microsaccades and appear
simultaneously with tremor. This movement can displace the image across a
dozen photoreceptors with a mean speed of 6 min s−1 [2]. Drifts are described
using the gamma distribution of equation 2 as proposed by [25]. In our case,
λ = 1 and different k values are randomly chosen taking integer values between
1 and 9. The angle of these drifts is randomly modified using equations 3, taken
into account that all drifts must be directed outwards [26].

f(x) = λe−λx (λx)
k−1

(k − 1)!
(2)

x′ = xcos(θ) − ysin(θ)

y′ = xsin(θ) + ycos(θ) (3)

In our model each drift movement have a duration between 0.24s and 0.48s,
with a mean of 0.36s, and an amplitude between 68μm and 100μm, with a mean
of 0.84μm. The values of duration and amplitude were randomly chosen within
these ranges.

Microsaccades are fast eye movements of short duration, about 25ms [4],
displacing the image across a range of several dozen to several hundred pho-
toreceptors widths. The role of microsaccades in visual perception have been
debated for years. The most accepted idea is that its main role is to prevent
fading and thus keep the vision [11] [12].

All microsaccades are modeled in our retina model as rectilinear movements
directed to the center of the visual scene and appearing just after drifts with
a random angle and amplitude. The amplitude of each microsaccade have a
mean of 100μm and a duration of 20ms. Fig. 2 shows an example of fixational
eye movements paths. As can be seen, high-frequency oscillatory paths (tremor)
are superimposed on drifts (curved lines) forming only one path moving slowly.
Microsaccades (rectilinear lines) appear just after drifts and move the image
across the retina quickly.

3 Experiments and Results

To assess the role and behavior of microsaccades and the other small eye move-
ments in the perception of natural scenes, each retina model (On, On + eye
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Fig. 2. Microsaccades, drifts and tremor movements. Continuous line shows the fast
microsaccade movement. Dashed line shows the slow curve of drifts movements. Oscil-
latory line shows the combination of drifts and tremor.

movements, Off and Off + eye movements) was stimulated using a stimulus
of 8,5 seconds of duration from a video file. The stimulus consists in a 25 fps
video with a resolution of 622×622 pixels and 8-bits of colour depth (gray-scale).
The video was created using Visionegg [27]. The records were generated in Neu-
ral Events File format [28] and processed with NeurALC [29]. This test was
repeated 10 times.

Top plot in the Fig. 3 shows the whole natural scene, where a superimposed
black rectangle indicates the image area stimulating our retina model at a given
time. This rectangle travels across the image from left to right during the stim-
ulation. As a measure of retinal activity it was considered the gray mean value
[30] (equation 4), represented in the plot as color-pale graphic and calculated
from the natural scene as:

M(x) =
1

m

m∑
y=1

(x, y) (4)

where n×m is the image resolution and (x, y) represent a pixel.
Middle and bottom plots show, with black points, the spike trains produced by

100 electrodes in a raster plot. The population activity graphic is represented by
a dark line and the gray value mean is superimposed in both plots for comparison
purposes.

Inspecting the figure, it can be seen that the activity is greater in the lighter
areas and lower in the dark areas of the image as expected. The electrodes located
on the lighter areas have greater activity than those located in other areas (see
raster plot). Moreover, the population activity graphic is more similar to gray
value mean graphic in the retina model with eye movements implemented than
those without them. It should be noted that the population activity have been
normalized to values between 0 and 255 for comparison.
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!t

Fig. 3. Raster plot showing the spike trains produced for 100 electrodes and population
activity with a bin of 40ms for On cells

Fig. 4. Raster plot showing the spike trains produced for 100 electrodes and population
activity with a bin of 40ms for Off cells
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Fig. 5. Percent similarity between population activity and gray value mean. A Simi-
larity in ten simulations for On model with and without eye movements. B Similarity
in ten simulations for Off model with and without eye movements.C Average of ten
stimulations in On model and Off model with and without eye movements.

Fig. 4 is similar to Fig. 3 but shows population activity of Off retina model
compared with the complementary gray value mean, see equation 5.

M ′(x) = 255− 1

m

m∑
y=1

(x, y) (5)

In this case, unlike Fig. 3, the activity is greater in the dark areas and lower in
the lighter areas of the image. When comparing with the population activity, it
is clear that both signals are closer when eye movements are applied.

To measure how different is the population activity of our models when ap-
plying or not eye movements, a similarity measure based in a subtraction was
performed between gray value mean graphic and population activity graphic. It
is showed in equation 6,

S12 =
1

N

N∑
n=1

(x1[n]− x2[n])
2 (6)
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where x1[n] and x2[n] corresponds to gray value mean and population activity
respectively.

The similarity measure provided by this subtraction is depicted in Fig. 5,
where the 100% corresponds to identical response in the gray value mean and
the retina model (S12 = 0 in equation 6). Plots A and B show the similarity
of ten stimulations of the four retina models, plot C shows the average of ten
stimulations. Pale bars corresponds to retina models without eye movements and
dark bars corresponds to retina models with eye movements.

As can be seen, there is a remarkable difference between dark bars and pale
bars, being closest to gray value mean the pale bars. In the average graphic, plot
C, the difference is about 4% in the On models and 8% in the Off models.

In general, the similarity is greater when the retina model includes in its
implementation fixational eye movements.

4 Conclusions

The role of fixational eye movements in natural scenes using retina models has
been assessed in this paper. For this purpose the main three classes of involuntary
eye movements (tremor, drifts, and microsaccades) have been implemented in
two ganglionar retina models: On model and Off model. Results have been
compared using the same models without eye movements implemented.

The results of this comparison indicate a significant improvement in the visual
perception in natural scenes when retina models include microsaccades, tremor
and drift movements. Furthermore, neuronal activity records show greater sen-
sitive to light changes, improving the edge recognition. These results indicate
that it is possible to improve environment perception if these small movements
are incorporated in the retina models and encourage us to implement these eye
movements in a future visual neuroprosthesis. The comparison of these models
with biological records will be performed as a future work.
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18. Mart̀ınez-Álvarez, A., Olmedo-Payá, A., Cuenca-Asensi, S., Ferrández, J.M.,
Fernández, E.: RetinaStudio: A bioinspired framework to encode visual informa-
tion. Neurocomputing (2012) ISSN 0925–2312, 10.1016/j.neucom.2012.07.035
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Abstract. Visual prosthesis development relays in the ability of the vi-
sual system to evoke visual topographically organized perceptions called
phosphenes when it is electrically stimulated. There have been many
approaches to quantify phosphenes and describe their position in the vi-
sual field but no one managed to be accurate and easy to be handled
by visually impairment individuals. Here, we present a highly accurate,
intuitive and freely movement method to draw phosphenes in the 3D
visual space. We use an infrared sensor from the commercial Kinect
hardware through a customized software to detect the movements of
the subjects drawing on the air in the same 3D coordinate were they
perceive the phosphenes.With this new technique we introduce the com-
ponent of depth of the visual space in the phosphenes mapping, a disre-
garded component in the old 2D techniques. No techniques in the past
had this measurement in account but our results show that transcraneal
magnetic stimulated subjects clearly perceived phosphenes at different
depth locations (data not shown at this paper). Furthermore this new
mapping technique has three main advantages: (i) it allows patients to
locate phosphenes in the real 3D visual space were they perceive the
phosphenes, (ii) allows a quantitative measurement of the area and shape
of the phosphenes (iii) and avoid the interactions between external de-
vices and patients in order to facilitate the performance to the low vision
or blind individuals.

1 Introduction

Development of visual prosthesis pursue a challenging objective to restore the
lost visual function to the blind people. To this purpose it is crucial to be able
to transform the visual information from the external world into biological sig-
nals reproducing the lost visual function. Prosthesis emulate the physiological
electrical function of the nervous system generating electrical impulses similar
to those of the nervous system working as an interface between the nervous sys-
tem and the external world. In the visual system the visual perceptions evoked
by electrical stimulation are called phosphenes. These visual perceptions are to-
pographically organized representing the visual field and they can be mapped
stimulating the visual system in a topographic manner [1–3]. But one of the
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challenges in this research field it is to match the stimulation places in the brain
to the real visual world. No matter the stimulation method used is electrical,
magnetic or optogenetic [4, 5] or the visual structure stimulated is the visual
cortex [4, 6, 7], the optical nerve [8] or retina [9, 10] the need to map phosphenes
always exists. For that reason is necessary to know the stimulation map to match
the visual perceptions to their location in the real world. This technique it is
called phosphene mapping and it is been used to map phosphenes using differ-
ent strategies like drawing methods in a 2D board [11, 12] touch screen methods
[13] and pointing methods [4, 6]. A main drawback arising from the previous
methods is that the subjects have to reinterpret what they perceive and then
transform that information in a 2D and limited format like a board or a screen.
This artificial transformation reduces the scale of the visual space and the vi-
sual perceptions in an intangible manner loosing the possibility of drawing and
localizing phosphenes in the visual field accurately. With this new approach the
subjects draw directly in the real visual space in the precise 3D coordinate were
they perceive the visual sensation. Furthermore and given the difficulty of work-
ing with patients having little or no vision, this technique allows the patients
to work without external references because the sensor tracks the references at
all moments during the entire experiment. Likewise the wireless condition of the
whole procedure makes this approach much more convenient than the previous
ones for all kind of subjects. The new 3D component we are able to measure it is
crucial to develop visual prosthesis in order to be able to navigate through the
world around blind individuals.

2 Materials/Methods

2.1 Image Capture

Hardware. We used a Kinect sensor for the Xbox 360 video game system [14]
(Microsoft; Redmond, Washington) connected to a PC to track the drawings the
subjects performed. Kinect was designed initially for natural interaction in a
computer game environment [15] but it is becoming a fashionable tool in many
scientific fields [16–18] including biomedicine [19, 20]thank to its 3D data acquisi-
tion capture. The Kinect sensor was connected to the USB port of a Intel Core 2
Duo 2.8GHz processor desktop computer with 2GB RAM, running Windows7 ul-
timate 32bits operating system. Also supported by Windows XP (service pack3).
The Kinect is a depth camera consisting of an infrared laser projector (IR Pro-
jector, OG12/0956/D306/JG05A) emitting a beam of speckles and an infrared
camera (IR CMOS, Microsoft/X853750001/VCA379C7130) receiving the speck-
les deviation caused by the objects in front of it. The Kinect measures distance
by comparing the deviation of the speckles caused by the objects to a reference
depth pattern creating a depth image. The operation range of the depth sensor is
0.8-3.5m and the x/y/z spatial resolution at 2m distance is 3/3/10mm [15]. We
placed the sensor over a range of 1.5 to 2.8 meters away to the reference points to
take the measurements. It was placed aligned with the patients. The Kinect was
mounted on top of a 3D plane height adjustable tripod.
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Software. We used the OpenNI (Open Natural Interaction) software platform
released by Primesense 2010 (Tel-Av iv, Israel). The OpenNI platform includes
the SensorKinect091-Bin-Win32-v5.1.0.25 drivers to communicate with the in-
frared sensor. Data from the Kinect was collected using Kinect NiUserTracker
function (OpenNI-win32-1.5.2.23 [21]). We used the nite-win32-1.5.2.7 libraries
to recognize the human body segments. The human body segments recognized
are head, neck, torso center, shoulder, elbow, hands, hips, knees and feet.

Visual Field Center Selection. We used the nite-win32-1.5.2.7 libraries to rec-
ognize the head segment and select the head node located at the middle of the
head between the eyes. We used it as the reference point to calculate the center
of the visual field. We tracked this point continuously during the trials at the
same time as tracking the phosphenes in order to get a reliable reference for the
visual field center. We called this point head reference point (HRP).

Pointer Detection. We used the nite-win32-1.5.2.7 libraries to recognize the hand
segment and select the hand node. Then we developed a function we called
get fingertip tracking point to find the closest point of the hand to the Kinect.
We calculated the closest point analyzing a space of a 15cm radius circle centered
at the hand node and calculating the closest point to the Kinect sensor inside
the circle (Fig. 1). We called this point fingertip tracking point (FTTP).

Fig. 1. Left, image capture showing the 15 cm radius circle (green) to calculate the
closest data point (red) to the Kinect sensor. Image capture of the user tracker viewer
showing the head reference point marked in white and the fingertip tracking point
marked in red. Right, image capture showing the trail of the drawing performed by the
subject.

Finding the closest point to the Kinect inside the circle allows to track either
a fingertip point or any kind of pointer the person holds in his hand. Figure 1. is
an image capture showing the fingertip marked in red and the 15cm radius circle
centered at the hand. Holding a pointer in their hand gives to the subjects a
reference to focus their attention making the drawing task feel more natural and
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reliable. We also improved the get fingertip tracking point function to stabilize
the flickering of the sensor tracking. For each trial we got the x, y, z data points
both for the head reference point and for the fingertip tracking point. Figure 2
right shows an image capture that represent visually the trail corresponding to
the data captured by the Kinect tracking a subject drawing. The movements
described by the pointer were tracked and saved to a TXT file format.

We also developed a function called get gesture to recognize the actions of
start and stop the drawing movements. This function recognizes the gesture
of the subjects moving their hand to the front to start the drawing task and
sets a initial point to start storing data. It recognizes also when the patient
withdraws the hand to stop collecting data. This gesture recognizing function
avoids unnecessary data collection.

3D Visor Software. We designed a 3D visor software in C++ with OpenGL to
visualized and save the drawings data points in the 3D space and measure the size
and area of the visual perceptions. To represent the phosphenes we calculated
the distance between the head reference point taken as 0,0,0 reference point and
the fingertip tracking point. The 3D visor software allows to display and save
the distances data in different units such as millimeters or visual degrees. In the
Figure 2 we show two image captures of the 3D visor showing a frontal view
of a phosphene drawn by a voluntary stimulated with magnetic resonance. The
data are shown in visual degrees. Concentric circles centered at the center of the
visual field are represented each 10 visual degrees.

Fig. 2. 3D visor software in C++ with OpenGL. Left, frontal view of a drawing in the
3D visor. Right, rotate view as in the left.

We used the function called get gesture to recognize the actions of start and
stop the drawing movements. This function recognizes the gesture of the subjects
moving their hand to the front to start the drawing task and sets a initial point
to start storing data. It recognizes also when the patient withdraws the hand to
stop collecting data. This gesture recognizing function avoids unnecessary data
collection.
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3 Results

3.1 Software Tracking Accuracy

We tested the error introduced by our software to track the head reference point
and the fingertip tracking points. To calibrate our software error we took 5 mea-
surements in each of the 3D axes at 3 different distances inside of the operation
range for the Kinect sensor (0.8-3.5m) [15]. We tested the accuracy of the soft-
ware at 1.5m, 2.25m and 3.00m for the head reference point and 50cm ahead of
these positions for the fingertip tracking point corresponding to the natural po-
sition of the an adult arm drawing on the air at the front. These measurements
were selected based on previous works [22], the operation range of the Kinect
and taken in account convenient room dimensions to work with blind patients.
To avoid additional movement errors like the human muscular shacking we used
a dummy human shaped to take the measurements. The Kinect sensor recog-
nized the dummy as a human body figure tracking the head and fingertip nodes
exactly as if it were a human body. The dummy remained in the same fixed
position for each of the measurements at each distance. Once the dummy was
positioned in a stable position we measured the flickering given by the software
for both the head reference and fingertip tracking points. The Kinect system
acquired an equal number of samples (200 samples) form each target position.
We repeated each of the measurements for five times at each position and calcu-
lated the error of our measurement for the x,y,z in common. For that, we define
a spatial position as pi = (xi, yi, zi) where 1 ≤ i ≤ n, where n is the number of
samples and p̄ = (x̄,ȳ,z̄) is the media position.

Then we calculate the mean error (ε) as in equation 1,

ε = ē =

∑n
i=1 e (pi, p̄)

n
=

∑n
i=1

√
(xi − x̄)2 + (yi − ȳ)2 + (zi − z̄)2

n
(1)

where e(pi, p̄) is the euclidean distance of each position to its media. We got
five error values, one for each trial giving the range of the error. This error
calculation allows to compare the error of the measurements in the three spatial
coordinates at the same time. Tables 1a and 1b show the range error results for
each of the five measurements at the 3 different distances for the head reference
point given in milimeters (Table 1a) and visual degrees (Table 1b). Tables 2a
and 2b show the same data as in Table 1a and 1b for the fingertip tracking point.
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The maximum error range for the head reference point at 1.5m distance was
2.15mm and 2.03mm at 2.25m distance but it went up to 7.33mm at 3.00m
distance. For the FTTP was 2.89mm at 1.00m distance and 2.47mm at 1.75m
distance but it went up to 9.35mm at 2.50m distance. When calculated the error
as a function of the visual degrees the maximum error range for the HRP was
0.08 degrees at 1.5m distance and 0.05 visual degrees at 2.25m but it went up
to 0.14 visual degrees at 3.00m distance. For the FTTP was 0.11 visual degrees
at 1.0m distance and 0.06 visual degrees at 1.75m distance and went up to 0.18
visual degrees at 2.50m distance. The graphs 1 and 1b show the data visually.
For all the measurements the minimum error was located at a distance near
2.00m for both HRP and FTTP. Even the error range at 1m (HRP) and 1.5m
(FTTP) increased slightly, it was very similar to the error at a distance near
2.00m. The metric error given in mm was quite low and represented a very
small part of the visual field (1b and 2b graphs). Even when the error increased
drastically at distances of 3.00m for the HRP and 2.5m for the FTTP the visual
field equivalent area represented a very small part of the visual field, in all cases
less than 0.2 visual degrees.

4 Discussion

Advantages of this new 3D mapping technique are the technical simplicity and
the short time required to obtain a phosphene map. It is completely wireless,
avoiding the interactions between subjects and external devices in order to facili-
tate the performance to the low vision or blind individuals. This is especially con-
venient in the operating room with all the equipment and time restrictions when
we deal with visually impairment people. In this paper we described a protocol
to systematically map the position and size of phosphenes in the 3D space, and it
is compatible both with absolute[4, 23] and relative [24, 25] phosphene mapping
procedures. This new technique allows the patients to locate phosphenes in the
real 3D visual space where they perceive the phosphenes avoiding the mental ab-
straction of transforming their perceptions from the real space into a reduced 2D
format. Drawing phosphenes in the actual space were they are perceived endows
this technique with the accuracy the previous ones lack. It allows quantitative
measurement of the area, shape and 3D position of the phosphenes in the actual
visual field within an accuracy of milimeters. The error generated by our sys-
tem is low enough to measure the position and size of phosphenes in the 3D real
space. It yields low errors such as 0.05 visual degrees for the HRP and 0.06 visual
degrees for the FTTP at the best distance. We consider that the errors of the
visual perception and the muscular precision of drawing are much bigger than
the system error, so we can disregard the error system if we map phosphenes at
the distances around 2 meters. If we think in terms of mapping the visual field to
navigate through the environment avoiding obstacles and detecting borders this
technique shows a very precise detection and it could be used as a standardized
testing system in the framework of the visual prosthesis development, patient
testing and for studies regarding the physiological organization of human visual
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Fig. 3. Top graphs, represent the error intervals for the head reference point (left) and
the fingertip tracking point (right) given in mm. Bottom graphs, represent the error
intervals in visual degrees; left, head reference point; right, fingertip reference point.

system. This new procedure could be used for standardized testing and help
to identify suitable candidates that might benefit from a visual neuroprosthetic
device as well as for assessments of device efficacy.
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Abstract. Allometry, in general biology, measures the relative growth
of a part in relation to the whole living organism. Left ventricular hy-
pertrophy (LVH) is the heart adaptation to excessive load (systolic or
diastolic) that leads to an increase in left ventricular mass, which in turn,
raises the electrocardiographic voltages. If this mass increase followed an
allometric law, then it would be possible to design a bioinspired model
based on the allometric equation to predict LVH. In this work, we first
investigated the validity of this hypothesis and then proposed an LVH
marker based on the inverse allometry model. Based on clinical data,
we compared the allometric behavior of three different ECG markers of
LVH. To do this, the allometric fit AECG = δ + β(VM) relating left
ventricular mass (estimated from echocardiographic data) and ECG am-
plitudes (expressed as the Cornell-Voltage, Sokolow and the ECG overall
voltage indexes) were compared. Besides, sensitivity and specificity for
each index were analyzed. The more sensitive the ECG criteria, the bet-
ter the allometric fit. Finally, the Receiver Characteristic Curve (ROC)
of an allometric model proposed here was computed. In conclusion: The
allometric paradigm should be regarded as the way to design new and
more sensitive ECG-based LVH markers.

1 Introduction

Left ventricular hypertrophy (LVH) is the heart way to adapt to overloads, either
during diastolic or systolic periods. This adaptation consists of increasing the
diameter of the cardiac fibers and, consecuently, of left ventricular mass. Such
augmented mass directly affects the electrocardiographic signal by raising its
voltage amplitude. We address two questions here. Firstly: does this increase in
amplitude keep an allometric relationship with the increase in left ventricular
(LV) mass? To figure this out, a comparison of the allometric adjustment of
different LVH indexes was carried out. Secondly: can the allometric model be
the foundation for more sensitive bioinspired LVH markers?

Allometry, in general biology and physiology, has been recently reassessed
with some new insights as, for example, the relationship between organ and ani-
mal size [1], organ and biological times such as heart rate, volumes and capacities
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such as cardiac output [2], ECG-PR interval and animal size [3] and finally, elec-
trocardiographic parameters in ischemia and number of cardiac diseased fibres
[5, 4].

The existence of many different criteria for diagnosing LVH makes clinical
application more complex. The sensitivity of the LVH indexes based on ECG is
generally quite low (usually less than 50%), while the specificity is quite high
(often in the range of 85% to 90%) [6][7][8]. Published studies are currently
insufficient to indicate whether any of the more recently proposed criteria are
clearly superior to the others or are simply redundant. For these reasons, the
aim of this work is to provide insight into new clues and theoretical support to
help researchers find more sensitive markers of LVH.

2 Materials and Methods

2.1 Patient Population

According to the Penn Convention and using the Deveraux equation [14], LV
mass was assessed in 36 patients, from which, 23 out of 36 showed echocardio-
graphic mass index greater than 259 g and 166 g for men and women, respec-
tively, leading to LVH diagnosis. The average age of the studied population was
composed of 17 men (75.44±8.13 years old) and 19 women (72.75±13.54 years
old). Pathologies varied, since recruitment was done on outpatients of a general
hospital. Patients with intraventricular conduction diseases (IVCD) were ruled
out, since both LVH and IVCDs alter QRS patterns, therefore, the existence of
an IVCD may impact the accuracy of ECG criteria for LVH [10].

2.2 ECG Criteria for LVH

We compared the allometric adjustment of three ECG markers for LVH, i.e.,
Cornell index, ECG total 12-lead voltage and Sokolow index. They are widely
used in clinical practice. These indexes were calculated as follows:

– Cornell (voltage) index: There are two versions of this index, one concerning
voltage only and the other one combining QRS voltage and duration. We
used here only the voltage version that combines the amplitude of the S
wave in V3 lead and the amplitude of R wave in aVL lead [10, 11].
– Men: SV 3 + RaV L >2,8 mV (28 mm)
– Women: SV 3 + RaV L >2,0 mV (20 mm)

– Total 12-lead voltage: Total 12-lead voltage, measured as the sum of all S
and R peaks of all 12 leads > 175 mm (8, 10).

– Sokolow index: who in 1949 introduced the widely used criterion based on
the sum of the amplitude of the S wave in V1 lead plus the amplitude of R
wave in V5 or V6 leads. The cut-off point for this index is >/= 3,5 mV (35
mm) (8, 11). We have chosen V6 lead for our analysis.
– SV 1+RV 6 >= 3,5 mV (35 mm)
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For the ECG studies, we have used a standard 12-lead ECG device and obtained
10 second-recordings. The device had a sampling rate of 400 Hz and 12 bits
resolution. From the ECG recordings, peak amplitudes were averaged out from
all the beats contained in the entire recording.

2.3 Left Ventricular Mass Calculation

In the late 80s, Levy and coworkers published a landmark paper evaluating a sub-
set of individuals without known cardiovascular risk factors in the Framingham
Cohort [10]. These authors calculated LV mass both with the ASE (American
Society of Echocardiography) convention and Troy equation [13]:

LVm(Troy) = 1.05 ∗ ([LV IDd + PWTD + IV STd]
3 − LV ID3

d) (1)

Where: LV IDd = Left Ventricular Internal Diameter in Diastole PWTd = Pos-
terior Wall Thickness in Diastole IV STd = Interventricular Septum Thickness
in Diastole and with the Penn Convention and Devereux equation [15]:

LVm(Dev) = 1.04 ∗ ([LV IDd + PWTd + IV STd]
3 − LV ID3

d)− 13, 6g (2)

In this work, the Penn Convention and Devereaux equation were chosen. The
authors proposed normal limits for LV mass for men and women, based on cut
points at two standard deviations above the mean [9, 15].

2.4 Allometric Equation

The term allometry was first used by Snell, in 1891 [16], to express the mass
of a mammal’s brain as a function of the body mass. The growth velocity of
a component, y, is related to the growth velocity of another component (or
the whole organism), x, in a constant way. This was clearly described by von
Bertalanffy in 1957 [17]. Thus, the relative rate of change of a given event, y, is
proportional to the relative rate of change of body mass or body weight, x, i.e.,

(dy/dt)/y = B(dx/dt)/x (3)

After integration and some easy algebraic manipulation, equation (3) becomes

y = AxB (4)

The parameters A and B require numerical estimation by an appropriate proce-
dure usually using empirical information. By the same token, let us say that the
amplitude of the ECG (we use Aecg in a general form, since Aecg will be quan-
tified as the ECG criteria for LVH) follows a relationship with the number of
ventricular hypertrophic fibres, and therefore, the ventricular mass (Vm). Thus,
equation 4 can be reformulated as,

Aecg = α ∗ Vmβ (5)
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After taking logarithms of both sides, the latter equation becomes

ln(Aecg) = ln(α+ β ∗ ln(γ)) + β ∗ ln(Vm) (6)

which can be reduced to

AECG = δ + β(V M) (7)

We define AECG as ECG voltage or amplitude, where δ = ln(α) + βln(γ), VM
= ln(Vm) and AECG = ln(Aecg). The straight line, equation 5, in log-log plot
with the parameters β and δ would represent the increase in ECG amplitude as
function of the amount of hypertrophic fibres.

2.5 Numerical Procedure

To calculate the two constants δ and β and later on apply the mathemati-
cal expression in equation 7, linear regression was implemented in order to
evaluate the allometric fit on a log-log plot gathering the variables ventricu-
lar mass and LVH index. Notice that δ represents the intercept to the origin
and β is the slope of the regression line when plotted on log-log coordinates.
When β ¡1, the relative weight of the ECG criteria is greater in small than
large hypertrophy. Also, sensitivity and specificity was estimated from our set
of data by calculating the following equations: Sensitivity = TP/(TP + FN)
and Specificity = TN/(TN + FP ), where TP are the true positive, FP the
false positive and TN the true negative cases, all of them confirmed by echocar-
diographic analysis. More specifically, echocardiographic mass calculation, as
described above, and the criteria of a cardiologist were set as the gold standard
for LVH diagnosis.

2.6 ROC Curves

We set δ=1 and β=1 and calculated the Receiver Operating Characteristic
(ROC) curves for the simplified allometric model log(y) = log(m) and plotted
the Sensitivity against the 1-Specificity values for the different possible cut-off
points. Thereafter, the optimal cut-off point in the ROC curve was computed as
the point nearest the top left-hand corner. This selection maximizes the sensi-
tivity and specificity sum, when it is assumed that the ’cost’ of a false negative
result is the same as that of a false positive result [18].

3 Results

3.1 Allometry and Sensitivity of Electrocardiographic LVH Markers

Using the equation AECG = δ + β (VM) in log-log representation, the fitting
procedure produced coefficients for every LVH index. Moreover, graphic results
for the allometric adjustments on log-log plots are showed in Figure 1. Linear
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Fig. 1. Linear regressions for the allometric fits of ECG-based LVH markers: Cornell
index (left panel), total 12-lead voltage (middle panel) index and Sokolow index (right
panel).

Table 1. Mean ± SD of SVD indexes for healthy subjects (PTB Database) and is-
chemic patients (STAFF-III Database), p<0.005

Sensitivity Specificity δ β r

Voltage-Cornell 42% 96% -0.90 0.89 0.72

Sokolow 22% 100% 1.11 0.42 0.53

Total Voltage 17.2% 95% 0.72 0.24 0.28

regression and determination coefficients r are also displayed. The best correla-
tion was offered by the Voltage-Cornell index (r=0.7229), followed by the Total
Voltage index (r=0.5292) and last, by Sokolows (r=0.2769), the latter obviously
very low.

Notice as well, that all the slopes β in the adjustment are positive and smaller
than 1. This means that indexes will increase along with the amount of hyper-
trophy up to a certain saturation level. This is, there will be a point at which
even though the amount of hypertrophic fibres increases, the LVH index will re-
main almost constant. Slopes greater or even equal to 1 would be more desirable
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in order not to lose sensitivity with the hypertrophy extent. Table 1 shows the
sensitivity and specificity as reviewed in the bibliography and as estimated from
our set of data. In all cases, notice how the sensitivity suffered when calculated
from a reduced set of samples.

3.2 Theoretical Allometric Model

Finally, the theoretical allometric model was computed on the left ventricular
mass data available by setting the coefficient δ = 0 and β = 1. Afterwards, the
ROC curve of this theoretical model and the remaining ECG-based indexes were
calculated in order to compare their hability to predict LVH. Also, the area under

Fig. 2. ROC curve for the theoretical allometric model (upper left panel, AUC=0.96),
the Cornell index (upper right panel, AUC=0.74), Total Voltage index (lower left panel,
AUC=0.64) and Sokolow index (AUC=0.59)
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the curves (AUC) were calculated. Figure 2 shows the great potential of the al-
lometric model to predict LVH, displaying an AUC = 0.96, clearly outstanding
from the others. AUC values for the LVH indexes were as follows: Theoreti-
cal model (AUC=0.96), Cornell (AUC=0.74), Total Voltage (AUC=0.64) and
Sokolow (AUC=0.59).

4 Discussion and Conclusions

The results show that sensitivity goes along with allometric behavior when
searching for LVH markers based on ECG. However, certain constraints should
be regarded. For instance, the population under study was quite homogeneous
in terms of age, presenting mainly the same type of hypertrophy. Thus, the anal-
ysis herein accomplished holds for the elderly only. It is important to notice that
patients with intraventricular conduction diseases (IVCD) were excluded from
the study in order not to confuse the symptoms, since both LVH and IVCD can
lead to similar changes in QRS. Another limitation of the study is that not all
the QRS-based indexes of LVH were analyzed. Nevertheless, the results found
here encourage a more complete study including all electrocardiographic indexes
of LVH over a larger and more heterogeneous sample population. Interestingly,
the Voltage-Cornell index showed the best allometric fit, with a sensitivity of
42%, as collected from the bibliography [10] and 35%, as estimated from our
data pool. One point to mention is the slope β of the linear regressions in the
allometric fit. All of them resulted positive and smaller than 1, which means
that the greater the amount of hypertrophic fibres, the lesser the growth of the
LVH marker, leading to a loss of sensitivity with hypertrophy extent. Therefore,
if more sensitive markers are required, β tending to 1 would be desired. It is
important to note that even though the latter index was designed for different
LVH cut-off points (132 g/m2 for men and 109 g/m2 for women) as used here,
it adapted well to the new definition, postulating itself as the most robust ECG
marker of hypertrophy. Finally, the voltage increase, as expressed in the elec-
trocardiographic indexes studied here followed an allometric relation with left
ventricular mass. This fact should guide the search of new and more sensitive
markers of hypertrophy by taking into account the allometric law. Moreover,
slopes of the regression lines (or constant β) resulted all positive and smaller
than one, leading to ECG-based indexes showing a saturation for high hypertro-
phy levels. To overcome this, a theoretical model with β = 1 was proposed, and
an AUC of 0.96 was found, proving the power of the allometric model to predict
LVH.
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Abstract. This paper presents the use of the OFDM (Orthogonal Fre-
quency Division Multiplexing) modulation technique in the design and
simulation of a telemetry system for a cochlear implant. Data were pro-
cessed through the Simulink module of MATLABTM . High transmission
speed and high spectral efficiency were achieved with this design and
simulation. Two types of OFDM were studied and compared regard-
ing spectral efficiency and noise immunity, and the superiority of OFDM
modulation using the QAM (Quadrature Amplitude Modulation) method
was shown over OFDM, which uses the DQPSK (Differential Quadrature
Phase Shift Keying) modulation method.

1 Introduction

Cochlear implants are devices, a component of which is surgically inserted in
the internal ear, partially restoring audition to people with deep deafness. The
cochlear implant block diagram is shown in Figure 1.

Sound is first picked up by the microphone and processed by the external
processor of sound. The digital sound processor (DSP) is used to analyze the
sound and encode results into instruction trains. The DSP also contains memory
units or “maps that store patient specific information. The maps and other
speech processing parameters can be set or modified by a PC fitting program.
The external transmitter/receiver modulates the trains and sends both data and
energy to the implant circuit. The internal implant receiver/transmitter recovers
data and energy from the RF (Radiofrequency) signals, decodes the instructions
and accordingly directs the stimulator to generate electrical stimuli. Finally, the
stimuli are applied to electrodes array to excite the auditory nerve [1].

1.1 Transmission Link

A percutaneous connector or transcutaneous link is used to convey stimuli or
stimulus information from the external speech processor to the implanted elec-
trodes [2,3]. The percutaneous system transmits the stimuli to the electrodes
directly through plug. In this case there is no implanted electronics other than
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Fig. 1. Block diagram of the cochlear implant system with telemetry. It has four main
parts: external controller, external transmitter/receiver, internal receiver/transmitter
(implantable unit) and transmission link.

the electrodes. The major advantage of this system is flexibility and signal trans-
parency (the specification of stimuli is no way constrained by the limitations
imposed with any practical design of a transcutaneous transmission link). The
inconvenience of percutaneous connector was the infection that it could engender
in the ear. In transcutaneous link, an external transmitter encodes the stimu-
lus information for RF transmission from an external antenna to an implanted
antenna [4]. The internal receiver decodes the signal and delivers the stimuli
current to the electrodes. The transmitter and the implanted receiver are held
in place by a magnet. The advantage of this system is that the skin is closed
over the implant components after the operation, which may reduce the risk of
infection. The limitation of this type is that the implanted electronics may fail
and would require surgery for replacement. A disadvantage is that only a limited
amount of information can be transmitted across the skin. Another limitation of
the transcutaneous connector is that it contains magnetic materials, which are
incompatible with MRI (Magnetic Resonance Imaging) scanners. Most of the
cochlear implant devices today utilize this kind of transmission. In some cases,
the link may be bidirectional [5]. The data sent from the external device to the
implant, are known as “downlink transmission” or “forward telemetry” and data
from the implanted component out to the external antenna and external con-
troller, are known as “uplink transmission” or “reverse telemetry”. Such data
can include information about the status of receiver/stimulator, impedance of
the implanted electrodes, voltages at unstimulated electrodes and intracochlear
evoked potentials [5]. Such measurements can be useful in assessing the condition
of the auditory nerve and for programming the speech processor [2].
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1.2 Telemetry

Bidirectional communication is, most commonly, performed via a wireless, tran-
scutaneous inductive link [6,7]. This battery-less technique minimizes the size of
the implant and eliminates patient discomfort. The inductive link channel con-
sists of two closely-spaced, mutually-coupled coils, one implanted and one placed
outside the human body. The external unit telemeters power and modulated data
(commands and stimulation parameters) to the implant (downlink transmission).
It is noted that wireless communication could only deliver power in the range
of a few milliwatts [8]. Since a data signal serves the dual purpose of delivering
power along with data control signal, the nature of data communication protocol
also becomes crucial for power savings. Depending on the modulation format,
several values of data transmission rates, error rates, delivered power and circuit
complexity can be achieved.

In [9] introduced the design of the speech processor and the prototype im-
plant that sequentially stimulate an array of 8 electrodes (at 4 kHz per electrode
and with biphasic pulses) to emulate and test the different cochlear stimula-
tion strategies as yet known, as well as any another variant intended to emulate
them in real time. The digital sound processor serially transmits stimuli codes
and synchronous codes to the implant. It is necessary to implement a telemetry
system (transmitter/receiver) able to intercommunicate both devices keeping
communication speed within a small bandwidth. The aim of our research was a
telemetry system design with high spectral efficiency and high immunity to noise
and interference, and with a control system capable of decoding and cochlear
stimulation codes and of addressing at their corresponding electrodes within the
electrodes array.

2 Design and Simulation of the Transmission Link

The transmission link for forward power and data telemetry is implemented us-
ing two closely-spaced, inductively-coupled coils. In cochlear implants, high data
rate transmission toward the implant is required [8]. However, due to the fact that
the power dissipation in the tissue increases with the carrier frequency squared
[8], this high data rate cannot be achieved by increasing the carrier frequency.
Hence, a signal modulation scheme should be chosen to help establish this high
data transfer rate link. Between different types of modulation techniques, digital
modulation schemes including amplitude shift keying (ASK) [10], binary am-
plitude shift keying (BASK) [11], binary frequency shift keying (BFSK) [8,12],
phase shift keying (PSK) [13,14], binary phase shift keying (BPSK) [15], and
quadrature phase shift keying (QPSK) [16] are modulation methods mostly used
in implantable device. ASK has no constant amplitude symbols, so reducing the
maximum amount of transferred power via the inductive link [6], and achieve low
data transmission rates [17]. The carrier using either FSK or PSK has constant
amplitude, which may increase the maximum amount of transferred power [16].
FSK and PSK have wider usage than ASK because of their lower sensitivity to
amplitude noise. PSK modulation with constant amplitude symbols and fixed
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carrier frequency can be the best choice for high-data-rate applications [18,19].
In PSK modulation, bit rates as high as 1.12Mbps for a carrier frequency of
13.56MHz have been reported in literature [17]. Unfortunately, RF telemetry
has some major disadvantages with respect to achieving a sufficient BW and
SNR for operation at high data rates [20]. Since the bandwidth is limited, RF
telemetry links often take advantage of the Nyquist relationship, Equation 1,
and utilize multiple encoding states.

C = 2BWlog2(M) (1)

where M is the number of possible signal states per pulse [21].
ASK, FSK and PSK modulations required high frequency and bandwidth.

These modulations can be combined to transmit multiple bits per symbol in
order to reduce bandwidth, thus giving rise to QAM (Quadrature Amplitude
Modulation) and QPSK. Furthermore, these modulation schemas are linear and
required linear amplifiers. It is possible to enhance the spectral performance
with M-ary PSK modulation, but it is very susceptible to noise because the low
spacing between constellation points. M-ary QAM presents big spacing between
constellation points, but it is required very linear amplifiers.

A higher SNR is required for these systems that utilize a large number of
signal states than for those using a simple binary encoding scheme. This of-
ten translates into high power consumption for large bit rates. RF systems also
have disadvantages with respect to achieving a SNR sufficient for operation.
The SNR for a radio telemetry link is limited by a number of factors includ-
ing the transmitter power, inherent electrical noise sources, tissue absorption of
the carrier, interfering noise from other RF sources (e.g. wireless network users,
wireless telephones, etc.) and the location and separation of the transmitter and
receiver. Absorption of the carrier signal by the tissue may also be a significant
contributing factor, and increases with the square of the frequency, resulting in a
decreased signal to noise ratio for a given power budget when higher frequencies
are used (the higher BW bands are at higher frequencies). While transcutaneous
RF data transmission that meets the 40 Mbps specification is technically possi-
ble, it would be quite difficult to achieve a practical system because of the reasons
described above [20]. In information theory, the Shannon-Hartley theorem tells
the maximum rate at which information can be transmitted over a communica-
tions channel of a specified bandwidth in the presence of noise. Considering all
possible multi-level and multi-phase encoding techniques, the Shannon-Hartley
theorem states the channel capacity C, meaning the theoretical tightest upper
bound on the information rate (excluding error correcting codes) of clean (or
arbitrarily low bit error rate) data that can be sent with a given average signal
power S through an analog communication channel subject to additive white
Gaussian noise of power N, is Equation 2:

C = Blog2(1 +
S

N
) (2)
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where C is the channel capacity in bits per second; BW is the bandwidth of the
channel in hertz (passband bandwidth in case of a modulated signal); S is the
average received signal power over the bandwidth (in case of a modulated signal,
often denoted C, i.e. modulated carrier), measured in watts (or volts squared); N
is the average noise or interference power over the bandwidth, measured in watts
(or volts squared); and S/N is the signal-to-noise ratio (SNR) or the carrier-to-
noise ratio (CNR) of the communication signal to the Gaussian noise interference
expressed as a linear power ratio (not as logarithmic decibels).

In [9], serial communication speed between the speech processor and the pro-
totype implant is about 1.92Mbps (without signal modulation), calculated as
the product of stimulation frequency per channel (4 kHz) times the number of
samples needed to codify each biphasic pulse, as represented in Figure 2 (3 sam-
ples) times the number of bits to transmit per sample (20) and times the quantity
of electrodes to stimulate (8).

Fig. 2. Form of biphasic stimulation pulse. The circles correspond with the values of
the samples that codify each pulse.

For optimum processing of speech signals in real time, sample-block processing
was preferred to sample-by-sample processing, since a sample-block is a fixed
amount of samples, which makes real time processing possible. Sample-block
duration should not be longer than 4ms in order to achieve visual synchronicity
between the movement of the speakers lips and the signals that the implanted
person perceives. We chose blocks of 125μs, yielding 240bits per block as a
result, which is the first requirement of the telemetry system design.

Other design requirements were: that the system should be immune to noise,
that it could be adapted to and implemented in an FPGA, because of which the
algorithm to develope should allow for exportability towards any of the different
FPGAs developed by the Xilinx Company (Spartan-6; Virtex-6). It should at the
same time be capable of supporting continuous data-flow systems. It is important
for the design of such systems that their control is kept as simple as possible. For
this reason, the MATLAB-Simulink environment was selected, since its System
Generator lets control be carried out through a simple protocol, which is based
on controlling a bit (data valid) that informs the continuous block of when data
are available.

To achieve robustness of the system in the face of channel noise, it is necessary
to use error detection and error correction mechanisms in spite of the increase in
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transmission speed (signal without modulation) caused. In the present applica-
tion, the FEC (Forward Error Correction) [22] method was preferred to the ARQ
(Automatic Repeat reQuest) [23] method. The reason is that this telemetry sys-
tem must work in real time without delay. During a conversation between people,
the delay creates an asynchrony between what is being heard and the speakers
lips movement. Within the FEC method, convolutional codification with codi-
fication rate equal to 1/2 was chosen before others of greater order, because a
higher signal immunity to channel noise was not considered necessary, given the
proximity between the transmitter and receiver antennas (just a few millimeters
apart; in this case, the thickness of the skin plus a thin layer of mastoid bone).

QAM and QPSK techniques combined with Orthogonal Frequencies Division
Multiplexing (OFDM) [24,25] allows a much more efficient use of the trans-
mission link, because OFDM make it possible distribute the information in
subchannels or subcarriers. Furthermore, OFDM is also effective when using
mutually orthogonal subcarriers which avoids intersymbol interference, an es-
sential property for information recovery. To maintain a desirable characteristics
for high-bit-rate transmission with lower bandwidth, we have chosen the OFDM
technique.

OFDM effectively partitions the overall system bandwidth into a number of N
orthogonal subbands or subchannels. Each of them is associated with a respec-
tive subcarrier upon which information may be modulated. For each subcarrier
we used digital modulation which are spectrally more efficient as 16-QAM and
DQPSK. The latter, additionally simplifies the receiver design because eliminates
the phase ambiguity present in the recovered carrier.

2.1 OFDM with DQPSK

The transmitter-receiver scheme using OFDM with DQPSK, simulated through
Simulink of MATLAB, is shown in Figure 3. IFFT block is the inverse transform
and FFT block is the forward transform. The data generator used generates a
bit stream. It is processed using DQPSK modulator to map the input data into
symbols. These symbols are now sent through IFFT block to perform IFFT
operation of each row of input vector u to generate N parallel data streams. Its
output in discrete time domain is given by,

y(k, l) =
1

N

P∑
p=1

u(p, l)e(j2π(p−1)(k−1)/N) k = 1...N (3)

where input u dimension P is an integer power of two and the length N is set
equal to P.

To generate a baseband OFDM symbol, a serial digitized data stream is first
channel coded and then modulated using DQPSK modulation. These data sym-
bols are converted from serial-to-parallel into N data constellation points before
modulating the subcarriers using IFFT, where N is the number of IFFT points.
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Fig. 3. Transmitter-receiver scheme using OFDM with DQPSK and signal spectrum

The receiver performs the exact opposite of the transmitter. The output of
the FFT in frequency domain is given by,

y(k, l) =
P∑

p=1

u(p, l)e−(j2π(p−1)(k−1)/N) k = 1...N (4)

Here, transmission speed upon use of convolutional codification is double
(3.84Mbps) due to the increase of the number of bits per block to transmit
(480 bits). Each carrier is modulated with DQPSK and we used a spectral effi-
ciency of 2 bits/symbol, an IFFT of 256 points and 120 carriers (240 complex
symbols equally distributed between the low and high parts of the spectrum). A
total transmission speed of 1,920,000 symbols/s is reached. Transmission speed
and flow for each carrier are 16,000 symbols/s and 32 kbps, respectively. Symbol
period is 125μs and separation between carriers (spectral resolution) is 8 kHz,
resulting in a bandwidth (BW) of 0.96MHz; see Figure 3. As is appreciated in
Figure 3, a block that simulates a noisy channel was added to the modulation
scheme so as to determine the minimum signal-to-noise relation (SNR) with a
BER (Bit Error Rate) equal to zero, yielding a minimum SNR of 5 dB.

2.2 OFDM with QAM

This one is similar to the previous method in that it uses convolutional codifi-
cation. The number of bits per block is double for a speed of 3.84Mbps.

Each carrier is modulated using QAM and a spectral efficiency of 4 bits/symbol
(with an IFFT of 128 points and 60 carriers). Total transmission speed is 960,000
symbols/s. Transmission speed per carrier is 16,000 symbols/s, for a flow of
64 kbps per carrier. Symbol period is 125μs; 8 kHz is the separation between
carriers for a bandwidth of 0.48MHz. Under this modulation, BER equal to
zero and a SNR minimum of 5 dB were achieved.
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Fig. 4. Transmitter and receiver scheme for OFDM with 16-QAM and signal spectrum

The OFDM transmitter/receiver scheme using 16-QAM as a modulation tech-
nique can be observed in Figure 4 and the signal spectrum of the modulator
output is also shown in this figure.

3 Results

Taking into account the results of the simulations, in order to increase OFDM
spectral efficiency, it is important to use modulation schemes of a higher bits-
symbol ratio, as can be appreciated in Figures 3 and 4. Because of this, when
carriers modulate over 16-QAM, bandwidth decreases to 0.48MHz, half of that
achieved with DQPSK to obtain the OFDM signal (0.96MHz).

According to the results of simulations, the scheme used with 16-QAM presents
greater spectral efficiency than the one with DQPSK, with equal SNR value in
both schemes without producing information loss, which is why the OFDM mod-
ulation scheme is more appropriate than 16-QAM for the design. Besides, since
transmitters and receivers in antenna of cochlear implants are directional and
separated by just a few millimeters, SNR in them should be a great deal higher
than the minimum SNR resulting from the simulation, so as to obtain a reception
without error.

4 Conclusions and Future Work

The aim of our research was fulfilled through the design and simulation of a
telemetry system for a cochlear implant with high spectral efficiency, using
OFDM. The design and simulation of the control system were achieved over
FPGA. We managed to design and simulate an OFDM modulator supporting
transmission speeds in the order of 3.84Mbps within a bandwidth of 0.48MHz,
using 16-QAM and 0.96MHz with DQPSK. It was verified that there is no differ-
ence regarding immunity to noise between OFDM using the DQPSK modulation
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technique and OFDM using the QAM modulation technique. For all these rea-
sons, the OFDM modulation scheme using QAM as a modulation technique was
chosen for our design, since it is more spectral-efficient than DQPSK. With the
use of convolutional codification as a means for error detection and correction,
BER was kept equal to zero for signal relation noise values of up to 5 dB.
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Abstract. A time-dispersive model of the nervous tissue is used to ex-
plain temporal aspects of perception, in relation to the observations and
research made by J. Gonzalo [Dinámica Cerebral. Red Temát. Tec. Com-
put. Natural/Artificial, Univ. Santiago de Compostela, Spain 2010] on
human cases with deficitary nervous excitation due to loss of neural mass.
In these cases, the cerebral system is less excitable, has a lower reaction
time and a slower decay of the cerebral excitation than in a normal case.
The model considers the macroscopic excitation response of the neu-
ral network involved in the cerebral integration, and contains essential
ingredients such as permeability to the excitation of the network and
its reaction time. This model accounts for the observed shortening of the
perceived duration of a stimulus, the perceived reduction of the lapse be-
tween two events, and the lower discrimination between repeated stimuli,
when the network of the cerebral system is deficitary. Temporal summa-
tion is involved in these effects. The deficit of excitation makes the system
more permeable to perception improvement by the presence of other type
of stimulus (cross-modal effect due to multisensory integration), or by
increasing the intensity of the stimulus, i. e., the cerebral excitation, in
which case the subjective contraction of time tends to disappear.

Keywords: time perception, temporal discrimination, nervous excita-
tion, temporal summation, chronaxia, reaction time.

1 Introduction

Since very early it was pointed out that a kinetic stimulus is perceived quicker
under low illumination [1], or if it is perceived in the periphery of the visual
field [2]. This effect could be interpreted as a shortening of the perceived time
for the mobil to perform a given trajectory [1]. Also, for targets of constant
size, temporal resolution between repeated stimuli decreases with eccentricity in
the visual field [3–6]. These examples would illustrate a lowering of the nervous
excitation that results in a decrease in time discrimination or “temporal acuity”.
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This type of phenomenology is extremely pronounced in human cases char-
acterized by Gonzalo [1, 7] as central syndrome cases, suffering from a marked
loss of cerebral excitation due to a unilateral parieto-occipital cortex lesion in
a rather unspecific (or multisensory) zone equidistant from the visual, tactile
and auditory primary areas. They show bilateral and symmetric multisensory
disorders.

A remarkable point is that this syndrome is similar to a normal case but in a
smaller scale with respect to the cerebral excitability. This scale reduction leads
to a desynchronization between different sensory qualities due to the loss of the
different functions in a well-defined order according to their different excitability
demands [1, 7, 8]. This research has been analyzed by different authors [9–20].

Spatial and temporal acuity, as well as movement perception requiring high
spatial and temporal discrimination, are complex functions that would need
high nervous excitation degree (and cerebral integration), and therefore they
are among the first functions lost when the excitability of the neural network
decreases [1, 8].

In cases with central syndrome and under low intensity of the stimulus, the
temporal interval between successive stimuli is perceived as shortened, the flicker
fusion frequency is lower than in normal, and a movement is perceived quicker
than it actually is. This occurs in visual, tactile and auditory systems and is
accompanied by many other disorders such as tilt or inversion perception of the
stimulus, diminution of its size and loss of its shape and color [1, 7, 17, 19].

As the deficit of excitation is greater, the cerebral system becomes more per-
meable to temporal summation and also to cross-modal effects by multisen-
sory integration. In a cross-modal effect, the perception of a stimulus improves
markedly under the presence of another type of stimulus that supplies the exci-
tation deficit, the system becoming more excitable and rapid [1, 7]. A functional
gradients model of the cortex accounts for multisensory interactions as an inher-
ent component of functional brain organization [7, 8]. This is in close relation
and in agreement with other works [21–28].

Here we try to explain by means of a simple model the seemingly paradoxical
fact that a deficitary cerebral system with low excitability and slow response
perceives events as if they were faster than they actually are. For this, we focus
on macroscopic properties of the nervous tissue such as the permeability to the
excitation and the time response. These properties account for the capability of
temporal summation, which is magnified in slow systems: In them, there is a long
delay between the stimulus and the initiation of perception (long latency), and
also a slow decay of the sensation (longer persistence) and, if a second stimulus
arrives before the excitation of the first one has completely fallen down, there is
an effect of summation in the cerebral excitation. The same occurs for a train
of intermittent stimuli, so that it is possible to reach the excitation threshold to
produce a sensorial perception despite a single one could be unable to do it.

In a previous work [16] we proposed a time-dispersive model involving nonlocal
temporal effects to account for experimental intensity-duration data of electrical
stimuli to produce minimum sensation. Here we improve that model to account
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for the shortening of the duration of a stimulus, the shortening of the time inter-
val between two stimuli, and the temporal discrimination between consecutive
stimuli. The model establishes a relation between these temporal aspects and
the macroscopic excitation response of the neural system, and can be applied
to stimuli of different nature, as visual, tactile or auditive. Although a space-
dispersive behaviour can also be considered, we restrict ourselves to temporal
aspects only.

2 Model and Results

We consider a time-dispersive model where the cerebral excitation response at
a time t depends on the stimulus at all previous times. If a stimulus S(t) comes
from the outside and acts on the cerebral system, the cerebral excitation E(t)
at a time t is the superposition of the effects produced at that instant and all
previous instants. In a linear approximation, this can be expressed by

E(t) =

∫ +∞

−∞
χ(τ)S(t − τ)dτ , (1)

where τ is the delay with respect to an instant t of the stimulus. Causality
imposes χ(τ) = 0 for τ < 0. The magnitude χ(τ) is related to the capability of
the system to become excited, and could also be interpreted as the excitation
under a delta pulse stimulus at t = 0, i. e.,

Eδ(t) =

∫ +∞

−∞
χ(τ)δ(t − τ)dτ = χ(t). (2)

A simple model for χ(τ) that accounts for the most relevant aspects of the
excitation response to the stimulus is

χ(τ) = χ0 aτ e
−aτθ(τ) , (3)

where θ(τ) is the Heaviside step function. The excitation E(t) represents a
macroscopic measure of the cerebral network excitation due to a stimulus, and
involves the propagation of many induced nervous impulses. In Eq. (3), the
constant χ0 measures the excitation permeability, and the factor aτ describes
approximately the initial growth of the response. This growth is followed by an
exponential decay of the excitation e−aτ . The parameter a is directly related to
the velocity of the system, i. e., with the chronaxia of the tissue (related to 1/a).
If the chronaxia is high (small a), the system is slow and the excitation increases
and decays slowly. The parameters χ0 and a characterize in this simple model
the neural network for a given sensory function.

In what follows we compare the nervous excitation response of two cases: a
normal human (N), and a deficitary one (M), the latter being a typical case of
central syndrome case [1], characterized by lower values of χ0 and a than in the
normal case. The relative values of χ0 and a used here for N and M have been
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extracted from a previous work [16], where a time-dispersive model was used to
fit the observed threshold intensity-duration data of electrical stimulation of the
retina to obtain minimum sensation [1]. According to these data χ0,M/χ0,N =
0.15 and aM/aN = 0.25. A reasonable assumption is that the cerebral excitation
threshold Eth to obtain minimum sensation is the same for a normal case (N)
and for the deficitary case (M).

In Fig. 1(a), the response to a delta pulse stimulus at t = 0 is shown for cases
N and M. For a particular threshold value Eth to perceive the sensation, it could
happen that the threshold is not reached, as in central syndrome cases that do
not perceive an isolated very short stimulus [1].

Fig. 1. Nervous excitation response E(t) in a normal case N (dashed line) and a defici-
tary case M (solid line) to (a) a delta pulse stimulus and (b) a constant stimulus
S = 100 (arb. units). For N, aN = 80 s−1, χ0,N = 2.72 (arb. units); for M, aM = 20
s−1, χ0,M = 0.41.

For a constant stimulus, starting from t = 0, i. e., S(t) = Sθ(t), Eq. (1) with
Eq. (3) yields

E(t) =
χ0S

a
[1− (1 + at)e−at]θ(t) , (4)

where the excitation saturates at the value (χ0S/a) for large times, as shown for
cases N and M in Fig. 1(b).

On this basis, we analyze the cerebral excitation for different stimuli of in-
terests. In all them, the intensity of the stimulus S and the threshold value Eth

for perception are chosen so that the response of N is well above Eth, while the
response of the deficitary and slow case M is above but close to Eth.

We first consider a single constant stimulus of magnitude S acting during a
time interval Δt = 0.3 s, i. e., S(t) = S[θ(t)− θ(t−Δt)]. From Eqs. (1) and (3),
the neural excitation response is

E(t) =
χ0S

a
[1−(1+at)e−at]θ(t)−χ0S

a
[1−(1+a(t−Δt)e−a(t−Δt)]θ(t−Δt), (5)
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Fig. 2. Nervous excitation response to a constant stimulus starting from t = 0, mag-
nitude S = 100, and duration Δt = 0.3 s, for N (dashed line) and for M (solid line)

Fig. 3. Nervous excitation response E(t) to two consecutive constant stimuli (thin
dotted line) for N case (dashed line) and for case M (solid line)

which is represented in Fig. 2 for N and M. The excitation threshold Eth to
perceive sensation is indicated by a dotted horizontal line. As seen, if the exci-
tation reached is much greater than the excitation threshold Eth, the perceived
duration of the stimulus is very close to the actual duration of the stimulus (the
perceived duration is ΔtN = 0.305 s for case N in the example). In contrast, if
the excitation reached is only slightly above the threshold for perception, as in
case M, the perceived duration ΔtN = 0.22 s is significantly shorter than the
actual duration of the stimulus.

We now consider the nervous excitation to two constant stimuli. The time
interval between the initiation of the two stimuli is 0.15 s, as illustrated by the
thin dotted line in Fig. 3. The excitation E(t) can be similarly evaluated from
Eq. (1) and is represented in Fig. 3 for cases N (dashed curve) and M (solid
curve). A summation effect that impedes a good resolution between the two
pulses can be appreciated. For N, excitation is high enough above the threshold
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so that the perceived interval between the initiation of the two stimuli is quite
similar to its actual value, but for M, this time interval is significantly shortened.
In other words, when the excitation is close to the threshold for perception, the
lapse of time between two events is perceived as shorter.

Finally, we apply the model to a series of identical consecutive stimuli. In
this case, multiple situations can appear depending on the relative values of the
parameters. As a relevant example, we consider the case that the duration of
each pulse stimulus is 0.04 seconds, and the time interval between the initiation
of two consecutive stimuli is 0.06 seconds (thin dotted lines in Fig. 4). This
case evidences the effects of temporal summation in the excitation for N and
M (dashed and solid curves). For N, summation causes the excitation to be
permanently above the threshold Eth for perception, i. e., the intervals without
stimulation are not perceived. The result is a flickering with rather pronounced
oscillations. For M, summation causes the excitation to exceed the threshold
only after the third pulse, and the excitation becomes almost continuous without
oscillations, i.e., the flicker fusion frequency is already attained for this case.

Fig. 4. Nervous excitation response to a train of identical intermittent stimulus (thin
dotted line) for normal N case (dashed line) and deficitary M case (solid line)

3 Conclusion

Using a simple time-dispersive model, we have compared the different nervous
excitation response to different type of temporal stimuli for a normal case and
a deficitary case, the latter characterized by a lower excitability and slower re-
action velocity than the normal one due to a lost of active neural mass. Stimuli
can be visual, tactile or auditive. Data for these two cases have been taken from
a previous works [1, 16]. The model considers the macroscopic excitation re-
sponse of the neural network involved in the cerebral integration, contains basic
ingredients such as permeability to excitation as well as its reaction time, and
accounts for the main features of perception in relation to time discrimination
or duration of events. In agreement with the observations [1, 7], the model de-
scribes the shortening of the perceived duration of a stimulus, the perceived
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reduction of the time interval between two events, and the lower discrimination
between successive stimuli, when the network of the cerebral system is deficitary
in excitability and has slower temporal response than in a normal case.

This simple analysis admits obvious improvements as the introduction of non-
linear effects that could explain the dependence of the subjective contraction of
time with the intensity of the stimulus [1, 7, 29]. This is the subject of future
work.
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11. Delgado, A.E.: Modelos Neurocibernéticos de Dinámica Cerebral. Ph.D.Thesis.

E.T.S. de Ingenieros de Telecomunicación. Univ. Politécnica, Madrid (1978)
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J., Álvarez, J.R. (eds.) IWINAC 2007. LNCS, vol. 4527, pp. 96–102. Springer,
Heidelberg (2007)

19. Gonzalo-Fonrodona, I.: Functional gradients through the cortex, multisensory in-
tegration and scaling laws in brain dynamics. Neurocomputing 72, 831–838 (2009)

20. Gonzalo-Fonrodona, I., Porras, M.A.: Scaling effects in crossmodal improve-
ment of visual perception by motor system stimulus. Neurocomputing (2012),
doi:10.1016/j.neucom.2012.06.047

21. Pascual-Leone, A., Hamilton, R.: The metamodal organization of the brain. In:
Casanova, C., Ptito, M. (eds.) Progress in Brain Research, vol. 134, pp. 1–19.
Elsevier, Amsterdam (2001)

22. Pascual-Leone, A., Amedi, A., Fregni, F., Merabet, L.: The plastic human brain
cortex. Ann. Rev. Neurosci. 28, 377–401 (2005)

23. Ghazanfar, A.A., Schroeder, C.E.: Is neocortex essentially multisensory? Trends.
Cogn. Sci. 10, 278–285 (2006)

24. Laurienti, P.J., Burdette, J.H., Maldjian, J.A., Wallace, M.T.: Enhanced multisen-
sory integration in older adults. Neurobiol. Aging 27, 1155–1163 (2006)

25. Martuzzi, R., Murray, M.M., Michel, C.M., Thiran, J.P., Maeder, P.P., Clarke, S.,
Meuli, R.A.: Multisensory interactions within human primary cortices revealed by
BOLD dynamics. Cereb. Cortex 17, 1672–1679 (2007)

26. Stein, B.E., Stanford, T.R., Ramachandran, R., Perrault Jr., T.J., Rowland, B.A.:
Challenges in quantifying multisensory integration: alternative criteria, models,
and inverse effectiveness. Exp. Brain Res. 198, 113–126 (2009)

27. Hertz, U., Amedi, A.: Disentangling unisensory and multisensory components in
audiovisual integration using a novel multifrequency fMRI spectral analysis. Neu-
roImage 52, 617–632 (2010)

28. Shams, L., Kim, R.: Crossmodal influences on visual perception. Phys. Life. Rev. 7,
269–284 (2010)

29. Lakhani, B., Vette, A.H., Mansfield, A., et al.: Electrophysiological Correlates of
Changes in Reaction Time Based on Stimulus Intensity. PLoS ONE 7(5), e36407
(2012), doi:10.1371/journal.pone.0036407



Hybrid Tabu Search for Fuzzy Job Shop
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Abstract. We consider the fuzzy job shop scheduling problem, which is
a variant of the well-known job shop problem, with uncertainty in task
durations that we model using fuzzy numbers. We propose a tabu search
algorithm for minimising the expected makespan based on reversing arcs
within critical blocks. We test the algorithm and then combine it with
a genetic algorithm from the literature so we can observe the synergy
effect, obtaining better results with the hybrid algorithm than with its
components by separate. Finally we compare our hybrid algorithm with
a memetic algorithm from the literature and show that even in similar
times, our method is better in terms of expected makespan.

1 Introduction

Scheduling problems have formed an important body of research during the last
decades as they are present in multiple applications in industry, finance and
science [15]. Part of that research is focused on dealing with the uncertainty
and vagueness pervading real-world situations [9]. Among the different ways of
representing the uncertainty, fuzzy sets have emerged as a very interesting tool
and have been extensively used in different manners, ranging from representing
incomplete or vague states of information to using fuzzy priority rules with
linguistic qualifiers or preference modelling [4],[18].

In deterministic scheduling the complexity of problems such as shop prob-
lems means that practical approaches to solving them usually involve heuristic
strategies: simulated annealing, genetic algorithms, local search, etc. [2]. Some
attempts have been made to extend these heuristic methods to the case where
uncertain durations are modelled via fuzzy intervals, among others: a genetic
algorithm is hybridised with a local search procedure in [10] for the flow shop
problem, and in [13] a particle swarm is proposed to solve the open shop prob-
lem. For the job shop with different optimisation criteria, we find a neural
approach [19], genetic algorithms [17],[14], simulated annealing [5], genetic algo-
rithms hybridised with local search [6] or particle swarm optimisation [12].
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In this paper, we intend to advance in the study of local search methods to
solve the fuzzy job shop problem with expected makespan minimisation, denoted
J |fuzz pi|E[Cmax] according to the three field notation. We shall propose a new
local search algorithm and see how it can be combined with a genetic algorithm
to improve the quality of the best solutions found so far.

2 The Fuzzy Job Shop Scheduling Problem

The job shop scheduling problem, also denoted JSP, consists in scheduling a set
of jobs {J1, . . . , Jn} on a set of physical resources or machines {M1, . . . ,Mm},
subject to a set of constraints. There are precedence constraints, so each job Ji,
i = 1, . . . , n, consists ofm tasks {θi1, . . . , θim} to be sequentially scheduled. Also,
there are capacity constraints, whereby each task θij requires the uninterrupted
and exclusive use of one of the machines for its whole processing time. A feasible
schedule is an allocation of starting times for each task such that all constraints
hold. The objective is to find a schedule which is optimal according to some
criterion, most commonly that the makespan is minimal.

2.1 Uncertain Durations

In real-life applications, it is often the case that the exact time it takes to process
a task is not known in advance, and only some uncertain knowledge is available.
Such knowledge can be modelled using a triangular fuzzy number or TFN, given
by an interval [n1, n3] of possible values and a modal value n2 in it. For a TFN N ,
denotedN = (n1, n2, n3), the membership function takes the following triangular
shape:

μN (x) =

⎧⎪⎨⎪⎩
x−n1

n2−n1 : n1 ≤ x ≤ n2

x−n3

n2−n3 : n2 < x ≤ n3

0 : x < n1 or n3 < x

(1)

In the job shop, we essentially need two operations on fuzzy numbers, the
sum and the maximum. These are obtained by extending the corresponding
operations on real numbers using the Extension Principle. However, comput-
ing the resulting expression is cumbersome, if not intractable. For the sake
of simplicity and tractability of numerical calculations, we follow [5] and ap-
proximate the results of these operations, evaluating the operation only on the
three defining points of each TFN. It turns out that for any pair of TFNs M
and N , the approximated sum M + N ≈ (m1 + n1,m2 + n2,m3 + n3) coin-
cides with the actual sum of TFNs; this may not be the case for the max-
imum max(M,N) ≈ (max(m1, n1),max(m2, n2),max(m3, n3)), although they
have identical support and modal value.

The membership function of a fuzzy number can be interpreted as a possibility
distribution on the real numbers. This allows to define its expected value [11],
given for a TFN N by E[N ] = 1

4 (n
1 + 2n2 + n3). It coincides with the neutral
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scalar substitute of a fuzzy interval and the centre of gravity of its mean value [4].
It induces a total ordering ≤E in the set of fuzzy numbers [5], where for any two
fuzzy numbers M,N M ≤E N if and only if E[M ] ≤ E[N ].

2.2 Fuzzy Job Shop Scheduling

A job shop problem instance may be represented by a directed graph G =
(V,A ∪D). V contains one node x = m(i − 1) + j per task θij , 1 ≤ i ≤ n, 1 ≤
j ≤ m, plus two additional nodes 0 (or start) and nm+1 (or end), representing
dummy tasks with null processing times. Arcs in A, called conjunctive arcs,
represent precedence constraints (including arcs from node start to the first
task of each job and arcs form the last task of each job to node end). Arcs in
D, called disjunctive arcs, represent capacity constraints; D = ∪m

j=1Dj, where
Dj corresponds to machine Mj and includes two arcs (x, y) and (y, x) for each
pair x, y of tasks requiring that machine. Each arc (x, y) is weighted with the
processing time px of the task at the source node (a TFN in our case). A feasible
task processing order σ is represented by a solution graph, an acyclic subgraph of
G, G(σ) = (V,A ∪R(σ)), where R(σ) = ∪m

j=1Rj(σ), Rj(σ) being a hamiltonian
selection of Dj. Using forward propagation in G(σ), it is possible to obtain the
starting and completion times for all tasks and, therefore, the schedule and the
makespan Cmax(σ).

The schedule will be fuzzy in the sense that the starting and completion times
of all tasks and the makespan are TFNs, interpreted as possibility distributions
on the values that the times may take. However, the task processing ordering σ
that determines the schedule is crisp; there is no uncertainty regarding the order
in which tasks are to be processed.

Given that the makespan is a TFN and neither the maximum nor its approx-
imation define a total ordering in the set of TFNs, it is necessary to reformulate
what is understood by “minimising the makespan”. In a similar approach to
stochastic scheduling, it is possible to use the concept of expected value for a
fuzzy quantity and the total ordering it provides, so the objective is to minimise
the expected makespan E[Cmax(σ)], a crisp objective function.

Another concept that needs some reformulation in the fuzzy case is that of
criticality, an issue far from being trivial. In [5], an arc (x, y) in the solution graph
is taken to be critical if and only if the completion time of x and the starting
time of y coincide in any of their components. In [8], it is argued that this
definition yields some counterintuitive examples and a more restrictive notion is
proposed. From the solution graph G(σ), three parallel solution graphs Gi(σ),
i = 1, 2, 3, are derived with identical structure to G(σ), but where the cost of arc
(x, y) ∈ A∪R(σ) in Gi(σ) is pix, the i-th component of px. Each parallel solution
graph Gi(σ) is a disjunctive graph with crisp arc weights, so in each of them
a critical path is the longest path from node start to node end. For the fuzzy
solution graph G(σ), a path will be considered to be critical if and only if it is
critical in some Gi(σ). Nodes and arcs in a critical path are termed critical and
a critical path is naturally decomposed into critical blocks, these being maximal
subsequences of tasks requiring the same machine.
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Generate an initial solution S
S∗ ← S
tabuList ← ∅
while ¬StoppingCriterion do

Ω ← Neighbourhood(S)
Ω ← Ω − {ωi ∈ Ω | ωi ∈ tabuList ∧ ¬aspiration(ωi)}
S = ChooseNeighbour(Ω)
if Cmax(S) <E Cmax(S∗) then

S∗ ← S
Update tabuList

return S∗;

Alg. 1. General schema for tabu search

In order to simplify expressions, we define the following notation for a feasible
schedule. For a solution graph G(σ) and a task x, let Pνx and Sνx denote the
predecessor and successor nodes of x on the machine sequence (in R(σ)) and
let PJx and SJx denote the predecessor and successor nodes of x on the job
sequence (in A). The head of task x is the starting time of x, a TFN given
by rx = max{rPJx + pPJx , rPνx + pPνx}, and the tail of task x is the time lag
between the moment when x is finished until the completion time of all tasks, a
TFN given by qx = max{qSJx + pSJx , qSνx + pSνx}.

3 Tabu Search for FJSP

Roughly speaking, a typical local search schema starts from a given solution,
calculates its neighbourhood and then chooses a promising neighbour, which is
usually the neighbour with the best value for the objective function. The chosen
neighbour replaces the current solution and the process repeats until a stopping
criterion is met. The algorithm finally returns the best solution found so far
which in our case means that one with the smallest E[Cmax]. In case we have
two solutions A and B with the same E[Cmax] we use a ranking from [1] which
chooses the solution with the minor modal value and, if the tie persists, then
chooses the solution with the minimum support width.

The simplest local search schema is Hill Climbing, which moves from a solu-
tion to a neighbour only if the latter provides an improvement. This approach is
fast but it gets easily stuck in local optima. To prevent this, tabu search allows a
solution S to move to a non-improving neighbour. This usually makes the algo-
rithm find better solutions at the cost of more evaluations, and in consequence,
longer runtime. In our tabu search, starting from an initial solution S, the algo-
rithm moves towards the neighbour with the best E[Cmax] value. However, in
the case that all neighbours of S are worse than it, we may choose a neighbour
S′ and find at the next step that the best neighbour of S′ is S again so we
get trapped in a loop. To avoid this, tabu search uses a tabu list that stores
forbidden solutions or forbidden movements, which are called tabu. In addition
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to a tabu status, a so-called aspiration criterion is associated with each move,
so if a movement satisfies the associated aspiration criterion, it is considered an
admissible move even if it is in the tabu list. Algorithm 1 shows the general
schema for the tabu search.

3.1 Neighbourhood

During the last years, many neighbourhoods have been used for solving the
job shop problem with deterministic task durations. In particular, in [20], a
neighbourhood structure is introduced based on reversing all the critical arcs in
the disjunctive graph G(σ). This is extended to the fuzzy framework in [5], where
an arc (x, y) is taken to be critical in G(σ) if exists i = 1, 2, 3 such that rix+pix =
qiy. A second extension to the fuzzy case was proposed in [8], using the definition
of criticality based on parallel solution graphs instead. As a consequence of the
criticality definitions, the new neighbourhood is a proper subset of the previous
one while still containing all the improving solutions. Additionally, all neighbours
in this structure are feasible and the connectivity property holds: starting from
any solution, it is possible to reach a given global optimum in a finite number
of steps using this structure. In [6] a new neighbourhood is proposed, based
on reversing only those critical arcs at the extreme of critical blocks of a single
path. Although the connectivity property does not hold any more, it contains
only feasible solutions and it proves to be a very efficient structure.

More recently, in [16] the authors propose a new neighbourhood for the fuzzy
job shop inspired in the work from [3] for the deterministic problem based on
also reversing adjacent arcs to (x, y) (machine predecessor Pνx and successor
Sνy) as explained in Definition 1.

Definition 1. Let σ be a task processing order and let v = (x, y) be an arc at the
extreme of a critical block in the associated graph G(σ). Then, the neighbourhood
structure NR

3 (σ) is obtained as follows: if (x, y) is the only arc in the critical
block, then (x, y) is reversed; if Pνx is also critical (and Sνy is not), then we
consider all possible permutations of (Pνx, x, y) where (x, y) is reversed; else, if
Sνy is critical, then we consider all possible permutations of (x, y, Sνy) where
(x, y) is reversed.

In the proposed tabu search, only the best neighbour is of interest. Thus, a
makespan lower bound may help find the best neighbour in less time discarding
those which are far from being the best of the neighbourhood. Therefore we
use the method proposed in [16] which calculates a lower bound for the fuzzy
makespan of a NR

3 neighbour as the longest path that would pass throw the af-
fected nodes if we performed the move. This method also allows to easily discard
moves that yield to non-feasible solutions (notice that the neighbourhood itself
could generate non-feasible solutions). Details on how neighbours are chosen
using lower bounds are given in Algorithm 2.
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Method ChooseNeighbour(Ω)
ω∗ ← emptySolution
Compute the lower bound estim(ωi) for each neighbour ωi ∈ Ω
while Ω 	= ∅ do

ωc ← argminωi∈Ω{estim(ωi)}
Ω ← Ω − {ωc}
Evaluate ωc updating heads and tails [6]
if ω∗ is empty or Cmax(ωc) <E Cmax(ω

∗) then
ω∗ ← ωc

Ω ← Ω − {ωi | estim(ωi) > E[Cmax(ω
∗)]}

return ω∗;

Alg. 2. Neighbour choice

3.2 The Tabu List

In its conception, a tabu list is a set of forbidden solutions so the local search does
not explore them any more. However, storing complete solutions and testing if
a neighbour belongs to the list is too inefficient in terms of computational time.
Usually, a tabu list stores the opposite of any move applied during the search to
transform a solution into a new one, e.g. the case that we reverse the arc (x, y),
we forbid the reversal of arc (y, x) by including it in the tabu list. This simple
case cannot be trivially extended to the neighbourhood used herein, where a
critical arc (x, y) can generate up to 5 different neighbours.

If we move to a neighbour generated from the critical arc (x, y), we propose
to store the relative order before the change of the involved tasks and forbid
any movement that yields to a solution with that relative order. For example,
if we are in the state (Pνx, x, y) and decide to move to (y, Pνx, x), we store the
first tuple and forbid any movement that generates any solution in which these
3 tasks are sorted as (Pνx, x, y). We also introduce a parameter tabuSize that
determines the maximum size of the list. The behaviour of the list is FIFO, that
is, if we need to introduce a new forbidden order in the list and the tabuSize
has been reached, we remove the oldest one.

A tabu move is allowed provided that it fulfills an aspiration criterion, in
our case, that its expected makespan improves the best solution found so far,
provided that there is no non-tabu neighbour with same or better quality.

3.3 Stopping Criterion

Unlike other methods like hill climbing, tabu search algorithms do not have a
well-established stopping criterion. In the algorithm we propose, the tabu search
runs for a number of iterations and finishes if the most recent improvement of
the best solution has not occurred in the last maxIter iterations.
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4 Experimental Results

The purpose of this section is to provide an experimental evaluation of the
proposed algorithm in combination with a genetic algorithm. To this end, as in [6]
we shall use a set of instances generated by fuzzifying 12 benchmark problems for
job shop: the well-known FT10 (size 10×10) and FT20 (20×5), and La21, La24,
La25 (15× 10), La27, La29 (20× 10), La38, La40 (15× 15), and ABZ7, ABZ8,
ABZ9 (20× 15), a set of 10 problems considered to be hard to solve for classical
job shop. We use a fuzzy instance of each benchmark, generated following [5], so
task durations become symmetric TFNs where the modal value is the original
duration, thus ensuring that the optimal solution to the crisp problem provides
a lower bound (LB) for the fuzzified version. This allows to measure the quality
of solutions as a relative error (RE) with respect to that lower bound.

RE =
| E[Cmax]− LB |

LB
(2)

All the experiments reported in this section, correspond to a C++ implementa-
tion running on a PC with Xeon processor at 2,2Ghz and 24 Gb RAM running
Linux (SL 6.0.1).

Local search algorithms are very sensitive to the starting solution. It is a com-
mon practice to run the algorithm several times using different starting solutions
(multi-start LS) that could be generated randomly or using a heuristic to obtain
good starting points. Here, the multi-start feature is achieved by combining the
tabu search (TS) with a genetic algorithm (GA); the resulting method is denoted
HTS. This kind of hybridisation generally improves the quality of those meth-
ods run independently as the GA keeps the quality of the solutions and the di-
versity, while the TS provides a deeper exploitation of the solutions. We apply
the TS to every individual in the population right after its evaluation, resulting
in a so-called memetic algorithm. In the GA, individuals are permutations with
repetitions which are evaluated using a fuzzyfied G&T algorithm. To obtain the
best possible performance, a parametric analysis (not reported here due to lack
of space) was conducted. The resulting parameter values were: Population=100,
JOX crossover with probability 0.9, selection with random pairs (all the individu-
als are paired), 4:2 tournament between parents and their offspring for the replace-
ment, tabu list size = 8 and maxIter = 10 as stopping criterion for the search.

To estimate the number of generations needed by HTS to converge we run
it 10 times on the fuzzy benchmark and record average objective values for the
best individual in the population in each run and the average population quality.
We conclude the algorithm needs 100 generations to converge. The parameter
maxIter for the TS has a special relevance for the algorithm behaviour as it
defines the length of the TS and as a consequence the level of exploration around
the initial solution. Figure 1 illustrates the algorithm’s behaviour with varying
values of maxIter. We can appreciate that the algorithm is scalable as it can
reduce the relative error when given more time. Of course the longer the runtime
is, the lower the error reduction is. However, choosing a value for the parameter
is not easy, since it depends strongly on the available runtime. Being aware of the
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sensitivity of this parameter, for this work we set it to 10 so we can compare HTS
with other another method from the literature [16] in equal runtime conditions.

We run HTS on the benchmark 30 times and store the best and average
solution values as well as average runtime across the 30 runs. In order to asses
whether the combination of the TS with a GA adds any value to the TS alone,
we have implemented a GRASP algorithm which generates random solutions
using the same evaluation function as the GA and then applies the TS to them.
For the sake of comparison, it generates 10.000 different starting solutions (HTS
evaluates 100 populations of size 100). In addition, to assess the synergy effect we
also run the GA with no local search, letting it evolve with the same population
size (100) for the same time HTS takes to finish. Figure 2 shows there is a clear
synergy effect; in terms of RE, the improvement of HTS with respect to the GA
is 81,0% in average, being the minimum improvement 59,1% for ABZ8 and the
maximum 96,3% for FT20. Despite the GRASP being better in RE than the
GA, HTS outperforms it in 74,8%, with the improvement ranging from 52,5%
(ABZ8) to 93,5% (FT20). In addition, it is remarkable that the runtime for the
GRASP is more than 3 times (370%) longer than the runtime for the GA or
HTS. This demonstrates the great relevance of the starting solutions for the TS.

Finally, we compare our algorithm with MA from the literature [16] denoted
MA − 3 therein, which combines a GA analogous to the one used here with
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Table 1. Comparison with an MA from the literature

Method Problem
RE Time

Problem
RE Time

Best Avg (sec.) Best Avg (sec.)

MA-3 FT10 0.30 1.06 2.8 LA29 1.45 3.53 8.4
HTS (930) 0.30 0.56 4.2 (1130) 1.61 2.54 9.5

MA-3 FT20 0.04 0.84 3.8 LA38 0.61 2.53 9.0
HTS (1165) 0.04 0.16 4.6 (1196) 0.61 1.47 10.1

MA-3 LA21 0.50 1.17 5.3 LA40 0.63 1.47 9.5
HTS (1046) 0.33 0.82 6.0 (1222) 0.43 0.96 9.9

MA-3 LA24 0.61 1.21 5.0 ABZ7 2.21 4.00 15.9
HTS (935) 0.56 1.02 5.9 (656) 2.06 3.06 16.7

MA-3 LA25 0.15 0.80 5.0 ABZ8 5.85 7.73 16.9
HTS (977) 0.15 0.51 6.0 (645) 5.27 6.53 16.3

MA-3 LA27 0.30 2.01 9.0 ABZ9 4.88 7.36 17.2
HTS (1236) 0.36 1.35 9.4 (661) 4.69 5.95 17.2

hill-climbing. Table 1 shows the best and average RE values obtained with both
algorithms. We see that HTS is better than MA-3 in average for all the instances,
having an average improvement of 33,9%. The highest improvement is in problem
FT20 (81,2%) and the smallest is in problem LA24 (15,5%). If we perform an
analysis per family, the best results are obtained on the FT problems, and the
lesser improvement is for ABZ problems. We can also appreciate that the new
algorithm takes less than an additional second in average in comparison with
MA-3 in terms of computational time.

5 Conclusions

We have tackled a variant of the job shop scheduling problem where uncertainty
in durations is modelled using triangular fuzzy numbers and where the objective
is to minimise the expected makespan. We have proposed a TS algorithm and
combined it with a GA in order to have better initial solutions and keep diversity.
The experimental results have shown that this combination outperforms both
the behaviour of the TS and the GA when they are run independently. Finally we
have compared the new memetic algorithm HTS with a MA from the literature
and obtained better results for all tested instances using similar computational
times. Based in the promising results, in the future we intend to improve on the
TS, starting by adapting the most competitive search algorithms for the problem
with deterministic durations to the problem with uncertainty. We also intend to
create additional harder benchmarks for the fuzzy job shop which provide greater
room for improvement for future metaheuristics.
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16051.



Hybrid Tabu Search for Fuzzy Job Shop 385

References

1. Bortolan, G., Degani, R.: A review of some methods for ranking fuzzy subsets.
In: Dubois, D., Prade, H., Yager, R. (eds.) Readings in Fuzzy Sets for Intelligence
Systems, pp. 149–158. Morgan Kaufmann, Amsterdam (1993)

2. Brucker, P., Knust, S.: Complex Scheduling. Springer (2006)
3. Dell’ Amico, M., Trubian, M.: Applying tabu search to the job-shop scheduling

problem. Annals of Operational Research 41, 231–252 (1993)
4. Dubois, D., Fargier, H., Fortemps, P.: Fuzzy scheduling: Modelling flexible con-

straints vs. coping with incomplete knowledge. European Journal of Operational
Research 147, 231–252 (2003)

5. Fortemps, P.: Jobshop scheduling with imprecise durations: a fuzzy approach. IEEE
Transactions of Fuzzy Systems 7, 557–569 (1997)
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Universidad Politéctnica de Cartagena. Cartagena, Spain

antonio.gonzalez7@carm.es,

{mc.bastida,jorge.larrey,juan.morales}@upct.es

Abstract. Portal imaging is used in radiotherapy to asses the correct
positioning of the patient before applying the treatment. Given the high
energy particles used in portal image formation, portal image is intrin-
sically bound by low contrast and poor spatial resolution. The relevance
of portal imaging in radiotherapy treatments and its common use justify
efforts to improve its inherent low quality.

The knowledge of the statistical properties of both image and noise is
essential in order to develop suitable processing algorithms to clean the
image. The aim of this paper is to show how the statistical characteristics
of the portal images and noise images generated in one of the portal
imaging systems most widely deployed, can be exploited to improve the
quality of noisy portal images through efficient denoising methods.

An ensemble of portal images is used to investigate their statistical
characteristics. In the case of noise, a process of averaging and subtrac-
tion of the mean is used to extract noise images.

The distribution found for the noise is clearly Gaussian, in both the
spatial and the wavelet domain. The curves for the noise show a parabolic
shape in the semi-log graphs across the different scales, which translates
into Gaussian character in the transformed domain. On the other hand,
the probability density functions (pdf’s) for portal images show large
tails.

Wavelet thresholding takes advantage of the different statistical fea-
tures found for noise and signal. In the present work wavelet thresholding
is compared to Wiener filtering, and the assesment of the denoised image
is carried out by means of the peak signal to noise ratio PSNR and the
structural similarity index SSMI.

Thresholding the wavelet coefficients of the noisy image gives better
denoising results for both figures of merit (PSNR and SSIM) than the
Wiener filter in all the analysed cases. Furthermore, the differences be-
tween the methods increase as the noise increases. abstract environment.

Keywords: portal image, image statistics, wavelet processing,
denoising.
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1 Introduction

Portal imaging plays a crucial role in radiotherapy. In external radiotherapy a
simulation is carried out prior to treatment. During simulation the geometry
of the patient is explored to determine a convenient treatment strategy. Dur-
ing treatment the geometric conditions used for the treatment simulation must
be reproduced. One of the most widespread methods to guarantee this consis-
tency is to compare images acquired under the treatment beam (portal images)
with synthetical images generated during the simulation phase (digitally recon-
structed radiography or DRR). By matching both images, the agreement to the
geometric scenario in the treatment simulation (planning stage) is determined.

Portal images have a feature that makes them unique among other verification
methods: the treatment beam itself forms the image, so that the agreement
between the patient positioning system and the treatment beam is inherent.

However, the portal image quality is intrinsically bound by the low contrast
and low spatial resolution inherent to high energy radiation sources (photons
with energies within the range of MeV). The limiting factor in the portal images
contrast is the dominant type of the radiation-matter interactions at the energy
levels used in radiotherapy. X-ray attenuation is dominated by the Compton
effect, and the probability of Compton interactions is highly dependent on the
electron density of the material, unlike what happens with the photoelectric ef-
fect, which shows a strong dependence on atomic number. Given that anatomic
structures generally show small variations in the electron density, the obtained
contrast for the energy levels of therapy is much lower than for the energy levels
of diagnostic [1]. The radiation used in radiotherapy has a great ability to pene-
trate matter. This fact reduces the probability of interaction with the detector,
resulting in a poor detection efficiency [2]. On the other hand, the secondary par-
ticles created in the detector have a high energy, resulting in a certain range of
movement of these particles within the detector, thus leading to an impoverish-
ment of the spatial resolution. Spatial resolution is also affected by the relatively
large size of the focal spot of the beam. The relevance of portal imaging in ra-
diotherapy treatments and its common use justify efforts to improve its inherent
low quality.

The knowledge of the statistical properties of both image and noise is essential
in order to develop suitable processing algorithms to clean the image. Statistical
properties may reveal key differences between images and noise in denoising
methods, or may guide the design of a priori distributions in Bayesian methods.
Since the beginning of the wavelet transform, it has been noticed that wavelet
thresholding is of considerable interest in order to remove noise from signals and
images. The outcome of this thresholding depends on the existing differences
between the marginal distributions of the wavelet coefficients corresponding to
signal and noise [3]. Alternative denoising methods which consider joint statistics
of the subband coefficients have shown a better performance than those based
on the marginal statistics of the wavelet coefficients [4,5].
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There are many cases where the denoising methods take advantage of
the underlying statistical characteristics of medical images. In the case of
radiographic images, denoising methods using hidden Markov trees exploit the
statistical properties of these images in the wavelet domain [6].

The aim of this paper is to show how the statistical characteristics of the
portal images, and the noise generated in one of the portal imaging systems
most widely deployed, can be exploited to improve the quality of noisy portal
images through efficient denoising methods.

2 Materials and Methods

2.1 Materials

The portal imaging system used in this study is the Portal Vision aS500 from
Varian Medical Systems. The aS500 is an amorphous Silicon flat panel detector
with an array of 384x512 transistors. The pixel size is 0.784mm x 0.784mm
and the system contains a metal plate and a phosphor screen to convert the
X-ray photons into photons in the visible spectrum. The transistors of the array
transform these photons into an electrical signal. The radiation beams used have
a nominal energy of 6MV and are produced by a linear accelerator Clinac 2100
DHX (Varian Medical Systems).

2.2 Image and Noise Statistical Distributions

The present work studies the pobability density functions (pdf’s) in the wavelet
domain of both image and noise. The distribution of noise in the image domain
is also revised. The pdf’s are estimated by normalizing the computed histograms.
With regard to themathematical representationof noise, a classical additivemodel
is considered, that is, an image is given by the addition of a signal plus noise.

The analysis of the statistical distributions of image and noise is motivated by
the search of characteristics of the signal (anatomical information) in the image
that do not appear in the noise. The description of these characteristics is the
basis on which many image processing and noise reduction are based.

In order to determine the pdf’s for the portal image, a total of 163 of these
images, from different anatomical locations, were used. Figure 1 shows a sample
of these images. A process of averaging and subtraction of the mean is used to
achieve noise images. To study the power spectrum and the pdf of noise, a series
of uniform images were employed (see Figure 2a). These images are obtained by
irradiating a 30cm×30cm×15cmmethacrylate phantom with a uniform beam.
The average of 16 of these uniform images is subtracted from each of them to
compute 16 noise images (Figure 2b).

2.3 Wavelet Analysis

In order to estimate the pdf’s of wavelet coefficients, the normalized histograms
of such coefficients have to be previously computed. The decimated Haar trans-
form to carry out the wavelet transformation.With this transformation we ensure
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(a) (b)

(c) (d)

Fig. 1. A Sample of the images used to investigate the statistical properties of the
portal imaging. Above: images of the head (left) and chest (right). Below: images of
the pelvis in anterior-posterior projection (left) and lateral (right).
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Fig. 2. Uniform image and noise image

the conservation of energy in the transform domain, which is necessary for the
comparison of image and noise histograms.

2.4 Denoising Methods and Assesment

Wavelet thresholding takes advantage of the different statistical features for noise
and signal. In the present work wavelet thresholding is compared to Wiener
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filtering. The portal image in figure 3a (image x) is used to carry out this com-
parison. The procedure follows three steps: 1) Addition of white Gaussian noise
n to x to obtain a noisy image y = x+ n (see figure 3b). 2) Denoising by means
of one of the methods to obtain the estimation x̂. 3) Evaluation of the denoised
image.

Noises of different amplitudes are used in step 1 ranging from 25 dB to 35 dB
of peak signal to noise ratio (PSNR). PSNR is defined as

PSNR = 10 log10
Range2/N

MSE
(1)

where Range is the difference between the maximum and the minimum in the
image and MSE is the mean square error

MSE =
1

N
||n||2 (2)

On the other hand, the evaluation of the denoised image is carried out by means
of the PSNR again (in this caseMSE = 1

N ||x−x̂||2) and the structural similarity
index SSMI

SSIM(x, x̂) =
(2μxμx̂ + C1)(2σxx̂ + C2)

(μ2
x + μ2

x̂ + C1)(σ2
x + σ2

x̂ + C2)
(3)

where μx is the pixel mean value of image x representing luminance, σx is the
standard deviation of x representing contrast, and σxx̂ is the correlation coef-
ficient between x and x̂ that measures the structural similarity between both
images. Constants C1 y C2 are small positive values to avoid denominator sin-
gularities.

(a) Pelvis AP (b) Pelvis AP plus noise

Fig. 3. A portal image of the pelvis before and after adding white Gaussian noise of
25 dB PSNR
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The Wiener filter is an adaptive filter that estimates the local statistics of
the image. In an neighbourhood of 3x3 pixels the mean pixel value μ and the
variance σ2 are calculated, the noise variance ν2 is also estimated as the mean
of the local variances. The pixel value is then calculated as

x̂(i, j) = μ+
σ2 − ν2

σ2
(x(i, j)− μ) . (4)

Wavelet thresholding operates on the coefficients of the noisy image so that those
coefficients with an amplitude under a given threshold are converted to zero.
After that the resulting wavelet subbands are back-converted to the estimated
(denoised) image. The technique was first implemented in 1991 [7], and was
developed further by Donoho and Johnstone [8,9,10]. Donoho and Johnstone
showed that denoising schemes by means of wavelet thresholding provide results
close to optimal solution under the minimax criterion.

Thresholding is carried out by two different ways, hard (equation 5) and soft
(equation 6) thresholding. The hard thresholding function is not continuous, re-
sulting in an increase in the variance of the estimated coefficients which leads
to artefacts in the estimated image. On the other hand, soft thresholding biases
the transformed coefficients, over-smoothing the estimated image.

θh(w) =

{
0 if |w| ≤ T,
w if |w| > T

(5)

θs(w) =

{
0 if |w| ≤ T,
sign(w) (|w| − T ) if |w| > T

(6)

A key element in thresholding is the value used as threshold. When noise is
additive, Gaussian and white and a decimated orthonormal transformation is
used Donoho and Johnstone proposed [3] the universal threshold

Tu = σ̂n

√
2 log(N) (7)

where σ̂n is the estimation of the noise standard deviation and N is the number of
the coefficients in a detail subband. This threshold is optimal under the minimax
criterion but, in order to minimize the mean square error the Stein’s unbiased
risk estimator (SURE) threshold obtains better results. The SURE is an efficient
risk or MSE estimator for the estimated image when the noise is additive and
Gaussian [11]. Therefore, the minimization or SURE optimizes the PSNR.

The wavelet function used to transform the image is another decisive factor.
The smoothness, symmetry, number of vanishing moments and support of the
wavelet influence the efficiency of the processing and the visual quality of the
estimated image. For this reason Symmlets (sym) are widely used wavelet func-
tions in image processing. They have a minimal support for a given number of
vanishing moments, and they are quasi symmetric and smooth. In this work
the sym8, with eight vanishing moments, are the wavelets used in a decimated
wavelet thansform. Also, soft thresholding and SURE threshold are used to carry
out the thresholding procedure.
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Fig. 4. Wavelet coefficients marginal pdf’s for noise (dashed) and image (solid lines).
The first three scales of orientations horizontal (h1-h3), vertical (v1-v3) and diagonal
(d1-d3) are shown.

3 Results and Discussion

The comparison between the marginal pdf’s of noise and image, in the wavelet
domain, is shown in figure 4. This figure represents, on a logarithmic scale, the
curves for the experimental pdf’s of portal (solid) and noise (dashed line) images.
The coefficients in the first three scales for diagonal (d1-d3), vertical (v1-v3)
and horizontal (h1-h3) orientations are represented. A decrease in the relative
importance of noise with increasing scale can be observed. The amplitude of the
noise distribution reduces with respect to the amplitude of the image distribution
as the scale grows. The curves for the noise show a parabolic shape across the
different scales, which translates into a Gaussian character in the transformed
domain. On the other hand, the pdf’s for portal images show longer tails than
expected for a Gaussian distribution.

The shape of the pdf’s in the wavelet domain for noise and image suggest
thresholding as an efficient approach to noise reduction. Removing small am-
plitude coefficients in the transformed noisy image results in a much higher
reduction in the noise power than in the signal power.
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Fig. 5. Normal probability plot for noise values in the image domain

The distribution of noise in the image domain is clearly Gaussian, as shown in
figure 5. The Gaussian shape of the noise pdf justify the selection of the SURE
threshold.

Figure 6 shows the results of applying the Wiener and the thresholding meth-
ods to the noisy image in figure 3b.

(a) Wiener (b) Wavelet thresholding

Fig. 6. Noise reduction of the image in figure 3b
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The PSNR and SSIM values for the estimated images are shown in tables 1 and
2. These tables show the results for the three levels of added noise. Despite being
quite different, the PSNR and SSIM values show similar differences between both
denoising methods and a similar behaviour with increasing noise. Thresholding
always gives a better performance than Wiener filtering and, as the noise PSNR
rises, the differences between both methods increase.

Table 1. PSNR (in dB) for the estimated images of the noisy pelvic image

noise PSNR Wiener Wavelet thresholding

25 32.4 38.0

30 37.0 40.3

35 40.9 42.3

Table 2. SSIM for the estimated images of the noisy pelvic image

noise PSNR Wiener Wavelet thresholding

25 0.735 0.928

30 0.883 0.947

35 0.947 0.961

4 Conclusions

Noise in portal imaging systems resembles Gaussian noise. The Gaussian na-
ture of noise distribution justifies the use of noise reduction methods based on
minimizing the Stein’s unbiased estimator (SURE), such as the selection of the
SURE threshold in wavelet thresholding methods.

Noise distribution remains Gaussian in the transform domain, and this fact
represents the first major difference with the case of portal images (see Figure
4). For portal images the distribution of the coefficients in the wavelet domain
has larger tails than for the noise and is sharper in the vicinity of the distribution
centre. The importance of the detail coefficients of large amplitude in the image
distribution is due to irregularities in the image such as corners, edges or spikes.
The differences found between the distributions of portal images and noise in
the portal imaging system is similar to those found between natural images
and Gaussian white noise. Therefore the noise reduction methods based on the
thresholding of wavelet coefficients, very efficient in the case of natural images,
are also effective in the case of portal images.

Thresholding the wavelet coefficients of the noisy image gives better denoising
results than the Wiener filter in all the analysed cases. The differences between
the methods increase as the noise increases. Both metrics, PSNR and SSIM, gave
basically the same results.
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Abstract. We propose in this work a new self organized biomimitic
approach for unsupervised classification, named BFC, based on BBO
(Biogeography based optimization). This method is tested on several
real datasets(IRIS, Satimages and heart). These benchmarks are char-
acterized by increasing overlap degree. Moreover, a comparison of BFC
with other clustering methods having proven their efficiency is presented.
We will highlight the impact of this overlap on the performance of the
methods.

Keywords: Clustering, Self organization, Biomimetic method, Biogeog-
raphy, Biogeography based optimization.

1 Introduction

This paper deals with one of the main task of data-mining which is clustering.
Formally, it consists on partitioning a set S of N objects, S = {O1, O2, . . . ON},
based on a similarity metric, into a number of clusters (C1, C2, . . . CK), such as⎧⎪⎪⎨⎪⎪⎩

Ci �= ∅ for 1 ≤ i ≤ K,

Ci ∩Cj = ∅, 1 ≤ i, j ≤ K, i �= j

S = ∪K
i=1Ci.

Objects of a cluster must be similar, while objects of different clusters must be
dissimilar. It is an important task in data mining as it enables to show interesting
objects grouping without a priori knowledge.

Clustering has been shown NP difficult for several space metrics [2] and it is
in this context, that the use of metaheuristics, seems very appropriate. There
has been a growing interest in biomimetic metaheuristics to solve this problem
as they have given good results for many problems. Their strength comes from
their interesting use of two strategies during their search process: intensification
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and diversification. Among these methods, one can find genetic algorithms [1],
ant colonies [3], particle swarm [4], and cellular automata [5],[6].

In this paper, we are interested in a more recent bio inspired metaheuris-
tic named biogeography based optimization (BBO), to solve clustering. It is
a self-organized method based on biogeography, introduced by Simon in 2008
[7]. It aims to optimize species’ distribution in an ecosystem through migration
process. The ecosystem is governed by its own simple rules and is completely
autonomous[7]. Different species migrate adaptively to different habitats. The
species migration process from one habitat to another leads the ecosystem to
evolve dynamically to an optimized distribution.

This paper is organized as follows, in the next section, we will present the
biogeography based optimization method (BBO). A new self organized unsuper-
vised clustering method, named BFC, based on BBO is presented in section 3.
The performance of this algorithm is tested on different benchmarks, Iris, Heart,
Glass and Satimages [1]. Results of these tests are given in section 4. We con-
clude this section with a comparison between BFC and another self organized
method (Automata Cellular).

2 Biogeography Based Optimization

Biogeography-based optimization (BBO) is based on the study of geographical
distribution of biological organisms (biogeography) [7]. It uses mathematical
models to describe the species migration among different islands, and species
extinction or emergence [7]. This method can be classified as an evolutionary
population based metaheuristic. It has been used to solve several optimizations
problems such as image segmentation [9], block matching [10] and constrained
optimization problems [11].

2.1 Natural Inspiration

Biogeography is a natural way (method) for species (Penguins, Penguins, ...) dis-
tribution. Indeed, in each island, lives a number of biological species. If an island
is considered ”good”, it will attract more species and therefore have large pop-
ulations (high immigration rate)[7]. As a consequence, its resources will tend to
decline (reduce), and the species will tend to migrate to other islands. Migration
process generates movement of species among islands. In an ecosystem (set of
islands), the habitability of an island (HSI) is characterized by a set of variables
named quality suitable variables (SIV ). These variables can be food, climate,
vegetation. . . . They are used to explain the dependent variable (HSI)[7]. HSI
is proportional to biological diversity of a habitat. Hence for, habitats with high
HSI will tend to attract a big variety of species and end up having a large pop-
ulation. As a result, these habitats will tend to have a low immigration rate as
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they become saturated. But, nearby habitats will have a high emigration rate[7].
On the other hand, a habitat with a low HSI will tend to have a less diversified
number of species and a high immigration rate. If species immigrate to these
habitats their HSI rate will grow. However, if no immigration occurs then the
species of these habitats may extinct.

As different species migrate from one habitat to another, each habitat (Hi)
is characterized by an immigration rate (λi) and emigration rate (μi) defined
respectively below as:

λi = I(1− i

n
), i = 1, ..., n.

And

ui =
Ei

n
, i = 1, ..., n.

Where n represent the maximal number of species in the habitat, E is the
maximum emigration rate and I is the maximum possible immigration rate to
the habitat .

2.2 Artificial Biogeography Process

The biogeography process presented above can be modeled to solve optimization
problems. Each habitat will represent a solution to the problem which can be
represented as a vector of the problem characteristics. A solution’s quality can
be evaluated using an objective function (HSI). A solution is considered as
a good one if it has a high HSI [12]. Immigration (λi) and emigration (μi)
rates are associated to each solution and are used to modify SIV values, thus
producing new solutions. With a certain probability, characteristics of a solution
will be replaced by characteristics of the other ones. In BBO, the migration and
mutation processes are defined as follows:

• Migration: It is the adaptive process that is used to modify existing solu-
tions (habitats) [7]. Suppose that a given Solution (Si) is selected to be modi-
fied. Its immigration rate λi is used to decide whether each of its quality index
variables (SIV ) will be modified or not. If a given SIV in Si is selected for
modification, the emigration rates μi of the other solutions are used to decide
probabilistically which solution (Sj) will migrates one of its SIV , chosen ran-
domly, to solution Si. The HSI of solution Si will be modified accordingly.

• Mutation: Cataclysms can occur in natural habitats, modifying completely
its HSV . This phenomenon is reproduced in the BBO. It consists on a mutation
that will change some of the solution characteristics according to a probability.

3 Biogeography for Clustering(BFC)

In this work, we propose an algorithm (BFC) for clustering based on BBO.
We consider a set of habitats (ecosystem) which represent clusters. Initially,
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the number of habitats in the ecosystem is set to K. It does not represent the
final number of clusters. In fact, when the stopping criterion is reached, habitats
with a low number of objects will be deleted from the ecosystem (cataclysm
phenomenon). As a result, their objects will not be classified.

The algorithm starts by storing the objects to be classified in a universal
habitat (UH) [13][13]. Then, similarity threshold simt is set to the smallest
Euclidian distance among all objects of the dataset. The algorithm’s main step
is the migration process which is repeated until stopping criteria is reached.
This process begins by objects’ migration (immigration/emigration) between
UH and all habitats (Hi, 1 ≤ i ≤ K) (Algorithm 1), then migration among
habitats (Algorithm2). During the first migration, UH’s objects immigrate to
most adapted habitats if they exist. A habitat (Hi) is considered most adapted
to object Oj if Hi’s mean similarity including Oj is less than simt. During the
second migration, objects from different habitats will try to find a better suited
one to immigrate to. After completion of a migration process, when no more
objects moves are possible, simt is increased as follows:

simt = simt+
Standard deviation of the similarity matrix

C
,

where C is a constant.

Algorithm 1. Migration of objects between UH and Hi, (1 ≤ i ≤ K)

Begin

1. For each object (Oj) of the UH ,
2. Oj immigrates to Hi If the mean similarity of Hi including Oj is less than simt

End

Algorithm 2. Migration process among Habitats

Begin

1. For each habitat (Hi) of the ecosystem,
2. For each object (Oj) of Hi,
3. Oj immigrates to Hk If the mean similarity of Hk including Oj is less than simt.

End

This migration process is repeated until a stability is reached (no movement is
possible among habitats (no immigration or emigration) or a stagnation (same
movements are repeated for a certain number of iterations).

The proposed biogeography for clustering algorithm is given in Algorithm3.
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Algorithm 3. BFC

Let {o1, ..., on} a set of n data to classify and K, the number of initial classes.
Begin

1. Create a universal habitat (UH).
2. Create a similarity matrix of data in universal habitat to define simt
3. Create an ecosystem of K habitats.
4. simt = maximal similarity between the set of data
5. Repeat

a. Migration process for objects between UH and Hi (1 ≤ i ≤ K )
b. Migration of objects among habitats Hi (1 ≤ i ≤ K)

6. Increase simt.
7. until stopping criterion is reached
8. Delete the Habitats with less than l objects after having returned those objects to

the UH .

End

4 Tests and Results

To test the performance of BFC, we conducted several tests on different super-
vised benchmarks, Iris, Heart, and satimages [8]. Their respective PCA represen-
tation is given in Fig.1. The first dataset (Iris) has three classes with 50 objects
each. One class is linearly separable from the other two. The two others overlap
as they have similar objects. The dataset Heart has 270 objects with 14 features.
It consists of two classes of respectively 150 and 120 objects. This benchmark is
difficult as the two classes overlap. The last dataset has 2000 objects having each
37 features. It consists on 6 classes of 460, 223, 395, 210, 236 and 476 objects.
Satimages is a difficult benchmark because several classes overlap.

As these benchmarks are supervised, the reliability measure (F )we used to
evaluate the performance of our algorithm is given in formula 1. Let oi and oj ,
two subjects to classify, and c(oi) the original class of the subject oi and C1(oi),
the class assigned by the algorithm. Reliability F is defined by:

F = 1− E (1)

where

E =
2

n(n− 1)

n∑
i=1

n∑
j=i+1

εij

with

εij =

{
0 if (c(oi) = c(oj) and C1(oi) = C1(oj)) or (c(oi) �= c(oj) and C1(oi) �= C1(oj))
1 else.

Where ck(oi) and Ck(oi) are respectively the obtained and the original class for
object oi.
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Fig. 1. PCA representation of datasets Iris, Heart and Satimage

For all results given below, we executed the algorithm with the same set of
parameters 10 times.

4.1 Tests on Benchmark IRIS

For this benchmark, we initialized the number of habitats in the ecosystem to
3, and simt to 0.1. The following graph shows the evolution of the best (BR),
worse (WR) and average reliability (AR) according to simt. We note that as
simt increases, BR, WR and AR increase too. Their best value, respectively
88.36%, 79.45% and 84.44%, are reached for simt = 1. The rate of unclassified
objects is 2.67%. Above this value of simt, all objects are classified, but the

Fig. 2. Evolution of BR, WR, and AR according to Simt
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Fig. 3. Clustering of dataset Iris with BFC

reliability decreases. This can be explained by the migration process among
habitats. As simt increases, accepting an object in a class is less stringent. As a
result, an object can easily move from one habitat to another (case of overlapping
habitats). The best value for BR, 88.36%, is obtained because two classes overlap
(see Fig.2). As result, some objects of these classes are misclassified as they are
similar to both classes. Indeed, those two classes have respectively 90% and
75.08% of objects well classified. The objects of the remaining class, linearly
separable from the other two, are well classified (100%). All objects are classified
(Fig.3).

4.2 Tests on Benchmark Satimages

We initialized simt to 13.50 and the number of introduced clusters to 6. Figure
Fig.4 shows the evolution of BR, AR and WR according to simt for the bench-
mark Satimages. We note that the three curves are very close. The maximum
reliability obtained is 81.53% for a threshold equal to 50 ( Fig.4). Fig.5 represent
BFC clustering result on Satimages.

Fig. 4. Evolution of BR, WR, and AR according to Simt
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Fig. 5. Clustering of dataset Setimage with BFC

4.3 Comparison of BFC with Other Methods

We compare BFC to Kmeans, PSO, Hybridization of PSO and K-means and cel-
lular automata on the three benchmarks Iris, satimages and heart. The results
are presented in the Fig.7. We notice that for benchmark Iris, characterized by a
small overlapping degree, the best clustering is given by PSO (92,49%) followed
by BFC (88,36%). Both methods outperform K-Means (88%). For benchmark
Satimages, PSO becomes less efficient as the degree of overlapping is more im-
portant. The best result is reached with K-Means (85%) followed by BFC (81%).

Fig. 6. Clustering of dataset Heart with BFC

Fig. 7. Benchmarks
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When tested on a high overlapping degree benchmark, Heart, BFC outperforms
all tested methods. This is due to the fact that during last iterations the solution
is improved as objects migrate from one habitat to another more adapted one.
Fig.6 gives BFC clustering of dataset heart.

5 Conclusion

In this paper, we dealt with an important task in data mining which is clustering.
It has been classified as an NP-difficult problem. We presented a method based
on biogeography we named BFC. We tested this method on three real datasets
with different overlapping degrees. Moreover, we compared it to four different
types of methods: K-means, PSO, hybridization of PSO and K-means, and cel-
lular automata. Eventhough BFC was outperformed by PSO and K-means on
respectively Iris and Satimage, it showed its efficiency when used on heart, a
dataset with high overlap degree.
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Abstract. An automated method for orientation of functional brain
image is proposed. Intrinsec information is captured from the image in
three stages: first the volume to identify the anterior to posterior line,
second the symmetry to detect the hemisphere dividing plane and third
the contour to determine the up-down and front-back orientation. The
approach is tested in more than a tousand images from different formats
and modalities with high reconition rates.

1 Introduction

There exist a wide variety of modalities for brain imaging archives. The most
extended format used in major manufacturers of medical imaging equipment
(e.g., GE, Siemens, Philips) is the DICOM (Digital Imag-ing and Communica-
tions in Medicine; http://medical.nema.org/). The DICOM standard provides
interoperability across hardware, but was not designed to facilitate ecient data
manipulation and image processing. Hence, additiona data formats have been de-
veloped over the years to accommodate data analysis and image processing. For
instance, the ANALYZE format or the NIfTI format, developed in an effort to
improve upon the DICOM format. The compatibility between these formats de-
pends on the ability to transform the information encoded in the headers. The
spatial orientation is codified in several different ways (linear tranformations,
angles, origins, etc...) depending on the format. In a multiplataform software,
supporting several brain imaging formats, this lack of homogeneity may conti-
tute a drawback. Moreover, the process of anonimizing the images, necessary for
research studies, may also damage the orientation information in the header of a
brain image file, corrupting the information for recovering the brain orientation.

The problem of automatically orient a brain image has been faced several
times in the literature (examples are [1, 2]). There exist two main motivations
to study this problem. The first is the identification of the mid-sagittal plane of
the brain in magnetic resonance images (MRI) for medical reasons. There exist
a vast literature concerning the study of this particular problem (for example
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[3, 4, 5, 6, 7]) with techniques that sometimes can be extended to functional
brain images. The second is for registration propose to a common space for
comparisons [8, 2].

In this work we study the problem of automatically orient brain images in the
context of functional images, where anatomical details are not as well defined as
in MRI images. Our aim is not the registration of the images nor to identify only
the MSP, but to manage and store brain image information in a multiplataform
software. This first step may also serve for posterior registration porpuses, as
many spatial information from the brain would be extracted.

2 Methods

For automatically orient an image, a combination of three different techniques
is employed; morphological transformations, cross-correlation and third order
statistical moments. First, morphological transformations are applied for the
detection of the brain surface. Once the surface is extracted, its corresponding
ellipsoid is calculated. The mayor axis of the ellipsoid is identified with the direc-
tion of the anterior comissure to posterior comissure line (AC-PC). Secondly, the
cross-correlation between the image and reflected versions of it, is calculated in
order to identify the mid-sagittal plane. Third, the orientation in the remaining
directions is identified by extracting parameters of the image based on statistical
properties.

2.1 Morphological Operations

For identifying the brain surface, the image is binarized only considering intensi-
ties above a threshold. This value is fixed using Otsu’s method[9], which chooses
the threshold to minimize the intraclass variance of the black and white pixels. A
slice-by-slice morphological opening is applied to the resulting binarized image,
that is, an erosion operation followed by a dilation operation using a predefined
disk-sized structure. Also, inside holes are filled.

The resulting image is a volume image in which small external artifacts have
been removed. From the moments of this volumen image, the principal axis of
the corresponding ellipsoid are calculated, and the anterior to posterior line is
identified with the mayor axis.

2.2 Cross Correlation

An important characteristic of the brain morphology that can be used to iden-
tify the orientation is the mid-sagittal plane (MSP) symmetry. To determine the
symmetry of the brain image, [4] and [8] compare it with the image that is ob-
tained when it is reflected (flipped) about the expected MSP plane. The measure
of symmetry used is the cross-correlation between the original and the fliped im-
age. Based on these old the ideas, we use here cross correlation to identify the
saggital plane.
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To achieve the goal, we first project the whole image in the AC-PC direction,
creating a 2D image f(x, y). This image still preserves the MSP symmetry. From
the above obtained surface, we extract a window of the image that contains only
the brain g and flip it. The flip is made in 1) the up-down direction (g1) or
2) in the left-right direction (g2). We compute the normalized cross correlation
between f and gi as:

nxci =
1

n

∑
x,y

(f(x, y)− f)(gi(x, y)− gi)

σfσgi

(1)

and look for a maximum in nxci, where n is the number of pixels in gi(x, y)
and f(x, y), f is the average of f and σf is the standard deviation of f . The
maximum value between max(nxc1) andmax(nxc2) will determine the direction
perpendicular to de MSP.

2.3 Statistical Parameters

Once the MSP is determined, the volume image defined above is projected or-
togonally into two lines: a) the line defined by the intersection between the axial
and the sagittal planes, and b) the line defined by the intersection of the coronal
and sagittal planes. These two lines would represent the contour of the image in
these directions.

Interpreting these curves as probability distributions, it is possible to calculate
the skewness of the distribution that would give a measure of the asymmetry of
the curve, defined as:

skew =
1
n

∑n
i=1(xi − x)3(

1
n

∑n
i=1(xi − x)2

)3/2 , (2)

where xi are the points in the curve, x is the mean, and n the number of points
in the curve. A positive value of the skewness would indicate that values of the
curve are accumulated asymmetrically towards the left, and a negative value
would indicate the opposite. The sign of the skewness of the projected image in
the lines would help us to determine de anterior to posterior orientation, togheter
with the up-down orientation.

2.4 Databases

The algorithm is tested in more than 1000 images from different types of func-
tional brain images. SPECT and PET images are tested, and also different radio-
tracers as 99mTc-ECD, 18F-FDG, and FP-CIT-I-123 (DaTSCAN).

– Database 1: The database consists of a set of 97 3D SPECT brain images
produced with an injected gamma emitting 99mTc-ECD radiopharmeceutical
and acquired by a three-head gamma camera Picker Prism 3000. Images of
the brain cross sections are reconstructed from the projection data using the
filtered backprojection (FBP) algorithm in combination with a Butterworth
noise removal filter.
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– Database 2: A total of 208 images conform this subset. The images were
obtained between 3 and 4 hours after the intravenous injection of 185 MBq (5
mCi) of Ioflupane-I-123, with prior thyroid blocking with Lugol’s solution.
The tomographic study (SPECT) with Ioflupane/FP-CIT-I-123 was per-
formed using a General Electric gamma camera, Millennium model, equipped
with a dual head and general purpose collimator. A 360-degree circular orbit
was made around the cranium, at 3-degree intervals, acquiring 60 images per
detector with a duration of 35 seconds per interval, each consisting of a 128
× 128 matrix. Transaxial image slices were reconstructed using the filtered
back-projection algorithm without attenuation correction, and applying a
Hanning filter (cutoff frequency equal to 0.7).

– Database 3 and 4: 403 PET images from the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) are collected in database 3, together with 301
SPECT images from the Parkinson’s Progression Markers Initiative (PPMI)
of database 4. All of them are spatially pre-processed, and spatially aligned
in the AC-PC line.

3 Results and Discussion

Tables 1 and 2 summarize the recognition rates in the different planes. Table
1 is calculated using only normalized images, while 2 uses only raw data. The
columns in the tables correspond to the different recognition steps, in which each
of the possible orientations are detected:

– AC-PC line: is the detection of the AC-PC line by identifying it with the
mayor axis of the ellipsoid.

– MSP : is the detection of the symmetry plane by cross correlation computa-
tion.

– Ant-Post: is the detection of the orientation in the Anterior-to-posterior
direction.

– Up-Down: is the detection of the orientation in the coronal plane.

Table 1. Percent of correctly indentifications with normalized images

AC-PC line MSP Ant-Post Up-down

Database 1 100.00 % 100.00 % 100.00 % 100.00 %

Database 2 100.00 % 100.00 % 98.65 % 100.00 %

Database 3 100.00 % 100.00 % 99.00 % 99.67 %

Database 4 100.00 % 100.00 % 100.00 % 100.00 %

From the first column of tables 1 and 2, the identification of the mayor axis
of the ellipsoid with the AC-PC line is completely justified. The second column
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Fig. 1. Normalized cross correlation of f and gi (blue) and for gi and a π/2 rotation
of f (red): * Database1, x Database2, o Database3, � Database 4, · Database1 (raw),
x Database2 (raw)

in both tables also support the use of cross correlation to identify the MSP.
The details of the values of eq. 1 are plotted on figure 1, where the complete
separation between nxc1 and nxc2 is made visible.

The remaining columns report differences in the recognition rate depending
on the anatomical details present in the images. In the case of images with low
anatomical details obtained with DaTSCAN SPECT, the algorithm has some
miscalssification results. It is to be noted here that databases 2 and 3 contain
Parkinson’s disease affected images, in which severe dopaminergic deficits make
the task of orientation very difficult, even visually.

Table 2. Percent of correctly indentifications with raw data

AC-PC line MSP Ant-Post Up-down

Database 1 100.00 % 100.00 % 100.00 % 92.78 %

Database 2 100.00 % 100.00 % 96.19 % 94.23 %

Also differences are found in the algorithm behaviour depending on the prepro-
cessing of the images. These differences only come in the up-down and anterior-
posterior orientations, giving a slightly less accurate result in the case of raw
data, as it could be expected. This results could be improved by looking for al-
ternative parameters to skewness, as skewness may not respresent correctly the
asymetry in all the cases for a finite sample[10].
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4 Conclusions

We have presented a robust and efficient algorithm for automatic recognition
of brain image orientation. The method is robust against the modality of brain
image and has remarkable success in raw data. Automating this task has im-
portant applications in multiplataform brain imaging software and registration
techinques.
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Abstract. Number series tests are a popular task in intelligence tests
to measure a person’s ability of numerical reasoning. The function rep-
resented by a number series can be learned by artificial neural networks.
In contrast to earlier research based on feedforward networks, we ap-
ply simple recurrent networks to the task of number series prediction.
We systematically vary the number of input and hidden units in the
networks to determine the optimal network configuration for the task.
While feedforward networks could solve only 18 of 20 test series, a very
small simple recurrent network could find a solution for all series. This
underlines the importance of recurrence in such systems, which further
is a basic concept in human cognition.

1 Introduction

Number series tests are popular at assessment centres and intelligence tests
to measure a person’s ability of numerical reasoning. Usually those tests utilize
numerical sequences that are based on simple arithmetics. The underlying logical
rule has to be deduced from an initial sequence. People are then asked to predict
the next number according to the rule. Solving a number series requires deductive
and inductive reasoning: deduction to find the logic between given numbers, and
induction to predict the next number. The difficulty level of this task is controlled
by two factors: first, the complexity of the logic behind the sequence, and second,
the length of the temporal context the next element of the sequence depends on.
For instance, the next element might not just depend on the last, but on the two
last elements, etc. The cognitive load of these tasks is, for instance, discussed as
early as 1986 by LeFevre and Bisanz [10].

In number series principally any mathematical function may be represented
and the set of possible operators is not restricted. Therefore, not all series have
the same difficulty. It is hard to define a general measure for the difficulty of a
test series. The most obvious measure is the number of operations required to
solve it. As this is a symbolic measure it most likely does not reflect the difficulty
as it is perceived by humans.

Whereas there is a multitude of literature on automatic prediction of empirical
time series (e.g. sunspot series [12], financial data [15], load forecasting [1]),
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few work has been devoted to solving arithmetically grounded number series,
and to do so with small networks. So far, Ragni and Klein [14] made a first
systematic attempt to apply artificial neural networks to the problem of number
series prediction. In general, the function represented by a number series may be
learned with a neural network as it is suited for regression problems [3]. However,
in [14] Feedforward Neural Networks (FFNs) were applied. This network type is
unable to learn an internal representation with a sequential character because
of its inability to store its internal states for some period of time. Therefore, one
needs the assumption that the sequence of relevant elements is of a fixed length.
Typically, a set of input units for every event presented at time t to t+ n, with
n denoting the length of the time interval, is used [4]. This approach is often
referred as moving window or sliding window.

In this paper we take up the idea to use artificial neural net-
works to model number series prediction. In contrast to [14] we apply
Simple Recurrent Networks (SRNs) that are known to be a useful tool in cogni-
tive modelling of sequence learning [4,8]. One particular advantage of SRNs in
contrast to FFNs is their ability to implicit learning of the temporal character-
istics of a given sequence [7].

2 Materials and Methods

In this section we present the number series used in [13], together with their
results regarding the human performance on these series. Further, we describe
the SRN architecture in general and the experimental setup for our modelling
approach.

2.1 Number Series and Human Performance

In an experiment published in [13], 17 humans were tested on 20 different number
series to evaluate the difficulty of the series. Each participant was shown each
series in a random order with the request to fill in the last number. Table 1 shows
the series and the result of that experiment. Additionally, we added a column
giving one possible function to generate the series, where xn denotes the nth

element of the series starting from n = 1.

2.2 Simple Recurrent Networks

J.L. Elman was the first who described the connectionist architecture of an
SRN [5]. Recurrent connections to a context layer provide the network with a
dynamic memory. The processing in an SRN is local in time in the sense that the
elements of the sequence are processed at the time of their appearance. It does
not need the assumption of a fixed time window of relevant information. Further
and equally important, an SRN is able to learn an internal representation of the
input sequence.
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Table 1. Results of 17 participants tested on 20 series [13]. We show the series together
with the number of correct (Cor.), incorrect (Incor.) or no response (No Res.).

ID Series Cor. Incor. No Res. Function

S01 15,12,8,11,4,7,0,3 15 0 2 xn = xn−2 − 4
S02 148,84,52,36,28,24,22,21 12 2 3 xn =

xn−1

2
+ 10

S03 2,12,21,29,36,42,47,51 14 1 2 xn = (2xn−1 − xn−2)− 1
S04 2,3,5,9,17,33,65,129 13 1 3 xn = 2xn−1 − 1
S05 2,5,8,11,14,17,20,23 9 3 5 xn = xn−1 + 3
S06 2,5,9,19,37,75,149,299 6 4 7 xn = 2xn−1 + (−1)n

S07 25,22,19,16,13,10,7,4 16 0 1 xn = xn−1 − 3
S08 28,33,31,36,34,39,37,42 17 0 0 xn = xn−2 + 3
S09 3,6,12,24,48,96,192,384 13 1 3 xn = 2xn−1

S10 3,7,15,31,63,127,255,511 12 3 2 xn = 2xn−1 + 1
S11 4,11,15,26,41,67,108,175 8 1 8 xn = xn−1 + xn−2

S12 5,6,7,8,10,11,14,15 10 1 6 xn = xn−2 +
n+0.5+0.5(−1)n−1

2

S13 54,48,42,36,30,24,18,12 16 1 0 xn = xn−1 − 6
S14 6,8,5,7,4,6,3,5 16 0 1 xn = xn−2 − 1
S15 6,9,18,21,42,45,90,93 14 1 2 xn = 2xn−2 + 4.5 + 1.5(−1)n−1

S16 7,10,9,12,11,14,13,16 14 0 3 xn = xn−2 + 2
S17 8,10,14,18,26,34,50,66 13 1 3 xn = 2xn−2 − 2
S18 8,12,10,16,12,20,14,24 17 0 0 xn = xn−2 + 3 + (−1)n

S19 8,12,16,20,24,28,32,36 15 0 2 xn = xn−1 + 4
S20 9,20,6,17,3,14,0,11 16 0 1 xn = xn−2 − 3

A standard FFN is able to develop internal representations of the input pat-
terns in the state space of its hidden units. These internal representations are
then used to produce the correct output assigned to some input (cf. Fig. 1a).
The structure of a FFN and an SRN differs in one substantial point. Besides
the hidden layer, a so called context layer is introduced. This layer stores the
internal state of the hidden layer at the present time t. At the next time step
t+1, this internal state is fed back to the hidden layer (cf. Fig. 1b). This simple
addition has a huge effect on the processing in the network. As the context layer
stores the previous internal state and provides this information to the hidden
layer, the hidden units get a broader task. In an SRN the external input and the
previous internal state have to be mapped to the desired output. The hidden
layer must find a representation of some input pattern and, at the same time,
find a reasonable encoding for the sequential structure of these representations.

Analytically, the processing in an SRN is defined as follows. Let x(t), y(t),
and z(t) denote the output vectors of the input, hidden, and output layer at
time t and ax(t), ay(t), and az(t) denote the corresponding network activation
vectors. Further, Wyx, Wyy, and Wyz are the weight matrices for the input to
hidden, context to hidden and hidden to output connections. Then the forward
pass of the SRN with activation function fnet can be written as:



Solving Number Series with Simple Recurrent Networks 415

Hidden layer

Input layer

Output layer

(a) FFN

Hidden layer Context layer

Context
information

Copy

Input layer

Output layer

(b) SRN

Fig. 1. Feedforward Neural Network (FFN) (a) and Simple Recurrent Network (SRN)
(b). Each box represents a network layer (set of units), and each forward arrow repre-
sents trainable connections form each unit in the lower layer to all units in the upper
layer. The backward arrow in the SRN denotes a copy operation.

ayi (t) =
∑
j

W yx
ij xj(t) +

∑
j

W yy
ij yj(t− 1), (1)

yi(t) = fnet (a
y
i (t)) , (2)

azi (t) =
∑
j

W zy
ij yj(t), (3)

zi(t) = fnet (a
z
i (t)) . (4)

2.3 Experimental Setup

One particular problem in solving number series with artificial neural networks
is the scaling of the integer numbers onto an interval a network can operate on.
We used the method proposed in [14]; that is, if d is the number of digits of the
largest number in the series,

finput =
x

10d
(5)

was used to project the integer numbers into the interval [0, 1]. Accordingly, the
output was projected back by

foutput = x · 10d (6)

and rounded to the nearest integer. Note that the problem at hand requires inte-
ger solutions, which poses another level of difficulty compared to usual regression
task, where the real values of a function are sought.

From Table 1 one can see that the series may be solved by additions and
multiplications. Therefore, we used the linear activation function y = fnet(x) =
x in the SRN. Instead of using random initial weights we applied an unsupervised
pre-training as auto-encoder for weight initialisation. This means, the network
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was trained to generate the input (numbers of the series) at the output. Such
pre-training procedure can help to guide the parameters of the layers towards
regions in parameter space where solutions are allowed; that is, near a solution
that captures statistical structure of the input [6].

After pre-training the SRN was trained to predict the next element of the
series. Therefore, the series were shown for at most 1000 training cycles, omitting
the last element. After every 10 training cycles the network was tested on the
complete series. If it could predict the final element of the series, it was considered
to have successfully learned the rule underlying the series. For training, as for
pre-training, the scaled conjugate gradient backpropagation algorithm [11] was
used.

As the network should only predict the next element of the series we used
one output unit. The number of input and hidden units was varied to determine
the network configurations that are able to solve the task. Here the number of
inputs corresponds to the “time slice” the network operates on. If it is one input
unit the network has to predict the next element of the series only based on the
current element, if it is two the network uses the current and the last element,
and so on. At the beginning of a series, there are no previous elements. In that
cases the inputs representing those elements were set to zero.

3 Results

In our experiment we trained 100 SRNs on each of the 20 series. Moreover,
this was done for each combination of number of units in the input (Ninput =
{1, 2, . . . , 4}) and hidden layer (Nhidden = {1, 2, . . . , 5}). The training of 100
networks per series has two advantages. First, due to some unfavourable initial
weights the gradient based learning algorithm may settle into some local minima
or plateaus resulting in a bad performance of a single network. The chance to
start from such weights in 100 cases is very low. Second, the training result of
100 networks tells us something about the general difficulty of the task; that
is, the higher the number of networks successfully trained, the lower the task
difficulty.

Table 2 shows the general result of our experiment. We give the number
of series that could be learned for each network configuration. A series was
considered to be learned if a single one of the 100 trained networks was able to
predict the last element of the series.

It is remarkable that such basic architecture as an SRN consisting of only one
input, hidden and output unit is able to reproduce 18 of the 20 number series. If
we further increase the number of input units to three, all 20 series can be solved.
Additionally, it becomes apparent that an increase of hidden units results in a
decrease of series that could be learned: cf. Table 2, 18 if Ninput = Nhidden = 1
against 15 if Ninput = 1/Nhidden = 5.

To get an impression how many networks actually could learn a series, Table 3
shows the total number of networks that successfully predicted the last element
of a series. As we trained 100 SRNs on each of the 20 series the maximum number
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Table 2. Number of series (of 20) that could be solved by at least one of 100 SRNs
for different combinations of input/hidden units

hidden units
input units 1 2 3 4 5

1 18 17 17 15 15
2 19 17 19 19 20
3 20 19 18 18 19
4 20 20 20 20 20

Table 3. Number of SRNs (of 2000) that could solve a series for each combination of
input/hidden units

hidden units
input units 1 2 3 4 5

1 1126 989 870 837 824
2 1475 1376 1284 1203 1193
3 1467 1342 1318 1289 1237
4 1499 1466 1417 1388 1392

Table 4. Number of SRNs (of 100) with 4 input units that could solve the single series
with different numbers of hidden units

hidden units
ID 1 2 3 4 5

S01 60 21 10 4 5
S02 100 100 100 100 100
S03 100 100 100 100 100
S04 98 100 100 100 100
S05 100 100 100 100 100
S06 98 92 98 99 100
S07 100 100 100 100 100
S08 2 1 4 1 2
S09 92 92 97 97 99
S10 100 100 100 100 100
S11 18 18 26 37 57
S12 100 100 100 100 100
S13 100 100 100 100 100
S14 100 62 39 19 17
S15 92 99 99 99 96
S16 4 4 5 8 5
S17 100 100 100 100 100
S18 16 69 34 22 8
S19 100 100 100 100 100
S20 19 8 5 2 3

Σ 1499 1466 1417 1388 1392
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is 2000. The view on the number of successfully trained networks shows that the
number of input units was the major factor in solving the series. This means,
the time horizon provided to the SRN determined the chance of a successful
training. The longer the history provided at the input, the higher the chance
to solve a series: cf. Table 3, 1499 networks could be trained sucessfully with 4
input units while only 1126 were successful with 1 input unit. Further, Table 3
confirms the trend of Table 2. An increase of hidden units resulted in a decrease
of networks that could solve a series.

From Table 1 it is clear that the different series caused different difficulties
for humans. The same holds for the SRNs in our experiment. Table 4 shows
the number of successfully trained networks broken down for every single series.
Exemplarily we provide these numbers for the configuration with 4 input units.
However, the general trend is the same for the networks with 1, 2 and 3 input
units.

The comparison of Tables 1 and 4 shows that the performance of humans and
networks can differ considerable on certain series. For instance series S08 could
be solved by 100% of the participants in the study of [13] while only 1% – 4% of
the SRNs could solve this series. For series S06 it is the other way around. Over
90% of the networks solved this series, while only 35% of the participants found
the solution.

4 Discussion

Based on the SRN architecture we systematically varied the number of input and
hidden units in the network to determine an adequate network configuration for
the task of number series prediction. The same was done for FFN in [14]. While
FFNs could solve only 18 of the 20 series, the SRNs could find a solution for all
series.

In contrast to a plain feedforward processing, the hidden – context layer pair
in an SRN allows the construction of a complex function (cf. Eqs. 1–4), such that
SRNs consisting of only one input, hidden and output unit could be trained to
solve 18 of 20 series. The smallest SRN configuration that was able to solve all
number series consisted of only three input, one hidden and one output unit
(cf. Table 2).

Even though SRNs are able to represent temporal patterns in their internal
states, they benefit from a direct provision of the temporal context; that is, to
show not just one, but the last two, three or four numbers of the series. This
led to a significant increase of successfully trained networks with an increase of
input units (cf. Table 3). The reason for the lower performance with just one
input unit is the problem of vanishing error gradients when they are propagated
back through time [2]. This is especially difficult in cases were the output of the
network depends on inputs that occurred considerably long ago.
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An increase in the number of hidden units led to a decrease of successfully
trained networks (cf. Table 3). This implies that the network inputs had not to
be projected into some higher dimensional space to find the function underling
the series. In principle the networks can find a solution even in a very large
state space; that is, high number of hidden units. However, it is more likely to
get stuck in some non-optimal solution in such high dimensional space during
gradient based learning.

Finally, Table 4 shows that not all series are equally well learned. This holds
for humans as for SRNs. Apart from this, humans and SRNs showed different
difficulties in solving a specific series. However, we cannot expect a simple ar-
chitecture like an SRN to reproduce every aspect of human cognition, even if we
focus on a single task like solving number series.

As we saw, a very basic SRN with three inputs, one hidden and one output unit
was powerful enough to solve number series that most humans have difficulties
with. Furthermore, FFNs with up to six input and up to 20 hidden units were
not able to solve all of the test series [14]. From our point of view this tells us
rather more about the task itself than about the processes underlying human
reasoning. Nevertheless, if we compare the results of SRNs with those of FFN
we can draw the conclusion that our experiment underlines the importance of
recurrence in neural networks for cognitive modelling, because the recurrence is
a fundamental concept in human cognition [9].
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Abstract. Currently there are many methods to detect synchroniza-
tion, each of them trying to extract some specific aspects or oriented
to specific number or type of signals. In this paper, we present a new
method to detect synchronization for multivariate signals, computation-
ally light and not requiring a combinatorial number of operations on
signals differences.The method is based on the Hilbert transform of the
signals, which provides their instantaneous phases. The distribution of
phases for all signals at a specific time is assimilated to a probability dis-
tribution. In this way, we obtain a sequence of probability distributions
(one per time unit). Computing the entropy of the probability distribu-
tions we get finally a function of entropies along time. The average value
of this final function provides a good estimate of the synchronization
level of the multivariate signals ensemble, and the function itself can be
used as a signature (descriptive function) of the whole multidimensional
ensemble dynamics.

Keywords: synchronization detection, signal phase, multivariate
signals.

1 Introduction

The study of synchronization is a main topic of current research in different
fields: Computational neuroscience [1], Temporal synchronization of image se-
quence [10], Data mining in multivariate data, Information retrieval by con-
tent [9], Analysis of geologic and atmospheric data [4], Human movements, gaits
and gesture recognition [5], Financial applications (trends, similarities,..) [8,2],
Genetics (DNA,..) [3], etc . . .

Synchronization is defined by Webster dictionary as: (1) happening, existing,
or arising at precisely the same time, (2) recurring or operating at exactly the
same periods.This apparently easy definition hides some troubles in its practical
usage due to: (1) inherent signal noise, (2) imperfect signal coincidences, (3) al-
ternatives in signal parameter used to establish signals similarity (instantaneous
value, phase, frequency,), (4) establishing similarity between more than two sig-
nals, (5) similarity between two signals ensembles, (6) patterns recurrence (which
pattern? spatio-temporal?), These difficulties imply more efforts dedicated to
provide new and better methods for synchronization detection mechanisms.

J.M. Ferrández Vicente et al. (Eds.): IWINAC 2013, Part I, LNCS 7930, pp. 421–431, 2013.
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These efforts are justified due to the importance of synchronization in the
above mentioned fields. Particularly, in neuroscience, synchronization is been
studied as one of the main elements that the brain uses in the integration of
dissimilar information to form a coherent perception (binding problem) [6] and
as an important mechanism for information coding and learning [7].

Considering all these aspects we propose in this paper a new method to de-
tect synchronization for multivariate signals. The method is computationally low
demanding as it is not based on a combinatorial number of differences between
signals, but, in a time-dependent entropy function calculated on the signals prob-
ability phase distributions. Therefore, the number of main-step computations is
made linear with the total number of time units of the signals: O(T ) , where T
is the total time length of the signals .

Fig. 1. Relationship between signal ensemble, entropy sequence function γS(t) and
probability mass functions pt for different times

2 Multivariate Synchronization Detection Method

In this section is presented the detection method. First it is presented the Hilbert
transform which allows getting the instantaneous signal phase, following with a
detailed description of the proposed synchronization detection method.

2.1 Hilbert Transform

Assuming a discrete-time, continuous-valued function: x = {x1, x2, ..xT } ; xi ∈
R the analytic function of x(t) is defined as [11,3]:

ξ(t) = x(t) + xH(t) = A(t)exp[iφ(t)], (1)
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Fig. 2. Synopsis of method computation

φ(t) = tan−1

[
xH(t)

x(t)

]
, xH(t) =

1

π
P.V.

∫ +∞

−∞

x(τ)

t− τ
dτ, (2)

where x(t) is the signal and xH(t) is the Hilbert transform of it, and P.V. in-
dicates that the integral is taken in the sense of the Cauchy principal value. In
Eq. 1, ξ(t) is the analytic function and the functions A(t) and φ(t) define the
instantaneous phase and instantaneous amplitude of function x(t) .

2.2 Method Description

To start with we assume having a set of N interconnected nodes (neurons). The
activity of the N nodes produce N signals which we consider to be sampled
at regular time intervals producing T samples per signal. Ending up with an
activity matrix X of dimension N × T with the sampled values of all signals:

X =

⎡⎣ x1
1 x2

1 . . . xT
1

. . . . . . . .
x1
N x2

N . . . xT
N

⎤⎦ =
(
x1,x2, . . . ,xT

)
(3)

Activity matrix X can be also represented as an array of column vectors xi ,
each column vector having the activity of all nodes at time i .

Computing the Hilbert transform of all signals in matrix X will provide ma-
trix XH (Hilbert transform along rows of X), from which we can compute the
instantaneous matrix of signals phases Φ:
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Fig. 3. Regular synchronous signal. We show four ensembles used for RS synchro-
nization, from left to right and up to bottom: random (no synchronization), weakly,
moderately and strongly synchronized ensembles.

XH =

⎡⎣ x1
1H x2

1H . . . xT
1 H

. . . . . . . .
x1
NH x2

NH . . . xT
NH

⎤⎦ (4)

Φ =

⎡⎢⎢⎣
tan−1

(
x1
1H

x1
1

)
tan−1

(
x2
1H

x2
1

)
. . . tan−1

(
xT
1 H

xT
1

)
. . . . . . . .

tan−1
(

x1
NH

x1
N

)
tan−1

(
x2
NH

x2
N

)
. . . tan−1

(
xT
NH

xT
N

)
⎤⎥⎥⎦ (5)

=

⎡⎣ φ1
1 φ2

1 . . . φT
1

. . . . . . . .
φ1
N φ2

N . . . φT
N

⎤⎦ =
(
φ1,φ2, . . . ,φT

)
(6)

Again, matrix Φ can be represented as an array of column vectors φi , each
column vector having the instantaneous phases of all nodes at time i .

Considering the phase values for each column vector φi : we build its his-
togram, assigning the range of phase values [0, 2π] into M bins.

Finally we will have T histograms (one per column vector φi ) where in bin
k of histogram i one will have the total number of times that any signal phase

at time i has a value between 2π (k−1)
M and 2π k

M radians.
Normalizing the histogram to have a total area of 1, we end up with T prob-

ability mass functions: pt , one per time increment:

t → pt(k), t = {1, 2, . . . , T }, k = {1, 2, . . . ,M}. (7)
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Fig. 4. Irregular synchronous signals with 30%, 70%, 90%, and 99% as percentage of
identical signals in the ensemble (from left to right and up to bottom)

If the distribution of the probability mass functions is similar to a uniform dis-
tribution implies that the signals are not synchronized and the more the dis-
tribution is departed from the uniform distribution implies that the signals are
more synchronized, being the limit a delta Dirac distribution with a single phase
value for all signals.

We define a synchronization index, based in applying a measure to each prob-
ability distribution: pt(k) , to finally have a single number that represents how
close is the distribution to a uniform distribution. In this paper, we have used
the Entropy.

Applying the Entropy operator to each probability mass function pt, we trans-
form a sequence of probability distributions P = [p1, p2, . . . , pT ] into a sequence
of scalars S = [S1, S2, . . . , ST ] , where:

St = −
M∑
k=1

pt(k) ln pt(k), t = {1, 2, . . . , T }. (8)

Normalizing the entropies, with respect to the maximum entropy which is given
by the uniform distribution (lnM), we transform the entropies St into normal-
ized entropies γS(t) which range is [0, 1]:

γS(t) =
Smax − St

Smax
; Smax = lnM (9)

The final result is that the ensemble activity matrix X in Eq. 1 has been trans-
formed into a sequence of scalars [γS(1), γS(2), . . . , γS(T )] of length T , which we
call the entropy sequence function. This sequence of scalars actually repre-
sents a function of time of the normalized entropies associated to per-time-sliced
phase values distributions along all nodes in the ensemble.
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Fig. 5. Irregular synchronous signals forming clusters of contiguous identical signals.
We show from left to right and up to bottom four ensembles with 30%, 70%, 90%, and
99% as percentage of identical signals.

From the entropy sequence function we can provide a summary value (a single
scalar) which can represent the complete activity of the ensemble. Several ag-
gregation functions can be taken, but we have used the simple average function
along time:

γMV = 〈γS(t)〉t (10)

This final value is the multivariate synchronization index presented in this
paper.

In Fig 1 is presented the relationship between the signal ensemble, the entropy
sequence function: γS(t) and probability mass functions: pt . We can see that
the points in time of maximum entropy corresponds with quasi Dirac deltas in
the probability distributions.

In Fig 2 is presented a synopsis of the computations performed: In step 1,
the Hilbert transform of each signal is calculated. In step 2 we discretize the
phase values to M possible values (M bins). In step 3 we build a histogram
per time increment, the histogram gives the relative frequencies of each possi-
ble value: {1, 2, . . . ,M} , along all the nodes. Normalizing the histograms we
construct the corresponding probability mass functions in step 4. From there,
we can use the Entropy to translate probability distributions to scalar values,
which is done in steps 5. Note that we could use any alternative operator in
order to translate probability distributions to scalar values, like for instance the
Kullback-Leibler(KL) [12] divergence. In step 6 we provide an aggregate sum-
mary of the Entropies or KL divergence, which are functions of time; to do so
we use the average along time.

An important secondary result is the possible use of the function γS(t) as a sig-
nature (single representative function) of the whole multidimensional
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Fig. 6. Multivariate synchronization index (γMV ) results for different types of signals:
RS, IS and IS-C (Section 3). At the bottom of each data set is presented a function
representation of values (from top to bottom).

ensemble dynamics. So, these functions can be used to compare the similarity of
two complete ensembles of signals.

In the following sections we will provide evidence of the suitability of the
method to detect synchronization.

3 Data Test Signals

To test the method we have used three types of signals with increasing level of
synchrony in each group.

3.1 Regular Synchronous (RS)

These signals have been produced with a specifically developed Matlab toolbox
starting with a non-connected set of 1000 neurons with a random input signal
for each of the neurons to produce a random signals ensemble. Then it has been
incrementally increased the coupling weight and degree of connectivity of the
network, producing three additional signals ensembles with: weak, medium and
strong synchronization.

To create the simulation we have used the Izhikevich neuron model [13,14].
This model is a phenomenological spiking model as computationally efficient as
the integrate-and-fire model and that depending only on four parameters can
reproduce the spiking and bursting behavior of known types of cortical neurons.
For this specific simulation we have created 1000 excitatory integrator neurons
with a random connectivity network.
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In Fig 3 are presented the four ensembles used for RS synchronization, from
left to right and up to bottom: random (no synchronization), weak, medium and
strong synchronization ensembles.

In all cases the signals present a periodic or quasi-periodic recurrence activ-
ity (except the first which is random). The signal coming from each neuron is
different to all other signals but the global activity forms a periodic dynamic.

Fig. 7. Entropy sequence functions for the four RS signals. The x-axis is time.

3.2 Irregular Synchronous (IS)

These signals have been produced starting from the same random ensemble of
1000 neurons used in the RS case. From this ensemble, we have randomly selected
a neuron signal and replaced a percentage of other neurons signals with the
chosen one. In this way, it has been produced several ensembles with a different
percentage of repetition of the one single signal chosen for substitution. There
are ensembles with 30%, 70%, 90%, 99% and 100% as percentage of identical
signals in the ensemble. For example, the 100% repetition case is an ensemble
with all neurons signals been identical.

The repetition of equal signals in the ensemble is done in a random manner,
meaning that the replacing signal occupies random positions in the signals matrix
rows.

In Fig 4 are presented several ensembles (from left to right and up to bottom)
for 30%, 70%, 90% and 99% repetition percentage. The figure presents the spikes
activity of the signals, being time in horizontal and nodes in vertical.
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These signals have been produced using a specifically developed Matlab code;
they have not been generated by the Matlab toolbox as part of the simulation
of a dynamical system, as for the RS signals.

3.3 Irregular Synchronous in Cluster (IS-C)

Similar to IS signals but with equal signals placed in contiguous positions. In
Fig 5 are presented several ensembles (from left to right and up to bottom) for
30%, 70%, 90% and 99% repetition percentage of the IS signals in cluster.

Fig. 8. Entropy sequence functions for the four IS signals. The x-axis is time.

4 Experimental Results

In this section we present the numerical results obtained after applying the
multivariate index of section 2.2 to the signals in section 3. The results are
presented in Fig 6. In this figure we can observe that the evolution of the phase
index is monotonically increasing as synchronization increases in the ensembles,
providing a convenient measure of synchronization between ensembles, even of
different types (IS vs. RS). In Fig 7 are shown the entropy sequence functions
for the four RS signals in section 3. The four diagrams correspond to (from
up to bottom): random (no synchronization), weakly, moderately and strongly
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synchronized signals. In Fig 8 is presented a similar diagram but for the four
IS signals of sections 3. We can see, observing these figures, how the differences
between the IS and RS signals are expressed in the shape of the entropy functions
(γS(t) ). The IS signals show an almost constant entropy sequence function only
modulated by noise, with an average value increasing as the signals ensemble
increase in synchrony. Meanwhile, the RS signals present and oscillating shape,
centered around an almost constant value but with the oscillation amplitudes
increasing as the synchronization increases. Considering the above mentioned
properties, the entropy function can be used as a one-dimensional signature
function to represent the whole signals ensemble.

5 Conclusions

It has been presented a synchronization detection method for multivariate signals
which is suitable to detect the synchronization level of a signals ensemble. The
method grows linearly in computational demands with the increase in number
of signals and sampling time steps. It is not based in a combinatorial growing
number of signals differences.

The method is presented in detail and the results show its adequacy to detect
synchronization for different types of signals.

The method gives two main results:

– A scalar value (phase index): This provides a single aggregate of syn-
chronization level.

– A time function of entropies: This provides a signature of the ensemble
behavior good to capture the similarity signals level along time. This function
can be used to compare two ensembles of signals.
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de Pablos Álvaro, Marta I-9
de Santos-Sierra, D. I-342
Dı́az-Garćıa, José Javier II-385
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Mart́ınez-Álvarez, Antonio I-332
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