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Preface

PQCrypto 2013, the 5th International Workshop on Post-Quantum Cryptogra-
phy was held in Limoges, France, during June 4–7, 2013.

The workshop attracted 24 submissions, of which the Program Commmittee
selected 17 for publication in the workshop proceedings. The accepted papers
dealt with the topics of code-based cryptography, lattice-based cryptography,
multivariate-cryptography, and cryptanalysis or implementations. The Program
Committee included 23 subject-matter experts from 11 countries.

The workshop included two invited talks by Frédéric Magniez and Michael
Naehrig and a recent results session chaired by Carlos Aguilar Melchor.

I would like to thank all the Program Committee members, who made great
effort contributing their time, knowledge, and expertise. I also thank the external
reviewers who assisted in the process.

I wish to thank the generous sponsors of PQCRypto 2013: the Region
Limousin, the Limoges University, the Mathematics and Computer Science De-
partement of the XLIM laboratory and the XLIM laboratory. Special thanks are
also due to Thierry Berger for his organizational effort as General Chair and to
Odile Duval and Jean-Christophe Deneuville for their everyday help.

April 2013 Philippe Gaborit
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Using LDGM Codes and Sparse Syndromes

to Achieve Digital Signatures�

Marco Baldi1, Marco Bianchi1, Franco Chiaraluce1,
Joachim Rosenthal2, and Davide Schipani3

1 Università Politecnica delle Marche, Ancona, Italy
{m.baldi,m.bianchi,f.chiaraluce}@univpm.it

2 University of Zurich, Zurich, Switzerland
rosenthal@math.uzh.ch

3 Nottingham Trent University, Nottingham, UK
davide.schipani@ntu.ac.uk

Abstract. In this paper, we address the problem of achieving efficient
code-based digital signatures with small public keys. The solution we
propose exploits sparse syndromes and randomly designed low-density
generator matrix codes. Based on our evaluations, the proposed scheme is
able to outperform existing solutions, permitting to achieve considerable
security levels with very small public keys.

Keywords: Code-based digital signatures, LDGM codes, sparse syn-
dromes.

1 Introduction

The problem of replacing current cryptographic primitives which will be sub-
ject to quantum computer attacks with alternative post-quantum solutions is
fostering research on code-based systems, which are among the most promising
options for this replacement.

Concerning asymmetric cryptography, the McEliece cryptosystem [21] and its
recent improvements [9] already represent efficient solutions to replace quantum
vulnerable systems, like RSA. The main drawback of the McEliece cryptosystem
compared to RSA is the large size of its public keys. However, great steps have
been done towards the reduction of the McEliece public key size. A possible
solution consists in replacing the Goppa codes used in the original system with
other families of codes. Among these, low-density parity-check (LDPC) codes
have been considered since several years [1–3, 24], and most recent proposals
based on them have been able to achieve significant reductions in the key size
[6, 7, 23].

For what concerns digital signatures, the widespread DSA and RSA signa-
ture schemes will be endangered by quantum computers as well, and only a few

� This work was supported in part by the MIUR project “ESCAPADE” (Grant
RBFR105NLC) under the “FIRB - Futuro in Ricerca 2010” funding program, and
in part by the Swiss National Science Foundation under grant No. 132256.

P. Gaborit (Ed.): PQCrypto 2013, LNCS 7932, pp. 1–15, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 M. Baldi et al.

replacements are available up to now, like hash-based signatures. Code-based
digital signature schemes represent another post-quantum alternative to DSA
and RSA signature schemes, but the development of efficient code-based solu-
tions is still challenging.

The two main proposals of code-based signature schemes currently avail-
able are the Courtois-Finiasz-Sendrier (CFS) scheme [13] and the Kabatianskii-
Krouk-Smeets (KKS) scheme [18]. An up-to-date discussion about these two
systems can be found in [15] and [26], respectively.

The KKS scheme uses two codes with different sizes to create the trapdoor,
one selecting the subset support of the other. An important weakness of this
system was recently pointed out in [26], even though the KKS scheme can still
be considered secure for some choices of its parameters.

The CFS signature scheme instead uses a hash-and-sign paradigm based on the
fact that only the authorized signer can exploit the error correction capability of a
secret code. The main components of the CFS scheme are a private t-error correct-
ing code C and a public hash algorithmH. The private code is described through
its parity-check matrix H , while H ′ = S ·H is made public, where S is a private
random matrix. There must be a public function F able to transform (in a rea-
sonable time) any hash value computed through H into a correctable syndrome
for the code C. Then, syndrome decoding through C is performed by the signer,
and the resulting error vector e is the digital signature, together with the param-
eters to be used in the function F for achieving the target. Verification is easily
obtained by computing H ′ · e and comparing the result with the output of F .

The main drawback of the CFS scheme concerns the function F . In fact, it is
very hard to find a function that quickly transforms an arbitrary hash vector into
a correctable syndrome. In the original CFS scheme, two ways are proposed to
solve this problem [15]: i) appending a counter to the message, or ii) performing
complete decoding. Both these methods require a very special choice of the code
parameters to be able to find decodable syndromes within a reasonable time. For
this purpose, codes with very high rate and very small error correction capability
are commonly used, and this has exposed the cryptosystem to attacks based on
the generalized birthday algorithm [14], in addition to common attacks against
code-based cryptosystems. This flaw is mainly due to the need to ensure that
many vectors produced by the hash function H are correctable. In addition, in
such a setting, the decoding complexity can be rather high, especially in the
versions exploiting complete decoding.

In this paper, we propose a new solution based on a modification of the CFS
scheme. The first variation is to consider only a subset of the possible syn-
dromes, selecting the ones having a certain density (of not null elements). In
addition, we replace traditional Goppa codes with low-density generator-matrix
(LDGM) codes, which allow for a random based design and a considerable re-
duction in the public key size. As it will be shown in the following, this allows
to relax many constraints on the code parameters, and therefore to use more
practical codes which also make classical attacks against the CFS scheme inap-
plicable. In addition, syndrome decoding through the private code is reduced to
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a straightforward procedure, with an extremely low complexity. The rationale of
the proposed system is in the following observations:

– Given a private parity-check matrix in systematic form (with an identity
block in the rightmost part), the signer can obtain an error vector associated
to a given syndrome by simply transposing the syndrome and prepending
it with an all zero vector. By obtaining the public parity-check matrix from
the private one through a left and right multiplication by two dense secret
matrices, the systematic form is lost and the same procedure cannot be
exploited by an attacker. Moreover, the two parity-check matrices no longer
describe the same code.

– The private error vector obtained by the signer can be disguised by adding
to it a randomly selected codeword of the secret code.

– If both the private error vector and the random codeword are of moderately
low weight, and the same holds for their transposition into the public code,
they are difficult to discover by an attacker.

– If the private code is an LDGM code, it is very easy for the signer to randomly
select a low weight codeword, since it is obtained as the sum of a small
number of rows of its generator matrix, chosen at random. Although the
private code is an LDGM code, its parity-check matrix in systematic form
can be dense.

In the following sections we show how these observations are translated into
practice in the proposed system. The organization of the paper is as follows.
In Section 2, we describe the LDGM codes we use in the system and their
characteristics. In Section 3, we define the main steps of the system, that are:
key generation, signing procedure and verification procedure. In Section 4, we
provide a preliminary assessment of the possible vulnerabilities affecting the
system. In Section 5, we give some possible choices of the system parameters
and, finally, Section 6 concludes the paper.

2 Low-Density Generator-Matrix Codes

LDGM codes have been used since a long time for transmission applications [12],
and are recognized to achieve very good error correcting performance when used
in concatenated schemes [16], [17].

A simple way to obtain an LDGM code with length n, dimension k and
redundancy r = n− k is to define its generator matrix in the form

G = [Ik|D], (1)

where Ik is a k×k identity matrix, andD is a sparse k×rmatrix. We suppose that
the rows of G have Hamming weight wg � n. An LDGM code can also be defined
with G in a more general form than (1), that is, by randomly selecting k linearly
independent vectors with length n and Hamming weight wg � n, and using them
as the rows of G. This approach requires to check the linear independence of the
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rows of G, but it increases the degrees of freedom for random-based designs.
Hence, we consider this more general solution for the design of the private code
in the proposed system.

Due to their sparse nature, it is very likely that, by summing two or more rows
of the generator matrix of an LDGM code, a vector with Hamming weight ≥ wg

is obtained. In this case, the LDGM code has minimum distance wg. This is even
more likely if the rows of G are chosen in such a way as to be quasi-orthogonal,
that is, with a minimum number of overlapping ones. However, in the scheme
we propose, we do not actually need that the secret code has minimum distance
wg. Hence, G can be designed completely at random, without any constraint on
the number of overlapping ones between each pair of its rows.

The code defined through G as in (1) is systematic and admits a sparse parity
check matrix H in the form

H = [DT |Ir], (2)

where T denotes transposition and Ir is an r × r identity matrix. Hence, such
a code is an LDPC code as well. On the contrary, if G is designed completely
at random, without imposing the form (1), it is not systematic and the LDGM
code is generally not an LDPC code. This is the case for the private LDGM code
which is used in the proposed system.

A particularly interesting class of LDGM codes is that of quasi-cyclic (QC)
LDGM codes [4]. In fact, the QC property allows to reduce the memory needed
to store the code characteristic matrices, which is an important feature in cryp-
tographic applications where such matrices are used as private and public keys.

A general form for the generator matrix of a QC-LDGM code is as follows:

GQC =

⎡⎢⎢⎢⎢⎢⎣
C0,0 C0,1 C0,2 . . . C0,n0−1

C1,0 C1,1 C1,2 . . . C1,n0−1

C2,0 C2,1 C2,2 . . . C2,n0−1

...
...

...
. . .

...
Ck0−1,0 Ck0−1,1 Ck0−1,2 . . . Ck0−1,n0−1

⎤⎥⎥⎥⎥⎥⎦ , (3)

where Ci,j represents a sparse circulant matrix or a null matrix with size p× p.
Hence, in this case the code length, dimension and redundancy are n = n0p,
k = (n0 − r0)p = k0p and r = r0p, respectively. Since a circulant matrix is
defined by one of its rows (conventionally the first), storing a binary matrix
GQC as in (3) requires k0n0p = kn/p bits, and the corresponding parity-check
matrix HQC requires r0n0p = rn/p bits to be stored. The proposed system uses
a parity-check matrix as the public key; so, when adopting QC-LDGM codes,
its public key size is rn/p bits.

An important feature of LDGM codes which will be exploited in the pro-
posed scheme is that it is easy to obtain a random codeword c belonging to
an LDGM code and having weight approximately equal to a fixed, small value
wc. Let us suppose that wc is an integer multiple of wg. Since the rows of G are
sparse, it is highly probable that, by summing a small number of rows, the Ham-
ming weight of the resulting vector is about the sum of their Hamming weights.
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Hence, by summing wc

wg
rows of G, chosen at random, we get a random codeword

with Hamming weight about wc. Actually, due to some overlapping ones, the
resulting weight could result smaller than wc. In this case, some other row can
be added, or some row replaced, or another combination of rows can be tested, in
order to approach wc. Moreover, as we will see in the following, using a random
codeword with Hamming weight slightly smaller than wc is not a problem in the
proposed system. Based on the above considerations, the number of codewords
with weight close to wc which can be easily selected at random from an LDGM
code having G with rows of weight wg, with wg|wc, can be roughly estimated as

Awc ≈
(

k
wc

wg

)
. (4)

3 System Description

In this section we describe the main steps of the proposed digital signature
system.

3.1 Key Generation

The first part of the private key for the proposed system is formed by the r × n
parity-check matrixH of an LDGM code C(n, k), having length n and dimension
k (r = n− k). The matrix H is in systematic form, with an identity block in the
rightmost part. The private key also includes two other non-singular matrices:
an r×r transformation matrix Q and an n×n scrambling matrix S (both defined
below). The public key is then obtained as H ′ = Q−1 ·H · S−1.

The matrix S is a sparse non-singular matrix, with average row and column
weight mS � n. The matrix Q, instead, is a weight controlling transformation
matrix as defined in [5]. For this kind of matrices, when s is a suitably chosen
sparse vector, the vector s′ = Q · s has a small Hamming weight, which is only a
few times greater than that of s. As shown in [5], a matrix Q with such a feature
can be obtained as the sum of an r × r low-rank dense matrix R and a sparse
matrix T , chosen in such a way that Q = R + T is non singular. In order to
design R, we start from two z× r matrices, a and b, with z < r properly chosen
(see below), and define R as:

R = aT · b. (5)

This way, R has rank ≤ z. The matrix T is then chosen as a sparse matrix with
row and column weight mT , such that Q = R+ T is full rank.

It can be easily verified that, if the vector s is selected in such a way that
b · s = 0z×1, where 0z×1 is the z × 1 all-zero vector, then R · s = 0r×1 and
s′ = Q · s = T · s. Hence, the Hamming weight of s′ is, at most, equal to mT

times that of s, and Q actually has the weight controlling feature we desire.
As we will see in Section 4.3, although it is relatively simple for an attacker

to obtain the space defined by the matrix b, and its dual space, this does not
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help to mount a key recovery attack. Hence, the matrix b, which is only a small
part of Q, can even be made public.

When a QC code is used as the private code, H is formed by r0×n0 circulant
matrices of size p × p, and it is desirable to preserve this QC structure also for
H ′, in such a way as to exploit its benefits in terms of key size. For this purpose,
both Q and S must be formed by circulant blocks with the same size as those
forming H . Concerning the matrix S, it is obtained in QC form (SQC) by simply
choosing at random a block of n0×n0 sparse or null circulant matrices such that
the overall row and column weight is mS .

Concerning the matrix Q, instead, a solution to obtain it in QC form is to
define R as follows:

RQC =
(
aTr0 · br0

)
⊗ 1p×p, (6)

where ar0 and br0 are two z × r0 binary matrices, 1p×p is the all-one p × p
matrix and ⊗ denotes the Kronecker product. Then, TQC is chosen in the form
of n0 × n0 sparse circulant blocks with overall row and column weight mT and
QQC is obtained as RQC+TQC . This way, if H is in QC form, H ′ = Q−1

QC ·H ·S−1
QC

is in QC form as well. In the QC case, the condition we impose on s, that is,
b · s = 0z×1 becomes (br0 ⊗ 11×p) · s = 0z×1.

Such a condition, both in the generic and in the QC case, is equivalent to a set
of z parity-check constraints for a code with length r and redundancy z. Hence,
if we fix b such that this code has minimum distance d, then a vector s with
weight w < d cannot satisfy such condition, and Q loses its weight controlling
feature on s. This is useful to reinforce the system against some vulnerabilities,
and justifies the form used for the matrix Q.

Apart from the private and public key pair, the system needs two functions
which are made public as well: a hash functionH and a function FΘ that converts
the output vector of H into a sparse r-bit vector s of weight w � r. The output
of FΘ depends on the parameter Θ, which is associated to the message to be
signed and made public by the signer. An example of implementation of FΘ is
provided in the next section.

3.2 Signature Generation

In order to get a unique digital signature from some document M , the signer
computes the digest h = H(M) and then finds ΘM such that s = FΘM (h) verifies
b · s = 0z×1. Since s has weight w, s′ = Q · s has weight ≤ mTw. Concerning
the implementation of the function FΘ(h), an example is as follows. Given a
message digest h = H(M) of length x bits, similarly to what is done in the CFS
scheme, it is appended with the y-bit value l of a counter, thus obtaining [h|l].
The value of [h|l] is then mapped uniquely into one of the

(
r
w

)
r-bit vectors of

weight w, hence it must be
(
r
w

)
≥ 2x+y. The counter is initially set to zero by

the signer, and then progressively increased. This way, a different r-bit vector
is obtained each time, until one orthogonal to b is found, for l = l̄. This step
requires the signer to test 2z different values of the counter, on average.With this
implementation of FΘ(h), we have ΘM = l̄, and different signatures correspond
to different vectors s, unless a hash collision occurs.
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After having obtained s, the signer has to find a vector e of weight ≤ mTw
which corresponds to the private syndrome s′ = Q · s through C. Since H is in
systematic form, it can be written as H = [X |Ir], where X is an r×k matrix and
Ir is the r × r identity matrix. Hence, the private syndrome s′ can be obtained
from the error vector e = [01×k|s′T ]. So, in this case, finding e simply translates
into a vector transposition and some zero padding.

The signer finally selects a random codeword c ∈ C with small Hamming
weight (wc), and computes the public signature of M as e′ = (e+ c) · ST . If the
choice of the codeword c is completely random and independent of the document
to be signed, the signature obtained for a given document changes each time it is
signed, and the system becomes vulnerable to attacks exploiting many signatures
of the same document. This can be simply avoided by choosing the codeword c as
a deterministic function of the document M and, hence, of the public syndrome
s. For example, s or, equivalently, [h|l̄] can be used as the initial state of the
pseudo-random integer generator through which the signer extracts the indexes
of the rows of G that are summed to obtain c. This way, the same codeword is
always obtained for the same public syndrome.

To explain the role of the codeword c, let us suppose for a moment that the
system does not include any random codeword, that is equivalent to fix c =
01×n, ∀M . In this case, we could write e′ = W (s), where W is a linear bijective
map from the set of public syndromes to the set of valid signatures. This can be
easily verified, since it is simple to check thatW (s1+s2) = W (s1)+W (s2). So, an
attacker who wants to forge a signature for the public syndrome sx could simply
express sx as a linear combination of previously intercepted public syndromes,
sx = si1 + si2 + . . . siN , and forge a valid signature by linearly combining their
corresponding signatures: e′x = e′i1 + e′i2 + . . . e′iN .

As mentioned, to prevent this risk, the signer adds a random codeword c, with
weight wc � n, to the error vector e, before multiplication by ST . This way, the
map W becomes an affine map which depends on the random codeword c, and it
no longer has the set of valid signatures as its image. In fact, we can denote this
new map as Wc(s), such that e′1 = Wc1(s1) and e′2 = Wc2(s2), where c1 and c2
are two randomly selected codewords of the private code with weight wc. If we
linearly combine the signatures, we obtain e′f = e′1 + e′2 = Wc1(s1) +Wc2(s2) =
Wc1+c2(s1 + s2). The vector c1 + c2 is still a valid codeword of the secret code,
but it has weight > wc with a very high probability.

3.3 Signature Verification

After receiving the message M , its signature e′ and the associated parameter
ΘM , the verifier first checks that the weight of e′ is ≤ (mTw + wc)mS . If this
condition is not satisfied, the signature is discarded. Then the verifier computes
ŝ = FΘM (H(M)) and checks that ŝ has weight w, otherwise the signature is
discarded. If the previous checks have been positive, the verifier then computes
H ′·e′T = Q−1·H ·S−1·S·(eT+cT ) = Q−1·H ·(eT+cT ) = Q−1·H ·eT = Q−1·s′ = s.
If s = ŝ, the signature is accepted; otherwise, it is discarded.
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3.4 Number of Different Signatures

An important parameter for any digital signature scheme is the total number of
different signatures. In our case, a different signature corresponds to a different r-
bit vector s, having weight w. Only vectors s satisfying the z constraints imposed
by b are acceptable, so the maximum number of different signatures is:

Ns ≈
(
r
w

)
2z

. (7)

4 Possible Vulnerabilities

For a security assessment of the proposed system, it would be desirable to find
possible security reductions to some well known hard problems, and then to
evaluate the complexity of practical attacks aimed at solving such problems.
This activity is still at the beginning, and work is in progress in this direction.
Hence, in this paper we only provide a sketch of some possible vulnerabilities
we have already devised, which permit to obtain a first rough estimate of the
security level of the system. Completing the security assessment will allow to
improve the security level estimation, and possibly to find more effective choices
of the system parameters.

From the definition of the proposed system, it follows that the published sig-
nature e′ associated to a document M is always a sparse vector, with Hamming
weight ≤ (mTw + wc)mS . Since e′ is an error vector corresponding to the pub-
lic syndrome s through the public code parity-check matrix H ′, having a low
Hamming weight ensures that e′ is difficult to find, starting from s and H ′. This
is achieved by using the weight controlling matrix Q and the sparse matrix S.
If this was not the case, and e′ was a dense vector, it would be easy to forge
signatures, since a dense vector corresponding to s through H ′ is easy to find.

Based on these considerations, one could think that choosing both Q and S
as sparse as possible would be a good solution. Let us suppose that they are
two permutation matrices, P1 and P2. In this case, the public matrix would be
H ′ = PT

1 ·H ·PT
2 , and both s′ and e′ would be sparse, thus avoiding easy forgeries.

Actually, a first reason for avoiding to use permutation matrices is that, when
masked only through permutations, the security of H decreases. In fact, using
a doubly permuted version of H may still allow to perform decoding through
the public code. However, neglecting for a moment this fact, we find that, in
this case, e′ would have weight ≤ w + wc. If e and c have disjoint supports,
which is very likely true, since we deal with sparse vectors, w non-zero bits in
e′ would correspond to a reordered version of the non-zero bits in s. So, apart
from the effect of the random codeword, we would simply have a disposition
of the non-zero bits in s within e′, according to a fixed pattern. This pattern
could be discovered by an attacker who observes a sufficiently large number
of signatures, so that the effect of the random codeword could be eliminated.
In fact, by computing the intersection of the supports of many vectors s and
their corresponding vectors e′, the support of e′ could be decomposed and the
reordering of each bit disclosed.
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Based on these considerations, we can conclude that the density of e′ must be
carefully chosen between two opposite needs:

– being sufficiently low to avoid forgeries;
– being sufficiently high to avoid support decompositions.

4.1 Forgery Attacks

In order to forge signatures, an attacker could search for an n × r right-inverse
matrix H ′

r of H ′. Then, he could compute f = (H ′
r · s)T , which is a forged

signature. It is easy to find a right-inverse matrix able to forge dense signatures.

In fact, provided that H ′ ·H ′T is invertible, H ′
r = H ′T ·

(
H ′ ·H ′T )−1

is a right-
inverse matrix of H ′. The matrix H ′ is dense and the same occurs, in general,

for
(
H ′ ·H ′T )−1

; so, H ′
r is dense as well. It follows that, when multiplied by s,

H ′
r produces a dense vector, thus allowing to forge dense signatures. By using

sparse signatures, with weight ≤ (mTw+wc)mS , the proposed system is robust
against this kind of forged signatures.

However, the right-inverse matrix is not unique. So, the attacker could search
for an alternative, possibly sparse, right-inverse matrix. In fact, given an n× n

matrix Z such that H ′ · Z · H ′T is invertible, H ′′
r = Z · H ′T ·

(
H ′ · Z ·H ′T )−1

is another valid right-inverse matrix of H ′. We notice that H ′′
r 	= Z ·H ′

r. When
H ′ contains an invertible r× r square block, there is also another simple way to
find a right-inverse. It is obtained by inverting such block, putting its inverse at
the same position (in a transposed matrix) in which it is found within H ′, and
padding the remaining rows with zeros.

In any case, there is no simple way to find a right-inverse matrix that is also
sparse, which is the aim of an attacker. Actually, for the matrix sizes considered
here, the number of possible choices of Z is always huge. Moreover, there is
no guarantee that any of them produces a sparse right-inverse. Searching for an
r×r invertible block withinH ′ and inverting it would also produce unsatisfactory
results, since the overall density of H ′−1 is reduced, but the inverse of the square
block is still dense. So, the attacker would be able to forge signatures with a
number of symbols 1 on the order of r/2, that is still too large for the system
considered here. In fact, in the system examples we provide in Section 5, we
always consider public signatures with weight on the order of r/3 or less.

A further chance is to exploit Stern’s algorithm [29] (or other approaches for
searching low weight codewords) to find a sparse representation of the column
space of H ′

r. If this succeeds, it would result in a sparse matrix HS = H ′
r ·B, for

some r × r transformation matrix B. However, in this case, HS would not be a
right-inverse of H ′.

For these reasons, approaches based on right-inverses seem to be infeasible for
an attacker. An alternative attack strategy could be based on decoding. In fact,
an attacker could try syndrome decoding of s throughH ′, hoping to find a sparse
vector f . He would have the advantage of searching for one out of many possible
vectors, since he is not looking for a correctable error vector. Several algorithms
could be exploited for solving such problem [8, 10, 11, 20, 27]. These algorithms
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are commonly used to search for low weight vectors with a null syndrome, but,
with a small modification, they can also be used to find vectors corresponding
to a given (non-zero) syndrome. In addition, their complexity decreases when an
attacker has access to a high number of decoding instances, and wishes to solve
only one of them [28], which is the case for the proposed system. We will discuss
the complexity issue in Section 5.

4.2 Support Decomposition Attacks

Concerning support decomposition, let us suppose that e and c have disjoint
supports. In this case, the overall effect of the proposed scheme on the public
syndrome s can be seen as the expansion of an r× 1 vector s of weight w into a
subset of the support of the 1× n vector e′, having weight ≤ mTmSw, in which
each symbol 1 in s corresponds, at most, to m = mTmS symbols 1 in e′.

An attacker could try to find the w sets of m (or less) symbols 1 within the
support of e′ in order to compute valid signatures. In this case, he will work as if
the random codeword was absent, that is, c = 01×n. Thus, even after succeeding,
he would be able to forge signatures that are sparser than the authentic ones. In
any case, this seems a rather dangerous situation, so we should aim at designing
the system in such a way as to avoid its occurrence.

To reach his target, the attacker must collect a sufficiently large number L of
pairs (s, e′). Then, he can intersect the supports (that is, compute the bit-wise
AND) of all the s vectors. This way, he obtains a vector sL that may have a small
weight wL ≥ 1. If this succeeds, the attacker analyzes the vectors e′, and selects
the mwL set bit positions that appear more frequently. If these bit positions
are actually those corresponding to the wL bits set in sL, then the attacker
has discovered the relationship between them. An estimate of the probability of
success of this attack can be obtained through combinatorial arguments.

An even more efficient strategy could be to exploit information set decoding
to remove the effect of the random codeword. In fact, an attacker knows that
e′ = (e + c) · ST = e′′ + c′′, with c′′ such that H ′c′′ = 0. Hence, e′′ can be
considered as an error vector with weight ≤ mTmSw affecting the codeword
c′′ of the public code. So the attacker could consider a random subset of k
coordinates of the public signature e′ and assume that no errors occurred on
these coordinates. In this case, he can easily recover c′′ and, hence, remove the
effect of the random codeword c. The probability that there are no errors in
the chosen k coordinates is

(
n−mTmSw

k

)
/
(
n
k

)
, and its inverse provides a rough

estimate of the work factor of this attack.

4.3 Key Recovery Attacks

An attacker could aim to mount a key recovery attack, that is, to obtain the
private code. A potential vulnerability in this sense comes from the use of LDGM
codes. As we have seen in Section 2, LDGM codes offer the advantage of having
a predictable (and sufficiently high) number of codewords with a moderately
low weight wc, and of making their random selection very easy for the signer.
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On the other hand, when the private code is an LDGM code, the public code
admits a generator matrix in the form G′

I = G · ST , which is still rather sparse.
So, the public code contains low weight codewords, coinciding with the rows of
G′

I , which have weight approximately equal to wg · mS . Since G′
I has k rows,

and summing any two of them gives higher weight codewords with a very high
probability, we can consider that the multiplicity of these words in the public
code is k. They could be searched by using again Stern’s algorithm [29] and its
improved versions [8, 10, 11, 20, 27], in such a way as to recover G′

I . After that,
G′

I could be separated into G and ST by exploiting their sparsity. In Section 5
we discuss how to estimate the work factor of this attack.

Another possible vulnerability comes from the fact that the matrix b is public.
Even if b was not public, an attacker could obtain the vector space generated by b,
as well as its dual space, by observing O(r) public syndromes s, since b·s = 0z×1.
Hence, we must suppose that an attacker knows an r × r matrix V such that
R · V = 0 ⇒ Q · V = T · V . The attacker also knows that H ′ = Q−1 ·H · S−1

and that the public code admits any non-singular generator matrix in the form
G′

X = X · G · ST , which becomes G′
Q = Q · G · ST for X = Q. Obviously, G′

I

is the sparsest among them, and it can be attacked by searching for low weight
codewords in the public code, as we have already observed. Instead, knowing V is
useless to reduce the complexity of attacking either H ′ or one of the possible G′

X ,
hence it cannot be exploited by an attacker to perform a key recovery attack.

4.4 Other Attacks

As for any other hash-and-sign scheme, classical collision birthday attacks repre-
sent a threat for the proposed system. Since the system admits up to Ns different
signatures, it is sufficient to collect ≈

√
Ns different signatures to have a high

probability of finding a collision [19]. Hence, the security level reached by the
system cannot exceed

√
Ns.

However, Ns can be made sufficiently high by increasing the value of w. The
definition of the proposed system allows to choose its parameters in such a way
as to guarantee this fact, as we will see in Section 5. This is possible since
the choice of w is not constrained by the row weight of the private generator
matrix. In fact, in the proposed scheme we do not actually need a private code
of minimum distance greater than 2w, because we rely on a decoding procedure
which uniquely associates to a syndrome of a given weight an error vector with
the same weight, though such an error vector is not necessarily unique.

Finally, it is advisable to consider the most dangerous attacks against the CFS
scheme. It was successfully attacked by exploiting syndrome decoding based on
the generalized birthday algorithm [14], even if the proposed attacking algorithm
was not the optimal generalization of the birthday algorithm [22]. If we do not
take into account some further improvement due to the QC structure of the
public key, these algorithms provide a huge work factor for the proposed system
parameters, since they try to solve the decoding problem for a random code. Just
to give an idea, we obtain a work factor of more than 2200 binary operations even
for the smallest key sizes we consider. However, there are some strategies that can
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be implemented to improve the efficiency of the attack on structured matrices,
like those of dyadic codes [25]. This improvement could be extended to QC codes
as well, but the attack work factor, for the cryptosystems analyzed in [25], is
lowered by (at most) 210 binary operations, starting from a maximum value of
2344. Hence, it is very unlikely that this strategy can endanger the signature
scheme we propose.

5 System Examples

By using the preliminary security assessment reported in Section 4, we can find
some possible choices of the system parameters aimed at reaching fixed security
levels. For this purpose, we have considered all the vulnerabilities described in
Section 4, and we have estimated the work factor needed to mount a successful
attack exploiting each of them.

We have used the implementation proposed in [27] for estimating the work
factor of low weight codeword searches. Actually, [27] does not contain the most
up-to-date and efficient implementation of information set decoding. In fact,
some improvements have appeared in the literature concerning algorithms for
decoding binary random codes (as [20], [8]). These papers, however, aim at find-
ing algorithms which are asymptotically faster, by minimizing their asymptotic
complexity exponents. Instead, for computing the work factor of attacks based
on decoding, we need actual operation counts, which are not reflected in these
recent works. Also “ball collision decoding” [10] achieves significant improve-
ments asymptotically, but they become negligible for finite code lengths and not
too high security levels. For these reasons, we prefer to resort to [27], which
provides a detailed analysis of the algorithm, together with a precise operation
count for given code parameters. On the other hand, attacks against the pro-
posed system which exploit decoding, i.e., trying to recover the rows of G or to
forge valid signatures through decoding algorithms, are far away from providing
the smallest work factors, and, hence, to determine the security level. For the
choices of the system parameters we suggest, the smallest work factor is always
achieved by attacks aiming at decomposing the signature support, which hence
coincides with the security level. For the instances proposed in this section, the
work factor of attacks based on decoding is on the order of 22SL, where SL is
the claimed security level. Hence, even considering some reduction in the work
factor of decoding attacks would not change the security level of the considered
instances of the system. This situation does not change even if we consider the
improvement coming from the “decoding one out of many” approach [28]. In
fact, as shown in [28], even if an attacker has access to an unlimited number
of decoding instances, the attack complexity is raised by a power slightly larger
than 2/3.

Concerning support decomposition attacks, a rough estimation of their com-
plexity has instead been obtained through simple combinatorial arguments,
which are not reported here for the sake of brevity.

A more detailed analysis of the attacks work factor is out of scope of this
paper, and will be addressed in future works, together with a more complete
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Table 1. System parameters for some security levels (SL), with d = 2 and wL = 2

SL (bits) n k p w wg wc z mT mS Awc Ns Sk (KiB)

80 9800 4900 50 18 20 160 2 1 9 282.76 2166.10 117

120 24960 10000 80 23 25 325 2 1 14 2140.19 2242.51 570

160 46000 16000 100 29 31 465 2 1 20 2169.23 2326.49 1685

security assessment. This will also permit to refine the choice of the system
parameters, in such a way as to find the best trade-off between the security level
and the key size.

Table 1 provides three choices of the system parameters which are aimed at
achieving 80-bit, 120-bit and 160-bit security, respectively. All these instances
of the system use QC-LDGM codes with different values of p, also reported in
the table, and consider the case in which the matrix Q is such that d = wL = 2.
Actually, achieving minimum distance equal to 2 (or more) is very easy: it is
sufficient to choose z > 1 and to guarantee that the matrix b does not contain
all-zero columns. For each instance of the system, the value of the key size Sk is
also shown, expressed in kibibytes (1 KiB = 1024 · 8 bits).

In the original version of the CFS system, to achieve an attack time and
memory complexity greater than 280, we need to use a Goppa code with length
n = 221 and redundancy r = 21 ·10 = 210 [14]. This gives a key size on the order
of 4.4 ·108 bits = 52.5 MiB. By using the parallel CFS proposed in [15], the same
work factor can be reached by using keys with size ranging between 1.05 ·107 and
1.7 · 108 bits, that is, between 1.25 MiB and 20 MiB. As we notice from Table
1, the proposed system requires a public key of only 117 KiB to achieve 80-bit
security. Hence, it is able to achieve a dramatic reduction in the public key size
compared to the CFS scheme, even when using a parallel implementation of the
latter.

Another advantage of the proposed solution compared to the CFS scheme is
that it exploits a straightforward decoding procedure for the secret code. On the
other hand, 2z attempts are needed, on average, to find an s vector such that
b · s = 0z×1. However, such a check is very simple to perform, especially for very
small values of z, like those considered here.

6 Conclusion

In this paper, we have addressed the problem of achieving efficient code-based
digital signatures with small public keys.

We have proposed a solution that, starting from the CFS schemes, exploits
LDGM codes and sparse syndromes to achieve good security levels with compact
keys. The proposed system also has the advantage of using a straightforward
decoding procedure, which reduces to a transposition and a concatenation with
an all-zero vector. This is considerably faster than classical decoding algorithms
used for common families of codes.
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The proposed scheme allows to use a wide range of choices of the code pa-
rameters. In particular, the low code rates we adopt avoid some problems of the
classical CFS scheme, due to the use of codes with high rate and small correction
capability.

On the other hand, using sparse vectors may expose the system to new at-
tacks. We have provided a sketch of possible vulnerabilities affecting this system,
together with a preliminary evaluation of its security level. Work is in progress
to achieve more precise work factor estimates for the most dangerous attacks.
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17. González-López, M., Vázquez-Araújo, F.J., Castedo, L., Garcia-Frias, J.: Serially-
concatenated low-density generator matrix (SCLDGM) codes for transmission over
AWGN and Rayleigh fading channels. IEEE Trans. Wireless Commun. 6(8), 2753–
2758 (2007)

18. Kabatianskii, G., Krouk, E., Smeets, B.: A digital signature scheme based on ran-
dom error correcting codes. In: Darnell, M.J. (ed.) Cryptography and Coding 1997.
LNCS, vol. 1355, pp. 161–167. Springer, Heidelberg (1997)

19. Lim, C.H., Lee, P.J.: On the length of hash-values for digital signature schemes.
In: Proc. CISC 1995, Seoul, Korea, November 1995, pp. 29–31 (1995)

20. May, A., Meurer, A., Thomae, E.: Decoding random linear codes in Õ(20.054n).
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1 Introduction

The subset-sum problem is the problem of deciding, given integers x1, x2, . . . , xn

and s, whether there exists a subset I of {1, 2, . . . , n} such that
∑

i∈I xi = s; i.e.,
whether there exists a subsequence of x1, x2, . . . , xn with sum s. Being able to
solve this decision problem implies being able to find such a subset if one exists:
for n > 1 one recursively tries x1, x2, . . . , xn−1 with sum s or, if that fails, sum
s− xn.

The reader should imagine, as a typical “hard” case, that x1, x2, . . . , xn are
independent uniform random integers in {0, 1, . . . , 2n}, and that s is chosen as
a uniform random integer between (n/2 −

√
n)2n−1 and (n/2 +

√
n)2n−1. The

number of subsets I ⊆ {1, 2, . . . , n} with
∑

i∈I xi = s then has a noticeable
chance of being larger than 0 but is quite unlikely to be much larger, say larger
than n.
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The subset-sum problem is, historically, one of the first problems to be proven
NP-complete. A polynomial-time non-quantum algorithm for the subset-sum
problem would violate the standard P �= NP conjecture; a polynomial-time
quantum algorithm for the subset-sum problem would violate the standard
NP �⊆ BQP conjecture. There is, however, a very large gap between polyno-
mial time and the time needed for a naive search through all 2n subsets of
{1, 2, . . . , n}. The standard NP �⊆ BQP conjecture does not rule out faster
exponential-time algorithms, or even subexponential-time algorithms, or even
algorithms that take polynomial time for most inputs. This paper studies faster
exponential-time algorithms.

Variations. Often one is interested only in sums of fixed weight, or of limited
weight. We are now given integers x1, x2, . . . , xn, s, and w; the problem is to
decide whether there is a subset I of {1, 2, . . . , n} such that

∑
i∈I xi = s and

#I = w. In the special case s = 0 with w �= 0, such a subset I immediately
produces a short nonzero vector in the lattice L of vectors v ∈ Zn satisfying∑

i xivi = 0: specifically, the characteristic function of I is a vector of length√
w in L. In many applications this is the shortest nonzero vector in L; in some

applications this vector can be found by standard SVP algorithms.
For s �= 0 one can instead compute a vector r ∈ Rn satisfying

∑
i xiri = s, and

then observe that subtracting the characteristic function of I from r produces
an element of L. In many applications this is the vector in L closest to r; in some
applications this vector can be found by standard CVP algorithms.

A variant of the same problem is the central algorithmic problem in coding
theory. The input now consists of vectors x1, x2, . . . , xn, a vector s, and an integer
w; these vectors all have the same length and have entries in the field F2 of
integers modulo 2. The problem, as above, is to decide whether there is a subset
I of {1, 2, . . . , n} such that

∑
i∈I xi = s and #I = w.

We do not mean to suggest that these problems are identical. However, the
algorithmic techniques used to attack subset-sum problems are among the central
algorithmic techniques used to attack lattice problems and decoding problems.
For example, the best attack known against code-based cryptography, at least
asymptotically, is a very recent decoding algorithm by Becker, Joux, May, and
Meurer [4], improving upon a decoding algorithm by May, Meurer, and Thomae
[24]; the algorithm of [4] is an adaptation of a subset-sum algorithm by Becker,
Coron, and Joux [3], improving analogously upon a subset-sum algorithm by
Howgrave-Graham and Joux [17].

There is also a line of work on building cryptographic systems whose security
is more directly tied to the subset-sum problem. For example, Lyubashevsky,
Palacio, and Segev in [22] propose a public-key encryption system and prove that
being able to break it implies being able to solve modular subset-sum problems
of the following type: find a random subset I ⊆ {1, 2, . . . , n} given random
x1, x2, . . . , xn modulo M and given

∑
i∈I xi modulo M , where M is roughly

(10n log n)n. They claim in [22, Section 1] that “there are currently no known
quantum algorithms that perform better than classical ones on the subset sum
problem”.
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Table 1.1. Heuristic asymptotic performance of various subset-sum algorithms. An
algorithm using 2(e+o(1))n operations is listed as “exponent” e.

Exponent Quantum Split Algorithm

1 No 1 Brute force
0.5 Yes 1 Quantum search; §2
0.5 No 1/2 Left-right split; §2
0.5 No 1/4 Left-right split with a modulus; §4
0.375 Yes 1/4 Quantum search with a modulus; §4
0.337. . . No 1/16 Moduli + representations; §5
0.333. . . Yes 1/3 Quantum left-right split; §2
0.333. . . Yes 1/2 Quantum walk; §3
0.3 Yes 1/4 Quantum walk with a modulus; §4
0.291. . . No 1/16 Moduli + representations + overlap; [3]
0.241. . . Yes 1/16 New; quantum walk + moduli + representations; §5

Contents of This Paper. We introduce the first subset-sum algorithm that
beats 2n/4. Specifically, we introduce a quantum algorithm that, under rea-
sonable assumptions, uses at most 2(0.241...+o(1))n qubit operations to solve a
subset-sum problem. This algorithm combines quantum walks with the central
“representations” idea of [17]. Table 1.1 compares this exponent 0.241 . . . to the
exponents of other algorithms.

One can reasonably speculate that analogous quantum speedups can also be
applied to the algorithms of [24] and [4]. However, establishing this will require
considerable extra work, similar to the extra work of [24] and [4] compared to
[17] and [3] respectively.

Cost Metric and Other Conventions. This paper follows the tradition of
measuring algorithm cost as the number of bit operations or, more generally,
qubit operations. In particular, random access to an array of size 2O(n) is assumed
to cost only nO(1), even if the array index is a quantum superposition.

We systematically suppress cost factors polynomial in n; our concern is with
asymptotic exponents such as the 0.241 . . . in 2(0.241...+o(1))n. We also assume
that the inputs x1, x2, . . . , xn, s have nO(1) bits. These conventions mean, for
example, that reading the entire input x1, x2, . . . , xn, s costs only 1.

Almost all of the algorithms discussed here split size-n sets into parts, either
2 or 3 or 4 or 16 parts, as indicated by the “Split” column in Table 1.1. Any
reasonably balanced split is adequate, but to simplify the algorithm statements
we assume that n is a multiple of 2 or 3 or 4 or 16 respectively.

The algorithms in this paper are designed to work well for random inputs,
particularly in the “hard” case that x1, x2, . . . , xn, s each have about n bits. Our
analyses— like the analyses of state-of-the-art algorithms for integer factoriza-
tion, discrete logarithms, and many other problems of cryptographic interest—
are heuristic. We do not claim that the algorithms work for all inputs, and we
do not claim that what we call the “hard” case is the worst case. Even for ran-
dom inputs we do not claim that our analyses are proven, but we do speculate
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that they are provable by an adaptation of the proof ideas stated in [17, eprint
version].

Acknowledgments. This work was initiated during the Post-Quantum Cryp-
tography and Quantum Algorithms workshop at the Lorentz Center in Novem-
ber 2012. We acknowledge helpful discussions with Andris Ambainis, Frédéric
Magniez, Nicolas Sendrier, and Jean-Pierre Tillich.

2 Searches

Define Σ as the function that maps I ⊆ {1, 2, . . . , n} to
∑

i∈I xi. Recall that we

assume that x1, x2, . . . , xn, s have nO(1) bits, and that we suppress polynomial
cost factors; evaluating Σ therefore has cost 1.

The subset-sum problem is the problem of deciding whether there exists I
with Σ(I) = s, i.e., whether the function Σ− s has a root. A classical search for
a root of Σ− s uses 2n evaluations of Σ− s, for a total cost of 2n. Of course, the
search can finish much sooner if it finds a root (one expects only 2n−1 evaluations
on average if there is 1 root, and fewer if there are more roots); but as discussed
in Section 1 we focus on “hard” cases where there are not many roots, and
then the cost is 2n (again, suppressing polynomial factors) with overwhelming
probability.

This section reviews two standard ways to speed up this brute-force search.
The first way is Grover’s quantum search algorithm. The second way is de-
composing Σ(I) as Σ(I1) + Σ(I2), where I1 = I ∩ {1, 2, . . . , n/2} and I2 =
I ∩ {n/2 + 1, . . . , n}; this split was introduced by Horowitz and Sahni in [16].

Review: The Performance of Quantum Search. Consider any computable
function f with a b-bit input and a unique root. Grover’s algorithm [15] finds
the root (with negligible failure chance) using approximately 2b/2 quantum eval-
uations of f and a small amount of overhead.

More generally, consider any computable function f with a b-bit input and
r > 0 roots. Boyer, Brassard, Høyer, and Tapp in [6] introduced a generalization
of Grover’s algorithm (almost exactly the same as Grover’s original algorithm but
stopping after a particular r-dependent number of iterations) that finds a root
(again with negligible failure chance) using approximately (2b/r)1/2 quantum
evaluations of f and a small amount of overhead. One can easily achieve the
same result by using Grover’s original algorithm sensibly (as mentioned in [15]):
choose a fast but sufficiently random map from b − �lg r� bits to b bits; the
composition of this map with f has a good chance of having a unique root;
apply Grover’s algorithm to this composition; repeat several times so that the
failure chance becomes negligible.

Even more generally, consider any computable function f with a b-bit input. A
more general algorithm in [6] finds a root using approximately (2b/r)1/2 quantum
evaluations of f and a small amount of overhead, where r is the number of roots.
If no root exists then the algorithm says so after approximately 2b/2 quantum
evaluations of f . As above, the algorithm can fail (or take longer than expected),
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but only with negligible probability; and, as above, the same result can also be
obtained from Grover’s algorithm.

As a trivial application, take b = n and f = Σ − s: finding a root of Σ − s
costs 2n/2. Some implementation details of this quantum subset-sum algorithm
appeared in [9] in 2009. We emphasize, however, that the same operation count
is achieved by well-known non-quantum algorithms, and is solidly beaten by
recent non-quantum algorithms.

Review: Left-Right Split.Define L1 = {(Σ(I1), I1) : I1 ⊆ {1, 2, . . . , n/2}} and
L2 = {(s−Σ(I2), I2) : I2 ⊆ {n/2 + 1, n/2 + 2, . . . , n}}. Note that each of these
sets has size just 2n/2.

Compute L1 by enumerating sets I1. Store the elements of L1 in a table, and
sort the table by its first coordinate. Compute L2 by enumerating sets I2. For
each (s−Σ(I2), I2) ∈ L2, look for s−Σ(I2) by binary search in the sorted table.
If there is a collision Σ(I1) = s−Σ(I2), print out I1 ∪ I2 as a root of Σ − s and
stop. If there are no collisions, print “there is no subset-sum solution” and stop.

This algorithm costs 2n/2. It uses 2n/2 memory, and one can object that
random access to memory is expensive, but we emphasize that this paper follows
the tradition of simply counting operations. There are several standard variants
of this algorithm: for example, one can sort L1 and L2 together, or one can store
the elements of L1 in a hash table.

Quantum Left-Right Split. Redefine L1 as {(Σ(I1), I1) : I1 ⊆ {1, 2, . . . , n/3}};
note that n/2 has changed to n/3. Compute and sort L1 as above; this costs
2n/3.

Consider the function f that maps a subset I2 ⊆ {n/3 + 1, n/3 + 2, . . . , n} to
0 if s − Σ(I2) is a first coordinate in L1, otherwise to 1. Binary search in the
sorted L1 table costs only 1, so computing f costs only 1.

Now use quantum search to find a root of f , i.e., a subset I2 ⊆ {n/3 + 1, . . . , n}
such that s − Σ(I2) is a first coordinate in L1. There are 2n/3 bits of input to
f , so the quantum search costs 2n/3.

Finally, find an I1 such that s − Σ(I2) = Σ(I1), and print I1 ∪ I2. Like the
previous algorithm, this algorithm finds a root of Σ − s if one exists; any root I
of Σ − s can be expressed as I1 ∪ I2.

Note that, with the original split of {1, . . . , n} into left and right halves,
quantum search would not have reduced cost (modulo polynomial factors). Gen-
eralizing the original algorithm to allow an unbalanced split, and in particular a
split into n/3 and 2n/3, is pointless without quantum computers but essential
for the quantum optimization. The split into n/3 and 2n/3 imitates the approach
used by Brassard, Høyer, and Tapp in [8] to search for hash-function collisions.

This algorithm uses 2n/3 memory, and as before one can object that random
access to memory is expensive, especially when memory locations are quantum
superpositions. See [5] for an extended discussion of the analogous objection to
[8]. We again emphasize that this paper follows the tradition of simply counting
operations; we do not claim that improved operation counts imply improvements
in other cost models.
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3 Walks

This section summarizes Ambainis’s unique-collision-finding algorithm [2] (from
the edge-walk perspective of [23]); introduces a new way to streamline Ambai-
nis’s algorithm; and applies the streamlined algorithm to the subset-sum context,
obtaining cost 2n/3 in a different way from Section 2. This section’s subset-sum
algorithm uses collision finding as a black box, but the faster algorithms in Sec-
tion 5 do not.

Review: Quantum Walks for Finding Unique Collisions. Consider any
computable function f with b-bit inputs such that there is a unique pair of
colliding inputs, i.e., exactly one pair (x, y) of b-bit strings such that f(x) = f(y).
The problem tackled in [2] is to find this pair (x, y).

The algorithm has a positive integer parameter r < 2b, normally chosen on
the scale of 22b/3. At each step the algorithm is in a superposition of states of the
form (S, f(S), T, f(T )). Here S and T are sets of b-bit strings such that #S = r,
#T = r, and #(S∩T ) = r−1; i.e., S and T are adjacent vertices in the “Johnson
graph” of r-subsets of the set of b-bit strings, where edges are between sets that
differ in exactly one element. The notation f(S) means {f(x) : x ∈ S}.

The algorithm begins in a uniform superposition of states; setting up this
superposition uses O(r) quantum evaluations of f . The algorithm then performs
a “quantum walk” that alternates two types of steps: diffusing each state to a
new choice of T while keeping S fixed, and diffusing each state to a new choice
of S while keeping T fixed. Only one element of T changes when S is fixed (and
vice versa), so each step uses only O(1) quantum evaluations of f .

Periodically (e.g., after every 2�
√
r� steps) the algorithm negates the ampli-

tude of every state in which S contains a colliding pair, i.e., in which #f(S) < r.
Because f(S) has already been computed, checking whether #f(S) < r does not
involve any evaluations of f . One can object that this check is nevertheless ex-
tremely expensive; this objection is discussed in the “data structures” subsection
below.

Ambainis’s analysis shows that after roughly 2b/
√
r steps the algorithm has

high probability of being in a state in which S contains a colliding pair. Observing
this state and then sorting the pairs (f(x), x) for x ∈ S reveals the colliding pair.
Overall the algorithm uses only O(22b/3) evaluations of f .

As in the case of Grover’s algorithm, this algorithm is easily generalized to
the case that there are p pairs of colliding inputs, and to the case that p is not
known in advance. The algorithm is also easily generalized to functions of S
more complicated than “contains a colliding pair”.

Data Structures. The most obvious way to represent a set of b-bit strings
is as a sorted array. The large overlap between S and T suggests storing the
union S ∪ T , together with a pointer to the element not in S and a pointer to
the element not in T ; similar comments apply to the multisets f(S) and f(T ).
Keeping a running tally of #f(S) allows easily checking whether #f(S) < r.

To decide whether a b-bit string x is suitable as a new element of T , one
must check whether x ∈ S. Actually, what the diffusion steps need is not merely
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knowing whether x ∈ S, but also knowing the number of elements of S smaller
than x. (“Smaller” need not be defined lexicographically; the real objective is to
compute a bijective map from b-bit strings to

{
1, 2, 3, . . . , 2b

}
that maps S to

{1, 2, 3, . . . , r}.) The obvious sorted-array data structure allows these questions
to be efficiently answered by binary search.

The big problem with this data structure is that inserting the new string into
T requires, in the worst case, moving the other r elements of the array. This
cost-r operation is performed at every step of the quantum walk, and dominates
the total cost of the algorithm (unless evaluating f is very slow).

There is an extensive literature on classical data structures that support these
operations much more efficiently. However, adapting a data structure to the
quantum context raises three questions:

• Is the data-structure performance a random variable? Many data structures
in the literature are randomized and provide good average-case performance
but not good worst-case performance. The standard conversion of an al-
gorithm to a quantum circuit requires first expressing the algorithm as a
classical combinatorial circuit; the size of this circuit reflects the worst-case
performance of the original algorithm.

• Does the performance of the data structure depend on S? For example, a
standard hash table provides good performance for most sets S but not for
all sets S.

• Is the data structure history-dependent? For most data structures, the rep-
resentation of a set S depends on the order in which elements were added
to and removed from the set. This spoils the analysis of the quantum walk
through sets S, and presumably spoils the actual performance of the walk.

The first problem is usually minor: one can simply stop each algorithm after a
constant time, where the constant is chosen so that the chance of an incorrect
answer is negligible. The second problem can usually be converted into the first
problem by some extra randomization: for example, one can choose a random
hash function from a suitable family (as suggested by Wegman and Carter in
[33]), or encrypt the b-bit strings before storing them. But the third problem
is much more serious: it rules out balanced trees, red-black trees, most types of
hash tables, etc.

Ambainis handles these issues in [2, Section 6] with an ad-hoc “combination
of a hash table and a skip list”, requiring several pages of analysis. We point out
a much simpler solution: storing S etc. in a radix tree. Presumably this also saves
time, although the speedup is not visible at the level of detail of our analysis.

The simplest type of radix tree is a binary tree in which the left subtree stores
{x : (0, x) ∈ S} and the right subtree stores {x : (1, x) ∈ S}; subtrees storing
empty sets are omitted. To check whether x ∈ S one starts from the root of the
tree and follows pointers according to the bits of x in turn; the worst-case number
of operations is proportional to the number of bits in x. Counting the number of
elements of S smaller than x is just as easy if each tree node is augmented by a
count of the number of elements below that node. A tree storing f(S), with each
leaf node accompanied by its multiplicity, allows an efficient running tally of the
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number #f(S) of distinct elements of f(S), and in particular quickly checking
whether #f(S) < r.

Randomizing the memory layout of the nodes for the radix tree for S (induc-
tively, by placing each new node at a uniform random free position) provides
history-independence for the classical data structure: each possible representa-
tion of S has equal probability to appear. Similarly, creating a uniform superpo-
sition over all possible memory layouts of the nodes produces a unique quantum
data structure representing S.

Subset-Sum Solutions via Collisions. It is straightforward to recast the
subset-sum problem as a collision-finding problem.

Consider the function f that maps (1, I1) toΣ(I1) for I1 ⊆ {1, 2, . . . , n/2}, and
maps (2, I2) to s − Σ(I2) for I2 ⊆ {n/2 + 1, n/2 + 2, . . . , n}. Use the algorithm
described above to find a collision in f . There are only n/2 + 1 bits of input to
f , so the cost of this algorithm is only 2n/3.

In the “hard” cases of interest in this paper, there are not likely to be many
collisions among inputs (1, I1), and there are not likely to be many collisions
among inputs (2, I2), so the collision found has a good chance of having the
form Σ(I1) = s − Σ(I2), i.e., Σ(I1 ∪ I2) = s. One can, alternatively, tweak the
algorithm to ignore collisions among (1, I1) and collisions among (2, I2) even if
such collisions exist.

4 Moduli

This section discusses the use of a “modulus” to partition the spaces being
searched in Section 2. The traditional view is that this is merely a method
to reduce memory consumption (which we do not measure in this paper); but
moduli are also an essential building block for the faster algorithms of Section 5.
This section reviews the traditional left-right split with a modulus, and then
states a quantum algorithm with a modulus, as a warmup for the faster quantum
algorithm of Section 5.

Schroeppel and Shamir in [29] introduced an algorithm with essentially the
same reduction of memory consumption, but that algorithm does not use moduli
and does not seem helpful in Section 5. Three decades later, Howgrave-Graham
and Joux in [17, eprint version, Section 3.1] described the left-right split with
a modulus as a “useful practical variant” of the Schroeppel–Shamir algorithm;
Becker, Coron, and Joux stated in [3] that this was a “simpler but heuristic
variant of Schroeppel–Shamir”. A more general algorithm (with one minor re-
striction, namely a prime choice of modulus) had already been stated a few years
earlier by Elsenhans and Jahnel; see [10, Section 4.2.1] and [11, page 2]. There
are many earlier papers that used moduli to partition input spaces without stat-
ing the idea in enough generality to cover subset sums; we have not attempted
to comprehensively trace the history of the idea.
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Review: Left-Right Split with a Modulus. Choose a positive integer M ≈
2n/4, and choose t ∈ {0, 1, 2, . . . ,M − 1}. Compute

L1 = {(Σ(I1), I1) : I1 ⊆ {1, 2, . . . , n/2}, Σ(I1) ≡ t (mod M)}.

The problem of finding all I1 here is a size-n/2 subset-sum problem modulo M .
This problem can, in turn, be solved as a small number of size-n/2 subset-sum
problems without moduli, namely searching for subsets of x1 mod M,x2 mod
M, . . . , xn/2 mod M having sum t or t + M or . . . or t + (n/2 − 1)M . Note,
however, that it is important for this size-n/2 subroutine to find all solutions
rather than just one solution.

A reasonable choice of subroutine here is the original left-right-split algorithm
(without a modulus). This subroutine costs 2n/4 for a problem of size n/2, and
is trivially adapted to find all solutions. For this adaptation one must add the
number of solutions to the cost, but in this context one expects only about
2n/2/M ≈ 2n/4 subsets I1 to satisfy Σ(I1) ≡ t (mod M), for a total cost of
2n/4. One can also tweak this subroutine to work directly with sums modulo M ,
rather than separately handling t, t+M , etc.

Similarly compute

L2 = {(s−Σ(I2), I2) : I2 ⊆ {n/2 + 1, . . . , n}, Σ(I2) ≡ s− t (mod M)}.

Store L1 in a sorted table, and for each (s − Σ(I2), I2) ∈ L2 check whether
s − Σ(I2) appears in the table. If there is a collision Σ(I1) = s − Σ(I2), print
I1 ∪ I2 as a root of Σ − s and stop. Otherwise try another value of t, repeating
until all choices of t ∈ {0, 1, 2, . . . ,M − 1} are exhausted.

One expects each choice of t to cost 2n/4, as discussed above. There are
M ≈ 2n/4 choices of t, for a total cost of 2n/2. If there is a subset-sum solution
then it will be found for some choice of t.

Quantum Search with a Modulus. The algorithm above is a classical search
for a root of the function that maps t to 0 if there is a collision Σ(I1) = s−Σ(I2)
satisfying Σ(I1) ≡ t (mod M) (and therefore also satisfying Σ(I2) ≡ s − t
(mod M)). One way to take advantage of quantum computers here is to instead
search for t by Grover’s algorithm, which finds the root with only

√
M ≈ 2n/8

quantum evaluations of the same function, for a total cost of 2n/82n/4 = 23n/8.

Quantum Walks with a Modulus. A different way to take advantage of
quantum computers is as follows.

Recall that the collision-finding algorithm of Section 3 walks through adjacent
pairs of size-r sets S, searching for sets that contain collisions under a function
f . Each set S is stored in a radix tree, as is the multiset f(S). Each radix tree
is augmented to record at each node the number of distinct elements below that
node, allowing fast evaluation of the number of elements of S smaller than a
specified input and fast evaluation of whether S contains a collision.

One can design this collision-finding algorithm in four steps:

• Start with a simple classical collision-finding algorithm that computes f(S)
where S is the set of all 2b b-bit strings.
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• Generalize to a lower-probability algorithm that computes f(S) where S is
a set of only r strings and that checks whether S contains the collision.

• Build a data structure that expresses the entire computation of the lower-
probability algorithm. Observe that this data structure allows efficiently
moving from S to an adjacent set: a single element of S has only a small
impact on the computation.

• Apply a quantum walk, walking through adjacent pairs of size-r sets S while
maintaining this data structure for each S. This takes O(

√
r/
√
p) steps where

p is the success probability of the previous algorithm, plus cost r to set up
the data structure in the first place.

We now imitate the same four-step approach, starting from the classical left-
right split with a modulus and ending with a new quantum subset-sum algorithm.
The following description assumes that the correct value of t is already known;
the overhead of searching for t is discussed after the algorithm.

First step: Classical algorithm. Recall that the subroutine to find all I1 with
Σ(I1) ≡ t computes Σ(I11) mod M for all I11 ⊆ {1, 2, . . . , n/4}; computes t −
Σ(I12) mod M for all I12 ⊆ {n/4 + 1, n/4 + 2, . . . , n/2}; and finds collisions be-
tween Σ(I11) mod M and t−Σ(I12) mod M . Similarly, the subroutine to find all
I2 finds collisions between Σ(I21) mod M for I21 ⊆ {n/2 + 1, n/2 + 2, . . . , 3n/4}
and s− t−Σ(I22) mod M for I22 ⊆ {3n/4 + 1, 3n/4 + 2, . . . , n}. The high-level
algorithm finishes by finding collisions between Σ(I1) and s−Σ(I2).

Second step: Generalize to a lower-probability computation by restricting the
sets that contain collisions. Specifically, instead of enumerating all subsets I11,
take a random collection S11 containing exactly r such subsets; here r ≤ 2n/4

is an algorithm parameter optimized below. Similarly take a random collection
S12 of exactly r subsets I12. Find collisions between Σ(I11) mod M and t −
Σ(I12) mod M ; one expects about r2/M collisions, producing r2/M sets I1 =
I11 ∪ I12 satisfying Σ(I1) ≡ t (mod M). Similarly take random size-r sets S21

and S22 consisting of, respectively, subsets I21 and I22; find collisions between
Σ(I21) mod M and s−t−Σ(I22) mod M , obtaining about r2/M sets I2 satisfying
Σ(I2) ≡ s−t (mod M). Finally check for collisions between Σ(I1) and s−Σ(I2).
One can visualize the construction of I = I1∪I2 as a three-level binary tree with
I as the root, I1 and I2 as its left and right children, and I11, I12, I21, I22 as the
leaves.

Recall that we are assuming that the correct value of t is known, i.e., that the
desired subset-sum solution is expressible as I1 ∪ I2 with Σ(I1) ≡ t (mod M)
and Σ(I2) ≡ s− t (mod M). Then S11 has probability r/2n/4 of containing the
set I11 = I1 ∩ {1, 2, . . . , n/4}. Similar comments apply to S12, S21, and S22, for
an overall success probability of (r/2n/4)4.

The optimal choice of r is discussed later, and is far below the classical extreme
2n/4. This drop is analogous to the drop in list sizes from a simple left-right split
(list size 2n/2) to the quantum-walk subset-sum algorithm of Section 3 (list size
2n/3). This drop has an increasingly large impact on subsequent levels of the
tree: the number of sets I11, I12, I21, I22 is reduced by a factor of 2n/4/r, and the
number of sets I1, I2 is reduced by a factor of (2n/4/r)2.
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An interesting consequence of this drop is that one can reduce M without
creating bottlenecks at subsequent levels of the tree. Specifically, taking M ≈ r
means that one expects about r sets I1 and about r sets I2.

Third step: Data structure. This lower-probability computation is captured
by a data structure that contains the following sets in augmented radix trees:

• The size-r set S11 of subsets I11 ⊆ {1, 2, . . . , n/4}.
• The set {(Σ(I11) mod M, I11) : I11 ∈ S11}.
• The size-r set S12 of subsets I12 ⊆ {n/4 + 1, n/4 + 2, . . . , n/2}.
• The set {(t−Σ(I12) mod M, I12) : I12 ∈ S12}.
• The set S1 of I11 ∪ I12 for all pairs (I11, I12) ∈ S11 ×S12 such that Σ(I11) ≡
t−Σ(I12) (mod M), subject to the limit discussed below.

• The size-r set S21 of subsets I21 ⊆ {n/2 + 1, n/2 + 2, . . . , 3n/4}.
• The set {(Σ(I21) mod M, I21) : I21 ∈ S21}.
• The size-r set S22 of subsets I22 ⊆ {3n/4 + 1, 3n/4 + 2, . . . , n}.
• The set {(s− t−Σ(I22) mod M, I22) : I22 ∈ S22}.
• The set S2 of I21 ∪ I22 for all pairs (I21, I22) ∈ S21 ×S22 such that Σ(I21) ≡
s− t−Σ(I22) (mod M).

• The set {(Σ(I1), I1) : I1 ∈ S1}.
• The set {(s−Σ(I2), I2) : I2 ∈ S2}.
• The set S of I1∪I2 for all pairs (I1, I2) ∈ S1×S2 such that Σ(I1) = s−Σ(I2),
subject to the limit discussed below.

Note that this data structure supports, e.g., fast removal of an element I11
from S11 followed by fast insertion of a replacement element I ′11. Checking
for Σ(I11) mod M in the stored set {(t−Σ(I12) mod M, I12)} efficiently shows
which elements have to be removed from S1, and then a similar check shows
which elements have to be removed from S.

Each element I11 of S11 affects very few elements of S1; on average one expects
“very few” to be r/M ≈ 1. To control the time taken by each step of the
algorithm we put a polynomial limit on the number of elements of S1 involving
any particular I11. If this limit is reached then (to ensure history-independence)
we use a random selection of elements, but this limit has negligible chance of
affecting the algorithm output. Similar comments apply to I12, I21, and I22.

Fourth step: Walk through adjacent pairs of 4-tuples (S11, S12, S21, S22) of
size-r sets, maintaining the data structure above and searching for tuples for
which the final set S is nonempty. Amplifying the (r/2n/4)4 success probability
mentioned above to a high probability requires a quantum walk consisting of
O(

√
r(2n/4/r)2) steps. Setting up the data structure in the first place costs O(r).

For r on the scale of 20.2n these costs are balanced at 20.2n; but recall that
this assumes that t is already known. A classical search for t means repeating
this algorithm M ≈ r ≈ 20.2n times, for a total cost of 20.4n. We do better by
using amplitude amplification [7], repeating the quantum walk only 20.1n times,
for a total cost of 20.3n. We do not describe amplitude amplification in detail;
this subset-sum algorithm is superseded by the approach of Section 5.
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5 Representations

“Representations” are a technique to improve the “left-right split with a modu-
lus” algorithm of Section 4. Howgrave-Graham and Joux introduced this tech-
nique in [17] and obtained a subset-sum algorithm that costs just 2(0.337...+o(1))n.
Beware that [17] incorrectly claimed a cost of 2(0.311...+o(1))n; the underlying flaw
in the analysis was corrected in [3] with credit to May and Meurer.

This section reviews the Howgrave-Graham–Joux algorithm, and then presents
a new quantum subset-sum algorithm with cost only 2(0.241...+o(1))n. The new
quantum algorithm requires the quantum-walk machinery discussed in Section 3.

We simplify the algorithm statements in this section by considering only half-
weight sets I; i.e., we search only for sets I with #I = n/2 and Σ(I) = s.
We comment, however, that straightforward generalizations of these algorithms,
still within the same cost bound, handle smaller known weights (adjusting the
set sizes shown below, at the expense of some complications in notation); also
handle larger known weights (replacing I and s with their complements); and
handle arbitrary unknown weights (trying all n+ 1 possible weights).

Review:TheBasic IdeaofRepresentations.Recall that the original left-right
split partitions I as I1 ∪ I2 where I1 ⊆ {1, . . . , n/2} and I2 ⊆ {n/2 + 1, . . . , n}.
The main idea of representations is to partition I in a different, ambiguous way
as I1 ∪ I2 with I1, I2 ⊆ {1, 2, . . . , n} and #I1 = #I2 = n/4. Note that there are(
n/2
n/4

)
≈ 2n/2 such partitions. The key observation is that finding only one out

of these exponentially many representations (I1, I2) of I is sufficient to solve the
subset-sum problem.

Recall also the idea of moduli: pick t ∈ {0, 1, 2, . . . ,M − 1} and hope that
Σ(I1) ≡ t (mod M). In Section 4, there was only one choice of I1, so one expects
each choice of t to work with probability only about 1/M , forcing a search
through choices of t. In this section, there are ≈2n/2 choices of I1, so one expects
a single choice of t to work with high probability for M as large as 2n/2.

These observations motivate the following strategy. Pick a modulus M ≈ 2n/2

and choose a random target value t ∈ {0, 1, . . . ,M − 1}. Compute

L1 = {(Σ(I1), I1) : I1 ⊆ {1, . . . , n}, #I1 = n/4, Σ(I1) ≡ t (mod M)}

and

L2 = {(s−Σ(I2), I2) : I2 ⊆ {1, . . . , n}, #I2 = n/4, Σ(I2) ≡ s− t (mod M)}.

If there is a collision Σ(I1) = s−Σ(I2) satisfying I1 ∩ I2 = {}, print I1 ∪ I2 and
stop. If there are no such collisions, repeat with another choice of t. One expects
a negligible failure probability after a polynomial number of repetitions.

(We point out that if t ≡ s − t (mod M) then computing L1 immediately
produces L2. One can arrange for this by choosing a random odd M and taking
t to be half of s modulo M ; one can also choose a random even M if s is even.
If other speed constraints prevent M from being chosen randomly then one can
still try these special values of t first. Similar comments apply to the next level of
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the Howgrave-Graham–Joux algorithm described below. Of course, the resulting
speedup is not visible at the level of detail of our analysis.)

One expects #L1 ≈
(

n
n/4

)
/2n/2 ≈ 20.311...n: there are

(
n

n/4

)
sets I1 ⊆ {1, . . . , n}

with #I1 = n/4, and one expects each I1 to satisfy Σ(I1) ≡ t (mod M) with
probability 1/M ≈ 1/2n/2. (The calculation of 0.311 . . . relies on the standard
approximation

(
n
αn

)
≈ 2H(α)n, where H(α) = −α log2 α − (1 − α) log2(1 − α).)

The same comment applies to L2. One also expects the number of collisions
between L1 and L2 to be exponentially large, about #L1#L2/2

n/2 ≈ 20.122...n,
since each Σ(I1) is already known to match each s − Σ(I2) modulo M ; but
the only collisions satisfying I1 ∩ I2 = {} are collisions arising from subset-sum
solutions.

The remaining task is to compute L1 and L2 in the first place. Howgrave-
Graham and Joux solve these two weight-n/4 modular subset-sum problems by
first applying another level of representations (using a smaller modulus that
divides M), obtaining four weight-n/8 modular subset-sum problems; they solve
each of those problems with a weight-n/16 left-right split. The details appear
below.

Review: The Complete Howgrave-Graham–Joux Algorithm. Choose a
positive integer M1 ≈ 2n/4. Choose a positive integer M ≈ 2n/2 divisible by
M1. Choose randomly s1 ∈ {0, 1, . . . ,M − 1} and define s2 = s − s1. Choose
randomly s11 ∈ {0, 1, . . . ,M1 − 1} and define s12 = s1 − s11. Choose randomly
s21 ∈ {0, 1, . . . ,M1 − 1} and define s22 = s2 − s21. Also choose random subsets
R111, R121, R211, R221 of {1, 2, . . . , n}, each of size n/2, and define Rij2 as the
complement of Rij1.

The following algorithm searches for a weight-n/2 subset-sum solution I de-
composed as follows: I = I1 ∪ I2 with #Ii = n/4 and Σ(Ii) ≡ si (mod M);
furthermore Ii = Ii1 ∪ Ii2 with #Iij = n/8 and Σ(Iij) ≡ sij (mod M1); fur-
thermore Iij = Iij1 ∪ Iij2 with #Iijk = n/16 and Iijk ⊆ Rijk. These constraints
are shown as a tree in Figure 5.1. One expects a weight-n/2 subset-sum solution
to decompose in this way with high probability (inverse polynomial in n), as
discussed later, and if it does decompose in this way then it is in fact found by
this algorithm.

Start with, for each (i, j, k) ∈ {1, 2}×{1, 2}×{1, 2}, the set Sijk of all subsets
Iijk ⊆ Rijk with #Iijk = n/16. Compute the sets

Lij1 = {(Σ(Iij1) mod M1, Iij1) : Iij1 ∈ Sij1},
Lij2 = {(sij −Σ(Iij2) mod M1, Iij2) : Iij2 ∈ Sij2}.

Merge Lij1 and Lij2 to obtain the set Sij of Iij1 ∪ Iij2 for all pairs (Iij1, Iij2) ∈
Sij1×Sij2 such that Σ(Iij1) ≡ sij−Σ(Iij2) (mod M1). Note that each Iij ∈ Sij

has Σ(Iij) ≡ sij (mod M1) and #Iij = n/8. Next compute the sets

Li1 = {(Σ(Ii1) mod M, Ii1) : Ii1 ∈ Si1},
Li2 = {(si −Σ(Ii2) mod M, Ii2) : Ii2 ∈ Si2}.

Merge Li1 and Li2 to obtain the set Si of Ii1∪Ii2 for all pairs (Ii1, Ii2) ∈ Si1×Si2

such thatΣ(Ii1) ≡ si−Σ(Ii2) (mod M) and Ii1∩Ii2 = {}. Note that each Ii ∈ Si



Quantum Algorithms for the Subset-Sum Problem 29

I ⊆ {1, . . . , n}; #I = n/2; Σ(I) = s

I1 ⊆ {1, . . . , n}; #I1 = n/4;
Σ(I1) ≡ s1 (mod M)

��

I2 ⊆ {1, . . . , n}; #I2 = n/4;
Σ(I2) ≡ s2 (mod M)

��

I11 ⊆ {1, . . . , n};
#I11 = n/8;
Σ(I11) ≡ s11

(mod M1)

��

I12 ⊆ {1, . . . , n};
#I12 = n/8;
Σ(I12) ≡ s12

(mod M1)

��

I21 ⊆ {1, . . . , n};
#I21 = n/8;
Σ(I21) ≡ s21

(mod M1)

��

I22 ⊆ {1, . . . , n};
#I22 = n/8;
Σ(I22) ≡ s22

(mod M1)

��

I111
⊆ R111;
#I111
= n/16

��

I112
⊆ R112;
#I112
= n/16

��

I121
⊆ R121;
#I121
= n/16

��

I122
⊆ R122;
#I122
= n/16

��

I211
⊆ R211;
#I211
= n/16

��

I212
⊆ R212;
#I212
= n/16

��

I221
⊆ R221;
#I221
= n/16

��

I222
⊆ R222;
#I222
= n/16

��

Fig. 5.1. Decomposition of a weight-n/2 subset-sum solution I ⊆ {1, 2, . . . , n}

has Σ(Ii) ≡ si (mod M) and #Ii = n/4. Next compute the sets

L1 = {(Σ(I1), I1) : I1 ∈ S1},
L2 = {(s−Σ(I2), I2) : I2 ∈ S2}.

Merge L1 and L2 to obtain the set S of I1∪I2 for all pairs (I1, I2) ∈ S1×S2 such
that Σ(I1) = s − Σ(I2) and I1 ∩ I2 = {}. Note that each I ∈ S has Σ(I) = s
and #I = n/2. If S is nonempty, print its elements and stop.

Review: Success Probability of the Algorithm. Consider any weight-n/2

subset I ⊆ {1, . . . , n} with Σ(I) = s. There are
(
n/2
n/4

)
≈ 2n/2 ≈ M ways to

partition I as I1 ∪ I2 with #I1 = n/4 and #I2 = n/4, and as discussed earlier
one expects that with high probability at least one of these ways will satisfy
Σ(I1) ≡ s1 (mod M), implying Σ(I2) ≡ s2 (mod M).

Similarly, there are
(
n/4
n/8

)
≈ 2n/4 ≈ M1 ways to partition I1 as I11 ∪ I12 with

#I11 = n/8 and #I12 = n/8. One expects that with high probability at least
one of these ways will satisfy Σ(I11) ≡ s11 (mod M1), implying Σ(I12) ≡ s12
(mod M1) (since M1 divides M and s11+ s12 = s1). Analogous comments apply
to I2, I21, I22.

A uniform random subset of a set of size n/8 has size exactly n/16 with
probability Θ(1/

√
n), so with probability Θ(1/n2) each of the four sets Iij1 =

Iij ∩ Rij1 has size exactly n/16, implying that each of the four complementary
sets Iij2 = Iij ∩Rij2 also has size exactly n/16. (Experiments indicate that the
probability is somewhat worse, although still inverse polynomial in n, if all Rij1
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are chosen to be identical, even if this set is randomized as discussed in [17].
The idea of choosing independent sets appeared in [4] with credit to Bernstein.)

Overall the probability of I being decomposed in this way, i.e., of I being
found by this algorithm, is inverse polynomial in n. As above, one expects a
negligible failure probability after a polynomial number of repetitions of the
algorithm.

Review: Cost of the Algorithm. Each set Sijk has size
(
n/2
n/16

)
≈ 20.271...n.

One expects #Sij1#Sij2/M1 collisions Σ(Iij1) ≡ sij − Σ(Iij2) (mod M1), and
therefore #Sij1#Sij2/M1 ≈ 20.293...n elements in Sij .

Each Σ(Ii1) is already known by construction to be the same as each si −
Σ(Ii2) modulo M1. One expects it to be the same modulo M with probability
M1/M , for a total of #Si1#Si2M1/M ≈ 20.337...n collisions modulo M . This
also dominates the algorithm’s overall running time.

Relatively few of these collisions modulo M have Ii1 ∩ Ii2 = {}. The only
possible elements of S1 are sets I1 with Σ(I1) ≡ s1 (mod M) and #I1 = n/4;
one expects the number of such sets to be

(
n

n/4

)
/2n/2 ≈ 20.311...n. Furthermore,

as discussed earlier, each Σ(I1) is already known by construction to be the same
as each s − Σ(I2) modulo M , so one expects it to be the same integer with
probability about M/2n, for a total of #S1#S2M/2n ≈ 20.122...n collisions.

New: Quantum Walks with Moduli and Representations. We now com-
bine quantum walks with the idea of representations. The reader is assumed to
be familiar with the simpler quantum algorithm of Section 4.

We introduce a parameter r ≤
(
n/2
n/16

)
into the Howgrave-Graham–Joux algo-

rithm, and take each Sijk as a random collection of exactly r weight-n/16 subsets

Iijk of Rijk. The extreme case r =
(
n/2
n/16

)
is the same as the original Howgrave-

Graham–Joux algorithm: in this case Sijk is the set of all weight-n/16 subsets
of Rijk. For smaller r this generalized algorithm has lower success probability,
as discussed below, but is also faster. The resulting computation is captured by
the following 29 sets, which we store in augmented radix trees:

• For each i, j, k, a set Sijk consisting of exactly r weight-n/16 subsets of Rijk.
• For each i, j, the set Lij1 = {(Σ(Iij1) mod M1, Iij1) : Iij1 ∈ Sij1}.
• For each i, j, the set Lij2 = {(sij −Σ(Iij2) mod M1, Iij2) : Iij2 ∈ Sij2}.
• For each i, j, the set Sij of Iij1 ∪ Iij2 for all pairs (Iij1, Iij2) ∈ Sij1 × Sij2

such that Σ(Iij1) ≡ sij − Σ(Iij2) (mod M1), subject to the limit discussed
below.

• For each i, the set Li1 = {(Σ(Ii1) mod M, Ii1) : Ii1 ∈ Si1}.
• For each i, the set Li2 = {(si −Σ(Ii2) mod M, Ii2) : Ii2 ∈ Si2}.
• For each i, the set Si of Ii1 ∪ Ii2 for all pairs (Ii1, Ii2) ∈ Si1 × Si2 such
that Σ(Ii1) ≡ si −Σ(Ii2) (mod M) and Ii1 ∩ Ii2 = {}, subject to the limit
discussed below.

• The set L1 = {(Σ(I1), I1) : I1 ∈ S1}.
• The set L2 = {(s−Σ(I2), I2) : I2 ∈ S2}.
• The set S of I1∪I2 for all pairs (I1, I2) ∈ S1×S2 such that Σ(I1) = s−Σ(I2)

and I1 ∩ I2 = {}, subject to the limit discussed below.
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Like the data structure in the quantum walk of Section 4, this data structure
supports, e.g., fast removal of an element I111 from S111 followed by fast insertion
of a replacement element I ′111.

The optimal choice of r is discussed later; it is far below the starting list size(
n/2
n/16

)
≈ 20.272n used by Howgrave-Graham and Joux, and is even below 2n/4.

One expects the number of collisions modulo M1 to be r2/2n/4, which is smaller
than r, and the list sizes on subsequent levels to be even smaller. Consequently
this quantum algorithm ends up being bottlenecked at the bottom level of the
tree, while the original algorithm is bottlenecked at a higher level.

Furthermore, one expects each element Iijk of Sijk to affect, on average, ap-
proximately r/2n/4 elements of the set of collisions modulo M , and therefore
to affect 0 elements of Sij in almost all cases, 1 element of Sij with exponen-
tially small probability, 2 elements of Sij with far smaller probability, etc. As
in Section 4, to control the time taken by each step of the algorithm we put a
polynomial limit on the number of elements of Sij involving any particular Iijk,
a polynomial limit on the number of elements of Si involving any particular Iij ,
and a polynomial limit on the number of elements of S involving any particular
Ii. A constant limit of 100 seems ample, and there is no obvious problem with a
limit of 1.

Compared to the original Howgrave-Graham–Joux algorithm, the success
probability of the generalized algorithm drops by a factor of (r/

(
n/2
n/16

)
)8, since

each target Iijk has chance only r/
(
n/2
n/16

)
of being in Sijk. Amplifying this to a

high probability requires a quantum walk consisting of O(
√
r(

(
n/2
n/16

)
/r)4) steps.

Setting up the data structure in the first place costs O(r). For r on the scale of(
n/2
n/16

)4/4.5
these costs are balanced at

(
n/2
n/16

)4/4.5
, i.e., at 2(0.241...+o(1))n.
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Abstract. We present in this paper an improvement of the lattice-
based threshold ring signature proposed by Cayrel, Lindner, Rückert
and Silva (CLRS) [LATINCRYPT ’10]. We generalize the same identifi-
cation scheme CLRS to obtain a more efficient threshold ring signature.
The security of our scheme relies on standard lattice problems. The im-
provement is a significant reduction of the size of the signature. Our
result is a t-out-of-N threshold ring signature which can be seen as t

different ring signatures instead of N for the other schemes. We describe
the ring signature induced by the particular case of only one signer. To
the best of our knowledge, the resulted signatures are the most efficient
lattice-based ring signature and threshold signature.

Keywords: Threshold ring signatures, lattices.

1 Introduction

Lattices were first used in cryptography with the LLL algorithm [1] in order to
cryptanalyse some number theory primitives [2]. In 1996, the NTRU cryptosys-
tem proposed an original idea to base cryptography on lattices assumptions.

In 1996, Ajtai [3] showed how to use the standard lattice problem GapSVP in
order to build cryptographic schemes. More specifically he proved that the worst-
case hardness of GapSVP is reduced to the average-case hardness of SIS prob-
lem. Lattice-based cryptography became a good alternative to number theory
cryptography in regard to the quantum computer assumption. Nowadays several
lattice-based cryptosystems show good results with strong security proofs.

The notion of group signature was first formalised by Chaum and van Heyst
in 1991 [4]. A group signature scheme allows a user in a group to sign anony-
mously a message on behalf of the group. The group is administered by a group
manager, who can accept to add users to the group and has the ability to de-
termine the real identity of the signer when needed. Motivated by the following
situation: a high-ranking official in the government wants to leak anonymously
an important information to a journalist. Rivest, Shamir, and Tauman [5] in-
troduced the concept of ring signature and proposed a scheme based on RSA.
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As opposed to group signatures, ring signatures have no group manager and no
anonymity revocation system.

The concept of ring signature was extended by Bresson, Stern and Szydlo to
threshold ring signatures [6]. In this setting, t-out-of-N users interact together in
order to produce a signature without giving any information of the set of signers
which produced the signature. Since their introduction, several threshold ring
signature schemes were proposed [7–9]. Those constructions have a particularity
in common: a complexity in O(Nt).

Aguilar, Cayrel and Gaborit [10] proposed a new threshold ring signature in
2008 of size in O(N). It is a code-based signature considered as a very efficient
scheme due to its complexity.

In 2010, Cayrel, Lindner, Rückert and Silva [11] presented a lattice based
version of the scheme in [10]. This version generalised an identification scheme
given in [12], which is more efficient than Stern’s identification protocol used
by Aguilar et al. [10]. The security of the new scheme is based on the shortest
independent vectors problem SIVP.

Our Contributions. In this work, we present an improvement of the lattice-
based threshold ring signature scheme given in [11]. The improvement is due to a
different way to achieve anonymity. Our scheme looks like t different digital sig-
nature. The difference is an extra challenge-answer part to deal with anonymity.
The first part has the same size as t digital signatures (we use seeds to repre-
sent random permutations and other masks). The other part which deals with
anonymity is in complexity O(Nt) which is more important than O(N) in [11]
but implies smaller signatures when Nt is smaller than the size of t digital sig-
natures. We also detail a ring signature in the particular case t = 1, which has
the smallest size among others lattice-based ring signatures [13, 14, 11]. A table
of comparison can be found in section 6.

Organization. In Section 2, we give some definitions and notions related to
lattices and cryptography as well as a description of the identification scheme
from [12]. In section 3, we present and detail our ring signature scheme. In
section 4, we construct the lattice-based threshold ring signature scheme. The
proofs of security for the scheme are detailed in section 5. In section 6, we give
some concrete instantiations of our schemes and a comparison with the schemes
from [11].

2 Preliminaries

This section is split into three parts. In the first one we give some basic defini-
tions about lattices and cryptography. The second part details formal security
definitions about ring signatures. In the third part we describe the identification
scheme CLRS presented in [12].

Notations. We use bold upper-case letters to denote matrices and bold lower-
case letters to denote vectors. We denote the Euclidean norm of the vector v
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by ‖v‖. For q an integer, Zq denotes the group of integers modulo q. For a set

E, we use the notation w
$← E to mean that w is chosen randomly at uniform

from E. Let wh(v) denote the Hamming weight of v (the number of non-zero
elements in v) and for any integer m we denote by Sm the set of permutation of
{1, . . . ,m}. Let N ∈ N, we denote by δj the vector in {0, 1}N with 1 in the j-th
position and 0 elsewhere.

2.1 Lattices in Cryptography

We recall the definition of lattices, the small integer solution problem SIS, the
inhomogeneous small integer solution problem ISIS, the standard hard lattice
problem SIVP and a lattice-based commitment scheme.

Definition 1. Let B = {b1, . . . ,bn} be set of n linearly independent vectors in
Rm. The lattice generated by B is the set

L(B) =

{
n∑

i=1

xibi | xi ∈ Z

}

of all integer combination of vectors in B. We denote by λ1(L(B)) the shortest
vector of the lattice L(B). For i ∈ {1, . . . , n}, we denote by λi(L) the successive
minima which is the smallest values λi(L) such that the sphere of radius λi(L)
of center the origin contains at least i linearly independent lattice vectors.

Definition 2 (SISq,n,m,α problem). Given a random matrix A
$← Zn×m

q find

a non zero vector v ∈ Zm such that AvT = 0 and ‖v‖ ≤ α.

Definition 3 (ISISq,n,m,α problem). Given a random matrix A
$← Zn×m

q a

vector v ∈ Zn
q and a real α find a vector s ∈ Zm such that AsT = v mod q and

‖s‖ ≤ α.

Definition 4 (SIVPγ problem). Given an n dimensional lattice L, find n
linearly independent lattice vectors of length at most γ · λn(L).

In [15], Gentry et al. proved that the worst-case hardness of SIVP is reduced to
the average-case hardness of SIS or ISIS problem. Their result is in the following
theorem.

Theorem 1 ([15]). Let m,α = poly(n) and for any prime q ≥ α ·ω(
√
n logn).

There is a probabilistic polynomial time reduction from solving SIVPγ for γ =

α ·Õ(
√
n) in the worst case to solving SISq,n,m,α and ISISq,n,m,α on average with

non negligible probability.

In [16], Kawachi, Tanaka and Xagawa introduced a lattice-based commitment
scheme COM. The proposed scheme satisfies the essential security properties,
namely, the statistically-hiding and computationally-binding properties.
Let COM(μ, ρ) be a commitment scheme.
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– COM is said to be a statistically hiding scheme if for any messages μ1, μ2,
any attacker cannot distinguish between COM(μ1, ρ1) and COM(μ2, ρ2).

– The computational binding property ensure that no polynomial time at-
tacker can change the committed message to another one.

2.2 Ring Signature

In this subsection we review some definitions and properties about ring signa-
tures that will be used in the following sections.

Ring Signature. We use the same definition as in [17]. A ring signature is a
digital signature where the signer is not known, however his membership of a
particular set can be verified.

Definition 5 (Ring Signature Scheme). A ring signature scheme consists
of the three following algorithms:

– R.KeyGen : A probabilistic polynomial time algorithm that takes as input a
security parameter and outputs a key pair formed by a public key PK and a
secret key SK.

– R.Sign : A probabilistic polynomial time algorithm that takes as input a set
of public keys PK1, . . . , PKN , a message μ, and a signing key. The output
is a ring signature of the message μ.

– R.Verify : A deterministic algorithm that takes as input a ring signature, a
message μ and the list of public keys of the users of the ring. The output of
this algorithm is accept if the ring signature is valid or reject otherwise.

Threshold Ring Signature. In 2002, Bresson, Stern and Szydlo introduced
the concept of threshold ring signatures [6]. In such a scheme, a set of t users
wants to collaborate to produce a signature while preserving the anonymity of
the participating signers. We give a formal definition of t-out-of-N threshold
ring signature scheme. We denote the set of users by U ′ = {1, . . . , N} and by S′

the set of signers with S′ ⊂ U ′. Each user i in U ′ has a public/secret key pair
(PKi, SKi).

Definition 6 (Threshold Ring Signature Scheme). A threshold ring sig-
nature scheme consists of the three following algorithms:

– T.KeyGen : outputs a public key PK and a secret key SK.
– T.Sign(μ, U ′, S′) : an interactive protocol between t users that take on in-

put a set of public keys correponding to users in U ′ a set of t secret keys
corresponding to users in S′ and a message μ. The output is a t-out-of-N -
threshold ring signature σ on μ.

– T.Verify(μ, σ, t, U ′) : deterministic algorithm that takes as input a value t,
a set of public keys corresponding to users in U ′, a message-signature pair
(μ, σ), and outputs accept or reject.
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A t-out-of-N threshold ring signature scheme is said to be secure if it is source
hiding and unforgeable.

Anonymity. The source hiding definition described in [17] and [11] does not fit
with threshold ring signature schemes obtained using the Fiat-Shamir transform.
Indeed, the one-way functions used during the commitments do not allow to
build two identical signatures for different set of signers. Moreover, this remains
almost impossible even if two sets of signers have the same secret keys. We
introduce a new definition generalised from the anonymity property for ring
signatures see Definition 4 in [18]. With this definition we introduce the notion
of indistinguishability.

Definition 7 (Indistinguishable source hiding). Given a t-out-of-N thresh-
old ring signature and a probabilistic polynomial time adversary A, consider the
following game

1. For i = 1 to N , generate (PKi, SKi). Give to A the set of public keys
P = {PK1, . . . , PKN}. The adversary A is also given access to a signing
oracle OT.Sign(·, ·, ·), that returns σ = T.Sign(μ, P, S) on input (μ, P, S) with
S a set signers.

2. A outputs a message μ, distinct sets {i1,0, . . . , it,0}, {i1,1, . . . , it,1} and a ring
P for which PKil,j ∈ P for l ∈ {0, 1} and j ∈ {1, . . . , t}. Adversary A is
given {SK1, . . . , SKN} \ {SKi1,0 , . . . , SKit,0}.
Furthermore, a random bit b is chosen and A is given σ ← T.Sign(μ, P,
{SKi1,b , . . . , SKit,b}).

3. The adversary outputs a bit b′, and succeeds if b′ = b.

Unforgeability. We give a formal definition of existential unforgeability under
chosen message attacks in the setting of t-out-of-N threshold ring signature.
The definition is described using a game between an existential forger F and a
challenger C, and it is similar to one used in [17] and [11].

Definition 8 (Existensial Unforgeability). A threshold ring signature scheme
is existentially unforgeable under a chosen message attack if for any probabilis-
tic polynomial time F , the probability that F succeeds in the following game is
negligible:

1. The challenger C generates key pairs {PKi, SKi}Ni=1, and gives the set of
public keys P = {PKi}Ni=1 to F .

2. F is given access to a signing oracle as in Definition 7.

3. F is also given access to a key exposure oracle OExp(·), that returns a secret
key SKi on input i.

4. F outputs a t-out-of-N threshold ring signature σ� for a new message μ�.

The adversary F succeeds if the verification T.Verify(μ�, σ�, t, P ) = 1, μ� has
not been asked by F in a signing query in step 2 of the game and the number of
key exposure queries is strictly less than t.
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2.3 CLRS Identification Scheme

CLRS is an identification scheme proposed by Cayrel, Lindner, Rückert and
Silva [12]. It is a lattice-based version of a generalisation of the Stern code-based
identification scheme presented in [19].

Input: n,m, q

x
$← {0, 1}m, with wh(x) = m/2

A
$← Zn×m

q

y ← AxT mod q

COM
$← F , a suitable family of commitment functions.

Output: (SK, PK) = (x, (y,A,COM))

Fig. 1. Key generation algorithm

P chooses σ
$← Sm, u

$← Zm
q , r0

$← {0, 1}n and r1
$← {0, 1}n.

P computes c0 ← COM(σ||Au||r0) and c1 ← COM(σ(u)||σ(x)||r1).

1. [first commitment] P sends c0 and c1 to V .

2. [first challenge] V sends α
$← Zq to P .

3. [second commitment] P sets β = σ(u+ αx) and sends β to V .

4. [second challenge] V sends b
$← {0, 1}, to P .

5. [final answer]
If b = 0 then

P sends σ and r0 to V .
If b = 1 then

P sends σ(x) and r1 to V .

Verification:
If b = 0 then V checks if

c0
?
= COM(σ‖Aσ

−1(β)T − αy‖r0)

If b = 1 then V checks, wh(σ(x))
?
= m/2 and

c1
?
= COM(β − ασ(x)‖σ(x)‖r1)

Fig. 2. CLRS Identification protocol

The Stern protocol was introduced in 1993, it was the first efficient code-based
identification scheme. It has the specific property to be zero-knowledge, indeed
nobody can give any information about the involved secret from the transcripts
of the interactions between a prover and a verifier. The zero-knowledge property
allows to obtain a digital signature scheme by applying the Fiat-Shamir trans-
form. Stern’s scheme uses challenges and answers to establish the authentication
of the user. There is only one challenge by round, we call it a three-pass protocol.
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A generalisation of that scheme was presented in [20] by using two challenges for
each round. Hence, the digital signatures obtained from this five-pass protocol
have a smaller size. The CLRS identification scheme is a lattice-based version of
this protocol.

We use a variation of the CLRS identification scheme in our construction, as
well as it was done in [11].

The Scheme. In Figure 2, we have an identification between a prover P and
a verifier V . The prover’s secret key is a vector x of Hamming weight m/2. The
public key y is related to x by the equation y = AxT mod q.

High Level Description. The protocol is made with challenges and answers.
The verifier asks some challenges to the prover who needs to answer correctly.
The challenges focus on the secret value x. The vector x has an Hamming weight
ofm/2 and verifyAxT = y. We can see that two different properties are required
to identify the secret. It is a fundamental observation to understand the scheme.
Indeed, the verifer will either ask to verify the Hamming weight of x or verify
the relation AxT = y.

The masks used to protect the secret properties are from two different kinds.
A permutation σ allows to mask which of the vectors of some given Hamming
weight is used. The random vector u allows to mask which one of the vector
verifying Ax = y is used. After masking the secret twice (with each mask), the
prover can unmask the masked secret with the permutation σ or the additional
random vector to prove either that the secret is a vector of given Hamming
weight or that it verify Ax = y.

We can identify 5 steps in the scheme: first commitment step, first challenge,
second commitment, second challenge and final answer. The first commitment
aims to set the random permutation and the random vector. The first challenge
α is here to prevent replay attacks. The second commitment β is the secret
masked two times. The second challenge b consists on asking to reveal either the
weight of the secret (b = 1) or a way to compute AxT (b = 0).

This protocol is a probabilistic protocol in the fact that it is possible to an-
ticipate the challenges and respond correctly without knowing the secret key.
The soundness is close to 1/2. Therefore, to reduce the cheating probability, the
protocol has to be repeated many times.

2.4 Fiat-Shamir Transform

To build signature schemes from canonical identification schemes, one can use
the Fiat-Shamir transform.

The challenges of the scheme are built with a random oracle H instead of
an honest verifier. They are generated randomly at uniform from the message
and commitments. In this way, a malicious prover cannot anticipate challenges
one at a time and needs to anticipate them at once. The cheating probability
remains the same as in the authentication protocol. Pointcheval and Stern [21]
proved that an unforgeable signature scheme can be obtained when applying the
Fiat-Shamir transform.
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Recently Cayrel et al [22] proved that the Fiat-Shamir transform can be ex-
tended to fit with the (2n + 1)-pass identification schemes (n is an integer in
our case n = 2). We briefly review this transformation. In order to transform
a five-pass identification scheme to a signature scheme, the signer proceeds as
follows. He uses two random oracle O1 and O2 to generate the challenges C1 and
C2 given by the verifier in the identification scheme. Let μ be a message, the
signature σ of μ is formed by R1, C1, R2, C2 and RSP , where R1, R2 and RSP
are the values calculated by the prover in the identification scheme.

3 Ring Signature

A ring signature is a digital signature where the signer is not known, however his
membership of a particular set can be verified. In the following we explain the
idea described in [10] and [11], then we show the differences with our scheme. In
this section we consider U as a set of N users.

3.1 Description of CLRS Ring Signature Scheme

The ring signature scheme in [11] is obtained by applying the Fiat-Shamir trans-
form to a ring identification scheme. The idea is to construct, for each user i, a
secret key xi with the same property AxT

i = 0. Hence, we cannot distinguish
two users from their public keys. The problem is to construct several such secret
keys. In fact, statistically, there is only one vector v of small enough weight w
such thatAvT = 0. The construction consists on changing the matrix A for each
user. Now they are identified by their public matrix Ai instead of their public
value Aix

T
i . To generate a ring identification, N identifications are done, one for

each user. The real signer uses his secret key xi for only one identification and
the null vector for the others. The anonymity is obtained with a permutation of
the users’ commitments.

3.2 Our Ring Signature Scheme

This scheme uses the same key generation algorithm as the CLRS scheme pre-
sented in section 2.3. On the other hand, a matrix M is added to the pub-
lic values. The matrix M is composed of all public elements y1, . . . ,yN with
Axi

T = yi for i ∈ {1, . . . , N}.
The ring signature scheme can be obtained from the ring identification scheme

in Figure 3 by applying the Fiat-Shamir transform. This scheme is very similar
to the CLRS identification scheme described in section 2.3. As it is detailed in
Figure 3, a new commitment β′ and two masks u′ and Σ were added as well as
a secret value δj . Those new elements were designed to guarantee the anonymity
of the real signer. The idea is to use δj as the secret identifying the real signer
and to mask it in the same way as the secret key xi.
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In this scheme, the yj which defines the signer and which is used to compute
the first commitment is masked in β′. Indeed, we have yj = MδTj with δj masked
by Σ and u′. The first commitment can be computed in the same way for each
signer as far as A(xi +u)T −M(δi +u′)T is equal for each signer i. We use the
same construction to mask xi and δi because both values are identified by their
weight and their image by a particular matrix (A or M).

The fact that wh(Σ(δj)) = 1 with Σ a permutation guarantees that one user
in the ring U ′ is the real signer.

3.3 Features of the Scheme

This scheme, without β′, u′ and Σ, is the same as the identification scheme
CLRS. We do not need to send N identifications to obtain anonymity like it
was done in previous ring signature schemes. Therefore, a significant reduction
of signature size is obtained for reasonable values of N and t.
An other notable property is the use of a unique random matrix A instead of N
public matrices Ai in [11]. A consequence is a reduction of the size of the public
keys.

4 Threshold Ring Signature

The threshold ring signature is a generalisation of the ring signature. The thresh-
old ring signature is made by many signers instead of only one for the ring
signature.

The authors of [6] and [10] claim that a threshold ring signature is not a repe-
tition of several ring signatures. The reason is that we have to prove that at least
t signer has been involved in the process. For example, a signer alone should not
be able to sign twice in the same signature and produce a valid signature.
In our case, the threshold ring signature is more like t different ring signatures.
That is why the signature size is close to t signatures instead of N for other
schemes [10, 11].

4.1 From Ring Signature to Threshold Ring Signature

In this subsection we explain how to prove that t different users can make a
threshold ring signature with our scheme. The threshold ring signature scheme
is obtained by applying the Fiat-Shamir transform on the threshold ring iden-
tification scheme given in Figure 4. The idea is very simple, each δi represents
a different user, which can be identified with the matrix M. We only have to
show that the δi, used in the identification, are different. We prove that point by
verifying that the Σ(δi) are different because if Σ(δi) 	= Σ(δj) then δi 	= δj , with
Σ a permutation. From security perspective, Σ is known by all the signers, and
this does not affect the unforgeability because Σ only masks δi which defines
the identity of the signer. Moreover, no information about xi is revealed. The
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Let U ′ = {users}. Let M the matrix of all public elements y1, . . . ,yN of users in U ′.

M =

⎛
⎝

| | · · · |
y1 y2 · · · yN

| | · · · |

⎞
⎠, with yi = AxT

i for all i ∈ {1, . . . , N}.

The user S with index j in {1, . . . , N}, do the following:
He sets δj ∈ {0, 1}N with 1 in the j-th position and 0 elsewhere. He chooses a random

permutation Σ of {1, . . . , N}, u′ $← ZN
q , σ

$← Sm, u
$← Zm

q , r0
$← {0, 1}n and r1

$←
{0, 1}n.
He computes

c0 ← COM(σ||Σ||AuT −Mu′T ||r0) and c1 ← COM(σ(u)||Σ(u′)||σ(xj)||Σ(δj)‖r1).

1. [first commitment] S sends c0 and c1 to the verifier V .

2. [first challenge] V sends α
$← Zq to S.

3. [second commitment] S sends β and β′ to V , with

β = σ(u+ αxj) and β
′ = Σ(u′ + αδj).

4. [second challenge] V sends b
$← {0, 1} to S.

5. [final answer]
If b = 0 then

S sends φ = Σ,ψ = σ, and a = r0 to V .
If b = 1 then

S sends χ = Σ(δj),d = σ(xj) and e = r1 to V .

Verification :

If b = 0 then V checks if

c0
?
= COM(ψ‖φ‖Aψ

−1(β)T −Mφ
−1(β′)T ‖a)

If b = 1 then V checks if

c1
?
= COM((β − αd)‖(β′ − αχ)‖d‖χ‖e)

d
?
∈ {0, 1}m , wh(d)

?
= m/2 and wh(χ)

?
= 1.

Fig. 3. Ring identification scheme

anonymity property remains unchanged because signers are supposed to know
each other when they produce the signature.

During the verification, when b = 0, we have just to verify that each Σ(δi) is
different from the others. Thus, this proves that t different signers have cooper-
ated to generate the threshold ring signature.
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Let M the matrix of all public elements y1, . . . ,yN of users in U ′.

M =

⎛
⎝

| | · · · |
y1 y2 · · · yN

| | · · · |

⎞
⎠, with yi = AxT

i for all i ∈ {1, . . . , N}.

δi ∈ {0, 1}N the vector with 1 on the i-th position and 0 elsewhere else.
U ′ ={users} and S′ ={signers}, with S′ ⊂ U ′, |S′| = t and |U ′| = N .
L the leader, with L ∈ S′ and V the verifier.

1. [first commitment]

L construct at random Σ a permutation of {1, . . . , N}.

for i from 1 to t do
L choose the i-th signer Sj

Sj receives Σ from L.

Sj constructs σi
$← Sm, ui

$← Zm
q , u′

i
$← ZN

q , r0,i
$← {0, 1}n and r1,i

$← {0, 1}n
Sj computes : c0,i ← COM(σi||Σ‖AuT

i −Mu′T
i ||r0,i)

c1,i ← COM(σi(ui)||Σ(u′
i)‖σi(xj)||Σ(δj)‖r1,i)

Sj sends c0,i and c1,i to L.
end for

L computes r0
$← {0, 1}n and r1

$← {0, 1}n.
L computes the master commitments :
C0 = COM(c0,1|| . . . ||c0,t||r0) and C1 = COM(c1,1|| . . . ||c1,t‖r1)

L sends C0 and C1 to V .

2. [first challenge] V sends α, such as α
$← Zq.

3. [second commitment]

We denote x̄i (respectively δ̄i) the xj (respectively δj) corresponding to the i-th signer Sj .
for i from 1 to t do

L choose the i-th signer Sj

Sj computes βi ← σi(ui + αx̄i)
Sj computes β′

i ← Σ(u′
i + αδ̄i)

Sj sends βi, β
′
i to L.

end for

L sends v1 = β1, . . . ,vt = βt and w1 = β′
1, . . . ,wt = β′

t to V .

4. [second challenge] V sends b = 0 or b = 1 to L.

5. [final answer]

if b = 0 then
for i from 1 to t do

L choose the i-th signer Sj

Sj sends σi, r0,i to L

end for
if b = 1 then

for i from 1 to t do
L choose the i-th signer Sj

Sj sends ui,u
′
i and r1,i to L

end for

if b = 0 then
L sends φ = Σ, ψ1 = σ1, . . . , ψt = σt, a1 = r0,1, . . . ,at = r0,t and ρ = r0 to V .

if b = 1 then
L sends χ1 = Σ(δ̄1), . . . χt = Σ(δ̄t), d1 = σ1(x̄1), . . . ,dt = σt(x̄t), e1 = r1,1, . . . , et = r1,t
and � = r1 to V .

Fig. 4. Threshold ring identification scheme
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if b = 0 then
for i from 1 to t

Set ci = COM(ψi‖φ‖Aψ−1
i (vi)

T −Mφ−1(wi)
T ‖ai)

end for
V checks that C0

?
= COM(c1‖ . . . ‖ct‖ρ)

if b = 1 then
for i from 1 to t

Set ci = COM(vi − αdi‖wi − αχi‖di‖χi‖ei)

V checks that wh(di) = m/2 and di ∈ {0, 1}m

V checks that wh(χi) = 1
end for
V checks that

∑t
i=1 wh(χi) = t and χi ∈ {0, 1}N

V checks that C1
?
= COM(c1‖ . . . ‖ct‖�)

Fig. 5. Verification algorithm

4.2 Lattice-Based Threshold Identification Scheme

In this subsection we present our threshold identification scheme. The scheme is
in Figure 4, the verification algorithm is given in Figure 5.

5 Security Analysis

In this section we prove the security of our scheme. A threshold ring signa-
ture scheme must satisfy two properties. The source hiding, which ensures the
anonymity of the users and the existential unforgeability, which is common to
every digital signature.

5.1 Source Hiding

Lemma 1. For any transcript τ of the threshold identification scheme in Figure
4 performed by a set S of t signers we have that:

For any set S′ of t signers there exists a transcript σ′ performed by S′ such
that the differences between τ and τ ′ are in the commitment values.

Proof. We will prove the lemma for one round of the threshold identification
scheme. Let τ be the transcript of the threshold identification, it is easy to see
that τ consists of ((C0, C1), α, (βi, β

′
i; i ∈ {1, . . . , t}), b, RSP ) where RSP is the

response sent by the leader L to the verifier V .
Let (xi, δi; i ∈ {1, . . . , t}), be the secrets used by the signers in S and (x′

i, δ
′
i; i ∈

{1, . . . , t}), be the secrets used by the signers in S′. We will show how to choose
(ui,u

′
i, σi, Σ) such that the transcript does not change except C0 and C1 when

the secret keys (xi, δi; i ∈ {1, . . . , t}) are replaced by (x′
i, δ

′
i; i ∈ {1, . . . , t}).
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If b = 0, we set Ui = ui + αxi − αx′
i and U ′

i = u′
i + αδi − αδ′i. Therefore,

when we replace (xi,ui,u
′
i, δi; i ∈ {1, . . . , t}) by (x′

i, Ui, U
′
i , δ

′
i; i ∈ {1, . . . , t}), we

obtain that βi and β′
i keep the same values. Since ui and u′

i do not appears in
RSP , then the only thing that change in the transcript are the values C0 and
C1.

If b = 1, we choose πi and Π such that πi(x
′
i) = xi and Π(δ′i) = δi and we

set Ui = π−1(ui) and U ′
i = Π−1(u′

i). Therefore, when we replace (σi,ui, Σ,u′
i)

by (σi ◦ πi, Ui, Σ ◦Π,U ′
i), we obtain that βi and β′

i keep the same values as well
as in RSP . Then, the only thing that change in the transcript are the values C0

and C1.
Applying this construction for all the rounds finishes the proof.

Lemma 2. Let n, q be the parameters of the commitment scheme COM and rd
the number of rounds of the threshold identification scheme. For any message μ
and any threshold signature σ generated by a set S of t signers, we have : For
any set S′ of t signers there exists a signature σ′ with probability

p = 1−
(
1− 1

(2q)rd

)2n×rd

performed by S′ such that the difference between σ and σ′ are in the commitment
values.

Proof. Using the Fiat-Shamir transform we can see the threshold signature as
(R1, CH1, R2, CH2, RSP ) with R1 is the concatenation of C0 and C1 of all the
rounds, R2 is the concatenation of all βi and β′

i of all the rounds and RSP is the
concatenation of final answers of all the rounds. The values of CH1 and CH2 are
computed by two random oracle O1 and O2 such that CH1 = O1(μ,R1) with μ
the message and CH2 = O2(μ,CH1, R2). The Lemma 1 states the existence of
another transcript equal to the signature except the values of C0 and C1. Those
commitments are computed using the commitment scheme COM with random
values r0 and r1. For each round of the transcript we can take an other r0 or r1
and we get another transcript equal to the signature except the values of C0 and
C1. To finish the proof we compute the probability that one of those transcripts
corresponds to a signature of μ. Most of the time the transcript is not a signature
because the challenges are different than O1(μ,R1) and O2(μ,CH1, R2). The
probability that the transcript corresponds to a signature of μ can be computed
by a Bernoulli distribution with parameters pB = 1

(2q)rd and nB = 2n×rd. The

parameter pB corresponds to the probability to obtain a particular challenge
and nB correspond to the number of transcript. Then, the probability to obtain
a signature is

1−
(
1− 1

(2q)rd

)2n×rd

.

Theorem 2. If there is a probabilistic polynomial time attacker A that can win
the game of source hiding, then A can break the statistically hiding property of
the commitment scheme COM.
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Proof. Let S0 and S1 be two sets of t signers. In the game described in Definition
7, the attacker is given as a challenge a threshold ring signature generated by
Sb (with b ∈ {0, 1} ) and he has to guess with non negligible probability b′ such
that b′ = b.

We consider that the attacker has access to the set of all the secret keys
and chooses two sets of t signers S0 and S1. Then, he chooses a message μ and
requests a challenge. After receiving the threshold ring signature σ of μ signed
under Sb, the attacker has to guess the set which generated it.

By lemma 2, we obtain that there exists a signature σ′ generated by Sb̄ with
probability p such that the difference between σ and σ′ are in the commitments
calculated by COM. In the parameters of the commitment scheme COM, q is
polynomial on n, therefore the probability p is not negligible. If the attacker A
wins the source hiding game, then A can distinguish between two outputs of the
commitment scheme COM with non negligible probability.

5.2 Unforgeability

In this subsection we prove that if a forger can win the game in Definition 8, then
a polynomial time algorithm can be built to solve a standard lattice problem. The
proof of unforgeability is given in Theorem 3. We start by giving the following
lemma which is used in the proof of unforgeability.

Lemma 3. If there exist a probabilistic polynomial time algorithm A that is able
to produce a t-out-of-N threshold signature scheme with probability greater than(

q+2
2q

)rd
, than either he can produce t values which can be used as secret keys

or he can find a collision in the commitment scheme COM.

Proof. If A produces a t-out-of-N threshold signature with probability greater

than
(

q+2
2q

)rd
, then he succeeds, in the corresponding threshold identification

scheme, in at least one round with probability greater than q+2
2q . In each round

there are 2q possible challenges, q possibilities for the first challenge step and 2
possibilities for the second challenge step. By the pigeon-hole principle we deduce
that A can answer correctly with a particular commitment for two different
challenges α, β in the first challenge step and any possible challenge in the second
challenge step. Therefore, he can build the following transcript:

((C0, C1), α, (vi,wi), 0, (φ, ψi, ai, ρ)) , i ∈ {1, . . . , t}

((C0, C1), α, (vi,wi), 1, (χi,di, ei, �)) , i ∈ {1, . . . , t}
((C0, C1), β, (v

′
i,w

′
i), 0, (φ

′, ψ′
i, a

′
i, ρ

′)) , i ∈ {1, . . . , t}
((C0, C1), β, (v

′
i,w

′
i), 1, (χi,di, ei, �)) , i ∈ {1, . . . , t}

such that all those transcript succeeds in the verification protocol for that round.
We have that either A can find a collision in COM or we obtain the following
equations from the verification protocol.
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1. ψi = ψ′
i, φ = φ′, Aψ−1

i (vi)
T −Mφ−1(wi)

T = Aψ′−1
i (v′

i)
T −Mφ′−1(w′

i)
T ,

ai = a′i for i ∈ {1, . . . , t}.
2. vi − αdi = v′

i − βd′
i, wi − αχi = w′

i − βχ′
i, di = d′

i, χi = χ′
i, ei = e′i for

i ∈ {1, . . . , t}.
3. wh(di) = wh(d′

i) = m/2, di ∈ {0, 1}m, d′
i ∈ {0, 1}m for i ∈ {1, . . . , t}.

4.
∑t

i=1 wh(χi) = t ,
∑t

i=1 wh(χ
′
i) = t, χi ∈ {0, 1}N , χ′

i ∈ {0, 1}N for i ∈
{1, . . . , t}.

From the equations in 2, we have that v′
i = vi−αdi+βd′

i and w′
i = wi−αχi+

βχ′
i. When we replace v′

i and w′
i in the third equation in 1, we obtain:

Aψ−1
i (vi)

T −Mφ−1(wi)
T = Aψ−1

i (vi−αdi+βdi)
T −Mφ−1(wi−αχi+βχi)

T

0 = (β − α)(Aψ−1
i (di)

T −Mφ−1(χi)
T )

Since α 	= β we have that Aψ−1
i (di)

T = Mφ−1(χi)
T . From the equation in 4,

we have that Mφ−1(χi)
T correspond to t different public keys and ψ−1

i (di) can
be used to simulate t different secret keys. ��

In the following theorem we prove the unforgeability of the threshold signature
scheme.

Theorem 3 (Unforgeability). If a forger wins the game in Definition 8 with
probability p′ in polynomial time, then the forger can solve an ISISq,n,m,

√
m in-

stance in polynomial time with probability p′p 1
N2 or find a collision in the com-

mitment scheme COM.

Proof. The challenger C is given an ISIS instance (A,y). Then, C chooses k ∈
{1 . . .N} and sets xk := 0, yk := y. C generates N − 1 keys (xi,yi) with
i ∈ {1 . . .N} and i 	= k.

We start the game in Definition 8 with the forger F and the pairs (xi,yi)
with i ∈ {1 . . .N}, as key pairs. We notice that only the key pair (xk,yk) is not
generated as a valid key pair and since xk is not revealed, the set of key pairs
(xi,yi) is indistinguishable from a valid set of key pairs.

The challenger C simulates the signing oracle OT.Sign. When F requests the
signing oracle, he send a query to the challenger C involving the public keys yi,
i ∈ I and I ⊆ N . If k is not in the set I, the challenger C is able to produce
the corresponding signature. Otherwise the challenger produces a signature σ
by replacing xk by xj with j /∈ I. By Lemma 2, with probability p there exist a
signature σ′ such that σ′ could be produced using the secret key corresponding
to yi.

The challenger C also simulates the oracle OExp. If the forger F asks for
the value of xk, the game ends without a forged signature. Since the forger do
not ask for all the secret keys, the probability that he ask for xk is less than
N−1
N . Otherwise, the forger F wins the game and outputs a valid signature in

polynomial time with probability p′.
According to Lemma 3, F can either simulate t different secret keys or find

a collision on the commitment scheme COM. If he succeeds to simulate t secret
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keys, at least one of them, xl, was not a query for the key exposure oracle.
The vector xl is such that wh(xl) = m/2 and AxT

l = yl. Since k was chosen
randomly at uniform in {1, . . . , N}, then the probability that k is equal to l is
1/N . If l is equal to k, then xl is a solution of the ISISq,n,m,

√
m instance (A,y).

With the interaction of the challenger and the forger, we can build a proba-
bilistic polynomial time algorithm that can solve an ISISq,n,m,

√
m instance with

probability greater than pp′ 1
N2 . ��

It was shown in [16] that the security of the commitment scheme COM is based
on the average hardness of ISISq,n,m,

√
m. By Theorem 1 we have that there exist

average-case/worst-case reduction from SIVPγ to ISISq,n,m,α with an approxi-

mation factor γ = α · Õ(
√
n). Therefore, we have that for a prime q = Õ(n),

m = O(n log q) and α =
√
m, the unforageability of our threshold ring signature

scheme is based on SIVPÕ(n).

6 Parameters

In this section we compare our threshold ring signature and our ring signature
to the CLRS ring and threshold ring signature in [11]. The comparison is only
made with this scheme because others schemes in [13, 14] don’t give instantiation
parameters.

6.1 Parameters Assumption

We use the same parameters used in [11] (subsection 5.1) to compare the per-
formance of the schemes. The parameters are n = 64,m = 2048, q = 257 and
the length of the commitment of COM is 224 bits for bit-security equal to 111.
To compute the size of the signature, we use a seed to represent each random
permutation σi and Σ. In fact, the signer only has to send a seed from which
the verifier can obtain the desired element and thus reduce the communication
cost. The vector σi(xi) is a vector in {0, 1}m, its length is so m-bits instead of
log2 q ×m bits.

6.2 Ring Signature

In the following table we can see the significant reduction obtained with our ring
signature scheme. Our scheme stay reasonable even for huge size of ring. The
number of member of the ring is given by N .

Table 1. Comparison of lattice-based ring signature schemes in Mbytes

N 100 1000 5000 10000 100000

CLRS ring 24.43 244.24 1221.21 2442.42 24424.20

Scheme in Figure 3 0.26 0.37 0.84 1.43 12.05



50 S. Bettaieb and J. Schrek

6.3 Threshold Ring Signature

In the following table we can see different signature sizes for some values of t
and N .

Table 2. Comparison of lattice-based threshold ring signature schemes in Mbytes

N 100 100 100 100 100 100 200 200 200 1000 1000 1000

t 2 10 30 50 70 100 2 10 50 2 10 50

CLRS threshold ring 24.43 24.43 24.43 24.43 24.43 24.43 48.85 48.85 48.85 244.24 244.24 244.24

Scheme in Figure 4 0.52 2.56 7.68 12.80 17.92 25.60 0.54 2.68 13.39 0.73 3.63 18.11

We see that our threshold scheme has a size close to t ring signatures and do
not depend so much on the parameter N for the given parameters.

Acknowledgement. We deeply thank one of the anonymous reviewer of the
conference which comments and suggestions were very helpful.
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Abstract. In this paper, we first prove an explicit formula which bounds
the degree of regularity of the family of HFEv (“HFE with vinegar”) and
HFEv- (“HFE with vinegar and minus”) multivariate public key cryp-
tosystems over a finite field of size q. The degree of regularity of the
polynomial system derived from an HFEv- system is less than or equal
to

(q − 1)(r + v + a− 1)

2
+ 2 if q is even and r + a is odd,

(q − 1)(r + v + a)

2
+ 2 otherwise,

where the parameters v, D, q, and a are parameters of the cryptosys-
tem denoting respectively the number of vinegar variables, the degree
of the HFE polynomial, the base field size, and the number of removed
equations, and r is the “rank” paramter which in the general case is de-
termined by D and q as r = �logq(D − 1)	 + 1. In particular, setting
a = 0 gives us the case of HFEv where the degree of regularity is bound
by

(q − 1)(r + v − 1)

2
+ 2 if q is even and r is odd,

(q − 1)(r + v)

2
+ 2 otherwise.

This formula provides the first solid theoretical estimate of the com-
plexity of algebraic cryptanalysis of the HFEv- signature scheme, and
as a corollary bounds on the complexity of a direct attack against the
QUARTZ digital signature scheme. Based on some experimental evi-
dence, we evaluate the complexity of solving QUARTZ directly using
F4/F5 or similar Gröbner methods to be around 292.
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1 Introduction

1.1 Questions

HFE (Hidden Field Equations) and its derivatives form one of the best known
families of multivariate quadratic public-key cryptosystems. It was invented by
Patarin as a modification of the Matsumoto-Imai cryptosystem C∗ in 1997.

Shor’s algorithm from 1994 and its extensions [30,34] will break RSA and ECC
when large quantum computers became available. In this context, multivariate
PKCs and in particular HFE [28] had been viewed as a possible candidate to
replace RSA. Although it was shown by Faugère and Joux [19] that the basic
form can be cryptanalyzed by a direct algebraic attack, simple HFE variations
had already been designed to guard against known attacks. The best known of
these is probably QUARTZ, a very conservatively designed HFE variant over
F2 using both the “Vinegar” and “Minus” modifications [29]. QUARTZ (and all
HFEv variants) have never been credibly cryptanalyzed.

We want to give a solid theoretical bound on the degree of regularity of HFEv
and associated systems, such as QUARTZ, and thereby obtain a good estimate
on the complexity of attacking HFEv, HFEv-, and ipHFE cryptosystems using
Gröbner Bases.

1.2 Answers

One usually solves p1(x1, . . . , xn) = p2(x1, . . . , xn) = · · · = pm(x1, . . . , xn) = 0
over Fq using Gröbner basis algorithms such as F4/F5. The critical parameter
which determines the complexity is known as “the degree of regularity”, which
is the maximum degree of monomials that appear in the computation. If we
denote by (pi)

h the homogeneous leading part of pi, the degree of regularity of
the system is the first degree at which we find non-trivial relations among the
(pi)

h’s, or if we set as the graded ring B := Fq[x1, . . . , xn]/ 〈xq
1, . . . , x

q
n〉 and Bd

its degree-d slice, we may state a definition as follows for the case of degree-2
equations (generalizable to higher/mixed degrees):

Definition 1.1. For homogeneous quadratic polynomials (λ1, . . . , λm) ∈ Bm
2 ,

let ψd : Bm
d → Bd+2 be the map defined as ψ(b1, . . . , bm) =

∑m
i=1 biλi. Then

Rd(λ1, . . . , λm) := kerψd defines the subspace of relations
∑m

i=1 biλi = 0. Fur-
ther let Td(λ1, . . . , λn) be the subspace of trivial relations generated by elements

{b(λiej − λjei)|1 ≤ i < j ≤ m, b ∈ Bd−2}, and

{b(λq−1
i − 1)ei|1 ≤ i ≤ m, b ∈ Bd−2(q−1)}.

Here ei means the i-th unit vector consisting of all zeros except one 1 at the i-th
position. The degree of regularity of a homogeneous quadratic set is then

Dreg(λ1, . . . , λm) := min{d|Rd−2(λ1, . . . , λm)/Td−2(λ1, . . . , λm) 	= {0}},

and Dreg(p1, . . . , pm) := Dreg((p1)
h, . . . , (pm)h) for polynomials in general.
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We find an upper bound to Dreg for HFEv and HFEv-, which like in earlier
studies depends on the size of the base field q, the rank of the HFE polynomial
r, the number of removed equations a (if “minus” is used), and additionally the
number of vinegar variables v, but in general on not the number of variables n:

Dreg ≤ (q − 1)(r + v + a− 1)

2
+ 2, if q is even and r + a is odd,

Dreg ≤ (q − 1)(r + v + a)

2
+ 2, otherwise.

For small numbers we evaluated Dreg of random tests for HFEv and HFEv-
using MAGMA and in each case the bound is relatively tight (see Section 4.1)
which lends credence to predictions using our bound above for the Gröbner bases
complexity.

As an example, substituting the actual parameters of QUARTZ we get Dreg ≤
9. Assuming that it is indeed 9, we can compute the number of bit-operations
required to break it as ≈ 292 (see Section 4.1), so QUARTZ should be reasonably
secure for now.

This also shows that the break of an instance of internally perturbed HFE
in [18], which is very much related to HFEv, is likely a case of overly aggressive
parameters rather than of systematic problems.

1.3 Related Work

The C∗ cryptosystem can be seen as a simple case of an HFE cryptosystem,
and [14] noted that Patarin’s linearization attack [27] was equivalent to the
degree of regularity of C∗ being three (in line with the formula in that paper).

The Square cryptosystem [7] is a C∗ system with rank 1 and an odd base
field. [14] proves a lower bound on its degree of regularity, showing a direct
algebraic attack with Gröbner basis to be infeasible. However, such a result does
not mean that the system is secure, because Square is actually broken by a
different attack.

[9] was the first to claim to “break” HFE (cryptanalyze in significantly under
design security), and [10] the earliest to mention HFEv- and HFE- specifically.
But neither was followed up with a concrete implementation, and all interest
was attracted to the news of Faugère’s actually breaking HFE Challenge 1 [19].

[21] started to investigate algebraically the degree of regularity of HFE, but
[17] seems to be the first rigorous study of the subject, which is continued by
[14, 15].

2 Background

In the standard formulation of a multivariate public-key cryptosystem over a
finite field F, the public-key P : Fn �→ Fm = T ◦ Q ◦ S is a composition of
two invertible affine maps S : Fn �→ Fn and T : Fm �→ Fm, and a quadratic
map (possibly with some parameters) Q : Fn �→ Fm which is easily invertible
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when all parameters are given. The maps S and T are part of the secret key,
and properties of the central map Q determines most of the properties of the
cryptosystem.

2.1 The HFEv, ipHFE and HFEv- Cryptosystems

Let F ∼= Fq be a finite field of order q and K a degree-n extension of F, with
a “canonical” isomorphism φ identifying K with the vector space Fn. That is,

Fn φ−→ K, K
φ−1

−→ Fn. Any function or map F from K to K can be expressed
uniquely as a polynomial function with coefficients in K and degree less than qn,
namely

F (X) =

qn−1∑
i=0

aiX
i, ai ∈ K.

Denote by deg
K
(F ) the degree of F (X) for any map F . Using φ, we can build a

new map F ′ : Fn → Fn

P (x1, .., xn) = (p1(x1, .., xn), . . . , pn(x1, .., xn)) = φ−1 ◦ F ◦ φ(x1, .., xn),

which is essentially F but viewed from the perspective of Fn. We can identify F
and F ′ unless there is a chance of confusion.

An F-degree-2 or F-quadratic function from K to K can in this framework
be seen to be a polynomial all of whose monomials have exponent qi + qj

or qi or 0 for some i and j. The general form of this F-quadratic function is
Q(X) =

∑n−1
i,j=0 aijX

qi+qj +
∑n−1

i=0 biX
qi + c., the extended Dembowski-Ostrom

polynomial map. Such a Q(X) with a fixed low K-degree is used to build the
HFE multivariate public key cryptosystems, as in the following

Q(X) =

qi+qj≤D,j≤i∑
i,j=0

aijX
qi+qj +

qi≤D∑
i=0

biX
qi + c;

Note that the coefficients are values in K, and all coefficients aii = 0 if q = 2,
since those are covered by the b-part of the coefficients.

For a recent overview of multivariate cryptosystems, including all the common
modifiers such as “minus”, “internal perturbation”, and “vinegar” see [16]. It gives
this formulation of HFEv, which uses the vinegar modification [23], built from
this polynomial:

Q(X, X̄) :=
∑
i,j

aijX
qi+qj+

∑
i,j

bijX
qiX̄qj+

∑
i,j

αijX̄
qi+qj+

∑
i

biX
qi+
∑
i

β′
iX̄

qi+c

(1)
where the auxiliary variable X̄ occupies only a subspace of small rank v in
K ∼= Fn. The function Q is quadratic in the components of X and X̄, and so is
P = T ◦Q ◦ S for affine bijections T and S in Fn and Fn+v. We hope that P is
hard to invert to the adversary, while the legitimate user, with the knowledge of
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(S, T ) can compute X by substituting a random X̄ , then solving for X via root-
finding algorithms such as Berlekamp (or Cantor-Zassenhaus, if q 	= 2). To limit
the effort of Berlekamp, we restrict the maximum degree D of the polynomial.
QUARTZ has the parameter set (q, n,D, v, a) = (2, 103, 129, 4, 3).

We note that to verify in QUARTZ, one invokes the public map multiple
times, but the ability to defeat QUARTZ still principally rests on inverting an
HFEv- public map.

In an HFEv- cryptosystem, the public key P becomes P−, that is, it is re-
leased minus the last a equations. Again we hope that inverting P− is intractible
without the trapdoor. The legitimate user can invert P− simply by appending
a random numbers from Fq to to the ciphertext or signature before inverting P .

Another closely related scheme to HFEv is ipHFE (internally perturbed HFE).
Suppose in Eq. 1, X̄ is not a free variable, but is instead the image of �, a map
from Fn onto Fv. So the central map is really Q′(X) := Q(X, �(X)). To invert
Q′, the legitimate user would guess the values at positions in V = �(X), solve
for X , and then check whether V = �(X). So the inversion process becomes less
efficient in the sense that it takes in the worst case qv tries to get one answer.
From this description, we can see that ipHFE is the same as HFEv with the
prefix modification (i.e., one or more limbs of the plaintext in a multivariate
scheme becomes pre-determined).

2.2 Conventional Wisdom about HFE Security

There is no “proof of security” for any variant of HFE or any of the usual mul-
tivariate PKC proposals that reduce to a difficult computational problem com-
monly used for cryptography. However, similarly the security of NTRU depends
on the hardness of lattice problems, but does not reduce to them. There are
lattice-based systems which reduce to hard lattice problems, but these are much
less efficient than NTRU. Analogously, there are multivariate PKCs that are
“provably secure” in the sense that a break of such a PKC would imply an ad-
vance in the solution to an MQ-related computational problem [22,32,33], which
happen to be much less efficient. Hence we take the approach that only careful
study of cryptanalytic techniques can determine the security of a cryptosystem.

It is unfortunate, then, that HFE Challenge 1 was proposed when we under-
stood the algebra behind it much less. It is even more unfortunate that some
of the proposed HFE variants were overly aggressive and were promptly bro-
ken [3, 4, 18] just like many other multivariate schemes, because the public per-
ception became biased against the HFE family.

HFE variants also gained a further reputation for being flimsy, more specif-
ically poly-time-solvable [17, 21] with further mathematical studies. In particu-
lar [21] sketched a way to bound the degree of regularity for HFE when q = 2,
using an approach to lift the problem back to the extension K, an idea first
suggested by Kipnis-Shamir [24]. They managed to describe a connection of the
degree of regularity of the HFE system to the degree of regularity of a lifted
system over the big field. Heuristic asymptotic bounds were found when q = 2
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leading to the conclusion that if D = O(n) the complexity of Gröbner basis
solvers for the corresponding HFE systems is quasi-polynomial.

In some ways, this reputation is actually somewhat unfair, since simple HFE
variations such as QUARTZ have resisted known attacks for a long time, and it
is actually known in various contexts how the degree of operations in an alge-
braic attack varies (cf. [14]). We hope to achieve a more realistic evaluation of
the security of HFE-related schemes. In particular we hope that better under-
standing of the degree of regularity under algebraic attcks can establish some
HFE variants as fundamentally sound cryptosystems which had previously been
proposed with overly aggressive parameters, rather than fundamentally broken
systems (like C∗−).

2.3 Algebraic Cryptanalysis

Aside from cases in which brute-force enumeration [5] seems to the best practical
way to solve systems, almost all of today’s algebraic algorithms to solve

p1(x1, . . . , xn) = p2(x1, . . . , xn) = · · · = pm(x1, . . . , xn) = 0

over Fq go back to Buchberger’s algorithm for computing Gröbner bases [6].
Lazard proposed the following critical simplification (later reinvented as the
XL Method): multiply the equations with monomials to form a collection of
relations up to a some degree d. Linearize (i.e., treat each individual monomial
as a variable), and use well-studied matrix algorithms over Fq on the resulting
matrix (the extended Macaulay matrix ) [11, 25].

The Degree of Regularity. The critical concept in the complexity analysis
of algebraic polynomial solving algorithms is the concept of degree of regularity.
As given in Definition 1.1, the degree of regularity of the polynomial system is
the lowest degree where we find a non-trivial degree drop. Conventional wisdom
has it that in general this is the degree at which F4/F5 and similar algorithms
usually terminate. Therefore Dreg is used to characterize the complexity of the
algorithms.

We first note that almost all modern Gröbner Bases methods improve on
XL as follows: suppose we fix a degree d and multiply each pi with all mono-
mials of degree d − deg pi to create a large collection of relations of degree d.
Order the monomials and linearize these equations to obtain the Macaulay ma-
trix Mac(d)(p1, . . . , pm). Try to eliminate the highest degree monomials from
Mac(d)(p1, . . . , pm) to create relations of degree d− 1 or lower.

After we find such polynomials with degree drop, we multiply them by individ-
ual variables, and we obtain equations of at most degree d, which are effectively
elimination remnants from higher-degree relations. If necessary, we can repeat
this process many times until we can solve for all the variables. This describes
MutantXL or XL2 [13,36] which will terminate at the same degree as F4/F5 [36].
Any superiority of the latter comes from having fewer redundant equations being
generated or going through the elimination.
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In Definition 1.1, we can see that the subspace Td of trivial syzygies rep-
resents a “known-to-be-useless” degree drop in the following sense: Let pi =

c(i) +
∑

k b
(i)
k xk +

∑
k≤� a

(i)
k� xkx�. For a polynomial p, let (p)h represent the ho-

mogeneous highest degree part of the polynomial p, and (p) a corresponding row
in a Macaulay-type matrix. Clearly (pj)

h(pi)
h−(pi)

h(pj)
h = 0 is a trivial syzygy,

which is equivalent to the combination of degree-4 rows
(∑

k� a
(i)
k� (xkx�pj)

)
−(∑

k� a
(j)
k� (xkx�pi)

)
being of degree-3 (or fewer). Equally clearly this “degree-

drop” will not give us anything useful since(
c(i)(pj) +

∑
k

b
(i)
k (xkpj) +

∑
k�

a
(i)
k� (xkx�pj)

)

=

(
c(j)(pi) +

∑
k

b
(j)
k (xkpi) +

∑
k�

a
(j)
k� (xkx�pi)

)
,

given that both give (pipj). Thus we just “found” a linear combination of poly-
nomials we already have at degree 3. So a trivial or principal syzygy between
the top-degree parts (pi)

h leads to a trivial degree drop useless for generating
new equations. We must verify that a degree-drop is non-trivial before we can
claim that we have reached the degree of regularity.

Issue of Terminology. There is some confusion about the term “the degree
of regularity”. The rank of Macaulay matrices at a given degree can be derived
as the coefficients of certain generating functions, with the heuristic assumption
that there are no non-trivial syzygies. A system where this holds for all degrees
is called regular. However this can be the case only for underdetermined sys-
tems over characteristic zero fields. Otherwise at a sufficiently high degree the
generating function eventually has a non-positive coefficient, and regularity be-
comes impossible. Systems for which the rank of the Macaulay matrices follows
the heuristic for as long as possible are called “semi-regular” [12]. Definition 1.1
follows [17] in that the degree of regularity is defined as “the first appearance of
non-trivial degree fall”, i.e., where the system ceases to behave as semi-regular.

The heuristic formulas that have since long been known to hold for the de-
gree of regularity of most random systems (including asymptotics) are given by
Bardet et al [1,2,37]. However, this formula does not hold for most systems with
structure.

Conventional wisdom also accepts that when m/n = h + o(1) where h is a
constant not far removed from 1, solving m “generic” or “random” equations in
n variables is exponential in time and space in n. We can do a tiny bit better.
That is, for sufficiently large h we may solve the system faster than just guessing
variables first (cf. e.g. [8, 35]), but it is still exponential time and space in m
(and/or n).

Invariance of Degree of Regularity. The degree of regularity is invariant
under invertible linear transformation in both the domain and the codomain.
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So if P = T ◦ Q ◦ S is the public map of a multivariate PKC with the central
map Q with both S and T invertible affine transformations, then the degree of
regularity in solving X from P (X) = Y depends only on Q, and can be written
Dreg(Q).

3 Main Results

To recap, suppose we wish to solve an HFEv system with K ∼= Fn, where F = Fq,
with degree D and v vinegar variables. We would have then n+ v variables and
n equations. However, MutantXL or F4/F5 algorithms deal with determined or
overdetermined equations. The standard way to get around this problem is to
guess some v variables and bring it down to a system with n variables. As noted
earlier, we have now an ipHFE instance. We try to analyze the direct attack as
in [14, 15, 17]. First, let us present our main results.

Theorem 3.1. Let r be the rank of the HFE polynomial and v the number of
vinegar variables. We may bound the degree of regularity of HFEv as follows:

Dreg ≤ (q − 1)(r + v − 1)

2
+ 2, if q is even and r is odd, (2)

Dreg ≤ (q − 1)(r + v)

2
+ 2, otherwise. (3)

This result is sufficient to bound the complexity of a direct algebraic attack
against HFEv. If we assume that the direct algebraic attack is the best attack
on HFEv systems, this would be the most important bound required to evaluate
the security of odd-field HFEv and derivatives.

However, QUARTZ is an instance of HFEv-, not just HFEv. We recall that
HFEv-, of which QUARTZ is a special case is derived from HFEv by removing a
few public key polynomials. We normally have n+v variables and n−a equations.
To solve a HFEv- case, we again first guess v-values. Then we have n variables
and n−a equations. As we mentioned, this is essentially an ipHFE system. Now
we need to bound the degree of regularity of a direct algebraic attack on HFEv
on such a system.

Theorem 3.2. Let r be the rank of the HFE polynomial, v the number of vinegar
variables, and a the number of “minus” equations, then we may bound the degree
of regularity as follows:

Dreg ≤ (q − 1)(r + a+ v − 1)

2
+ 2, if q is even and r + a is odd,

Dreg ≤ (q − 1)(r + a+ v)

2
+ 2, otherwise.

We will now show how our main results is proved.
To prove Equation (3) in Theorem 3.1, we must use a result that link the

degree of regularity on a big-field multivariate to the rank of the central map.
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Proposition 3.3. [14, Theorem 4.1] For central maps Q that corresponds to
quadratic maps, we have

Dreg(Q) ≤ (q − 1)Rank(Q)

2
+ 2.

We now need to show that the rank of an HFEv central polynomial with v
vinegar variables is no higher than that of the original HFE polynomial plus v.
First, we rewrite the HFEv polynomial so that it is more easily handled.

Proposition 3.4. The associated polynomial when solving an HFEv or an ipHFE
system over the big field K can be written as:

P̄ (X) =
∑qi<D

i=0

(
(
∑qi+qj≤D,j≤i

j=0 aijX
qi+qj ) + (

∑v−1
l=0 a′ilX

qiX̄l)
)

+
∑v−1

i=0

∑v−1
j=i a

′′
ijX̄iX̄j +

∑qi≤D
i=0 biX

qi +
∑v−1

i=0 uiX̄i + c, (4)

where X̄i := Tr(αiX) for suitably chosen αi. The map Tr is the trace function,
which is also given by Tr(X) :=

∑n−1
j=0 (X)q

j

.,

Proof. We note that Tr is a nontrivial linear map of Fn → F. For some represen-
tation of Fn ∼= K, we can write it as a projection into the first component. With
a suitably chosen αi, we can make the first component of αiX any nontrivial
linear map of the components of X . So we can express each of the components
of X̄ = �(X) in Eq. 1 as Tr(αiX) for some αi.

So Theorem 3.1 can be proved if we can show that:

Proposition 3.5. The rank of the quadratic form associated with the polynomial
P̄ above, written R(P̄ ), is bounded by:

R(P̄ ) ≤ R(P ) + v.

To obtain this we need this result about quadratic forms:

Proposition 3.6. [26, Chapter 6] The rank of a quadratic form F is less than
or equal to the minimum number of linear forms one needs to express F as a
quadratic function in them. That is, if one can write F as a quadratic function
of linear forms �1, . . . , �r, then RankF ≤ r.

Definition 3.7. Let F be a quadratic form over a field k, and F (X,Y ) :=
XtFY be the bilinear (symmetric) form associated with F over the field kn. Let

NF = {X ∈ kn|F (X,Y ) = 0, for any Y ∈ kn}.

NF as linear subspace is called the radical for the bilinear form F .

Note that for any F of rank r, we can write F in the linear forms �1, . . . , �r,
and any X with �1(X) = · · · = �r(X) = 0 is in NF . So by using the following
observation, we see that the dimension of NF is n− r.
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Proposition 3.8. Let z�, � = 0, . . . , v−1, be linear functions from Fn to F, i.e.,
z� : (x1, . . . , xn) �→

∑
β
(�)
i xi. Then the dimension of the intersection of kernels

K(zi) := {X ∈ Fn|zi(X) = 0} is bounded by

dim

(
v−1⋂
i

K(zi)

)
≥ n− v.

Proposition 3.9. Under the conditions and notation of Definition 3.7 and Propo-
sition 3.8,

dim(NF

⋂
K(Z)) ≥ n− r − v.

The last proposition follows from 3.7 and 3.8, basically by inclusion-exclusion.

Proposition 3.10. Let F (x0, ..xn−1) be a quadratic form (or polynomial) whose
rank is r. Here each variable xi can additionally be considered as a linear map
or function from Fn to F. In this manner it would be viewed the i-th component
map xi(u0, . . . , un−1) = ui, for (u0, . . . , un−1) ∈ Fn. Let A : Fn → Fn be an
invertible linear transformation (with A−1 its inverse), such that

F (A(x0), . . . , A(xn−1))) =

r∑
i=0

r∑
j=i

aijxixj ,

where A(xi) is the function from Fn to F derived from xi ◦A. Let

F̄ (x) = F (x0, ..xn−1) +

r∑
i=0

(

v−1∑
�=0

a′i�A
−1(xi)z�),

where each z� is a linear function from Fn to F, i.e., z� : (x0, . . . , xn−1) �→∑
β
(�)
i xi. Then

Rank(F̄ ) ≤ Rank(F ) + v.

This follows from Proposition 3.9.
Now we further note that the process of fixing v variables to get a determined

system corresponds to introducing v linear relations of the form∑
i

aiX
qi +

v∑
j=1

bjXj = 0.

From this we can substitute for each of the Xj , a linear combination of the Xqi

(which is itself linear in X), which shows that the quadratic form P of HFEv or
ipHFE can be expressed using v extra linear forms than the Dembowski-Ostrom
polynomial map P (that is, without the v forms Xi). Then since the rank of a
quadratic form is bounded by the number of linear forms used to express it, we
have Proposition 3.5, and Equation (3) then follows.

We note that the above line of reasoning is good only for odd q because in
binary fields the rank of the associated matrix to a symmetric form is always
even, creating various off-by-one errors in the above process, we may go through
steps akin to that in [14] to patch those off-by-one problems (to be included in
a full journal version), and account for the binary field cases in Theorem 3.1.
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A note on HFE over tower fields. An HFE-derivative cryptosystem built over
Fqk is also one over Fq. So we can (for example) attack an HFE-type instance
built over F16 by solve it as a system over F2. However, in this situation the
rank parameter r would usually be �log16(D − 1)� + 1, not �log2(D − 1)� + 1.
The reason is that the central Dembowski-Ostrom polynomial, and therefore the
rank r, is an entity in the big field and does not vary according to our viewpoint.

Proving Theorem 3.2 Again let us examine only odd characteristic cases for now.
From the definition of HFEv-, it may be viewed as (HFE-)v. I.e., just as a central
map of HFEv is one of HFE plus a quadratic function with the extra variables
in the form of a vector in an unknown subspace of dimension v (the “vinegar
subspace”), in exactly the fashion, HFEv- is HFEv plus a quadratic function
with extra unknowns in that same vinegar subspace.

Put another way, let P̂− be the public key of an HFEv- instance which is
derived from the corresponding public key of an HFEv instance:

P̂−(x1, . . . , xn) = (p̂1(x1, . . . , xn), . . . , p̂n−a(x1, . . . , xn), 0, ..0).

We can then depict P̂− as the vinegar form of an HFE- instance with central
map Q−. Q− is a quadratic map, and can hence expressible as an extended
Dembowski-Ostrom map. In other words, Q− is also the central map of an HFE
instance.

Now, according to [15, Section 4, Proposition 1] we have Rank(Q) ≤ Rank(Q)+
a, where a is the number of “minus” equations. This holds because all the argu-
ments there depend only on rank and not on exponents in the formulas.

Finally, we use Proposition 3.10 with P̂− as the central map of an HFEv
instance. We conclude that Rank(P−) < Rank(Q) + r + a which leads to the
odd-q half of Theorem 3.2.

4 Testing, Implication and Discussion

Having given a bound for the degree of regularity for HFEv- (and ipHFE)
systems, we give some experimental results and discuss what this means for
QUARTZ.

4.1 Tests and Results

We ran MAGMA-2.7.12 on random systems for each parameter n ≤ 13, r ≤ 4,
a, v ≤ 2, and q ≤ 5, on a workstation (with 2x Opteron 6212 and 32GB of RAM)
to find Dreg on 4–20 randomly generated HFEv and HFEv- systems, and for
q = 2 further for 1 random system each up to n = 29. We added xq

i −xi for each
i as part of the system of equations, so as to trigger field-specific optimizations
that MAGMA might have for q = 2. In each case, Dreg proves to be the smaller
of either the minimum of the bound in the formula above or, if we use [u]S to
mean the coefficient of the term u in a corresponding series expansion of S:

min

{
d : [xd]

((
1− xq

1− x

)n(
1− x2

1− x2q

)m)
< 0

}
,
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for m equations and n variables in Fq. The cryptic expression above denotes
the smallest d such that the coefficient of xd in the Maclaurin expansion of(

1−xq

1−x

)n (
1−x2

1−x2q

)m
becomes negative. It is actually the usual heuristic expres-

sion for Dreg for random systems, such as those found in [1] (for q = 2 only).
The numbers may seem too small to be conclusive, but for 13 variables and

equations over F7 or 14 variables and equations over F5 MAGMA is already
running out of memory, and these results lend credence to predictions using our
bound for the Gröbner Bases complexity for HFEv and HFEv- systems. We can
now try to justify the predictions for QUARTZ given in Section 1.

4.2 Implications for QUARTZ

We have obtained a bound on the degree of regularity of 9 for QUARTZ (which
has q = 2, n = 103, r = 7, a = 3, v = 4), which represents a big drop already
compared to degree 13 for a random system of that size (cf. formula above).
However, if the bound is reasonably tight, the number of columns (monomials)
involved in the elimination should be roughly the number of top-level monomials,
which are T :=

(
n

Dreg

)
=
(
100
9

)
� 240 in total. A dense-matrix elimination would

require 280 bits of storage which is clearly not feasible.
Let us assume an extremely optimistic scenario for the attacker, such that

a putative sparse-matrix-enabled F4/F5 attack is possible. Since each row has
τ =

(
100
2

)
≥ 212 terms, we will require about 252 bits of memory. This is very

large still, but not impossible in the mid-term future. We further use the number
of bit-operations in the most time-consuming Wiedemann or Block Wiedemann
type elimination methods as the estimate of the attack complexity, then we get
the evaluation of the complexity given in Section 1:

CF4/F5
≥ 3τT 2 � 3 · 212 · (240)2 ≥ 292.

Note: This evaluation above is highly optimistic in that it makes the implicit
assumption that there is no penalty for accessing large memory. This may be
very wrong in two ways:

– There is a very perceptible cost penalty in assembling a large amount of
RAM which is either accessible on one machine or is networked using high
speed interconnect to every other machine.

– Accessing a large amount of memory is slower; most server motherboards
takes a speed penalty when using the maximum number of memory modules,
and accessing memory on other machines of course incurs terrible latency.

What this might mean practically is that it might be more advantageous to attack
QUARTZ by brute-force [5], which imposes no communication requirements (i.e.,
networking and memory bandwidth and latencies) and is embarassingly paral-
lelizable (hence perfectly scalable).

Final Remark: In some of the cases previously studied, we can prove tightness
of the bounds. Clearly more of this type of work is needed, where theoretical
bounds for attacks are given, just like the studies of theoretical bounds on dif-
ferential probabilities in AES.
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Abstract. Novel public-key cryptosystems beyond RSA and ECC are
urgently required to ensure long-term security in the era of quantum
computing. The most critical issue on the construction of such cryptosys-
tems is to achieve security and practicability at the same time. Recently,
lattice-based constructions were proposed that combine both properties,
such as the lattice-based digital signature scheme presented at CHES
2012. In this work, we present a first highly-optimized SIMD-based soft-
ware implementation of that signature scheme targeting Intel’s Sandy
Bridge and Ivy Bridge microarchitectures. This software computes a sig-
nature in only 634988 cycles on average on an Intel Core i5-3210M (Ivy
Bridge) processor. Signature verification takes only 45036 cycles. This
performance is achieved with full protection against timing attacks.

Keywords: Post-quantum cryptography, lattice-based cryptography, cryp-
tographic signatures, software implementation, AVX, SIMD.

1 Introduction

Besides breakthroughs in classical cryptanalysis the potential advent of quan-
tum computers is a serious threat to the established discrete-logarithm problem
(DLP) and factoring-based public-key encryption and signature schemes, such
as RSA, DSA and elliptic-curve cryptography. Especially when long-term secu-
rity is required, all DLP or factoring-based schemes are somewhat risky to use.
The natural consequence is the need for more diversification and investigation
of potential alternative cryptographic systems that resist attacks by quantum
computers. Unfortunately, it is challenging to design secure post-quantum sig-
nature schemes that are efficient in terms of speed and key sizes. Those which
are known to be very efficient, such as the lattice-based NTRU-sign [15] have
been shown to be easily broken [19]. Multivariate quadratic (MQ) signatures,
e.g., Unbalanced Oil and Vinegar (UOV), are fast and compact, but their public
keys are huge with around 80 kB and thus less suitable on embedded systems –
even with optimizations the keys are still too large (around 8 Kb) [20].

� This work was supported by the National Institute of Standards and
Technology under Grant 60NANB10D004. Permanent ID of this document:
ead67aa537a6de60813845a45505c313. Date: March 28, 2013

P. Gaborit (Ed.): PQCrypto 2013, LNCS 7932, pp. 67–82, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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The introduction of special ring-based (ideal) lattices and their theoretical
analysis (see, e.g., [18]) provides a new class of signature and encryption schemes
with a good balance between key size, signature size, and speed. The speed ad-
vantage of ideal lattices over standard lattice constructions usually stems from
the applicability of the Number Theoretic Transform (NTT), which allows op-
erations in quasi-linear runtime of O(n logn) instead of quadratic complexity.
In particular, two implementations of promising lattice-based constructions for
encryption [12] and digital signatures [14] were recently presented and demon-
strate that such constructions can be efficient in reconfigurable hardware. How-
ever, as the proof-of-concept implementation in [12] is based on the generic NTL
library [22], it remains still somewhat unclear how these promising schemes per-
form on high-performance processors that include modern SIMD multimedia
extensions such as SSE and AVX.

Contribution. The main contribution of this work is the first optimized soft-
ware implementation of the lattice-based signature scheme proposed in [14].
It is an aggressively optimized variant of the scheme originally proposed by
Lyubashevsky [17] without Gaussian sampling. We use security parameters p =
8383489, n = 512, k = 214 that are assumed to provide an equivalent of about
80 bits of security against attacks by quantum computers and 100 bits of secu-
rity against classical computers. With these parameters, public keys need only
1536 bytes, private keys need 256 bytes and signatures need 1184 bytes. On one
core of an Intel Core i5-3210M processor (Ivy Bridge microarchitecture) running
at 2.5 GHz, our software can compute more than 3900 signatures per second or
verify more than 55000 signatures per second. To maximize reusability of our
results we put the software into the public domain1. We will additionally submit
our software to the eBACS benchmarking project [4] for public benchmarking.

Outline. In Section 2 we first provide background information on the imple-
mented signature scheme. Our implementation and optimization techniques are
described in Section 3 and evaluated and compared to previous work in Section 4.
We conclude with future work in Section 5.

2 Signature Scheme Background

In this section we briefly revisit the lattice-based signature scheme implemented
in this work. For more detailed information as well as security proofs, please
refer to [14,17].

2.1 Notation

In this section we briefly recall the notation from [14]. We use a similar notation
and denote by Rpn

the polynomial ring Z[x]p〈xn + 1〉 with integer coefficients in
the range [− p−1

2 , p−1
2 ] where n is a power of two. The prime p must satisfy the

1 The software is available at http://cryptojedi.org/crypto/#lattisigns

http://cryptojedi.org/crypto/#lattisigns
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congruence relation p ≡ 1 (mod 2n) to allow us to use the quasi-linear-runtime

NTT-based multiplication. For any positive integer k, we denote byRpn

k the set of

polynomials in Rpn

with coefficients in the range [−k, k]. The expression a
$←− D

denotes the uniformly random sampling of a polynomial a from the set D.

Algorithm 1. Key generation algorithm GEN(p, n)

Input: Parameters p, n

Output: (t)pk, (s1, s2)sk

s1, s2
$←− Rpn

1 ;1

t ← as1 + s2;2

2.2 Definition

According to the description in [14] we have chosen a to be a randomly generated
global constant. For the key generation described in Algorithm 1 we therefore
basically perform sampling of random values from the domainsRpn

1 followed by a
polynomial multiplication with the global constant and an addition. The private
key sk consists of the values s1, s2 while t is the public key pk. Algorithm 2 signs
a message m specified by the user. In step 1 two polynomials y1, y2 are chosen
uniformly at random with coefficients in the range [−k, k]. In step 2 a hash
function is applied on the higher-order bits of ay1+y2 which outputs a polynomial
c by interpreting the first 160-bit of the hash output as a sparse polynomial. In
step 3 and 4, y1 and y2 are used to mask the private key by computing z1 and
z2. The algorithm only continues if z1 and z2 are in the range [−(k− 32), k− 32]
and restarts otherwise. The polynomial z2 is then compressed into z

′
2 in step 7

by Compress. This compression is part of the aggressive size reduction of the
signature σ =(z1,z

′
2,c) since only some portions of z2 are necessary to maintain

the security of the scheme. For the implemented parameter set Compress has a
chance of failure of less than two percent which results in the restart of the whole
signing process.

The verification algorithm VER as described in Algorithm 3 first ensures that
all coefficients of z1, z

′
2 are in the range [−(k− 32), k− 32] and rejects the input

otherwise by returning b = 0 to indicate an invalid signature. In the next step,
az1+z

′
2−tc is computed, transformed into the higher-order bits and then hashed.

If the polynomial c from the signature and the output of the hash match, the
signature is valid and the algorithm outputs b = 1 to indicate its success.

In Algorithm 4 the transformation of a polynomial into a higher-order rep-
resentation is described. This algorithm exploits the fact that every polynomial
Y ∈ Rpn

can be written as

Y = Y (1)(2(k − 32) + 1) + Y (0)

where Y (0) ∈ Rpn

k−32 and thus every coefficient of Y (0) is in the range [−(k −
32), k− 32]. Due to this bijectional relationship, every polynomial Y can be also
written as the tuple (Y (1), Y (0)).



70 T. Güneysu et al.

Algorithm 2. Signing algorithm SIGN(s1, s2,m)

Input: s1, s2 ∈ Rpn

1 , message m ∈ {0, 1}∗

Output: z1, z
′
2 ∈ Rpn

k−32, c ∈ {0, 1}160

y1, y2
$←− Rpn

k ;1

c ← H(Transform(ay1 + y2), m) ;2

z1 ← s1c+ y1;3

z2 ← s2c+ y2;4

if z1 or z2 
∈ Rpn

k−32 then5

go to step 1;6

z
′
2 ← Compress(ay1 + y2 − z2,z2,p,k − 32) ;7

if z
′
2 =⊥ then8

go to step 1;9

Algorithm 3. Verification algorithm VER(z1, z
′
2, c, t,m)

Input: z1, z
′
2 ∈ Rpn

k−32, t ∈ Rpn , c ∈ {0, 1}160, message m ∈ {0, 1}∗
Output: b
if z1 or z

′
2 
∈ Rpn

k−32 then1

b ← 0;2

else3

if c =H(Transform(az1 + z
′
2 − tc), m) then4

b ← 1 ;5

else6

b ← 0 ;7

Algorithm 5 describes the compression algorithm Compress which takes a poly-
nomial y, a polynomial z with small coefficients and the security parameter k
as well as p as input. It is designed to return a polynomial z

′
that is compacted

but still maintains the equality between the higher-order bits of y+ z and y+ z
′

so that (y + z)(1) = (y + z
′
)(1). In particular, the parameters of the scheme are

chosen in a way that the if-condition specified in step 3 is true only for rare
cases. This is important since only values assigned to z

′
[i] in step 6 to step 13

can be efficiently encoded.
The hash function Hmaps an arbitrary-length input {1, 0}∗ to a 512-coefficient

polynomial with 32 coefficients in {−1, 1} and all other coefficients zero. The
whole process of generating this string and its transformation into a polynomial
with the above described character is shown in Algorithm 6. In step 1 the mes-
sage is concatenated with a binary representation of the polynomial x generated
by the algorithm BinRep. It takes a polynomial x ∈ Rpn

as input and outputs a
(somehow standardized) binary representation of this polynomial. The 160-bit
hash value is processed by partitioning it into 32 blocks of 5 side-by-side bits (be-
ginning with the lowest ones) that each correspond to a particular region in the
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Algorithm 4. Higher-order transformation algorithm

Transform(y, k)

Input: y ∈ Rpn , k
Output: y(1)

for i=0 to n− 1 do1

y(0)[i] ← y[i] mod (2(k − 32) + 1);2

y(1)[i] ← y[i]−y(0)[i]
2(k−32)+1

;3

return y(1);4

polynomial c. These bits are r4r3r2r1r0 where (r3r2r1r0)2 represents the position
in the region interpreted as a 4-bit unsigned integer and the bit r4 determines if
the value of the coefficient is −1 or 1.

2.3 Parameters and Security

Parameters that offer a reasonable security margin of approximately 100 bits
of comparable classical symmetric security are n = 512, p = 8383489, and k =
214This parameter set is the primary target of this work. For some intuition on
how these parameters were selected, how the security level has been computed,
for a second parameter set and a security proof in the random-oracle model we
refer again to [14].

In general, the security of the signature scheme is based on the Decisional
Compact Knapsack (DCKp,n) problem and the hardness of finding a preimage in
the hash function. For solving the DCK problem one has to distinguish between
uniform samples from Rpn ×Rpn

and samples from the distribution (a, as1+s2)
with a being chosen uniformly at random from Rpn

and s1, s2 being chosen
uniformly at random from Rpn

1 . In comparison to the Ring-LWE problem [18],
where s1, s2 are chosen from a Gaussian distribution of a certain range, this
just leads to s1, s2 with coefficients being either ±1 or zero. Therefore, the DCK
problem is an ”aggressive” variant of the LWE problem but is not affected by the
Arora-Ge algorithm as only one sample is given for the DCK problem and not the
required polynomially-many [1]. Note also that extraction of the private key from
the public key requires to solve the search variant of the DCK problem. In [14]
the hardness of breaking the signature scheme for the implemented parameter
set is computed based on the root Hermite factor of 1.0066 and stated to provide
roughly 100 bits of security. Finding a preimage in the hash function has classical
time complexity of 2l but is lowered to 2l/2 by Grover’s quantum algorithm [13].
As we use an output bit length of l = 160 from the hash function the implemented
scheme achieves a security level of roughly 80 bits of security against attacks by
a quantum computer.
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Algorithm 5. Compression Algorithm Compress(y, z, p, k)

Input: y ∈ Rpn

k , z ∈ Rpn

k−32, p, k

Output: z
′ ∈ Rpn

k

uncompressed ← 0;1

for i=0 to n− 1 do2

if |y[i]| > p−1
2

− k then3

z
′
[i] ← z[i] ;4

uncompressed ← uncompressed+ 1;5

else6

write y[i] = y[i](1)(2k + 1) + y[i](0) where −k ≤ y[i](0) ≤ k7

if y[i](0) + z[i] > k then8

z[i]
′ ← k ;9

else if y[i](0) + z[i] < −k then10

z[i]
′ ← −k ;11

else12

z[i]
′ ← 0 ;13

if uncompressed ≤ 6kn
p

then14

return z
′
;15

else16

return ⊥;17

3 Software Optimization

In this section we show our approach to high-level optimization of algorithms
and low-level optimization to make best use of the target micro-architecture.

3.1 High-Level Optimization

In the following we present high-level ideas to speed-up the polynomial multi-
plication, runtime behavior as well as randomness generation.

Polynomial Multiplication. In order to achieve quasi-linear speed inO(n logn)
when performing the essential polynomial-multiplication operation we use the
Fast Fourier Transform (FFT) or more specifically the Number Theoretic Trans-
form (NTT) [21]. The advantages offered by the NTT have recently been shown
by a hard- and software implementation of an ideal lattice-based public key
cryptosystem [12]. The NTT is defined in a finite field or ring for a given
primitive n-th root of unity ω. The generic forward NTTω(a) of a sequence
{a0, .., an−1} to {A0, . . . , An−1} with elements in Zp and length n is defined as

Ai =
∑n−1

j=0 ajω
ij mod p, i = 0, 1, . . . , n − 1 with the inverse NTT−1

ω (A) just

using ω−1 instead of ω.
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Algorithm 6. Hash Function Invocation H(x,m)

Input: Polynomial x ∈ Rpn , message m ∈ {0, 1}∗, hash function
H̃({0, 1}∗) → {0, 1}160

Output: c ∈ Rpn

1 with at most 32 coefficients being -1 or 1
r ← H̃(m||BinRep(x));1

for i=0 to n− 1 do2

c[i] = 0;3

for i=0 to 31 do4

pos ← 8 · r5i+3 + 4 · r5i+2 + 2 · r5i+1 + r5i;5

if r5i+4 = 0 then6

c[i · 16 + pos] ← −1;7

else8

c[i · 16 + pos] ← 1;9

For lattice-based cryptography it is also convenient that most schemes are
defined in Zp[x]/〈xn + 1〉 and require reduction modulo xn + 1. As a conse-
quence, let ω be a primitive n-th root of unity in Zp and ψ2 = ω. Then when
a = (a0, . . . an−1) and b = (b0, . . . bn−1) are vectors of length n with elements in
Zp let d = (d0, . . . dn−1) be the negative wrapped convolution of a and b (thus
d = a ∗ b mod xn + 1). Let ā, b̄ and d̄ be defined as (a0, ψa1, . . . , ψ

n−1an−1),
(b0, ψb1, . . . , ψ

n−1bn−1), and (d0, ψd1, . . . , ψ
n−1dn−1). It then holds that d̄ =

NTT−1
w (NTTw(ā)◦NTTw(b̄)) [24], where ◦ means componentwise multiplica-

tion. This avoids the doubling of the input length of the NTT and also gives us
a modular reduction by xn+1 for free. If parameters are chosen such that n is a
power of two and that p ≡ 1 mod 2n, the NTT exists and the negative wrapped
convolution can be implemented efficiently.

In order to achieve high NTT performance, we precompute all constants
ωi, ω−i, ψi as well as n−1 · ψi for i ∈ 0 . . . n − 1. The multiplication by n−1,
which is necessary in the NTT−1 step, is directly performed as we just multiply
by n−1 · ψ−i.

Storing Parameters in NTT Representation. The polynomial a is used as
input to the key-generation algorithm and can be chosen as a global constant. By
setting ã = NTT(a) and storing ã we just need to perform NTT−1(ã ◦ NTT(y1)),
which consists of one forward transform, one point multiplication and one back-
ward transform. This is implemented in the poly mul a function and is superior
to the general-purpose NTT multiplication, which requires three transforms.

Random Polynomials. During signature generation we need to generate two
polynomials with random coefficients uniformly distributed in [−k, k]. To obtain
these polynomials, we first generate 4 · (n + 16) = 2112 random bytes using
the Salsa20 stream cipher [2] and a seed from the Linux kernel random-number
generator /dev/urandom.We interprete these bytes as an array of n+16 unsigned
32-bit integers. To convert one such a 32-bit integer r to a polynomial coefficient
c in [−k, k] we first check whether r ≥ (2k+1) · �232/(2k+1)�. If it is, we discard
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this integer and move to the next integer in the array. Otherwise we compute
c = (r mod (2k + 1))− k.

The probability that an integer is discarded is (232 mod (2k + 1))/232. For
our parameters we have (232 mod (2k + 1)) = 4. The probability to discard a
randomly chosen 32-bit integer is thus 4/232 = 2−30. The 16 additional elements
in our array (corresponding to one block of Salsa20) make it extremely unlikely
that we do not sample enough random elements to set all coefficients of the
polynomial. In this highly unlikely case we simply sample another 2112 bytes of
randomness.

During key generation we use the same approach to generate polynomials
with coefficients in {−1, 0, 1}. The difference is that we sample bytes instead of
32-bit integers. We again sample one additional block of Salsa20 output, now
corresponding to 64 additional elements. A byte is discarded only if its value is
255, the chance to discard a random byte is thus 2−8.

3.2 Low-Level Optimization

The performance of the signature scheme is largely determined by a small set
of operations on polynomials with n = 512 coefficients over Zp where p is a 23-
bit prime. This section first describes how we represent polynomials and what
implementation techniques we use to accelerate operations on these polynomials.

Representation of Polynomials. We represent each 512-coefficient polyno-
mial as an array of 512 double-precision floating-point values. Each such array
is aligned on a 32-byte boundary, meaning that the address in memory is divis-
ible by 32. This representation has the advantage that we can use the single-
instruction multiple-data (SIMD) instructions of the AVX instruction-set exten-
sion in modern Intel and AMD CPUs. These instructions operate on vectors of
4 double-precision floats in 256-bit-wide, so called ymm vector registers. These
registers and the corresponding AVX instructions can be found, for example, in
the Intel Sandy Bridge, Intel Ivy Bridge, and AMD Bulldozer processors. The
following performance analysis focuses on Ivy Bridge processors; Section 4 also
reports benchmarks from a Sandy Bridge processor.

Both Sandy Bridge and Ivy Bridge processors can perform one AVX double-
precision-vector multiplication and one addition every cycle. This corresponds
to 4 multiplications (vmulpd instruction) and 4 additions (vaddpd instruction)
of polynomial coefficients each cycle. However, arithmetic cost is not the main
bottleneck in our software as loads and stores are often necessary because only
64 polynomial coefficients fit into the 16 available ymm registers. The performance
of loads and stores is more complex to determine than arithmetic throughput.
In principle, the processor can perform two loads and one store every two cycles.
However, this maximal throughput can be reduced by bank conflicts. For details
see [10, Section 8.13].

Modular Reduction of Coefficients. To perform a modular reduction of a
coefficient x, we first compute c = x · p−1, then round c, then multiply c by p
and then subtract c from x. The first step uses a precomputed double-precision
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approximation p−1 of the inverse of p. When reducing all coefficients of a polyno-
mial, the multiplications and the subtraction are performed on four coefficients in
parallel with the vmulpd and vsubpd AVX instructions, respectively. The round-
ing is also done on four coefficients in parallel using the vroundpd instruction.
Note that depending on the rounding mode we can obtain the reduced value of
x in different intervals. If we perform a truncation we obtain x in [0, p− 1], if we
round to the nearest integer we obtain x in [−((p − 1)/2), (p − 1)/2]. We only
need rounding to the nearest integer (vroundpd with rounding-mode constant
0x08). Both representations are required at different stages of the computation;
vroundpd supports choosing the rounding mode.

Lazy Reduction. The prime p has 23 bits. A double-precision floating-point
value has a 53-bit mantissa and one sign bit. Even the product of two coefficients
does not use the whole available precision, so we do not have to perform modular
reduction after each addition, subtraction or even multiplication. We can thus
make use of the technique known as lazy reduction, i.e., of performing reduction
modulo p only when necessary.

Optimizing the NTT. The most speed-critical operation for signing is poly-
nomial multiplication and we can thus use the NTT transformation as described
above. We start from a standard fast iterative algorithm (see, e.g., [9]) for
computing the FFT/NTT and adapt it to the target architecture. The transfor-
mation of a polynomial f with coefficients f0, . . . , f511 to or from NTT represen-
tation consist of an initial permutation of the coefficients followed by log2 n = 9
levels of operations on coefficients. On level 0, pick up f0 and f1, multiply f1
with a constant (a power of ω), add the result to f0 to obtain the new value of
f0 and subtract the result from f0 to obtain the new value of f1. Then pick up
f2 and f3 and perform the same operations to find the new values for f2 and f3
and so on. The following levels work in a similar way except that the distance
of pairs of elements that are processed together is different: on level i process
elements that are 2i positions apart. For example, on level 2 pick up and trans-
form f0 and f4, then f1 and f5 etc. On level 0 we can omit the multiplication
by a constant, because the constant is 1.

The obvious bottleneck in this computation are additions (and subtractions):
Each level performs 256 additions and 256 subtractions accounting for a total of
9 ·512 = 4608 additions requiring at least 1152 cycles. In fact the lower bound of
cycles is much higher, because after each multiplication by a constant we need to
reduce the coefficients modulo p. This takes one vroundpd instruction and one
subtraction. The vroundpd instruction is processed in the same port as additions
and subtractions, we thus get a lower bound of (9 ·512+8 ·512)/4 = 2176 cycles.
To get close to this lower bound, we need to make sure that all the additions
can be efficiently processed in AVX instructions by minimizing overhead from
memory access, multiplications or vector-shuffle instructions.

Starting from level 2, the structure of the algorithm is very friendly for 4-way
vector processing: For example, we can load (f0, f1, f2, f3) into one vector reg-
ister, load (f4, f5, f6, f7) in another vector register, load the required constants
(c0, c1, c2, c3) into a third vector register and then use one vector multiplication,
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one vector addition and one vector subtraction to obtain (f0+c0f4, f1+c1f5, f2+
c2f6, f3 + c3f7) and (f0 − c0f4, f1 − c1f5, f2 − c2f6, f3 − c3f7). However, on lev-
els 0 and 1 the transformations are not that straightforwardly done in vector
registers. On level 0 we do the following: Load f0, f1, f2, f3 into one register;
perform vector multiplication of this register with (1,−1, 1,−1) and store the
result in another register; perform a vhaddpd instruction of these two registers
which results exactly in (f0 + v1, f0 − f1, f2 + f3, f2 − f3). On level 1 we do
the following: Load f0, f1, f2, f3; multiply with a vector of constants, reduce the
result modulo p; use the vperm2f128 instruction with constant argument 0x01
to obtain c2f2, c3f3, c0f0, c1f1 in another register and perform vector register
multiplication of this register by (1, 1,−1,−1); add the result to (f0, f1, f2, f3)
to obtain the desired (f0 + c2f2, f1 + c1f1, f0 − c2f2, f1 − c3f3).

A remaining bottleneck is memory access. To minimize loads and stores, we
merge levels 0,1,2, levels 3,4,5 and levels 6,7,8. The idea is that on one level two
pairs of coefficients are interacting; through two levels it is 4-tuples of coefficients
that interact and through 3 levels it is 8-tuples of coefficients that interact. On
levels 0,1 and 2 we load these 8 coefficients; perform all transformations through
the 3 levels and store them again, then proceed to the next 8 coefficients. On
higher levels we load 32 coefficients, perform all transformations through 3 levels
on them, store them and then proceed to the next 32 coefficients.

In total, one NTT transformation takes 4484 cycles on the Ivy Bridge pro-
cessor. This includes about 500 cycles for the initial coefficient permutation. We
are continuing to investigate the difference between the lower bound on cycles
dictated by vector additions and the cycles actually taken by our software.

Addition and Subtraction. Addition and subtraction of polynomials simply
means loading coefficients, performing double-precision floating-point addition
or subtraction, and storing the result coefficient. This is completely parallel, so
we do this in 256 vector loads, 128 vector additions or subtractions, and 128
vector stores.

Higher-Order Transformation. The higher-order transformation described in
Algorithm 4 is a nice example of the power of representing polynomial coefficients
as double-precision floats: The only operation required is the multiplication by
the precomputed value (2(k − 32) + 1)−1 (a double-precision approximation of
(2(k−32)+1)−1) and a subsequent rounding towards the nearest integer. As for
the coefficient reduction we perform these computations using the vmulpd and
vroundpd instructions.

4 Performance Analysis and Benchmarks

In this section we analyze the performance of our software and report bench-
marks for key generation (crypto keypair), as well as the signing (crypto sign)
and verification (crypt sign open) algorithm. Our software implements the
eBATS API [4] for signature software, but we did not use SUPERCOP for bench-
marking. The reason is that SUPERCOP reports the median of multiple runs
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to filter out benchmarks that are polluted by, for example, an interrupt that
occurred during some of the computations. Considering the median of timings
when signing would be overly optimistic and cut off legitimate benchmarks of
signature generations that took very long because they required many attempts.
Therefore, for signing we report the average of 100000 signature generations; for
key-pair generation, verification and lower-level functions we report the median
of 1000 benchmarks. However, we will submit our software to eBACS for public
benchmarking and discuss the issue with the editors of eBACS. Note that our
software for signing is obviously not running in constant time but the timing
variation is independent of secret data; our software is fully protected against
timing attacks.

We performed benchmarks on two different machines:

– a machine called h9ivy at the University of Illinois at Chicago with an Intel
Core i5-3210M CPU (Ivy Bridge) at 2500 MHz and 4 GB of RAM; and

– a machine called h6sandy at the University of Illinois at Chicago with an
Intel Core i3-2310M CPU (Sandy Bridge) at 2100 MHz and 4 GB of RAM.

All software was compiled with gcc-4.7.2 and compiler flags -O3 -msse2avx

-march=corei7-avx -fomit-frame-pointer. During the benchmarks Turbo-
Boost and hyperthreading were switched off. The performance results for the
most important operations are given in Table 1. The message length was 59
bytes for the benchmarking of crypto sign and crypto sign open.

Table 1. Cycle counts of our software; n = 512 and p = 8383489

Operation Sandy Bridge cycles Ivy Bridge cycles

crypto sign keypair 33894 31140
crypto sign 681500 634988
crypto sign open 47636 45036

ntt 4480 4484
poly mul 16052 16096
poly mul a 11100 11044
poly setrandom maxk 12788 10824
poly setrandom max1 6072 5464

Polynomial-Multiplication Performance. The multiplication of two poly-
nomials (poly mul) takes 16096 cycles on the Ivy Bridge. Out of those, 3 ·4484 =
13452 cycles are for 3 NTT transformations (ntt).

Key-Generation Performance. Generating a key pair takes 31140 cycles on
the Ivy Bridge. Out of those, 2 · 5464 = 10928 cycles are required to generate
two random polynomials (poly setrandom max1); 11044 cycles are required for a
multiplication by the constant system parameter a (poly mul a); the remaining
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9168 cycles are required for one polynomial addition, compression of the two
private-key polynomials and packing of the public-key polynomial into a byte
array.

Signing Performance. Signing takes 634988 cycles on average on the Ivy
Bridge. Each signing attempt takes 85384 cycles. We need 7 attempts on average,
so those attempts account for about 7 · 85384 = 597688 cycles; the remaining
cycles are required for constant overhead for extracting the private key from the
byte array, copying the message to the signed message etc. Some of the remain-
ing cycles may also be due to some measurements being polluted as explained
above.

Out of the 85384 cycles for each signing attempt, 2 · 10824 = 21648 cy-
cles are required to generate two random polynomials (poly setrandom maxk);
2 · 16096 = 32192 cycles are required for two polynomial multiplications; 11084
cycles are required for a multiplication with the system parameter a; the re-
maining 20460 cycles are required for hashing, the higher order transformation,
four polynomial additions, one polynomial subtraction and testing whether the
polynomial can be compressed.

Verification Performance. Verifying a signature takes 45036 cycles on the Ivy
Bridge. Out of those, 16096 cycles are required for a polynomial multiplication;
11084 cycles are required for a multiplication with a; the remaining 17856 cycles
are required for hashing, the high-order transformation, a polynomial addition
and a polynomial subtraction, decompression of the signature, and unpacking of
the public key from a byte array.

Comparison. As we provide the first software implementation of the signa-
ture scheme we cannot compare our result to other software implementations.
In [14] only a hardware implementation is given which is naturally hard to com-
pare to. For different types of FPGAs and parallelism, an implementation of
sign/verify of 931/998 (Spartan-6 LX16) up to 12627/14580 (Virtex-6 LX130)
messages/signatures per second is reported. However, the architecture is quite
different; in particular it uses a configurable number of high-clock-frequency
schoolbook multipliers instead of an NTT multiplier. The explanation for the
low verification performance on the FPGA, compared with the software imple-
mentation, is that only one such multiplier is used in the verification engine.

Another target for comparison is a recently reported implementation of an
ideal lattice-based encryption system in soft- and hardware [12]. In software,
the necessary polynomial arithmetic relies on Shoup’s NTL library [22]. Mea-
surements confirmed that our basic arithmetic is faster than their prototype
implementation (although their parameters are smaller) as we can rely on AVX,
a hand-crafted NTT implementation and optimized modular reduction.

Various other implementations of post-quantum signature schemes have been
described in the literature and many of them have been submitted to eBACS [4].
In Table 2 we compare our software in terms of security, speed, key sizes and
signature size to the Rainbow, TTS, and C∗ (pFLASH) software presented in [8],
and the MQQ-Sig software presented in [11]. The cycle counts of these imple-
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mentations are obtained from the eBACS website and have been measured on
the same Intel Ivy Bridge machine that we used for benchmarking (h9ivy). We
reference these implementations by their names in eBACS (in typewriter font)
and their corresponding paper. For most of these multivariate schemes, the sign-
ing performance is much better, verification performance is somewhat better,
but they suffer from excessive public-key sizes.

We furthermore compare to software described in the literature that has not
been submitted to eBACS, specifically the implementation of the parallel-CFS
code-based signature scheme presented in [16], the implementation of the tree-
less signature scheme TSS12 presented in [23], and the implementation of the
hash-based signature scheme XMSS [6]. For those implementations we give the
performance numbers from the respective paper and indicate the CPU used for
benchmarking. Parallel-CFS not only has much larger keys, signing is also sev-
eral orders of magnitude slower than with the lattice-based signature software
presented in this paper. However, we expect that verification with parallel-CFS
is very fast, but [16] does not give performance numbers for verification. The TSS
software is using the scheme originally proposed in [17]. It makes an interesting
target for comparison as it is similar to our scheme but relies on weaker assump-
tions. However, the software is much slower for both signing and verification.
Hash-based signature schemes are also an interesting post-quantum signature
alternative due to their well understood security properties and relatively small
keys. However, the XMSS software presented in [6] is still an order of magnitude
slower than our implementation and produces considerably larger signatures.

Finally we include two non-post-quantum signature schemes in the compar-
ison in Table 2. First, the Ed25519 elliptic-curve signature scheme [3] and sec-
ond, RSA-2048 signatures based on the OpenSSL implementation (ronald2048).
Comparing to those schemes shows that our implementation and also most of
the multivariate-signature software can even be faster or at least quite com-
parable to established schemes in terms of performance. However, the key and
signature sizes of those two non-post-quantum signature are not beaten by any
post-quantum proposal, yet.

Other lattice-based signature schemes that have a security reduction in the
standard model are given in [7] and [5]. However, those papers do not give
concrete parameters, security estimates or describe an implementation.

5 Future Work

As the initial implementation work has been carried out it is now necessary in
future work to evaluate the security claims of the scheme by careful cryptanalysis
and development of potential attacks. Especially, as the implemented scheme
relaxes some assumptions that are required for connection to worst-case lattice
problems more confidence is needed for real world usage. Other future work is
the investigation of efficiency on more constrained devices like ARM (which, in
some versions, also feature a SIMD unit) or even low-cost 8-bit processors.
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Table 2. Comparison of different post-quantum signature software; pk stands for
public key; sk stands for private key. The sizes are given in bytes. All software was
benchmarked on h9ivy if not indicated otherwise.

Software Security Cycles Sizes
This work 100 bits sign: 634988 pk: 1536

verify: 45036 sk: 256
sig: 1184

mqqsig160 [12] 80 bits sign: 1996 pk: 206112
verify: 33220 sk: 401

sig: 20
mqqsig192 [12] 96 bits sign: 3596 pk: 333540

verify: 63488 sk: 465
sig: 24

mqqsig224 [12] 112 bits sign: 3836 pk: 529242
verify: 65988 sk: 529

sig: 28
mqqsig256 [12] 128 bits sign: 4560 pk: 789552

verify: 87904 sk: 593
sig: 32

rainbow5640 [9] 80 bits sign: 53872 pk: 44160
verify: 34808 sk: 86240

sig: 37
rainbowbinary16242020 [9] 80 bits sign: 29364 pk: 102912

verify: 17900 sk: 94384
sig: 40

rainbowbinary256181212 [9] 80 bits sign: 33396 pk: 30240
verify: 27456 sk: 23408

sig: 42
pflash1 [9] 80 bits sign: 1473364 pk: 72124

verify: 286168 sk: 5550
sig: 37

tts6440 [9] 80 bits sign: 33728 pk: 57600
verify: 49248 sk: 16608

sig: 43
Parallel-CFS [17] 80 bits sign: 4200000000a pk: 20968300
(20, 8, 10, 3) verify: - sk: 4194300

sig: 75
TSS12 [24] 80 bits sign: 93633000b pk: 13087
(n = 512) verify: 13064000b sk: 13240

sig: 8294
XMSS [7] 82 bits sign: 7261100c pk: 912
(H = 20, w = 4,AES-128) verify: 556600c sk: 19

sig: 2451
ed25519 [4] 128 bits sign: 67564 pk: 32

verify: 209328 sk: 64
sig: 64

ronald2048 112 bits sign: 5768360 pk: 256
(RSA-2048 based on verify: 77032 sk: 2048
OpenSSL) sig: 256
a Benchmarked on an Intel Xeon W3670 (3.20 GHz)
b Benchmarked on an AMD Opteron 8356 (2.3 GHz)
c Benchmarked on an Intel i5-M540 (2.53 GHz)
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Abstract. By applying Grover’s quantum search algorithm to the lat-
tice algorithms of Micciancio and Voulgaris, Nguyen and Vidick, Wang
et al., and Pujol and Stehlé, we obtain improved asymptotic quantum re-
sults for solving the shortest vector problem. With quantum computers
we can provably find a shortest vector in time 21.799n+o(n), improving
upon the classical time complexity of 22.465n+o(n) of Pujol and Stehlé
and the 22n+o(n) of Micciancio and Voulgaris, while heuristically we ex-
pect to find a shortest vector in time 20.312n+o(n), improving upon the
classical time complexity of 20.384n+o(n) of Wang et al. These quantum
complexities will be an important guide for the selection of parameters
for post-quantum cryptosystems based on the hardness of the shortest
vector problem.

Keywords: lattices, shortest vector problem, sieving, quantum algo-
rithms, quantum search.

1 Introduction

Large-scale quantum computers will redefine the landscape of computationally
secure cryptography, including breaking public-key cryptography based on in-
teger factorization or the discrete logarithm problem [57] or the Principle Ideal
Problem in real quadratic number fields [25], providing sub-exponential attacks
for some systems based on elliptic curve isogenies [16], speeding up exhaustive
searching [9,23], counting [12] and (with appropriate assumptions about the com-
puting architecture) finding collisions and claws [4, 11, 13], among many other
quantum algorithmic speed-ups [15, 42, 58].

Currently, a small set of systems [8] are being studied intensely as possible sys-
tems to replace those broken by large-scale quantum computers. These systems
can be implemented with conventional technologies and to date seem resistant
to substantial quantum attacks. It is critical that these systems receive intense

P. Gaborit (Ed.): PQCrypto 2013, LNCS 7932, pp. 83–101, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



84 T. Laarhoven, M. Mosca, and J. van de Pol

scrutiny for possible quantum or classical attacks. This will boost confidence in
the resistance of these systems to (quantum) attacks, and allow us to fine-tune
secure choices of parameters in practical implementations of these systems.

One such set of systems bases its security on the computational hardness of
certain lattice problems. Since the late 1990s, there has been a lot of research
into the area of lattice-based cryptography, resulting in encryption schemes [27,
50], digital signature schemes [20, 39] and even fully homomorphic encryption
schemes [10,21]. Each of the lattice problems that underpin the security of these
systems can be reduced to the shortest vector problem. Conversely, the decisional
variant of the shortest vector problem can be reduced to the average case of such
lattice problems. For a more detailed summary on the security of lattice-based
cryptography, see [35, 45].

In this paper, we closely study the best-known algorithms for solving the
shortest vector problem on a lattice, and how quantum algorithms may speed up
these algorithms. By challenging and improving the best asymptotic complexities
of these algorithms, we increase the confidence in the security of lattice-based
schemes. Understanding these algorithms is critical when selecting key-sizes and
other security parameters.

1.1 Lattices

Lattices are discrete subgroups of Rn. Given a set of n linearly independent
vectors B = {b1, . . . ,bn} in Rn, we define the lattice generated by these vectors
as L = {

∑n
i=1 λibi : λi ∈ Z}. We call the set B a basis of the lattice L. This

basis is not unique; applying a unimodular matrix transformation to the vectors
of B leads to a new basis B′ of the same lattice L.

In lattices, we generally work with the Euclidean or �2-norm, which we will
denote by ‖ · ‖. For bases B, we write ‖B‖ = maxi ‖bi‖. We refer to a vector
s ∈ L \ {0} such that ‖s‖ ≤ ‖v‖ for any v ∈ L \ {0} as a shortest (non-zero)
vector of the lattice. Its length is denoted by λ1(L). Given a basis B, we write
P(B) = {

∑n
i=1 λibi : 0 ≤ λi < 1} for the fundamental domain of B.

One of the most important hard problems in the theory of lattices is the
Shortest Vector Problem (SVP). Given a basis of a lattice, the Shortest Vector
Problem consists of finding a shortest vector in this lattice. In many applications,
finding a short vector instead of a shortest vector is also sufficient. The Approxi-
mate Shortest Vector Problem with approximation factor γ (SVPγ) asks to find a
non-zero lattice vector v ∈ L with length bounded from above by ‖v‖ ≤ γλ1(L).

1.2 Related Work

The Approximate Shortest Vector problem is integral in the cryptanalysis of
lattice-based cryptography [18]. For small values of γ, this problem is known
to be NP-hard [2, 31], while for certain exponentially large γ, polynomial time
algorithms exist, such as the LLL algorithm of Lenstra, Lenstra and Lovász [37].
Other algorithms trade extra running time for a better γ, such as LLL with deep
insertions [55] and the BKZ algorithm of Schnorr and Euchner [55].
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The current state-of-the-art for classically finding short vectors is BKZ 2.0 [14],
which is essentially the original BKZ algorithm with the improved SVP sub-
routine of Gama et al. [19]. Implementations of this algorithm, due to Chen
and Nguyen [14], and Aono and Naganuma [5], currently dominate the Lat-
tice Challenge Hall of Fame [36]. The BKZ algorithm and its variants require a
low-dimensional exact SVP solver as a subroutine. In theory, any of the known
methods for finding a shortest vector could be used. For SVP solvers there is a
similar online challenge [59], where the record is currently held by Kuo et al. [32].

In 2003, Ludwig [38] used quantum algorithms to speed up one such ba-
sis reduction algorithm, Random Sampling Reduction (RSR), which is due to
Schnorr [56]. By replacing a random sampling from a big list by a quantum
search, Ludwig achieves a quantum algorithm that is asymptotically faster than
previous results. Ludwig also details the effect that this faster quantum algo-
rithm would have had on the practical security of the lattice-based encryption
scheme NTRU [27], had there been a quantum computer in 2005.

Enumeration. The classical method for finding shortest vectors is enumeration,
dating back to work by Pohst [44], Kannan [30] and Fincke and Pohst [17] in
the first half of the 1980s. In order to find a shortest vector, one enumerates all
lattice vectors inside a giant ball around the origin. If the input basis is only
LLL-reduced, enumeration runs in 2O(n2) time, where n is the lattice dimension.
The algorithm by Kannan uses a stronger preprocessing of the input basis, and
runs in 2O(n logn) time. Both approaches use only polynomial space in n.

Sieving/Saturation. In 2001, Ajtai et al. [3] introduced a technique called
sieving, leading to the first probabilistic algorithm to solve SVP in time 2O(n).
Starting with a huge list of short vectors, the algorithm repeatedly applies a sieve
to this list to end up with a smaller list of shorter lattice vectors. Eventually, we
hope to be left with a list of lattice vectors of length O(λ1(L)). Due to the size
of the list, the space requirement of sieving is 2O(n). Later work [26, 41, 43, 48]
investigated the constants in both exponents and ways to reduce these.

Recently, in 2009, Micciancio and Voulgaris [41] started a new branch of siev-
ing algorithms, which may be more appropriately called saturation algorithms.
While sieving starts out with a long list and repeatedly applies a sieve to reduce
its length, saturation algorithms iteratively add vectors to an initially empty
list, hoping that at some point the space of short lattice vectors is “saturated”,
and two of the vectors in the list are at most λ1(L) apart. The time and space
requirements of these algorithms are also 2O(n). In 2009, Pujol and Stehlé [46]
showed that with this method, SVP can provably be solved in time 22.465n+o(n).

Voronoi. In 2010, Micciancio and Voulgaris presented a deterministic algorithm
for solving SVP based on constructing the Voronoi cell of the lattice [40]. In time
22n+o(n) and space 2n+o(n), this algorithm is able to find a shortest vector in any
lattice. Currently this is the best provable asymptotic result for classical SVP
solvers.
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Practice. While many methods have surpassed the enumeration algorithms in
terms of classical provable asymptotic time complexities, in practice the enu-
meration methods still dominate the field. The version of enumeration that is
currently used in practice is due to Schnorr and Euchner [55] with improvements
by Gama et al. [19]. It does not incorporate the stronger version of preprocessing

of Kannan [30] and hence has an asymptotic time complexity of 2O(n2). However,
due to the small hidden constants in the exponents and the exponential space
complexity of the other algorithms, enumeration is actually faster than other
methods for common values of n. That said, the other methods are still quite
new, so a further study of these other methods may tip the balance.

1.3 Quantum Search

In this paper we will study how quantum algorithms can be used to speed up the
SVP algorithms outlined above. For this, we will make use of Grover’s quantum
search algorithm [23], which considers the following problem:

Given a list L of length N and a function f : L → {0, 1}, such that the number
of elements e ∈ L with f(e) = 1 is small. Construct an algorithm “search” that,
given L and f as input, returns an e ∈ L with f(e) = 1, or determines that
(with high probability) no such e exists. We assume for simplicity that f can be
evaluated in unit time.

Classical Algorithm. With classical computers, the natural way to find such
an element is to go through the whole list, until one of these elements is found.
This takes on average O(N) time. This is also optimal up to a constant factor;
no classical algorithm can find such an element in less than Ω(N) time.

Quantum Algorithm. Using quantum search [9, 12, 23], we can find such an
element in time O(

√
N). This is optimal up to a constant factor, as any quantum

algorithm needs at least Ω(
√
N) evaluations of f [6].

Throughout the paper, we will write x ← searche∈L(f(e) = 1) to highlight
subroutines that perform a search in a long list. This assignment returns true
if an element e ∈ L with f(e) = 1 exists (and assigns such an element to x),
and returns false if no such e exists. This allows us to give one description for
both the classical and quantum versions of each algorithm, as the only difference
between the two versions is which version of the subroutine is used.

For both of these classical and quantum algorithms, we assume a RAM model
of computation where the jth entry of the list L can be looked up in constant
time (or polylogarithmic time). In the case that L is a virtual list where the jth
element can be computed in time polynomial in the length of j (thus polyloga-
rithmic in the length of the list L), then look-up time is not an issue. When L
is indeed an unstructured list of values, for classical computation, the assump-
tion of a RAM-like model has usually been valid in practice. However, there are
fundamental reasons for questioning it [7], and there are practical computing
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architectures where the assumption does not apply. In the case of quantum com-
putation, a practical RAM-like quantum memory (e.g. [22]) looks particularly
challenging, especially for first generation quantum computers. Some authors
have studied the limitations of quantum algorithms in this context [7, 24, 28].

Some algorithms (e.g. [4]) must store a large database of information in regular
quantum memory (that is, memory capable of storing quantum superpositions
of states). In contrast, quantum searching an actual list of N (classical) strings
requires the N values to be stored in quantumly addressable classical memory
(e.g. as Kuperberg discusses in [34]) and O(logN) regular qubits. Quantumly
addressable classical memory in principle could be much easier to realize in
practice than regular qubits. Furthermore, quantum searching for a value x ∈
{0, 1}n satisfying f(x) = 1 for a function f : {0, 1}n → {0, 1} which can be
implemented by a circuit on O(n) qubits only requires O(n) regular qubits, and
there is no actual list to be stored in memory. In this paper, the quantum search
algorithms used require the lists of size N to be stored in quantumly addressable
classical memory and use O(logN) regular qubits and O(

√
N) queries into the

list of numbers.
In this work, we consider (conventional) classical RAM memories for the clas-

sical algorithms, and RAM-like quantumly addressable classical memories for
the quantum search algorithms. This is both a first step for future studies in as-
sessing the impact of more practical quantum architectures, and also represents
a more conservative approach in determining parameter choices for lattice-based
cryptography that should be resistant against the potential power of quantum
algorithmic attacks. Future work may also find ways to take advantage of ad-
vanced quantum search techniques, such as those surveyed in [51].

1.4 Contributions and Outline

In this paper, we show that quantum algorithms can significantly speed up siev-
ing and saturation algorithms. The constant in the exponent decreases by ap-
proximately 25% in all cases, leading to an improvement upon both provable
and heuristic asymptotic results for solving the Shortest Vector Problem:

– Provably, we can find a shortest vector in any lattice in time 21.799n+o(n).
– Heuristically, we can find a shortest vector in any lattice in time 20.312n+o(n).
– Extrapolating from classical experiments, with quantum computers we ex-

pect to be able to find a shortest vector in any lattice in time about 20.39n.

Table 1 contains a comparison between our contributions and previous results,
in both the classical and quantum setting. While the Voronoi Cell algorithm is
asymptotically the best algorithm in the provable classical setting, our quantum
saturation algorithm has better asymptotics in the provable quantum setting.

Why do we only consider sieving and saturation algorithms, and not the more
practical enumeration or the theoretically faster Voronoi cell algorithms? It turns
out that it is not as simple to significantly speed up these algorithms using similar
techniques. For some intuition why this is the case, see Appendix C.
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Table 1. A comparison of the results as expressed in logarithmic leading order terms,
with provable results above and heuristic results below

Classical Quantum
Algorithm Time Space Time Space

(Enumeration) O(n log n) O(log n) - - (Appendix C)
Pujol and Stehlé [46] 2.47n 1.24n 1.80n 1.29n (Section 3.1)
(Voronoi) 2.00n 1.00n - - (Appendix C)

Micciancio and Voulgaris [41] 0.52n 0.21n 0.39n 0.21n (Section 3.2)
Nguyen and Vidick [43] 0.42n 0.21n 0.32n 0.21n (Section 2.1)
Wang et al. [60] 0.39n 0.26n 0.32n 0.21n (Section 2.2)

The outline of this paper is as follows. In Section 2 we look at sieving algo-
rithms, and how quantum algorithms lead to speed-ups. In Section 3, we look
at saturation algorithms, and their estimated time and space complexities on
a quantum computer. Technical details regarding some of these results can be
found in Appendices A and B.

2 Sieving Algorithms

Sieving was first introduced by Ajtai et al. [3] and later improved theoretically
[26,41,43,48] and practically [43,60] in various papers. In these algorithms, first
an exponentially long list of lattice vectors is generated. Then, by iteratively
applying a sieve to this list, the size of the list, as well as the lengths of the
vectors in the list are reduced. After a polynomial number of applications of
the sieve, we hope to be left with a short but non-empty list of very short
vectors, from which we can then obtain a shortest vector of the lattice with high
probability.

2.1 The Heuristic Algorithm of Nguyen and Vidick

Nguyen and Vidick [43] considered a heuristic, practical variant of the sieve
algorithm of Ajtai et al. [3], which provably returns a shortest vector under a
certain natural, heuristic assumption. A slightly modified but equivalent version
of this algorithm is given in Algorithm 1.

Description of the Algorithm. The algorithm starts by generating a big
list S of random lattice vectors with length at most n‖B‖. Then, by repeatedly
applying a sieve to this list, shorter lists of shorter vectors are obtained, until
the list is completely depleted. In that case, we go back one step, and look for
the closest pair of lattice vectors in the last non-empty list.

The sieving step consists of splitting the previous list Sprev in a set of ‘centers’
C and a new list of vectors S that will be used for the next sieve. For each vector
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Algorithm 1 The Heuristic Sieve Algorithm of Nguyen and Vidick

Input: An LLL-reduced basis B of L, and constants γ ∈ ( 2
3
, 1) and N = 2O(n)

Output: A short non-zero lattice vector s
1: S ← ∅
2: for i ← 1 to N do
3: v ∈R Bn(0, ‖B‖) ∩ L

4: S ← S ∪ {v}
5: while S \ {0} 
= ∅ do
6: Sprev ← S \ {0}
7: R ← maxv∈Sprev ‖v‖
8: C ← {0}
9: S ← ∅
10: for all v ∈ Sprev do
11: if c ← searchc∈C(‖v − c‖ ≤ γR) then
12: S ← S ∪ {v − c}
13: else
14: C ← C ∪ {v}
15: s ← argminv∈Sprev

‖v‖
16: return s

v in Sprev, the algorithm first checks if a vector c in C exists that is close to v.
If this is the case, then we add the difference v − c to Sprev. If this is not the
case, then v is added to C. Since the set C consists of vectors with a bounded
norm and a specified minimum distance between any two points, one can bound
the size of C from above using a result of Kabatiansky and Levenshtein [29]
regarding sphere packings. In other words, C will be sufficiently small, so that
the list S will be sufficiently large. After applying the sieve, we discard all vectors
in C and apply the sieve again to the vectors in Sprev = S.

At each iteration of the sieve, the maximum norm of the vectors in the list
decreases from some constant R to at most γR, where γ is some geometric factor
smaller than 1. Nguyen and Vidick conjecture that throughout the algorithm, the
longest vectors in S are uniformly distributed over the space of all n-dimensional
vectors with norms between γR and R.

Heuristic 1. [43] At any stage of Algorithm 1, the vectors in S ∩Cn(γR,R) are
uniformly distributed inCn(γR,R), whereCn(r1, r2) = {x ∈ Rn : r1 ≤ ‖x‖ ≤ r2}.

Classical Complexities. In Line 11 of Algorithm 1, we have highlighted an
application of a search subroutine that could be replaced by a quantum search.
Using a standard classical search algorithm for this subroutine, under this heuris-
tic assumption Nguyen and Vidick give the following estimate for the time and
space complexity of their algorithm.

Lemma 1. [43] On a classical computer, assuming that Heuristic 1 holds, Al-
gorithm 1 will return a shortest vector of a lattice in time at most 20.415n+o(n)

and space at most 20.208n+o(n).
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Quantum Complexities. If we use a quantum search subroutine in Line 11,
the complexity of this subroutine decreases from Õ(|C|) to Õ(

√
|C|). Since this

search is part of the bottleneck for the time complexity, applying a quantum
search here will decrease the running time significantly. Note that in Line 15,
it also seems like a search of a list is performed. In reality, this final search of
Sprev can be done in constant time by using appropriate data structures, e.g.,
by keeping the vectors in S and Sprev sorted from short to long, or by manually
keeping track of the shortest vector in S.

Since replacing the classical search by a quantum search does not change the
internal behaviour of the algorithm, the estimates and heuristics are as valid
as they were in the classical setting. The time complexity does change, as the
following theorem explains. For details, see Appendix A.

Theorem 1. On a quantum computer, assuming that Heuristic 1 holds, Algo-
rithm 1 will return a shortest vector of a lattice in time 20.312n+o(n) and space
20.208n+o(n).

In other words, applying quantum search to Nguyen and Vidick’s sieve algorithm
leads to a 25% decrease in the exponent of the runtime.

2.2 The Heuristic Algorithm of Wang et al.

To improve upon the time complexity of the algorithm of Nguyen and Vidick,
Wang et al. [60] introduced a further trade-off between the time complexity and
the space complexity. Their algorithm uses two lists of centers C1 and C2 and
two geometric factors γ1 and γ2, instead of the single list C and single geometric
factor γ in the algorithm of Nguyen and Vidick. For details, see [60].

Classical Complexities. The classical time complexity of this algorithm is
bounded from above by Õ(|S| · (|C1|+ |C2|)), while the space required is at most
O(|S| + |C1| + |C2|). Optimizing the constants γ1 and γ2 leads to γ1 = 1.0927
and γ2 → 1, with an asymptotic time complexity of less than 20.384n+o(n) and a
space complexity of about 20.256n+o(n).

Quantum Complexities. By using the quantum search algorithm for search-
ing the lists C1 and C2, the time complexity is reduced to Õ(|S| · (

√
|C1| +√

|C2|)), while the space complexity remains O(|S|+ |C1|+ |C2|). Re-optimizing

the constants for a minimum time complexity leads to γ1 →
√
2 and γ2 → 1,

leading to the same time and space complexities as the quantum-version of the
algorithm of Nguyen and Vidick. Due to the simpler algorithm and smaller con-
stants, a quantum version of the algorithm of Nguyen and Vidick will most likely
be more efficient than a quantum version of the algorithm of Wang et al.

3 Saturation Algorithms

Saturation algorithms were only recently introduced by Micciancio and Voul-
garis [41], and further studied by Pujol and Stehlé [46] and Schneider [52].
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Algorithm 2 The Provable Saturation Algorithm of Pujol and Stehlé

Input: An LLL-reduced basis B of L, μ � λ1(L), ξ > 1
2
, R > 2ξ, Nmax

1 , N2 = 2O(n)

Output: A non-zero lattice vector s of norm less than μ

1: γ ← 1− 1
n

2: T ← ∅
3: N1 ∈R [0, Nmax

1 − 1]
4: for i ← 1 to N1 do
5: x ∈R Bn(0, ξμ)
6: v′ ← x mod P(B)
7: while t ← searcht∈T (‖v′ − t‖ < γ‖v′‖) do
8: v′ ← v′ − t

9: v ← v′ − x
10: if ‖v‖ ≥ Rμ then
11: T ← T ∪ {v}
12: S ← ∅
13: for i ← 1 to N2 do
14: x ∈R Bn(0, ξμ)
15: v′ ← x mod P(B)
16: while t ← searcht∈T (‖v′ − t‖ < γ‖v′‖) do
17: v′ ← v′ − t

18: v ← v′ − x
19: S ← S ∪ {v}
20: {s1, s2} ← search{s1,s2}∈S×S(0 < ‖s1 − s2‖ < μ)
21: return s1 − s2

Instead of starting with a huge list and making the list smaller and smaller,
this method starts with a small or empty list, and keeps adding more and more
vectors to the list. Building upon the same result of Kabatiansky and Leven-
shtein about sphere packings [29], we know that if the list reaches a certain size
and all vectors have a norm bounded by a sufficiently small constant, two of the
vectors in the list must be close to one another. Thus, if we can guarantee that
new short lattice vectors keep getting added to the list, then at some point, with
high probability, we can find a shortest vector as the difference between two of
the list vectors.

3.1 The Provable Algorithm of Pujol and Stehlé

Using the Birthday paradox, Pujol and Stehlé [46] showed that the constant
in the exponent of the time complexity of the original algorithm of Micciancio
and Voulgaris [41, Section 3.1] can be reduced by almost 25%. The algorithm is
presented in Algorithm 2.

Description of the Algorithm. The algorithm can roughly be divided in
three stages, as follows.

First, the algorithm generates a long list T of lattice vectors with norms
between Rμ and ‖B‖. This ‘dummy’ list is only used for technical reasons, and
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in practice one does not seem to need such a list. Note that besides the actual
lattice vectors v, to generate this list we also consider slightly perturbed vectors
v′ which are not in the lattice, but are at most rμ away from v. This is purely
a technical modification to make the proofs work, as experiments show that
without such perturbed vectors, saturation algorithms also work fine [40,46,52].

After generating T , we generate a fresh list of short lattice vectors S. The
procedure for generating these vectors is similar to that of generating T , with
two exceptions: (i) now all sampled lattice vectors are added to S (regardless
of their norms), and (ii) the vectors are reduced with the dummy list T rather
than with vectors in S. The latter guarantees that the vectors in S are i.i.d.

Finally, when S has been generated, we hope that it contains two distinct
lattice vectors s1, s2 that are at most μ apart. So we search S × S for a pair
{s1, s2} of close, distinct lattice vectors, and return their difference.

Classical Complexities. With a classical search applied to the subroutines in
Lines 7, 16, and 20, Pujol and Stehlé obtained the following results.

Lemma 2. [46] Let ξ ≈ 0.9476 and R ≈ 3.0169. Then, using polynomially
many queries to Algorithm 2, we can find a shortest vector in a lattice with
probability exponentially close to 1, using time at most 22.465n+o(n) and space at
most 21.233n+o(n).

Quantum Complexities. Applying a quantum search algorithm to the search-
subroutines in Lines 7, 16, and 20 leads to the following result. Details are given
in Appendix B.

Theorem 2. Let ξ ≈ 0.9086 and R ≈ 3.1376. Then, using polynomially many
queries to the quantum version of Algorithm 2, we can find a shortest vector in
a lattice with probability exponentially close to 1, using time at most 21.799n+o(n)

and space at most 21.286n+o(n).

So the constant in the exponent of the time complexity decreases by about 27%
when using quantum search.

Remark. If we generate S in parallel, we can potentially achieve a time com-
plexity of 21.470n+o(n), by setting ξ ≈ 1.0610 and R ≈ 4.5166. However, it would
require exponentially many parallel quantum computers of size O(n) to achieve
a substantial theoretical speed-up over the 21.799n+o(n) of Theorem 2. (Recall
that quantum searching a list of cn elements (with c > 1) requires the list to
be stored in quantumly addressable classical memory (versus regular quantum
memory) and otherwise can be searched using only O(n) qubits and O(cn/2)
queries to the list.)

3.2 The Heuristic Algorithm of Micciancio and Voulgaris

In practice, just like sieving algorithms, saturation algorithms are much faster
than their worst-case running times and provable time complexities suggest.
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Algorithm 3 The Heuristic Saturation Algorithm of Micciancio and Voulgaris

Input: An LLL-reduced basis B of L, and a constant C0

Output: A short non-zero lattice vector s
1: S ← {0}
2: Q ← ∅
3: c ← 0
4: while c < C0 do
5: if Q 
= ∅ then
6: v ∈R Q

7: Q ← Q \ {v}
8: else
9: v ∈R Bn(0, ‖B‖) ∩ L

10: while s ← searchs∈S(max{‖s‖, ‖v − s‖} ≤ ‖v‖) do
11: v ← v − s

12: while s ← searchs∈S(max{‖v‖, ‖v − s‖} ≤ ‖s‖) do
13: S ← S \ {s}
14: Q ← Q ∪ {v − s}
15: if v = 0 then
16: c ← c+ 1
17: else
18: S ← S ∪ {v}
19: s ← argminv∈S\{0} ‖v‖
20: return s

Micciancio and Voulgaris [41] gave a heuristic variant of their saturation algo-
rithm, for which they could not give a (heuristic) bound on the time complexity,
but with a better bound on the space complexity, and a better practical time
complexity. The algorithm is given in Algorithm 3.

Description of the Algorithm. The algorithm is similar to Algorithm 2, with
the following main differences: (i) we do not explicitly generate two lists S, T
to apply the birthday paradox; (ii) we do not use the geometric factor γ < 1
but always reduce a vector if it can be reduced; (iii) we also reduce the existing
list vectors with newly sampled vectors, so that each two vectors in the list are
pairwise Gauss-reduced; and (iv) instead of specifying the number of iterations,
we run the algorithm until we reach a predefined number of collisions C0.

Classical Complexities. Micciancio and Voulgaris state that the algorithm
above has an experimental time complexity of about 20.52n and a space com-
plexity which is most likely bounded from above by 20.208n due to the kissing
constant [41, Section 5]. This is much faster than the theoretical time complexity
of 21.799n of the quantum-enhanced saturation algorithm discussed in Section 3.1.

Remark 1. In practice, the algorithm of Micciancio and Voulgaris is faster than
the one of Nguyen and Vidick of Section 2.1, even though the leading term in
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the exponent is larger. So asymptotically, this algorithm is dominated by the
algorithm of Nguyen and Vidick, but in practice and for small dimensions, the
algorithm of Micciancio and Voulgaris seems to perform better.

Remark 2. Schneider states [52] that the time complexity roughly scales like
20.57n−23.5, instead of the 20.52n claimed by Micciancio and Voulgaris. Although
asymptotically this time complexity is worse than the one of Micciancio and
Voulgaris, the cross-over point of these rough approximations is around n ≈ 470.
So for most values of n that SVP solvers handle in practice, the term −23.5 is
more significant than the small increase caused by n, and the conjectured time
complexity of Schneider is better than that of Micciancio and Voulgaris.

Quantum Complexities. To this heuristic algorithm, the quantum speed-ups
can also be applied. Generally, these saturation algorithms generate a list S
of reasonably short lattice vectors by (i) first sampling a long, random lattice
vector v ∈ L; (ii) reducing the vector v with lattice vectors already in S; (iii)
possibly reducing the vectors in S with this new vector v; and (iv) finally adding
v to S. The total classical time complexity of these algorithms is of the order
|S|2 due to (ii) and (iii), but by applying quantum speed-ups to these steps,
this becomes |S|3/2. This means that the exponent in the time complexity is
generally reduced by about 25%, which is comparable to the improvement in
Section 3.1. In practice, we therefore expect a time complexity of about 20.39n

for the heuristic algorithm of Micciancio and Voulgaris with quantum search
speed-ups, with constants that may make this algorithm faster than the sieving
algorithm of Section 2.1.

Acknowledgments. This report is partly a result of fruitful discussions at the
Lorentz Center Workshop on Post-Quantum Cryptography and Quantum Al-
gorithms, Nov. 5–9, Leiden, The Netherlands. In particular, we would like to
thank Felix Fontein, Nadia Heninger, Stacey Jeffery, Stephen Jordan, Michael
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A Analysis of the Sieve Algorithm of Nguyen and Vidick

Nguyen and Vidick showed that if their heuristic assumption holds, the time and
space complexities of their algorithm can be bounded from above as follows.

Lemma 3. [43] On a classical computer, assuming Heuristic 1 holds, Algo-
rithm 1 will return a shortest vector of a lattice in time 22chn+o(n) and space
2chn+o(n), where 2

3 < γ < 1 and

ch = − log2(γ)−
1

2
log2

(
1− γ2

4

)
. (1)

To obtain a minimum time complexity, γ should be chosen as close to 1 as
possible. Letting γ → 1 leads to an asymptotic time complexity of less than
20.415n+o(n) and an asymptotic space complexity of less than 20.208n+o(n).

To obtain these estimates, it is first noted that the sizes of S and C are
bounded from above by 2chn+o(n). The space complexity is therefore bounded
from above by O(|S| + |C|) = 2chn+o(n), and since for every element in S the
algorithm has to search the list C, the time complexity is bounded from above
by Õ(|S| · |C|) = 22chn+o(n).

Using quantum search on the list C, the time complexity decreases to Õ(|S| ·√
|C|) = 2

3
2 chn+o(n), while the space complexity remains the same. This leads

to the following result.

Lemma 4. On a quantum computer, assuming Heuristic 1 holds, Algorithm 1
will return a shortest vector of a lattice in time 2

3
2 chn+o(n) and space 2chn+o(n).

Optimizing γ to obtain a minimum time complexity again corresponds to letting
γ tend to 1 from below, leading to an asymptotic time complexity of 20.312n+o(n)

and space complexity of 20.208n+o(n), as stated in Theorem 1.

B Analysis of the Saturation Algorithm of Pujol and
Stehlé

In the classical setting, the time complexities of the different parts of the algo-
rithm are as follows. The constants are explained in the lemma below.

– Cost of generating T : Õ(Nmax
1 · |T |) = 2(cg+2ct)n+o(n).

– Cost of generating S: Õ(N2 · |T |) = 2(cg+cb/2+ct)n+o(n).

– Cost of searching S for a pair of close vectors: Õ(|S|2) = 2(2cg+cb)n+o(n).

The space complexity is at most O(|T | + |S|) = 2max(ct,cg+cb/2)n+o(n). In [46],
this lead to the following lemma.
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Lemma 5. [46] Let ξ > 1
2 and R > 2ξ, and suppose μ > λ1(L). Then, with cb,

ct, cg, NB, NV , NG, N
max
1 , N2 chosen according to:

cb = log2(R) + 0.401, NB = 2cbn+o(n), (2)

ct =
1

2
log2

(
1 +

2ξ

R− 2ξ

)
+ 0.401, NT = 2ctn+o(n), (3)

cg =
1

2
log2

(
4ξ2

4ξ2 − 1

)
, NG = 2cgn+o(n), (4)

Nmax
1 = 2(cg+ct)n+o(n), N2 = 2(cg+cb/2)n+o(n), (5)

with probability at least 1
16 , Algorithm 2 returns a lattice vector s ∈ L \ {0} with

‖s‖ < μ, in time at most 2tn+o(n) and space at most 2sn+o(n), where t and s are
given by

t = max
(
cg + 2ct, cg +

cb
2

+ ct, 2cg + cb

)
, s = max

(
ct, cg +

cb
2

)
. (6)

In the quantum setting, the costs are as follows.

– Cost of generating T : Õ(Nmax
1 ·

√
|T |) = 2(cg+3ct/2)n+o(n).

– Cost of generating S: Õ(N2 ·
√
|T |) = 2(cg+cb/2+ct/2)n+o(n).

– Cost of searching S for a pair of close vectors: Õ(
√
|S|2) = 2(cg+cb/2)n+o(n).

The total space complexity is still the same as in the classical setting, i.e., at
most O(|T |+ |S|) = 2max(ct,cg+cb/2)n+o(n). This leads to the following lemma.

Lemma 6. Let ξ > 1
2 and R > 2ξ, and suppose μ > λ1(L). Then, with cb,

ct, cg, NB, NV , NG, N
max
1 , N2 chosen according to Equations (2) to (5), with

probability at least 1
16 , Algorithm 2 returns a lattice vector s ∈ L \ {0} with

‖s‖ < μ on a quantum computer in time at most 2t̃n+o(n) and space at most
2s̃n+o(n), where t̃ and s̃ are given by

t̃ = max

(
cg +

3ct
2

, cg +
cb
2
+

ct
2
, cg +

cb
2

)
, s̃ = max

(
ct, cg +

cb
2

)
. (7)

Optimizing ξ and R for the minimum time complexity, we get ξ ≈ 0.9086 and
R ≈ 3.1376 as in Theorem 2. Note that if S is generated in parallel with expo-
nentially many quantum computers, the cost of the second part of the algorithm
becomes negligible, and the exponent in the time complexity changes to

t̃′ = max

(
cg +

3ct
2

, cg +
cb
2

)
. (8)

In that case, the optimal choice of ξ and R (with respect to minimizing the time
complexity) would be ξ ≈ 1.0610 and R ≈ 4.5166, leading to a time complexity
of less than 21.470n+o(n).
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C Other SVP Algorithms

C.1 Enumeration

Recall that enumeration considers all lattice vectors inside a giant ball around the
origin that is known to contain at least one lattice vector. Let L be a lattice with
basis {b1, . . . ,bn}. Consider each lattice vector u ∈ L as a linear combination
of the basis vectors, i.e., u =

∑
i uibi. Now, we can represent each lattice vector

by its coefficient vector (u1, . . . , un). We would like to have all combinations of
values for (u1, . . . , un) such that the corresponding vector u lies in the ball. We
could try any combination and see if it lies within the ball by computing the
norm of the corresponding vector, but there is a smarter way that ensures we
only consider vectors that lie within the ball and none that lie outside.

To this end, enumeration algorithms search from right to left, by identifying
all values for un such that there might exist u′

1, . . . , u
′
n−1 such that the vec-

tor corresponding to (u′
1, . . . , u

′
n−1, un) lies in the ball. To identify these values

u′
1, . . . , u

′
n−1, enumeration algorithms use the Gram-Schmidt orthogonalization

of the lattice basis as well as the projection of lattice vectors. Then, for each
of these possible values for un, the enumeration algorithm considers all possible
values for un−1 and repeats the process until it reaches possible values for u1.
This leads to a search which is serial in nature, as each value of un will lead to
different possible values for un−1 and so forth. Unfortunately, we can only really
apply the quantum search algorithm to problems where the list of objects to be
searched is known in advance.

One might suggest to forego the smart way to find short vectors and just
search all combinations of (u1, . . . , un) with appropriate upper and lower bounds
on the different ui’s. Then it becomes possible to apply quantum search, since
we now have a predetermined list of vectors and just need to compute the norm
of each vector. However, it is doubtful that this will result in a faster algorithm,
because the recent heuristic changes by Gama et al. [19] have reduced the running
time of enumeration dramatically (roughly by a factor 2n/2) and these changes
only complicate the search area further by changing the ball to an ellipsoid.
There seems to be no simple way to apply quantum search to the enumeration
algorithms that are currently used in practice, but perhaps the algorithms can
be modified in some way.

C.2 Voronoi Cell

Consider a set of points in the Euclidean space. For any given point in this set,
its Voronoi cell is the region that contains all vectors that lie closer to this point
than to any of the other points in the set. Now, given a Voronoi cell, we define a
relevant vector to be any vector in the set whose removal from the set will change
this particular Voronoi cell. If we pick our lattice as the set and we consider the
Voronoi cell around the zero vector, then any shortest vector is also a relevant
vector. Furthermore, given the relevant vectors of the Voronoi cell we can solve
the closest vector problem in 22n+o(n) time.
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So how can we compute the relevant vectors of the Voronoi cell of a lattice
L? Micciancio and Voulgaris [40] show that this can be done by solving 2n − 1
instances of CVP in the lattice 2L. However, in order to solve CVP we would
need the relevant vectors which means we are back to our original problem.
However, Micciancio and Voulgaris show that these instances of CVP can also
be solved by solving several related CVP instances in a lattice of lower rank.
They give a basic and an optimized version of the algorithm. The basic version
only uses LLL as preprocessing and solves all these related CVP instances in
the lower rank lattice separately. As a consequence, the basic algorithm runs in
time 23.5n+o(n) and in space 2n+o(n). The optimized algorithm uses a stronger
preprocessing for the lattice basis, which takes exponential time. But since the
most expensive part is the computation of the Voronoi relevant vectors, this
extra preprocessing time does not increase the asymptotic running time as it is
executed only once. In fact, having the reduced basis decreases the asymptotic
running time to Õ(23n). Furthermore, the optimized algorithm employs a trick
that allows it to reduce 2k CVP instances in a lattice of rank k to a single
instance of an enumeration problem related to the same lattice. The optimized
algorithm solves CVP in time Õ(22n) using Õ(2n) space.

Now, in the basic algorithm, it would be possible to speed up the routine that
solves the CVP given the Voronoi relevant vectors using a quantum computer.
It would also be possible to speed up the routine that removes non-relevant
vectors from the list of relevant vectors using a quantum computer. Combining
these two changes gives a quantum algorithm with an asymptotic running time
Õ(22.5n), which is still slower than the optimized classical algorithm. It is not
possible to apply these same speedups to the optimized algorithm due to the
aforementioned trick with the enumeration problem. The algorithm to solve this
enumeration problem makes use of a priority queue, which means the search is
not trivially parallellized. Once again, there does not seem to be a simple way to
apply quantum search to this special enumeration algorithm. However, it may be
possible that the algorithm can be modified in such a way that quantum search
can be applied.
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Abstract. Löndahl and Johansson proposed last year a variant of the
McEliece cryptosystem which replaces Goppa codes by convolutional
codes. This modification is supposed to make structural attacks more dif-
ficult since the public generator matrix of this scheme contains large parts
that are generated completely at random. They proposed two schemes of
this kind, one of them consists in taking a Goppa code and extending it
by adding a generator matrix of a time varying convolutional code. We
show here that this scheme can be successfully attacked by looking for
low-weight codewords in the public code of this scheme and using it to
unravel the convolutional part. It remains to break the Goppa part of
this scheme which can be done in less than a day of computation in the
case at hand.

Keywords: Code-based cryptography, McEliece cryptosystem, convo-
lutional codes, cryptanalysis.

1 Introduction

In [Sho97], Peter Shor showed that all cryptosystems based on the hardness of
factoring or taking a discrete logarithm can be attacked in polynomial time with
a quantum computer (see [BBD09] for an extensive report). This threatens most
if not all public-key cryptosystems deployed in practice, such as RSA [RSA78]
or DSA [Kra91]. Cryptography based on the difficulty of decoding a linear code,
on the other hand, is believed to resist quantum attacks and is therefore con-
sidered as a viable replacement for those schemes in future applications. Yet,
independently of their so-called “post-quantum” nature, code-based cryptosys-
tems offer other benefits even for present-day applications due to their excellent
algorithmic efficiency, which is up to several orders of complexity better than
traditional schemes.

The first code-based cryptosystem is the McEliece cryptosystem [McE78],
originally proposed using Goppa codes. Afterwards several code families have
been suggested to replace the Goppa codes in this scheme: generalized Reed–
Solomon codes (GRS) [Nie86] or subcodes of them [BL05], Reed–Muller codes
[Sid94], algebraic geometry codes [JM96], LDPC codes [BBC08], MDPC codes

P. Gaborit (Ed.): PQCrypto 2013, LNCS 7932, pp. 102–117, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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[MTSB12] or more recently convolutional codes [LJ12]. Some of these schemes
allow to reduce the public key size compared to the original McEliece cryptosys-
tem while presumably keeping the same level of security against generic decoding
algorithms.

However, for several of the aforementioned schemes it has been shown that a
description of the underlying code suitable for decoding can be obtained- this
breaks the corresponding scheme. This has been achieved for generalized Reed-
Solomon codes in [SS92] and for subcodes of generalized Reed-Solomon codes in
[Wie10]. In this case, the attack takes polynomial time and recovers the complete
structure of the underlying generalized Reed–Solomon code from the public key
G′. The Reed-Muller code scheme has also been attacked, but this time the
algorithm recovering the secret description of the permuted Reed-Muller code
has sub-exponential complexity [MS07] which is enough for attacking the scheme
with the parameters proposed in [Sid94] but which is not sufficient to break the
scheme completely. Algebraic geometry codes are broken in polynomial time but
only for low genus hyperelliptic curves [FM08]. Finally, it should be mentioned
that a first version of the scheme based on LDPC codes proposed in [BC07]
has been successfully attacked in [OTD10] (but the new scheme proposed in
[BBC08] seems to be immune to this kind of attack), that a variant [BBC+11]
of the generalized Reed-Solomon scheme which was supposed to resist to the
attack of [SS92] has recently been broken in [GOT12], that another variant of
the Generalized Reed-Solomon scheme [Wie06] has been broken in [CGG+13],
both by an approach that is related to the distinguisher of Goppa codes which
is proposed in [FGO+11] (see [FGO+10] for the full version).

The original McEliece cryptosystem with Goppa codes is still unbroken. It
was modified in [BCGO09, MB09] by considering quasi-cyclic or quasi-dyadic
versions of Goppa codes (or more generally of alternant codes in [BCGO09]) in
order to reduce significantly the key size. However, in this case it was shown
in [FOPT10, UL09] that the added structure allows a drastic reduction of the
number of unknowns in algebraic attacks and most of the schemes proposed
in [BCGO09, MB09] were broken by this approach. This kind of attack has
exponential complexity and it can be thwarted by choosing smaller cyclic or
dyadic blocks in this approach in order to increase the number of unknowns
of the algebraic system. When the rate of the Goppa code is close to 1 (as
is the case in signature schemes for instance [CFS01]) then it has been shown
in [FGO+11] that the public key can be distinguished from a random public
key. This invalidates all existing security proofs of the McEliece cryptosystem
when the code rate is close to 1 since they all rely on the hardness of two
problems: the hardness of decoding a generic linear code on one hand and the
indistinguishability of the Goppa code family on the other hand.

These algebraic attacks motivate the research of alternatives to Goppa codes
in the McEliece cryptosystem and it raises the issue of what kind of codes
can be chosen in the McEliece cryptosystem. The proposal with convolutional
codes made in [LJ12] falls into this thread of research. What makes this new
scheme interesting is the fact that its secret generator matrix contains large
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parts which are generated completely at random and has no algebraic structure
as in other schemes such as generalized Reed-Solomon codes, algebraic geometry
codes, Goppa codes or Reed-Muller codes.

In [LJ12] two schemes are given. The first one simply considers as the se-
cret key the generator matrix of a time varying tail-biting convolutional code. A
scheme for which it is supposed to resist to attacks of time complexity of about
280 elementary operations is suggested and has reasonable decoding complexity.
This construction presents however the drawback that the complexity of decod-
ing scales exponentially with the security level measured in bits. The authors
give a second scheme which is scalable and which is built upon a Goppa code
and extends it by adding a generator matrix of a time varying convolutional
code.

We study the security of this second scheme in this article. It was advocated
that the convolutional structure of the code can not be recovered due to the fact
that the dual code has large enough minimum distance. However, we show here
that this extra defense can be successfully attacked by looking for low-weight
codewords in the public code of this scheme. By a suitable filtering procedure of
these low weight codewords we can unravel the convolutional part.

The main point that makes this attack feasible is the following phenomenon:
the public code of this scheme contains subcodes of much smaller support but
whose rate is not much smaller than the rate of the public code. The support
of such codes can be easily found by low weight codewords algorithms. It is
worthwhile to notice that the code-based KKS signature scheme [KKS97] was
broken with exactly the same approach [OT11]. It turns out that the support of
these subcodes reveals the convolutional structure. By suitably puncturing the
public code, only the Goppa part remains. Deciphering an encrypted message can
then be done because for the concrete parameters example provided in [LJ12],
algorithms for decoding general linear codes can be used in this case to decode
the Goppa code successfully. This attack works successfully on the parameters
proposed in [LJ12] and needs only a few hours of computation. It should be
possible to change the parameters of the scheme to avoid this kind of attack. In
order to do so an improved attack is suggested in Subsection 5.1, its complexity
is analyzed in Section 5. This suggests that it should be possible to repair the
scheme by fixing the parameters in a more conservative way. Some indications
about how to perform such a task are given in Subsection 5.3.

2 The McEliece Scheme Based on Convolutional Codes

The scheme can be summarized as follows.

Secret key.

– Gsec is a k × n generator matrix which has a block form specified in
Figure 1;

– P is an n× n permutation matrix;
– S is a k × k random invertible matrix over F2.
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Public key. Gpub
def
= SGsecP .

Encryption. The ciphertext c ∈ Fn
2 of a plaintext m ∈ Fk

2 is obtained by
drawing at random e in Fn

2 of weight equal to some quantity t and computing

c
def
= mGpub + e.

Decryption. It consists in performing the following steps

1. Calculating c′ def
= cP−1 = mSGsec + eP−1 and using the decoding

algorithm of the code with generator matrix Gsec to recover mS from
the knowledge of c′;

2. Multiplying the result of the decoding by S−1 to recover m.

The point of the whole construction is that if t is well chosen, then with high
probability the Goppa code part can be decoded, and this allows a sequential
decoder of the time varying convolutional code to decode the remaining errors.
From now on we will denote by Cpub the code with generator matrix Gpub and
by Csec the code with generator matrix Gsec.

0
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sec
G    =
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Fig. 1. The secret generator matrix. The areas in light pink indicate the only non zero
parts of the matrix. GB is a generator matrix of a binary Goppa code of length nB

and dimension kB . This matrix is concatenated with a matrix of a time varying binary
convolutional code where b bits of information are transformed into c bits of data (the
corresponding Gij blocks are therefore all of size b× c) and terminated with c random

columns at the end. The dimension of the corresponding code is k
def
= kB +Lb and the

length is n
def
= nB + (L+ 1)c where L is the time duration of the convolutional code.
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Fig. 2. The generator matrix of an equivalent code obtained by our approach.G′
B

denotes the generator matrix of a Goppa code that is equivalent to the code with
generator matrix GB

3 Description of the Attack

The purpose of this section is to explain the idea underlying our attack which is
a message recovery attack taking advantage of a partial key recovery attack. The
attack is divided into two main steps. The first step consists in a (partial) key
recovery attack aiming at unraveling the convolutional structure. The second
part consists in a message recovery attack taking advantage of the fact that if
the convolutional part is recovered, then an attacker can decrypt a message with
good probability if he is able to decode a linear code of dimension kB and length

nB when there are less than tB
def
= tnB

n errors (this is the average number of
errors that the Goppa code has to decode).

3.1 Unraveling the Convolutional Structure

The authors of [LJ12] have chosen the parameters of their scheme so that it
remains hard to find low-weight codewords in the dual of the public code Cpub.
It is advocated in [LJ12] that in their case the only deviation from a random code
is the convolutional structure in terms of low weight parity-checks. For instance,
the following parameters are suggested (n, k, c, b, t) = (1800, 1200, 30, 20, 45) and
in the construction phase the authors propose to throw away any code that would
have parity-checks of weight less than 125. However, the fact that the structure
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of Cpub leads in a natural way to low weight codewords is not taken into account.
Indeed, we expect many (i.e. about 2b−1) codewords of weight less than or equal
to c. This comes from the fact that the subcode of Cpub generated by the last
b rows of Gsec (and permuted by P ) has support of size 2c and dimension
b. Therefore any algorithm aiming at finding codewords of weight less than c
say should output such codewords. Looking at the support of such codewords
reveals the 2c last columns of Gsec. By puncturing these columns and starting
this process again but this time by looking for codewords of weight less than
c/2 (since this time the punctured code contains a subcode of dimension b and
support of size c arising from the penultimate block of rows of Gsec) will reveal
the following block of c columns of the matrix. In other words we expect to
capture by these means a first subcode of dimension b and support the 2c last
positions of Csec. Then we expect a second subcode of dimension b with support
the 3c last positions of Cpub and so on and so forth. Finally we expect to be
able after suitable column swapping to obtain the generator matrix G′ of an
equivalent code to Cpub that would have the form indicated in Figure 2.

More precisely the algorithm for finding a generator matrix of a code equiva-
lent to Cpub is given by Algorithm 1 given below.

Algorithm 1. An algorithm for finding G′.
input: Gpub the public generator matrix
output: a generator matrix G′ of a code equivalent to Cpub which has the form
indicated in Fig. 2

L ← []
for i = L, . . . , 1 do

G ← GeneratorMatrixPuncturedCode(Cpub,L)
G ← LowWeight(G, w)
w ← Function(i)
Gi ← ExtendedGeneratorMatrix(G,L,Cpub)
L ← Support(G)||L

end for
G ← GeneratorMatrixPuncturedCode(Cpub,L)
G0 ← ExtendedGeneratorMatrix(G,L,Cpub)
G′ is the concatenation of the rows of G0,G1, . . . ,GL.
return G′

We assume here that:

– the function GeneratorMatrixPuncturedCode takes as input a code C of
length n and an ordered set of positions L which is a sublist of [1, 2, . . . , n]
and outputs a generator matrix of C punctured in the positions belonging
to L;

– Function will be a certain function which will be specified later on;
– Support(C ) yields the (ordered) support of C and || is the concatenation of

lists;
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– the function LowWeight takes as input a code C and a weight w. It outputs
a generator matrix of a subcode of C obtained by looking for codewords
of weight less than or equal to w. Basically a certain number of codewords
of weight ≤ w are produced and the positions that are involved in at least
t codewords are put in a list L (where t is some threshold depending on
the weight w, the length n of the code, its dimension k and the number of
codewords produced by the previous call of the function), which means that
i is taken as soon as there are at least c elements in C for which ci = 1.
Then a generator matrix for the subcode of C formed by the codewords of
C whose coordinates outside L are all equal to 0 is returned. See Algorithm
2 for further details.

– the function ExtendedGeneratorMatrix takes as input a generator matrix
of some code C ′, an ordered set of positions L and a code C such that
C ′ is the result of the puncturing of C in the positions belonging to L.
It outputs a generator matrix of the permuted subcode C ′′ of C whose
positions are reordered in such a way that the first positions correspond to
the positions of C ′ and the remaining positions to the ordered list L. This
code C ′′ corresponds to the codewords of C ′ that are extended as codewords
of C over the positions belonging to L in an arbitrary linear way.

3.2 Finishing the Job: Decoding the Code with Generator Matrix
G′

B

If we are able to decode the code with generator matrix G′
B, then standard

sequential decoding algorithms for convolutional codes will allow to decode the
last (L+ 1)c positions. Let G′

B be the generator matrix of a code equivalent to
the secret Goppa code chosen for the scheme specified in Figure 2. Decoding such
a code can be done by algorithms aiming at decoding generic linear codes such
as Stern’s algorithm [Ste88] and its subsequent improvements [Dum91, BLP11,
MMT11, BJMM12]. This can be done for the parameters suggested in [LJ12].

4 Implementation of the Attack for the Parameters
Suggested in [LJ12]

We have carried out the attack on the parameters suggested in [LJ12]. They are
provided in Table 1.

Table 1. Parameters for the second scheme suggested in [LJ12]

n nB k kB b c L m t (number of errors)

1800 1020 1160 660 20 30 25 12 45

Setting the weight parameterw accurately when calling the function LowWeight
is the key for finding the 60 last positions. If w is chosen to be too large, for
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Algorithm 2. LowWeight(G, w)

input:

– G a certain k × n generator matrix of a code C ;
– w a certain weight

output: a generator matrix G′ of a subcode of C obtained from the supports of a
certain subset of codewords of weight w in C .

C ← LowWeightCodewordSearch(G, w) {Produces a set of linear combinations of
rows of G of weight ≤ w}
Initialize an array tab of length n to zero
t ← Threshold(w, n, k, |C |)
for all c ∈ C do

for i ∈ [1..n] do
if ci = 1 then

tab[i] ← tab[i] + 1
end if

end for
end for
L ← []
for i ∈ [1..n] do

if tab[i] ≥ t then
L ← L||{i}

end if
end for
G′ ← ShortenedCode(G,L) {Produces a generator matrix for the subcode of C
formed by the codewords of C whose coordinates outside L are all equal to 0.}
return G′.

instance when w = 22, running Dumer’s low weight codeword search algorithm
[Dum91] gave the result given in Figure 3 concerning the frequencies of the
code positions involved in the codewords of weight less than 22 output by the
algorithm and stored in table tab during the execution of the algorithm.

We see in Figure 3 that this discriminates the 90 last code positions and not
as we want the 60 last code positions. However choosing w to be equal to 18
enables to discriminate the 60 last positions as shown in Figure 4.

Data used in Figure 4 come from 3900 codewords generated in one hour and
a half on an Intel Xeon W3550 (3 GHz) CPU by a monothread implementation
in C of Dumer’s algorithm. The message recovery part of the attack involving
the Goppa code consists in decoding 25.5 errors on average in a linear code of
dimension 660 and length 1020. The time complexity is about 242. This second
part of the attack could be achieved using the previous program on the same
computer in about 6.5 hours on average.
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Fig. 3. The frequencies of the code positions involved in codewords of weight ≤ 22
output by Dumer’s algorithm
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Fig. 4. The frequencies of the code positions involved in codewords of weight ≤ 18
output by Dumer’s algorithm
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5 Analysis of the Security of the Scheme

5.1 An Improved Attack

The purpose of this section is to provide a very crude analysis of the security
of the scheme. We will not analyze our attack detailed in Section 3, since even
though it was enough to break the second scheme suggested in [LJ12] it is not the
most efficient one. We will give a sketch of a better attack and a rough analysis
for it. Basically, the real threat on this scheme comes from the fact that there
exists a subcode C of Cpub of very small support (of size 2c here), namely the
code generated by the last b rows of Gsec permuted by the secret permutation
matrix P . For instance, there are about 2b−1 codewords of weight less than or
equal to c that should be found by a low weight codeword searching algorithm
and that should reveal the support of C . This is basically the idea underlying
our attack. However there are other subcodes of rather small support that yield
low weight codewords, namely the codes Cs generated by the s× b last rows of
G for s ranging between 2 and L. The support of Cs is of size (s + 1)c. Notice
that its rate gets closer and closer to the rate 2

3 (which is more or less the rate
of the final code) as s increases. This is a phenomenon that helps low weight
codeword algorithms as will be explained later on.

An improvement of our attack would consist in using a low weight codeword
algorithm in order to find one of the codewords of Cs and to use this codeword
c to bootstrap from here to find the whole support of Cs. This is very much in
the spirit of the attack against the KKS scheme which is explained in Algorithm
2 which can be found in Subsection 4.4 of [OT11]. With this approach, by using
the codeword that has already been found, it is much easier to find new ones
belonging to the same subcode with small support by imposing that the infor-
mation set used for finding low weight codewords is chosen outside the positions
belonging to the support of c. The complexity of the whole attack is dominated
in this case by the complexity of finding just one codeword in C when there is
a good way to identify the candidates in C (which can be done by checking the
weight of c). Notice that it is very likely that C is actually the sub code of C
of dimension b that has the smallest support. Recall here that this is precisely
the notion captured by the generalized Hamming weights of a code [WY93], wi

being defined as the smallest support of a subcode of dimension i. In other words
w1 is nothing but the minimum distance of the code and in our case it is likely
that wb = 2c (and more generally wsb = (s + 1)c for s = 1..L). In other words,
the problem which should be difficult to solve is the following one

Problem 1. Find one of the subcodes of dimension s × b whose support size is
the s× b-th generalized Hamming weight of Cpub.

We will focus now on the following approach to solve this problem. Consider
a low weight codeword algorithm that aims at finding low weight codewords
in a code of dimension k by picking up a random set of positions I of size
slightly larger than k, say k+ l and that looks for all (or at least a non-negligible
fraction) of codewords that have weight equal to some small quantity p over these
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positions. These quantities are very good candidates for having low weight over
the whole support. This is precisely the approach that is followed in the best low
weight codeword search algorithms such as [Ste88, Dum91, MMT11, BJMM12].
We run such an algorithm for several different sets I and will be interested in
the complexity of outputting at least one codeword that belongs to C . This is
basically the approach that has been very successful to break the KKS scheme
[OT11] and that is the natural candidate to break the [LJ12] scheme.

To analyze such an algorithm we will make some simplifying assumptions

– The cost of checking one of those I is of order O
(
L + L 2

2l

)
where L =√(

k+l
p

)
. We neglect here the cost coming from writing the parity-check ma-

trix in systematic form and this does not really cover the recent improve-
ments in [MMT11, BJMM12]. We have made here such an approximation
for sake of simplicity. We refer to [FS09] for an explanation of this cost.

– Denote by k′ the dimension of the subcode C , by n′ the size of its support
J . We assume that the result of the puncturing of C by all positions that
do no belong to J behaves like a random code of dimension k′ and length
n′.

Our main result to analyze such an algorithm consists in the following proposi-
tion.

Proposition 1. Let

– f(x) be the function defined over the positive reals by f(x)
def
= max (x(1 − x/2),

1− 1
x

)
;

– π(s)
def
=

(n
′

s )(
n−n′
k+l−s)

( n
k+l)

;

– λ(s)
def
=
(
s
p

)
2k

′−s.

– C(k, l, p)
def
= L + L 2

2l
where L

def
=
√(

k+l
p

)
;

– Π
def
=
∑n′

s=1 π(s)f(λ(s)).

Then the complexity that the low weight codeword search algorithm outputs an
element in C is of order

O

(
C(k, l, p)

Π

)
.

5.2 Proof of Proposition 1

Our first ingredient is a lower bound on the probability that a given set X ⊆ Fn
2

intersects a random linear code Crand of dimension k and length n picked up
uniformly at random. This lemma gives a sharp lower bound even when X is
very large and when there is a big gap between the quantities prob(X ∩Crand 	=
∅) = prob(∪x∈X{x ∈ Crand}) and

∑
x∈X prob(x ∈ Crand).
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Lemma 1. Let X be some subset of Fn
2 of size m and let f be the function

defined over the positive reals by f(x)
def
= max

(
x(1− x/2), 1− 1

x

)
. We denote by

x the quantity m
2n−k , then

prob(X ∩ Crand 	= ∅) ≥ f(x).

This lemma can be found in [OT11] and it is proved there.
Let us finish now the proof of Proposition 1. Denote by J the support of C :

J def
= supp(C ).

Let us first calculate the expected number of sets I we have to consider before
finding an element of C . Such an event happens precisely when there is a nonzero
word in C whose restriction to I ∩ J is of weight equal to p. Let CI∩J be the
restriction of the codewords of C to the positions that belong to I ∩ J , that is

CI∩J
def
= {(ci)i∈I∩J : (ci)1≤i≤n ∈ C }.

Let X be the set of non-zero binary words of support I ∩ J that have weight
equal to p. Denote by W the size of I ∩ J . The probability that W is equal to
s is precisely

prob(W = s) =

(
n′

s

)(
n−n′

k+l−s

)(
n

k+l

) = π(s).

Then the probability Π that a certain choice of I gives among the codewords
considered by the algorithm a codeword of C can be expressed as

Π =

n′∑
s=1

prob(W = s)prob(X ∩ CI∩J 	= ∅) (1)

≥
n′∑
s=1

π(s)f(λ(s)) (2)

by using Lemma 1 with CI∩J and the aforementioned X . Therefore the average
number of iterations that have to be performed before finding an element in C
is equal to 1

Π and this yields immediately Proposition 1.

5.3 Repairing the Parameters and a Pitfall

A possible way to repair the scheme consists in increasing the size of the random
part (which corresponds to the last c columns in Gsec here). Instead of choosing
this part to be of size c as suggested in [LJ12], its size can be increased in order to
thwart the algorithm of Subsection 5.1. Let r be the number of random columns
we add at the end of the convolutional part, so that the final length of the code
is now nB + Lc + r instead of nB + (L + 1)c as before. If we choose r to be
equal to 140, then the aforementioned attack needs about 280 operations before
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outputting an element of C which is the (permuted) subcode corresponding to
the last b rows of Gsec. As before, let us denote by Cs the permuted (by P )
subcode of Cpub generated by the last s×b rows of Gsec permuted by P . We can
use the previous analysis to estimate the complexity of obtaining an element of
Cs by the previous algorithm. We have gathered the results in Table 2.

Table 2. Complexity of obtaining at least one element of Cs by the algorithm of
Subsection 5.1

s 1 5 10 15 20 21 22 25

complexity (bits) 80.4 72.1 65.1 61.0 59.4 59.3 59.4 59.8

We see from this table that in this case the most important threat does not
come from finding low weight codewords arising from codewords in C1, but code-
words of moderate weight arising from codewords in C20 for instance. Codewords
in this code have average weight r+20c

2 = 370. This implies that a simple policy
for detecting such candidates which consists in keeping all the candidates in the
algorithm of Subsection 5.1 that have weight less than this quantity is very likely
to filter out the vast majority of bad candidates and keep with a good chance the
elements of C20. Such candidates can then be used as explained in Subsection
5.1 to check whether or not they belong to a subcode of large dimension and
small support.

There is a simple way for explaining what is going on here. Notice that the
rate of C is equal to b

c+r , which is much smaller than the rate of the overall

scheme that is close to b
c in this case by the choice of the parameters of the

Goppa code. However as s increases, the rate of Cs gets closer and closer to b
c ,

since its rate is given by sb
sc+r = b

c+r/s . Assume for one moment that the rate of

Cs is equal to b
c . Then putting Gpub in systematic form (which basically means

that we run the aforementioned algorithm with p = 1 and l = 0) is already likely
to reveal most of the support of Cs by looking at the support of the rows that
have weight around sc+r

2 (notice that this phenomenon was already observed
in [Ove07]). This can be explained like this. We choose I to be of size k, the
dimension of Cpub, and to be an information set for Cpub. Then, because the
rate of Cs is equal to the rate of Cpub, we expect that the size of I ∩ J (where
J is the support of Cs) has a rather good chance to be of size smaller than
or equal to the dimension of Cs. This in turn implies that it is possible to get
codewords from Cs by any choice over the information set I of weight 1 which
is non zero over I ∩ J (and therefore of weight 1 there). More generally, even
if I ∩ J is slightly bigger than the dimension of Cs we expect to be able to get
codewords in Cs a soon as p is greater than the Gilbert-Varshamov distance of
the restriction C ′

s of Cs to I ∩ J , because there is in this case a good chance
that this punctured code has codewords of weight p. This Gilbert-Varshamov
distance will be very small in this case, because the rate of Cs is very close to 1

(it is expected to be equal to dim(Cs)
|I∩J | ).
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Nevertheless, it is clear that it should be possible to set up the parameters (in
particular increasing r should do the job) so that existing low weight codeword
algorithms should be unable to find these subcodes Cs with complexity less
than some fixed threshold. However, all these codes Cs have to be taken into
account and the attacks on the dual have also to be reconsidered carefully ([LJ12]
considered only attacks on the dual aiming at finding the codewords of lowest
weight, but obviously the same technique used for finding some of the Cs will also
work for the dual). Moreover, even if by construction the restriction of C = C1 to
its support should behave as a random code, this is not true anymore for Cs with
s greater than one, due to the convolutional structure. The analysis sketched
in Subsection 5.1 should be adapted a little bit for this case and should take
into account the improvements over low weight searching algorithms [MMT11,
BJMM12]. Finally, setting up the parameters also requires a careful study of
the error probability that sequential decoding fails. This whole thread of work
is beyond the scope of the present paper.

Acknowledgements. We thank the reviewers for a careful reading of this
manuscript which helped us to improve its editorial quality.

References

[BBC08] Baldi, M., Bodrato, M., Chiaraluce, F.G.: A new analysis of the McEliece
cryptosystem based on QC-LDPC codes. In: Ostrovsky, R., De Prisco,
R., Visconti, I. (eds.) SCN 2008. LNCS, vol. 5229, pp. 246–262. Springer,
Heidelberg (2008)

[BBC+11] Baldi, M., Bianchi, M., Chiaraluce, F., Rosenthal, J., Schipani, D.: En-
hanced public key security for the McEliece cryptosystem (2011) (submit-
ted), arxiv:1108.2462v2[cs.IT]

[BBD09] Bernstein, D.J., Buchmann, J., Dahmen, E. (eds.): Post-Quantum Cryp-
tography. Springer (2009)

[BC07] Baldi, M., Chiaraluce, G.F.: Cryptanalysis of a new instance of McEliece
cryptosystem based on QC-LDPC codes. In: IEEE International Sympo-
sium on Information Theory, Nice, France, pp. 2591–2595 (March 2007)

[BCGO09] Berger, T.P., Cayrel, P.-L., Gaborit, P., Otmani, A.: Reducing key length
of the McEliece cryptosystem. In: Preneel, B. (ed.) AFRICACRYPT 2009.
LNCS, vol. 5580, pp. 77–97. Springer, Heidelberg (2009)

[BJMM12] Becker, A., Joux, A., May, A., Meurer, A.: Decoding random binary lin-
ear codes in 2n/20: How 1 + 1 = 0 improves information set decoding.
In: Pointcheval, D., Johansson, T. (eds.) EUROCRYPT 2012. LNCS,
vol. 7237, pp. 520–536. Springer, Heidelberg (2012)

[BL05] Berger, T.P., Loidreau, P.: How to mask the structure of codes for a cryp-
tographic use. Designs Codes and Cryptography 35(1), 63–79 (2005)

[BLP11] Bernstein, D.J., Lange, T., Peters, C.: Smaller decoding exponents: ball-
collision decoding. In: Rogaway, P. (ed.) CRYPTO 2011. LNCS, vol. 6841,
pp. 743–760. Springer, Heidelberg (2011)

[CFS01] Courtois, N., Finiasz, M., Sendrier, N.: How to achieve a McEliece-based
digital signature scheme. In: Boyd, C. (ed.) ASIACRYPT 2001. LNCS,
vol. 2248, pp. 157–174. Springer, Heidelberg (2001)



116 G. Landais and J.-P. Tillich

[CGG+13] Couvreur, A., Gaborit, P., Gauthier, V., Otmani, A., Tillich, J.P.:
Distinguisher-based attacks on public-key cryptosystems using Reed-
Solomon codes. In: Proceedings of WCC 2013 (to appear, April 2013);
see also arxiv

[Dum91] Dumer, I.: On minimum distance decoding of linear codes. In: Proc. 5th
Joint Soviet-Swedish Int. Workshop Inform. Theory, Moscow, pp. 50–52
(1991)

[FGO+10] Faugère, J.-C., Gauthier, V., Otmani, A., Perret, L., Tillich, J.-P.: A distin-
guisher for high rate McEliece cryptosystems. Cryptology ePrint Archive,
Report 2010/331 (2010), http://eprint.iacr.org/

[FGO+11] Faugère, J.-C., Gauthier, V., Otmani, A., Perret, L., Tillich, J.-P.: A dis-
tinguisher for high rate McEliece cryptosystems. In: Proceedings of the In-
formation Theory Workshop 2011, ITW 2011, Paraty, Brasil, pp. 282–286
(2011)

[FM08] Faure, C., Minder, L.: Cryptanalysis of the McEliece cryptosystem over hy-
perelliptic curves. In: Proceedings of the eleventh International Workshop
on Algebraic and Combinatorial Coding Theory, Pamporovo, Bulgaria,
pp. 99–107 (June 2008)

[FOPT10] Faugère, J.-C., Otmani, A., Perret, L., Tillich, J.-P.: Algebraic cryptanal-
ysis of McEliece variants with compact keys. In: Gilbert, H. (ed.) EURO-
CRYPT 2010. LNCS, vol. 6110, pp. 279–298. Springer, Heidelberg (2010)

[FS09] Finiasz, M., Sendrier, N.: Security bounds for the design of code-based
cryptosystems. In: Matsui, M. (ed.) ASIACRYPT 2009. LNCS, vol. 5912,
pp. 88–105. Springer, Heidelberg (2009)

[GOT12] Gauthier, V., Otmani, A., Tillich, J.-P.: A distinguisher-based attack on a
variant of McEliece’s cryptosystem based on Reed-Solomon codes. CoRR,
abs/1204.6459 (2012)

[JM96] Janwa, H., Moreno, O.: McEliece public key cryptosystems using algebraic-
geometric codes. Designs Codes and Cryptography 8(3), 293–307 (1996)

[KKS97] Kabatianskii, G., Krouk, E., Smeets, B.J.M.: A digital signature scheme
based on random error-correcting codes. In: Darnell, M.J. (ed.) Cryptogra-
phy and Coding 1997. LNCS, vol. 1355, pp. 161–167. Springer, Heidelberg
(1997)

[Kra91] Kravitz, D.: Digital signature algorithm. US patent 5231668 (July 1991)
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Abstract. It is well known that solving randomly chosen Multivariate
Quadratic equations over a finite field (MQ-Problem) is NP-hard, and the
security of Multivariate Public Key Cryptosystems (MPKCs) is based on
the MQ-Problem. However, this problem can be solved efficiently when
the number of unknowns n is sufficiently greater than that of equations
m (This is called “Underdefined”). Indeed, the algorithm by Kipnis et
al. (Eurocrypt’99) can solve the MQ-Problem over a finite field of even
characteristic in a polynomial-time of n when n ≥ m(m+ 1). Therefore,
it is important to estimate the hardness of the MQ-Problem to evaluate
the security of Multivariate Public Key Cryptosystems. We propose an
algorithm in this paper that can solve the MQ-Problem in a polynomial-
time of n when n ≥ m(m + 3)/2, which has a wider applicable range
than that by Kipnis et al. We will also compare our proposed algorithm
with other known algorithms. Moreover, we implemented this algorithm
with Magma and solved the MQ-Problem of m = 28 and n = 504, and
it takes 78.7 seconds on a common PC.

Keywords: Multivariate Public Key Cryptosystems (MPKCs), Multi-
variate Quadratic Equations, MQ-Problem.

1 Introduction

Multivariate Public Key Cryptosystems (MPKCs) are cryptosystems whose se-
curity depends on the hardness of solving Multivariate Quadratic equations over
a finite field (MQ-Problem). It is known that the MQ-Problem over a finite field
is NP-hard [13] when the coefficients are randomly chosen, and no quantum al-
gorithm efficiently solving the MQ-Problem has been presented. Therefore, MP-
KCs are one of candidates for post quantum cryptographies. For example, the
Matsumoto-Imai cryptosystem [16], Hidden Field Equation (HFE) [18], Unbal-
anced Oil and Vinegar (UOV) [15], and Rainbow [7] are MPKCs. However, the
MQ-Problem is efficiently solved under special n and m conditions. In particular,
the algorithm by Kipnis et al. [15] can solve the MQ-Problem over a finite field
of even characteristic in a polynomial-time of n when n ≥ m(m + 1). It is also

P. Gaborit (Ed.): PQCrypto 2013, LNCS 7932, pp. 118–135, 2013.
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known that the Gröbner basis algorithms [5,10,11] solve the MQ-Problem, and
these algorithms are more effective in the Overdefined (n � m) MQ-Problem
[1,2]. Thus, estimating the hardness of the MQ-Problem is important for the
security of MPKCs.

The approach by Kipnis et al. diagonalizes the upper left m × m part of
the coefficient matrices, solves linear equations, and reduces the MQ-Problem
to find square roots over a finite field. Courtois et al. [6] and Hashimoto [14]
modified this algorithm. Although the algorithm by Courtois et al. [6] has a
much smaller applicable range, it can solve MQ-Problems over all the finite
fields in polynomial-time. Hashimoto’s algorithm presented a polynomial-time
algorithm that solves those over all finite fields when n ≥ m2−2m3/2+2m, which
extended the applicable range of that of Kipnis et al. [15]. However, we point
out that Hashimoto’s algorithm doesn’t work efficiently due to some unsolved
multivariate equations arisen from the linear transformation (See Appendix A).
Recently, Thomae et al. [20] made n smaller than the algorithm by Kipnis et al.
by using the Gröbner basis. This algorithm can be used when n > m, but it is
an exponential-time algorithm.

We will present an algorithm in this paper solves the Underdefined (n ! m)
MQ-Problem in a polynomial-time when n ≥ m(m + 3)/2, which is wider than
n ≥ m(m + 1). Moreover, we implemented this algorithm on Magma [4] and
solved an MQ-Problem with (n, m) which the algorithm by Kipnis et al. can’t
be used. We will compare these results with the algorithm by Kipnis et al. [15]
and that by Courtois et al. [6].

2 MQ-Problem and Its Known Solutions

In this section we introduce the MQ-Problem and explain some algorithms to
solve the Underdefined MQ-Problems.

2.1 MQ-Problem

Let q be a power of prime and k be a finite field of order q. For integers
n,m ≥ 1, denoted by f1(x), f2(x), . . . , fm(x) quadratic polynomials of x =
t(x1, x2, . . . , xn) over k.

f1(x1, ..., xn) =
∑

1≤i≤j≤n

a1,i,jxixj +
∑

1≤i≤n

b1,ixi + c1

f2(x1, ..., xn) =
∑

1≤i≤j≤n

a2,i,jxixj +
∑

1≤i≤n

b2,ixi + c2

...

fm(x1, ..., xn) =
∑

1≤i≤j≤n

am,i,jxixj +
∑

1≤i≤n

bm,ixi + cm,

where al,i,j , bl,i, cl ∈ k; l = 1, ...,m. We call it “the MQ-Problem of m equations
and n unknowns over finite field k”, that the problem tries to find one solution
(x1, . . . , xn) ∈ kn such that fi(x1, ..., xn) = 0 for all i = 1, . . . ,m among the
many ones that exist.
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2.2 Kipnis-Patarin-Goubin’s Algorithm

We explain Kipnis-Patarin-Goubin’s Algorithm [15].
Let n,m ≥ 1 be integers with n ≥ m(m + 1) and f1(x), f2(x), . . . , fm(x) be

the quadratic polynomials of x = t(x1, x2, . . . , xn) over k. Our goal is to find
a solution x1, x2, . . . , xn such that f1(x) = 0, f2(x) = 0, . . . , fm(x) = 0. For
i = 1, . . . , n the polynomials f1(x), f2(x), . . . , fm(x) are denoted by

fi(x1, x2, . . . , xn) =
txFix+ (linear.)

where F1, . . . , Fm are n× n matrices over k.
We also use an n× n matrix Tt over k to transform all the unknowns, and Tt

has the following form.

Tt =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 · · · 0 a1,t 0 · · · · · · 0

0 1
. . .

... a2,t
...

...
...

. . .
. . . 0

...
...

...
...

. . . 1 at−1,t

...
...

... 0 1 0
...

...
... at+1,t 1

. . .
...

...
...

... 0
. . .

. . .
...

...
...

...
...

. . .
. . . 0

0 · · · · · · 0 an,t 0 · · · 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1)

where a1,t, . . . , at−1,t, at+1,t, . . . , an,t ∈ k.
We want to obtain quadratic equations of the following form.⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

m∑
i=1

β1,ix
2
i − λ1 = 0

...
m∑
i=1

βm,ix
2
i − λm = 0,

(2)

where βl,i and λl ∈ k (l = 1, . . . ,m).
Step 1. Transform x �→ T2x so that the coefficients of x1x2 in fj (j =

1, . . . ,m) are zero.

Fj �→

⎛⎝ ∗ 0
0 ∗ ∗

⎞⎠ (j = 1, . . . ,m)
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Step 2. Transform x �→ T3x so that the coefficients of x1x3, x2x3 in fj (j =
1, . . . ,m) are zero.

⎛⎝ ∗ 0
0 ∗ ∗

⎞⎠ �→

⎛⎜⎜⎝
∗ 0 0
0 ∗ 0
0 0 ∗ ∗

⎞⎟⎟⎠
...

(We continue similar operations to “Step m − 1.”.)
From “Step 1.” to “Step m − 1.”, we require the condition n−1 ≥ m(m−1),

i.e., n ≥ m2 −m+ 1.
Then we can obtain the coefficient matrices of the form⎛⎜⎜⎜⎜⎜⎜⎜⎝

∗ 0
. . .

0 ∗

∗

⎞⎟⎟⎟⎟⎟⎟⎟⎠
for each i = 1, . . . ,m, and the following quadratic equations.⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

m∑
i=1

β1,ix
2
i +

m∑
i=1

xiL1,i(xm+1, . . . , xn) +Q1(xm+1, . . . , xn) = 0

...
m∑
i=1

βm,ix
2
i +

m∑
i=1

xiLm,i(xm+1, . . . , xn) +Qm(xm+1, . . . , xn) = 0

(3)

where L’s are linear polynomials and Q’s are quadratic polynomials in these
variables.
Step m. Solve linear equations {Li,j(xm+1, . . . , xn) = 0} for i = 1, . . . ,m, and
j = 1, . . . ,m, and substitute the solutions xm+1, . . . , xn into (3). This system
of linear equations has n − m unknowns and m2 equations, so we can solve if
n and m satisfy n − m ≥ m2 i.e. n ≥ m(m + 1). Finally, we obtain quadratic
equations of the form (2). Then we can compute the x2

1, . . . , x
2
m values easily.

The complexity of this algorithm is{
O(nwm(log q)2) (char k is 2)
O(2mnwm(log q)2) (char k is odd),

where 2 ≤ w ≤ 3 is the exponent of the Gaussian elimination. This is because this
algorithm computes n× n matrices over finite field k = GF(q) and solves linear
equations to obtain the x2

1, . . . , x
2
m values. The complexity of these operations is

O(nw(log q)2). When the characteristic of k is odd, the probability of existence
of square roots is approximately 1/2, and we can find a solution with probability
of 2−m. Therefore, when the characteristic of k is odd, the complexity of this
algorithm is O(2mnw(log q)2).
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2.3 Courtois et al.’s Algorithm

Courtois et al. proposed an algorithm [6] which extend Kipnis-Patarin-Goubin’s
algorithm when char k is odd, and this algorithm can be applied when the num-
ber of equations m and the number of unknowns n satisfy n ≥ 2

m
7 (m+1). This

algorithm and Kipnis-Patarin-Goubin’s algorithm are very similar until obtain
quadratic equations of the form (2). Main idea of this algorithm is to reduce the
number of equations and unknowns after they obtain the quadratic equations of
the form (2). This algorithm can solve the MQ-Problem of m equations and n
unknowns over k in time about 240(40 + 40/ log q)m/40.

2.4 Thomae et al.’s Algorithm

Thomae et al. proposed an algorithm [20] which extend Kipnis-Patarin-Goubin’s
algorithm, and this algorithm can be applied when the number of equationsm and
the number of unknowns n satisfy n > m. Main idea of this algorithm is to make
more zero part by usingmore linear transformations thanKipnis-Patarin-Goubin’s
algorithm in order to reduce the number of equations and unknowns. This algo-
rithm reduces the MQ-Problem ofm equations and n unknowns over finite field k
into the MQ-Problem of (m−�n/m�) equations and (m−�n/m�) unknowns over
finite field k. Then this algorithmusesGröbner basis algorithm, so the complexty of
this algorithm exponential-time. Thomae et al. [20] claimed that theMQ-Problem
of 28 equations and 84 unknowns over GF(28) has 80-bit security.

3 Proposed Algorithm

We propose an algorithm in this section that solves the MQ-Problem with n ≥
m(m+ 3)/2, and explain the analysis of this algorithm.

3.1 Proposed Algorithm

Let n,m ≥ 1 be integers with n ≥ m(m + 3)/2 and f1(x), f2(x), . . . , fm(x) be
the quadratic polynomials of x = t(x1, x2, . . . , xn) over k. Our goal is to find
a solution x1, x2, . . . , xn such that f1(x) = 0, f2(x) = 0, . . . , fm(x) = 0. For
i = 1, . . . , n the polynomials f1(x), f2(x), . . . , fm(x) are denoted by

fi(x1, x2, . . . , xn) =
txFix+ (linear.)

where F1, . . . , Fm are n×n matrices over kD We also use an n×n matrix Tt over
k of the form (1) to transform all the unknowns in “Step t.” (t = 2, . . . ,m).

Step 1. Choose c
(1)
i ∈ k (i = 1, . . . ,m − 1) so that the (1, 1)-elements of Fi −

c
(1)
i Fm are zero, and replace Fi with Fi − c

(1)
i Fm. If the (1, 1)-element of Fm is

zero, exchange Fm for one of F1, . . . , Fm−1 that satisfies the (1, 1)-element is not
zero.
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F1, F2, . . . , Fm �→
(
0∗

)
, . . . ,

(
0∗

)
︸ ︷︷ ︸

m−1

,

(
∗ ∗

)

Step 2. (i) Transform x to T2x so that the coefficients of x1x2 in f1, f2, . . . , fm
are zero.(
0∗

)
, . . . ,

(
0∗

)
︸ ︷︷ ︸

m−1

,

(
∗ ∗

)
�→

⎛
⎝

0 0

0 ∗ ∗
⎞
⎠ , . . . ,

⎛
⎝

0 0

0 ∗ ∗
⎞
⎠

︸ ︷︷ ︸
m−1

,

⎛
⎝

∗ 0

0 ∗ ∗
⎞
⎠

After the linear transformation x �→ T2x, the coefficient matrices are denoted as

tT2FiT2 (i = 1, 2, . . . ,m).

We determine the a1,2, a3,2, . . . , an,2 values in T2 by solving the linear equations
of coefficients we want to make zero. Note that (1,2)-elements and (2,1)-elements
of Fi are not always equal to zero. The picture means that sum of (1,2)-element
and (2,1)-element of Fi is equal to zero for each i = 1, . . . ,m.

(ii) Choose c
(2)
i ∈ k (i = 1, . . . ,m−2) so that the (2, 2)-elements of Fi−c

(2)
i Fm−1

are zero, and replace Fi with Fi−c
(2)
i Fm−1. If the (2, 2)-element of Fm−1 is zero,

exchange Fm−1 for one of F1, . . . , Fm−2 that satisfies the (2, 2)-element is not
zero.⎛⎝ 0 0

0 ∗ ∗
⎞⎠ , . . . ,

⎛⎝ 0 0
0 ∗ ∗

⎞⎠
︸ ︷︷ ︸

m−1

,

⎛⎝ ∗ 0
0 ∗ ∗

⎞⎠

�→

⎛⎝ 0 0
0 0 ∗

⎞⎠ , . . . ,

⎛⎝ 0 0
0 0 ∗

⎞⎠
︸ ︷︷ ︸

m−2

,

⎛⎝ 0 0
0 ∗ ∗

⎞⎠ ,

⎛⎝ ∗ 0
0 ∗ ∗

⎞⎠
Step 3. (i) Transform x to T3x so that the coefficients of x1x3 and x2x3 in
f1, f2, . . . , fm−1 and the coefficient of x1x3 in fm are zero.⎛⎝ 0 0

0 0 ∗
⎞⎠ , . . . ,

⎛⎝ 0 0
0 0 ∗

⎞⎠
︸ ︷︷ ︸

m−2

,

⎛⎝ 0 0
0 ∗ ∗

⎞⎠ ,

⎛⎝ ∗ 0
0 ∗ ∗

⎞⎠

�→

⎛
⎜⎜⎝

0 0 0

0 0 0

0 0 ∗ ∗

⎞
⎟⎟⎠ , . . . ,

⎛
⎜⎜⎝

0 0 0

0 0 0

0 0 ∗ ∗

⎞
⎟⎟⎠

︸ ︷︷ ︸
m−2

,

⎛
⎜⎜⎝

0 0 0

0 ∗ 0

0 0 ∗ ∗

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝

∗ 0 0

0 ∗ ∗
0 ∗ ∗ ∗

⎞
⎟⎟⎠
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(ii) Choose c
(3)
i ∈ k (i = 1, . . . ,m−3) so that the (3, 3)-elements of Fi−c

(3)
i Fm−2

are zero, and replace Fi with Fi−c
(3)
i Fm−2. If the (3, 3)-element of Fm−2 is zero,

exchange Fm−2 for one of F1, . . . , Fm−3 that satisfies the (3, 3)-element is not
zero.

⎛
⎜⎜⎝

0 0 0

0 0 0

0 0 ∗ ∗

⎞
⎟⎟⎠ , . . . ,

⎛
⎜⎜⎝

0 0 0

0 0 0

0 0 ∗ ∗

⎞
⎟⎟⎠

︸ ︷︷ ︸
m−2

,

⎛
⎜⎜⎝

0 0 0

0 ∗ 0

0 0 ∗ ∗

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝

∗ 0 0

0 ∗ ∗
0 ∗ ∗ ∗

⎞
⎟⎟⎠ �→

⎛
⎜⎜⎝

0 0 0
0 0 0
0 0 0 ∗

⎞
⎟⎟⎠ , . . . ,

⎛
⎜⎜⎝

0 0 0
0 0 0
0 0 0 ∗

⎞
⎟⎟⎠

︸ ︷︷ ︸
m−3

,

⎛
⎜⎜⎝

0 0 0
0 0 0
0 0 ∗ ∗

⎞
⎟⎟⎠,

⎛
⎜⎜⎝

0 0 0
0 ∗ 0
0 0 ∗ ∗

⎞
⎟⎟⎠,

⎛
⎜⎜⎝

∗ 0 0
0 ∗ ∗
0 ∗ ∗ ∗

⎞
⎟⎟⎠

...

(We continue similar operations to “Step m.”.)

Then we can obtain the coefficient matrices of the form⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠ ,

⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠ ,

⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠ , · · · ,

⎛⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎠

for each i = 1, . . . ,m, and the following quadratic equations.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x2
m +

∑
1≤i≤m

xiL1,i(xm+1, . . . , xn) +Q1,2(xm+1, . . . , xn) = 0

x2
m−1 + x2

m +
∑

1≤i≤m

xiL2,i(xm+1, . . . , xn) +Q2,2(xm+1, . . . , xn) = 0

x2
m−2 +Q3,1(xm−1, xm) +

∑
1≤i≤m

xiL3,i(xm+1, . . . , xn) +Q3,2(xm+1, . . . , xn) = 0

...
x2
1 +Qm,1(x2, . . . , xm) +

∑
1≤i≤m

xiLm,i(xm+1, . . . , xn) +Qm,2(xm+1, . . . , xn) = 0

(4)

where L’s are linear polynomials and Q’s are quadratic polynomials in these
variables.
Step m + 1. Solve linear equations {Li,j(xm+1, . . . , xn) = 0} of xm+1, . . . , xn

for i = 1, . . . ,m and j = 1, . . . ,m−i+1, and substitute the solutions xm+1, . . . , xn

into (4). If there exists t = 1, . . . ,m such that the (t, t)-elements of F1, . . . , Fm−t+1

are zero, removeLm−t+1,t = 0 from the linear systems and choose the xm+1, . . . , xn

that satisfies Lm−t+1,t 	= 0.
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Finally, we obtain the following quadratic equations.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

x2
m − λ1 = 0

x2
m−1 + Q̃2(xm)− λ2 = 0

x2
m−2 + Q̃3(xm−1, xm)− λ3 = 0

...

x2
2 + Q̃m−1(x3, . . . , xm)− λm−1 = 0

x2
1 + Q̃m(x2, . . . , xm)− λm = 0

where λ1, . . . , λm ∈ k and Q̃’s are quadratic polynomials in these variables.
We can find a solution for the quadratic equations in the following way. First,

we solve the first equation and substitute the solution xm into the others. Next,
we solve the second equation and substitute the solution xm−1 into the re-
maining equations · · · . If there exists t = 1, . . . ,m such that (t, t)-elements
of F1, . . . , Fm−t+1 are zero, the (m − t + 1)-th equation takes the form of xt +
Q(xt+1, . . . , xm)− λm−t+1 = 0.

3.2 Analysis of Proposed Algorithm

We will explain the required conditions and complexity of the proposed algorithm
in this section.

Theorem 3.1. The proposed algorithm works when n ≥ m(m+ 3)/2.

Proof. Our algorithm works if we can solve the linear equations.
In “Step t.” (t = 2, . . . ,m), the number of linear equations to be solved is

(m− t+ 1)(t− 1) +

t−1∑
i=1

i = −1

2

{
t−
(
m+

3

2

)}2

+
1

2
m2 +

1

2
m+

1

8
,

and the number of unknowns is n − 1. Thus, we require n ≥ m(m + 1)/2 until
“Step m.”.

In “Step m + 1.”, the number of linear equations to be solved is

m∑
t=1

(m− t+ 1) =
1

2
m(m+ 1),

and the number of unknowns is n−m. Thus, we require n ≥ m(m+ 3)/2.
For these reasons, we found that the proposed algorithm can be applied when

n ≥ m(m+ 3)/2. ��

Lemma 3.2. For n = m(m+ 3)/2, the proposed algorithm succeeds in finding
a solution of the MQ-Problem of m equations, n unknowns with probability of
approximately {

1− q−1 (char k is 2)
2−m(1− q−1) (char k is odd).
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Proof. When n = m(m + 3)/2, we must solve the linear equations that are
not underdefined in “Step m + 1.”. Then, we fail to solve linear equations
with probability of q−1. When the characteristic of k is odd, the probability of
existence of square roots over k is approximately 1/2. Therefore, the success
probability of this algorithm is approximately 2−m(1 − q−1) when the charac-
teristic of k is odd. ��

Moreover, the proposed algorithm uses only n × n matrix operations and the
calculation of square roots over finite field k, so we obtain the following result
concerning the complexity of the proposed algorithm.

Theorem 3.3. The complexity of the proposed algorithm is{
O(nwm(log q)2) (char k is 2)
O(2mnwm(log q)2) (char k is odd),

where 2 ≤ w ≤ 3 is the exponent of the Gaussian elimination.

Proof. In this algorithm, we calculate n×n matrices over finite field k = GF(q)
for about m times. The complexity of this operation is O(nw(log q)2). When
the characteristic of k is odd, the probability of existence of square roots is
approximately 1/2, and we can find a solution with probability of 2−m. There-
fore, when the characteristic of k is odd, the complexity of this algorithm is
O(2mnwm(log q)2). ��

4 Implementations

We implemented the proposed algorithm using Magma [4], and compare the pro-
posed algorithm and other known algorithms in this section. The results depend
on the characteristic of k, and we will explain two cases, when the characteristic
of k is 2 and an odd prime.

4.1 Parameters and Computational Environments

We chose the n andm parameters in which other algorithms can’t be applied, and
used homogeneous quadratic polynomials to experiment. We also chose m = 28
the same as Thomae et al. [20], and n so that the proposed algorithm can apply.
The computer specification and software are listed in Table 1.

Table 1. Computer specifications

OS CPU RAM Software

Windows 7 (64bit) Intel Core i3 (1.33GHz) 4.00 GB Magma V2.17-9
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4.2 When char k Is 2

These algorithms have the same complexity O(nwm(log q)2), but the proposed
algorithm has a wider applicable range than the others. The applicable ranges
of the algorithms are drawn in Fig. 1.

Table 2. Applicable ranges of the proposed algorithm and other known algorithms
(char k is 2)

Applicable range Complexity

Proposed n ≥ m(m+ 3)/2 (poly.)

Kipnis et al. [15] n ≥ m(m+ 1) (poly.)

Courtois et al. [6] n ≥ m(m+ 1) (poly.)

Fig. 1. Applicable range of proposed algorithm and other known algorithms

When m = 28, we can reduce the number of unknowns n from 812 to 434.
The experimental results in our implementation are in Table. 3.

Table 3. Experimental results (char k is 2)

Field n m Time / a try Success probability

16 4 8.76 (msec.) 99.99 %
GF(28) 84 11 506.83 (msec.) 100.0 %

504 28 78.71 (sec.) 100.0 %
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4.3 When char k Is Odd

We consider the algorithms by Courtois et al. [6]. Although the former one
is polynomial-time of n, but it is not practical because the applicable range
is too small. Thus, we compare the proposed algorithm and the latter one by
Courtois et al. These algorithms are exponential-time. The applicable ranges of
the algorithms are drawn in Fig. 2.

Table 4. Applicable ranges of the proposed algorithm and other known algorithms
(char k is odd)

Applicable range Complexity

Proposed n ≥ m(m+ 3)/2 (exp.)

Courtois et al. [6]
n ≥ 2

m
7 m(m+ 1)

n ≥ 2
m
7 (m+ 1)

(poly.)
(exp.)

Fig. 2. Applicable range of proposed algorithm and algorithm by Courtois et al.

If m ≥ 27, we can reduce the number of unknowns n to smaller than that of
the algorithm by Courtois et al. The experimental results in our implementation
are in Table. 5.

Table 5. Experimental results (char k is odd)

Field n m Time / a try Success probability

16 4 3.99 (msec.) 11.83 %
GF(7) 84 11 259.28 (msec.) 0.22 %

434 28 39.99 (sec.) 0.00 %
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The proposed algorithm succeeds in solving the MQ-Problem with probability
of 11.83% when n = 16 and m = 4, and 0.22% when n = 84 and m = 11. These
results follow our success probability estimation, and we can get a similar result
when n = 434 and m = 28 which can’t use the algorithm by Courtois et al., and
then, the success probability is (4/7)28× (6/7) ≈ 10−6.87 ≈ 2−22.83. We estimate
that it takes 1-core PC 9.44 years to solve the MQ-Problem of n = 434 and
m = 28.

5 Conclusion

We presented an algorithm in this paper that can solve the MQ-Problem when
n ≥ m(m + 3)/2, where n is the number of unknowns and m is the number of
equations. This algorithm makes the range of solvable MQ-Problems wider than
that by Kipnis et al. Moreover, we compared this algorithm and other known
algorithms, and found that the proposed algorithm is easier to use than the
others. In order to demonstrate the effectiveness of the proposed algorithm we
implemented it using Magma on a PC. We were able to solve the MQ-Problem
of m = 28 and n = 504 in 78.7 seconds.

Two open problems remain. The first is to make the applicable range wider
and the second is to apply the proposed algorithm to the algorithm developed
by Thomae et al. [20].
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Appendix A: Hashimoto’s Algorithm

In this appendix we explain Hashimoto’s algorithm [14], which claimed that
the MQ-Problem of n ≥ m2 − 2m3/2 + 2m over all finite fields can be solved
in a polynomial-time. The applicable range of Hashimoto’s algorithm is wider
than that of the algorithm by Kipnis et al. [15]. However, we point out that
Hashimoto’s algorithm doesn’t work efficiently due to some unsolved multivariate
equations arisen from the linear transformation.

A.1 Outline

In the following we describe Hashimoto’s algorithm which consists of Algorithm
A and Algorithm B.

Algorithm A
Let g(x) be a quadratic form of unknowns x = t(x1, . . . , xn) over finite field k.
We transform x by a linear matrix U ∈ kn×n. For a2,1, a3,1, a3,2, . . . , an,n−1 ∈ k
we define U as follows :

U =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 0 · · · · · · 0

a2,1 1 0
...

a3,1 a3,2 1
. . .

...

0 0 a4,3
. . .

. . .
...

...
...

. . .
. . . 1 0

0 0 · · · 0 an,n−1 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

We determine the linear transformation U such that the coefficients of x2
1, x1x2,

x1x3, . . . , x1xn−1 in g(Ux) are all zero in the following way.
Step 1. Calculate a2,1, a3,1 such that the coefficient of x2

1 in g(Ux) is zero.
Step 2. Calculate a3,2 such that the coefficient of x1x2 in g(Ux) is zero.
Step 3. Calculate a4,3 such that the coefficient of x1x3 in g(Ux) is zero.

...

Step n − 1. Calculate an,n−1 such that the coefficient of x1xn−1 in g(Ux) is
zero.

Algorithm B
Let n, L,M ≥ 1 be integers that satisfy the following condition :

n ≥

⎧⎨⎩
2L (M = 1)
ML−M + L (1 < M < L)
L2 + 1 (M = L)

. (5)

Let g1(x), . . . , gM (x) be quadratic forms of x over k such that the coefficients
of xixj (1 ≤ i, j ≤ L) in g1(x), . . . , gM−1(x) are all zero. Then we can find an
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invertible linear transformation U such that the coefficients of xixj (1 ≤ i, j ≤ L)
in g1(Ux), . . . , gM (Ux) are all zero.

tx

(
OL ∗
∗ ∗

)
x, . . . , tx

(
OL ∗
∗ ∗

)
x

︸ ︷︷ ︸
M−1

,
tx

(
∗ ∗
∗ ∗

)
x �→ tx

(
OL ∗
∗ ∗

)
x, . . . , tx

(
OL ∗
∗ ∗

)
x

︸ ︷︷ ︸
M

where OL is L×L zero matrix. Step 1. (i) Using Algorithm A, find a transfor-
mation T1,1 such that the coefficients of x1xj (j = 1, . . . , L − 1) in gM (x) are
zero, and transform x �→ T1,1x.
(ii) Transform x �→ T2,1x such that the coefficients of x1xL in gM (x) and
xixL (i = 1, . . . , L) in g1(x), . . . , gM−1(x) are all zero.
Step 2. (i) Using Algorithm A, find a transformation T1,2 such that the coeffi-
cients of x2xj (j = 2, . . . , L−1) in gM (x) are all zero, and transform x �→ T1,2x.
(ii) Transform x �→ T2,2x such that the coefficients of x2xL in gM (x) and
xixL (i = 2, . . . , L) in g1(x), . . . , gM−1(x) are all zero.

...

(We continue similar operations to “Step L − 1.”.)
In “Step t.-(i), (ii)” (t = 1, . . . , L− 1), we use n× n matrices T1,t, T2,t which

have the following form :

T1,t =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 · · · · · · · · · 0

a
(t)
2,1 1

. . .
...

a
(t)
3,1 a

(t)
3,2 1

. . .
...

0 0 a
(t)
4,3

. . .
. . .

...
...

...
. . .

. . . 1 0

0 0 · · · 0 a
(t)
n,n−1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, T2,t =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 · · · 0 b
(t)
1,L 0 · · · · · · 0

0
. . .

. . .
... b

(t)
2,L

...
...

...
. . .

. . . 0
...

...
...

...
. . . 1 b

(t)
L−1,L

...
...

... 0 1 0
...

...
... b

(t)
L+1,L 1

. . .
...

...
...

... 0
. . .

. . .
...

...
...

...
...

. . .
. . . 0

0 · · · · · · 0 b
(t)
n,L 0 · · · 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

Step L. Transform x �→ TLx such that the coefficients of xixL (i = 1, . . . , L) in
g1(x), . . . , gM (x) are all zero, where
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TL =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 · · · 0 a
(L)
1,L 0 · · · · · · 0

0
. . .

. . .
... a

(L)
2,L

...
...

...
. . .

. . . 0
...

...
...

...
. . . 1 a

(L)
L−1,L

...
...

... 0 aL,L 0
...

...
... a

(L)
L+1,L 1

. . .
...

...
...

... 0
. . .

. . .
...

...
...

...
...

. . .
. . . 0

0 · · · · · · 0 a
(L)
n,L 0 · · · 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

If there is no such transformation, then go back to “Step L − 1.”.
Step L + 1. Return U = TLT2,L−1T1,L−1 · · ·T2,1T1,1.

A.2 Analysis of Algorithm B

We find the following facts about Algorithm B.

Lemma A.1. Suppose L ≥ 3. In “Step t.” t = 1, . . . , L− 2) of Algorithm B,

tT1,t

(
OL,L ∗
∗ ∗

)
T1,t =

(
OL,L ∗
∗ ∗

)
.

This lemma shows that the L×L upper left part of g1(x), . . . , gM−1(x) remains
zero by linear transformation T1,t.

Lemma A.2. In “Step t.-(ii)” (t = 1, . . . , L − 1), the coefficient of x2
L in

gi(x) (i = 1, . . . ,M − 1) is∑
1≤j≤L−1

aj,LLi,j(a
(t)
L+1,L, . . . , a

(t)
n,L) +Qi(a

(t)
L+1,L, . . . , a

(t)
n,L).

Theorem A.3. In “Step t.-(ii)” (t = 1, . . . , L − 1), the coefficient of xjxL in

gi(x) is equal to Li,j(a
(t)
L+1,L, . . . , a

(t)
n,L) (i = 1, . . . ,M − 1; j = 1, . . . , L− 1).

Observation A.4. In “Step t.-(ii)” (t = 1, . . . , L−1), we must solve equations⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(The coefficient of x1xL in g1(x)) = 0
...

(The coefficient of xL−1xL in g1(x)) = 0
(The coefficient of x2

L in g1(x)) = 0
(The coefficient of x1xL in g2(x)) = 0

...
(The coefficient of x2

L in gM−1(x)) = 0
(The coefficient of xtxL in gM (x)) = 0,
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i.e., ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

L1,1(a
(t)
L+1,L, . . . , a

(t)
n,L) = 0
...

L1,L−1(a
(t)
L+1,L, . . . , a

(t)
n,L) = 0∑

1≤j≤L−1

aj,LLi,j(a
(t)
L+1,L, . . . , a

(t)
n,L) +Qi(a

(t)
L+1,L, . . . , a

(t)
n,L) = 0

L2,1(a
(t)
L+1,L, . . . , a

(t)
n,L) = 0
...

LM−1,L−1(a
(t)
L+1,L, . . . , a

(t)
n,L) = 0

(The coefficient of xtxL in gM (x)) = 0

Note that we can solve linear equations without the L-th equation⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

L1,1(a
(t)
L+1,L, . . . , a

(t)
n,L) = 0
...

L1,L−1(a
(t)
L+1,L, . . . , a

(t)
n,L) = 0

L2,1(a
(t)
L+1,L, . . . , a

(t)
n,L) = 0
...

LM−1,L−1(a
(t)
L+1,L, . . . , a

(t)
n,L) = 0

(The coefficient of xtxL in gM (x)) = 0

(6)

under the condition (5). However, Qi(a
(t)
L+1,L, . . . , a

(t)
n,L) is not equal to zero in

general for the solution of equations (6). It means that Step t.-(ii) fails in the

case of Qi(a
(t)
L+1,L, . . . , a

(t)
n,L) 	= 0.

A.3 Example of Algorithm B

Let k = GF(7), n = 7,M = 2, L = 3. We consider quadratic forms represented
by the following matrices.

G1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 5 2 5 1
0 0 0 2 3 1 2
0 0 0 4 1 6 2
6 5 5 4 1 6 1
1 5 6 5 2 1 3
2 3 5 1 5 3 1
1 4 4 1 4 1 5

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, G2 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 3 4 1 5 2 3
6 5 2 1 4 3 0
4 6 4 1 5 0 2
6 1 0 0 3 2 4
4 2 6 6 0 1 3
1 5 4 6 6 3 4
2 5 2 4 6 3 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Step 1.-(i) Using Algorithm A, we solve the equations{
(The coefficient of x2

1 in g2(x)) = 0
(The coefficient of x1x2 in g2(x)) = 0,
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i.e., {
1 + 2a

(1)
2,1 + a

(1)
3,1 + 5a

(1)
2,1

2
+ a

(1)
2,1a

(1)
3,1 + 4a

(1)
3,1

2
= 0

6 + a
(1)
3,2 = 0

From these equations, we obtain (a
(1)
2,1, a

(1)
3,1, a

(1)
3,2) = (2, 5, 1). Then,

G1 �→

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0 0 1 6 2 1
0 0 0 6 4 0 4
0 0 0 4 1 6 2
6 3 5 4 1 6 1
6 4 6 5 2 1 3
5 1 5 1 5 3 1
1 1 4 1 4 1 5

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, G2 �→

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 1 0 1 3 1 6
6 3 6 2 2 3 2
1 3 4 1 5 0 2
1 1 0 0 3 2 4
3 1 6 6 0 1 3
3 2 4 6 6 3 4
1 0 2 4 6 3 2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Step 1.-(ii) ⎧⎪⎪⎨⎪⎪⎩
(The coefficient of x1x3 in g1(x)) = 0
(The coefficient of x2x3 in g1(x)) = 0
(The coefficient of x1x3 in g2(x)) = 0
(The coefficient of x2

3 in g1(x)) = 0,

i.e.,⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

5b
(1)
5,3 + 2b

(1)
7,3 = 0

2b
(1)
4,3 + b

(1)
5,3 + b

(1)
6,3 + 5b

(1)
7,3 = 0

1 + 2b
(1)
4,3 + 6b

(1)
5,3 + 4b

(1)
6,3 = 0

b
(1)
1,3(5b

(1)
5,3 + 2b

(1)
7,3) + b

(1)
2,3(2b

(1)
4,3 + b

(1)
5,3 + b

(1)
6,3 + 5b

(1)
7,3) + 4b

(1)
4,3

2

+6b
(1)
4,3b

(1)
5,3 + 2b

(1)
4,3b

(1)
7,3 + 2b

(1)
5,3

2
+ 6b

(1)
5,3b

(1)
6,3 + 3b

(1)
6,3

2
+ 2b

(1)
6,3b

(1)
7,3 + 5b

(1)
7,3

2
= 0

These multivariate equations are hard to solve.
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that are secure against any future algorithmic or computational improve-
ments. QKD protocols still require authentication of classical communi-
cation, although existing security proofs of QKD typically assume ideal-
ized authentication. It is generally considered folklore that QKD when
used with computationally secure authentication is still secure against
an unbounded adversary, provided the adversary did not break the au-
thentication during the run of the protocol.

We describe a security model for quantum key distribution extending
classical authenticated key exchange (AKE) security models. Using our
model, we characterize the long-term security of the BB84 QKD pro-
tocol with computationally secure authentication against an eventually
unbounded adversary. By basing our model on traditional AKE mod-
els, we can more readily compare the relative merits of various forms of
QKD and existing classical AKE protocols. This comparison illustrates
in which types of adversarial environments different quantum and clas-
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1 Introduction

Quantum key distribution (QKD) promises new security properties compared to
cryptography based on computational assumptions: two parties can establish a
key using a pair of quantum and classical channels, secure against any adversary
who is limited solely by the laws of quantum mechanics. Most information-
theoretically secure classical1 cryptographic tasks have limited practicality, so
many schemes’ security rely on computational assumptions, the most widely used
of which—factoring, discrete logarithms—could be efficiently solved by a large-
scale quantum computer. As a result, QKD could be an important primitive
for cryptography secure against advances in computing technology, provided
quantum mechanics remains an accurate description of the laws of nature.

The classical cryptographic literature has extensively studied authenticated
key exchange (AKE) since the founding of public key cryptography in 1976. After
a period of ad hoc security analysis, protocols are now generally analyzed in a
security model where an active attacker controls communication and can possibly
compromise certain private information; proofs usually consist of probabilistic
reductions to computationally hard problems. The seminal work in this area
by Bellare and Rogaway [1] was followed by the more modern CK01 [2] and
eCK [3] models; an alternative approach to this family of security models is
given by Canetti’s universal composability (UC) framework [4]. Typically in AKE
protocols, calculating a secret key is relatively easy, but authentication—ensuring
that the key is shared only with only the intended party—requires greater care.

There are many types of QKD protocols, but for our purposes we will divide
them into 3 classes: prepare-send-measure protocols, measure-only protocols, and
prepare-send-only protocols. The first QKD protocol, now called BB84 [5], is an
example of a prepare-send-measure protocol in which Alice randomly prepares
one of several quantum states, sends it to Bob, and Bob randomly measures
in one of several settings. Ekert [6] proposed an entanglement-based protocol,
which is an example of a measure-only protocol: Alice and Bob only randomly
measure in one of several settings; the state itself can be prepared by Eve entirely
untrusted. Biham et al. [7] proposed a prepare-send-only protocol, in which Alice
and Bob each randomly prepare one of several quantum states and send them
to Eve, who measures and sends back a classical result. Different versions can
be appealing due to ease of implementation, resistance to side-channel attacks
on preparing or measuring, or device independence.

Research on QKD security has largely proceeded independent of the afore-
mentioned classical AKE security models. Various proofs of QKD have been
given in a stand-alone 2-party setting [8,9,10,11,12,13,14]. This contrasts with
the aforementioned security models used in classical AKE protocols, which con-
sider the multi-party, multi-session setting, and consider various types of infor-
mation leakage or compromise. Existing QKD proofs typically take place under
the assumption that classical communication happens over on authentic public

1 We use the adjective “classical” to mean “non-quantum”, so “classical cryptography”
means “non-quantum cryptography”, not “historical cryptography”.
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channel. It is generally considered folklore [15,16,17,18] that if QKD was per-
formed using a computationally secure message authentication scheme (such as
public key digital signatures), then messages encrypted under the keys output
by QKD would be secure provided that the adversary could not break the au-
thentication scheme before or during the QKD protocol. This result has only
been justified formally in this paper and in our concurrent work by Unruh in
the universal composability setting [19].

Contributions. Our goal is to describe the security of quantum key distribution
in a security model similar to existing classical authenticated key exchange pro-
tocols and compare the relative security properties of various QKD and classical
AKE protocols. Our model is explicitly a multi-party model, includes authenti-
cation, and allows for either computationally secure or information theoretically
secure authentication. We aim to capture two properties: (1) QKD is immedi-
ately secure against an active adversary who is restricted such that he is unable
to break the authentication scheme, and (2) QKD is long-term secure, meaning
that, if it is secure against an active adversary who is restricted during the run
of the protocol to be unable to break the authentication scheme, then it re-
mains secure even when the (classical and quantum) data obtained by the active
bounded adversary are later given to an unbounded quantum adversary.

Security model for classical-quantum AKE protocols. We first introduce in
Section 2 a multi-party model for analyzing the security of QKD protocols. In
our model, which adopts the formalism of Goldberg et al.’s framework for AKE
[20], parties consist of a pair of classical and quantum Turing machines, each of
which is capable of sending and receiving messages. The adversary controls all
communications between parties, but is restricted in its ability to affect commu-
nication between a party’s classical and quantum devices. The adversary also
has the ability to compromise various values used by parties before, during, or
after the run of the protocol. As is typical, the adversary’s goal is to distinguish
the session key of a completed session from a random string of the same length.
A novelty of our approach is a new technique for defining matching sessions.

Having defined the adversarial model, we then introduce our two security
definitions, immediate security against an active, potentially bounded adversary,
and long-term security, against an adversary who during the run of the protocol
may be bounded, but after the protocol completes is unbounded (except by the
laws of quantum mechanics). Our model is generic enough to allow the bound on
the adversary to be computational—assuming that a particular computational
problem is hard—or run-time or memory-bounded [21]. We adapt the long-term
security notion of Müller-Quade and Unruh [22] from the classical universal
composability framework to our classical-quantum model.

Security of BB84.We then proceed in Section 3 to show that the BB84 pro-
tocol, when used with a computationally secure classical authentication scheme
such as a digital signature, is secure in this model. For the quantum aspects of
the proof, we rely on existing proof techniques. This is next extended to provide
a proof of the folklore theorem that QKD, when used with computationally se-
cure authentication in a multi-party setting, is information theoretically secure,
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provided the adversary did not break the authentication during the run of the
protocol. Our argument explicitly identifies which secret information leakage
does not affect security either before or after the run of the protocol.

Comparison of quantum and classical AKE protocols. Finally, we use our
generic security model to compare in Section 4 the security properties of classi-
cal key exchange protocols and examples from each of the three classes of QKD
protocols (prepare-send-measure, measure-only, prepare-send-only). This com-
parison is facilitated by our phrasing of QKD in a security model more closely
related to traditional AKE security models, which we can then use to compare
the relative powers afforded to the adversary under those models. In particular,
our model allows us to compare how different protocols react when the ran-
domness used in the protocol is revealed—or if it is later discovered that bad
randomness was used. For example, some classical AKE protocols such as UP

[23] are secure even if the randomness used for either a party’s long-term secret
key or ephemeral secret key is revealed before the run of the protocol, but the
same is not true for the randomness used to pick basis choices in BB84. And the
EPR protocol of Ekert is secure even if all of the randomness used by the parties
is leaked after the protocol completes, unlike BB84 where data bit choices must
remain secret. Since obtaining high quality randomness can be very challenging
in practice—requiring either a separate, tested quantum source, or relying on a
pseudorandom number generator seeded from a high quality source of entropy—
it may be desirable to select a protocol based on the quality of randomness
available, and our framework provides a method for comparing protocols along
these lines.

Comparison with other frameworks. Our approach to defining security differs
from existing work in several essential ways. Stand-alone QKD security defi-
nitions do not consider the security in a multi-party setting, and also tend to
ignore entirely the question of explicit authentication, instead assuming an au-
thentic classical channel. It is widely recognized that the authentication can be
secure against an unbounded adversary if all classical communication is pro-
tected by information-theoretically secure message authentication codes, such
as the Wegman-Carter 2-universal hash function [24,25]. However, as mentioned
above, the classical AKE experience suggests that it is the authentication part
of the overall security definition that is often violated; more so when there is
information leakage to adversary. With a few exceptions (e.g., [13]), stand-alone
definitions also exclude the possibility of the adversary learning private infor-
mation. The universal composability definition of QKD security of Ben-Or et
al. [26] (which is an adaptation of Canetti’s UC framework [4] to the quantum
setting), notably referenced by Renner in his thesis [14], also brushes aside the
possibility of any information being leaked to the adversary and focuses solely
on information-theoretic authentication. Other frameworks for composability of
quantum protocols have been given [27,28,29,30,31] and applied to other types
of cryptographic protocols, but not QKD. Our model, then, is the first to define
QKD security in the multi-party setting, with explicit consideration of authenti-
cation, allowing leakage of information the adversary. Moreover, it defines both
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short-term and long-term security; last but not least our definitions paves way for
formally analyzing and comparing both classical and quantum AKE protocols
within the same framework. In work concurrent with our, Unruh [19] analyzes
the long-term security of QKD in the UC framework.

2 QKD Model

Our model begins as an enhancement to the eCK model [3], following the nota-
tion of Goldberg et al. [20]. In our model, each party has access to a quantum
device. The quantum device may be viewed as limited based on for example cur-
rent hardware limitations. As usual we consider interactive protocols within a
multi-party multi-session setting, where communication is controlled by the ad-
versary. The adversary controls the quantum communication channel between
parties, subject to the laws of quantum physics. We also describe how, if at all,
the adversary may gain access to secrets used by the parties. We then define
secrecy against bounded adversaries and long-term security against unbounded
adversaries: the long-term security definition is achieved by having the active
bounded short-term adversary output a classical and quantum transcript upon
which the unbounded quantum adversary may operate.

We next formally describe the model. We use k to denote a security param-
eter. Our description uses qubits but can be generalized to arbitrary-dimension
quantum systems.

2.1 Parties and Protocols
qAlice
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�

(a) Quantum Turing machine
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��
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��

��r��

(b) Classical Turing machine

Fig. 1. A party’s classical and
quantum Turing machines

A party (see also [32, Def. 1.1, bullet 2]) is an
interactive classical Turing machine with access
to a quantum Turing machine. We refer to this
pair jointly as the party.

The classical machine can activate the quan-
tum device via a special activation request or re-
ceive (via designated activation routines) mea-
surement outcomes from the quantum device.
The communication is delivered over a two way
classical communication tape (the e-channel in
Figure 1(b)). The classical Turing machine has
also access to a sequence of random bits – the
r-tape in Figure 1(b) – and a separate c-tape
over which the party can receive and send other
activation requests and messages as specified by designated routines. Similarly,
the quantum Turing device can be activated by the classical Turing machine
and can receive and send qubits over a designated quantum channel q as in
Figure 1(a).

Each party can have associated authenticated public strings (e.g., public keys
or identifiers), which are assumed to be distributed over an authenticated channel
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to other parties. Furthermore, pairs of parties may possess shared secrets that
were distributed confidentially a priori.

A protocol is a collection of interactive classical and quantum subroutines
that produce a shared secret key between two (or more parties) or output an
indicator of an error. The interactions may use messages received on either the
classical or quantum channels. The final output of the protocol is made via the
classical Turing machine.

A session is an execution of the protocol. Sessions are initiated via a special
incoming request and upon initiation each one is identified with a unique2 session
identifier Ψ chosen by the party at which the session is executed (in which case
we say the party owns the session). A session that has been initiated but is not
yet completed is called active. Since sessions are interactive procedures a party
may own more than one active session at a given point of time. Each active
session has a separate session state that stores session-specific classical data.3

Upon receiving and sending all protocol messages and performing the required
measurements and computations specified by the protocol, the session completes
by having the classical Turing machine output either an error symbol ⊥ or a
tuple (sk, pid,v,u). The tuple consists of:

– sk: a session key;
– pid: a party identifier;
– v: a vector (v0,v1, . . . ) where each vi is a vector of public values or labels;

(For example, v1 may consist of the public values contributed by party P1.
Including v in the session output binds the session with the various values
used by the parties to compute the session key.)

– u: a vector (u0,u1, . . . ) where each ui is vector of a public values or labels;
u is called the authentication vector and indicates what the session owner
uses to identify its peer pid.

The vectors v and u will play an important role in defining freshness.

Definition 1 (Correctness). A key exchange protocol π is correct if, when all
protocol messages are relayed faithfully, without changes to content or ordering,
the peer parties output the same session key k and the same vector v.

Memory. A party may hold in its memory several value pairs of the form (x,X),
generated by some algorithm specified by the protocol, where x is a private value
andX is a public value or label. The pair may be a public key pair, such as private
key x and public key X , or a labelled private value, such as a private value x and
a unique public label X = �(x).

2 With this definition uniqueness is guaranteed only within a party; globally unique-
ness can be guaranteed by requiring the session identifier is the concatenation of the
unique party identifier and the party’s own session identifier.

3 While quantum protocols in general may make use of quantum memory for storing
quantum states during a session, the current QKD protocols we consider in this
paper, such as BB84 or EPR, do not, so we omit this from our model.
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There are two classifications of value pairs: ephemeral value pairs, which are
associated with a particular session Ψ, and static value pairs, which can be
used across multiple sessions. The party may also have value pairs that have
been generated but not yet used. If necessary, different types of key pairs may
be permitted, for example, if a protocol uses one type of key pair for digital
signatures and another type of key pair for public-key encryption. The protocol
specifies an algorithm for generating new pairs.

Classical Turing machine communication. As described above each classical Tur-
ing machine has two incoming-outgoing classical communication channels, de-
noted by e and c in Figure 1(b), over which the classical Turing machine receives
activations and submits responses. The responses themselves can be activation
requests. Furthermore the classical Turing machine has an input of classical
random bits which can be read at will by the Turing machine, denoted by r
in Figure 1(b). The following activations of the classical Turing machine are
allowed:

– SendC(params, pid): This activation is received via channel c and directs
the party to begin a new key exchange session. A new session is initiated
and assigned a unique session identifier Ψ based on protocol-specific public
parameters params and an identifier pid of the party with whom to establish
the session. The response to this query includes the session identifier Ψ and
any protocol-specific outgoing classical message msg′ that are sent via the
outgoing channel c. If required by the protocol, the Turing machine can send
an activation request C2Q(m) over the e outgoing channel, which may in turn
cause that quantum Turing machine to write an output to its q channel as
well, or to prepare its measurement device to receive quantum messages.

– SendC(Ψ,msg): This query models the delivery of classical messages over
c-channel. The party’s classical Turing machine is activated with session Ψ
and classical message msg. It returns any outgoing classical message msg′

over the c-channel. If required by the protocol, the Turing machine can send
an activation request C2Q(m) over the e outgoing channel, which may in
turn cause that quantum Turing machine to write an output to its q channel
as well, or to prepare its measurement device to receive quantum messages.

– Q2C(m): Upon activation with this query the classical Turing machine acti-
vates its most recent session with input m. This query may cause the classical
Turing machine to output to its c channel, or send another activation over
the e channel.

A protocol may request that the classical Turing machine acts probabilistically,
in which case it reads random bits from the r-channel.

Quantum Turing machine communication. Each party’s quantum Turing ma-
chine has a two-way quantum communication channel, denoted by q in Fig-
ure 1(a), over which the machine receives and submits quantum information.
The responses themselves can be activation requests. Furthermore the quan-
tum Turing machine has a two-way classical control channel (denoted by e in
Figure 1(a)) with which it communicates with the classical Turing machine.
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The following activations of the quantum Turing machine are allowed:

– SendQ(ρ): This query activates the quantum Turing machine with quantum
message ρ; it returns any outgoing quantum message ρ′ over the q-channel. If
required by the protocol, the quantum Turing machine can send an activation
request C2Q(m) over the e outgoing channel (for example, to report any
measurement results obtained from measuring ρ), which may in turn cause
that classical Turing machine to write an output to its c channel as well.

– C2Q(m): This query activates the quantum Turing machine with classical
control message m, for example to prepare the quantum circuit for execution
due to an anticipated SendQ activation. The activation may cause a quantum
state to be output over the outgoing quantum channel q as well as a classical
message to be returned over classical control channel e.

2.2 Adversarial Model

The adversary is, similar to a party, a pair of interactive classical and quantum
Turing machines. The adversary’s classical Turing machine runs in time at most
tc(k) and has access to a quantum Turing machine with runtime bounded by
tq(k) and memory bounded by mq(k) qubits; bounds may be unlimited. The
adversary takes as its input all public information and may interact with the
(honest) parties. Furthermore the adversary can establish corrupted (dishonest)
parties which it fully controls. Honest parties cannot distinguish between honest
and dishonest parties.

Communication over the parties’ classical c-channels is controlled by the ad-
versary. On the classical channels, the adversary can read, copy, reorder, insert,
delay, modify, drop or forward messages at will. The sending and receiving par-
ties have no intrinsic mechanism to detect which actions, if any, the adversary
performed on the classical messages.

Communication over the parties’ quantum q channels is also controlled by
the adversary. The adversary’s operations on the quantum channels are bound
by the laws of quantum mechanics: the delivery of quantum messages can be
delayed, modified in order, forwarded, or dropped; the adversary can create new
quantum states and perform joint quantum operations on quantum messages
received from the parties as well as on the adversary’s state. However, due to
the laws of quantum mechanics, the adversary cannot necessarily obtain full
information about quantum messages from the parties; for example, measure-
ments may irrevocably disturb the state of messages transmitted by the parties,
and the adversary may be unable to precisely copy a message due to the no-
cloning theorem. We assume communication between the adversary’s quantum
machine and party’s quantum machines is perfect: the adversary can simulate
any environmental effect or noise on qubits sent by a party.

Queries. The adversary can direct a party to perform certain actions by sending
any of the aforementioned activation queries over party’s the c and q channels.
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The adversary has neither immediate control and cannot observe the content ex-
changed between the classical and quantum subcomponents of a party over the
e channel, nor has information about the bits obtained from the r-channel. Fur-
thermore, to allow for information leakage the adversary may issue the following
queries to parties:

– RevealNext → X : This query allows the adversary to activate the classical
Turing machine to read input from the r-channel and learn future public
values. The activated party generates a new value pair (x,X), records it as
unused, and returns the public value X . (This query may be specialized if
there are multiple value pair types specified by the protocol.)

– Reveal(X) → x: This query allows the adversary to compromise secret values
used in the protocol computation.4 If the party has a value pair (x,X) in
its memory, it returns the private value x. Reveal(Ψ) returns the secret key
sk for session Ψ, if it exists; this is often referred to as a RevealSessionKey
query.

Where necessary to avoid ambiguity, we use a superscript to indicate the party
to whom the query is directed, for example SendCPi(Ψ,msg).

Revealing. If (x,X) is a value pair, with public key value or public label X , then
the adversary is said to have revealed the secret for X if the adversary issued the
query Reveal(X) to a party holding that value pair in its memory. In general, the
adversary can reveal the secret for any value X , though this may affect which
sessions are fresh.

2.3 Security Definition

For the purpose of defining session key security, the adversary has access to the
following additional oracle:

– Test(i,Ψ) → κ: If party Pi has not output a session key, return ⊥. Otherwise,

choose b
$← {0, 1}. If b = 1, then return the session key sk from the output

for session Ψ at party Pi. If b = 0, return a random bit string of length equal
to the length of the session key sk in session Ψ at party Pi. Only one call to
the Test query is allowed.

Definition 2 (Fresh session). A session Ψ owned by an honest party Pi is
fresh if all of the following occur:

1. For every vector vj in Pi’s output for session Ψ, there is at least one element
X in vj for which the adversary has not revealed the secret.

2. The adversary did not issue Reveal(Ψ′) to any honest party Pj for which Ψ′

has the same public output vector as Ψ (including the case where Ψ′ = Ψ
and Pj = Pi).

4 Our notation here is altered from that of Goldberg et al. [20], in that we call this
query Reveal instead of their original term Partner.
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3. At the time of session completion, for every vector uj, j ≥ 1, in Pi’s output
for session Ψ, there was at least one element X in uj for which the adversary
has not revealed the secret.

The difference between the first condition (involving v) and the third condition
(involving u) is that there are some values (u) that are okay for the adversary
to learn after the session completes but not before, whereas there may be other
values (v) that he can never learn.

Definition 3 (Security). Let k be a security parameter. An authenticated key
exchange protocol is secure if, for all adversaries A with classical runtime bounded
by tc(k), quantum runtime bounded by tq(k), and quantum memory bounded by
mq(k), the advantage of A in guessing the bit b used in the Test query of a fresh
session is negligible in k; in other words, the probability that A can distinguish
the session key of a fresh session from a random string of the same length is
negligible.

Output vectors. One of the key differences between our model and traditional
AKE security models is how we phrase restrictions on what secret values the
adversary can learn and when. In the eCK model, for example, a fresh session
is defined as one in which the adversary has not learned (a) both the session
owner’s ephemeral secret key x and long-term secret key a, and (b) both the
peer’s ephemeral secret key y and long-term secret key b (or just the peer’s long-
term key if no matching peer session exists). In our model, this could be specified
as v = (v0 = (a, x),v1 = (b, y)).

Since in traditional AKE security models the restriction on values learned is
specified in the security model, a new security model is required for each differing
combination of learnable values. Though models may often appear similar, they
sometimes contain subtle but important formal differences and thus become
formally incomparable [33]. The traditional approach of specifying the values
that can or cannot be learned in the security definition itself contrasts with our
approach—building on that of Goldberg et al. [20]—where the vectors v and u
in the session output specify what can or cannot be learned. As a result, two
protocols with differing restrictions on values that can be learned could both be
proven secure in our model and then compared based on which values can or
cannot be revealed.

2.4 Long-Term Security

One of the main benefits of quantum key distribution is that it can be secure
against unbounded adversaries, but this comes at the cost of being unable to
use computationally secure cryptographic primitives such as public key digital
signatures for authentication. Definition 3 can be used to analyze QKD when
computationally secure cryptographic primitives are used by choosing a tc(k),
tq(k), and mq(k) such that the cryptographic primitive is believed secure against
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such an adversary. The particular values may be chosen based on known classi-
cal algorithms for factoring or discrete logarithms and on present-day limits of
quantum devices.

Regardless of the bound on the active adversary, we can still recover a very
strong form of long-term security by considering an unbounded quantum Turing
machine acting after the protocol has completed. In other words, during the
run of the protocol, we assume a bounded adversary as in Definition 3; this
bounded active adversary produces some classical and quantum transcript which
it provides to the unbounded adversary. This models the real-world scenario of
an adversary being somewhat limited by its classical and quantum computing
equipment now but later having much more powerful equipment or making an
algorithmic breakthrough.

Definition 4 (Long-term security). An AKE protocol is long-term secure
if, for all unbounded quantum Turing machines M acting on a classical and
quantum transcript produced by a (bounded) adversary A in Definition 3, the
advantage of M in guessing the bit b used in the Test query of a fresh session is
negligible in the security parameter.

Bounds on devices. If tq(k) = mq(k) = 0, and Definition 4 is omitted, the model
reduces to a classical definition for secure session key establishment. It refines
the idea of authentication as the session output can explicitly identify how peers
were identified and authenticated. Thus any classical protocol analyzed in [20]
can also be analyzed in this model.

This model can be used in conjunction with present limitations of quantum
devices. While there are ongoing improvements in controlling quantum systems,
at present the number of qubits a device can work with is essentially a small con-
stant compared to classical computers. Thus, using our model with appropriate
values of tq(k) and mq(k), one can devise efficient protocols that are easy to im-
plement but guarantee unconditional future secrecy. An appropriate assumption
on tc(k)—for example that all adversaries with polynomial running time tc(k)
cannot solve a particular hard problem—allow the model to be used as existing
classical reductionist security models are used.

Of course, the devices available to the adversary can be made unbounded
essentially allowing a complete quantum world. Thus the definitions presented
here are suitable for analyzing novel QKD protocols. These alternatives show the
wide range of scenarios our definitions incorporate. Due to the unified underlying
framework it is easier to compare various protocols and decide which one is the
best for the task at hand.

3 BB84

We now turn to the BB84 protocol [5]. We first specify the protocol in the
language of the model of Section 2, discuss some aspects of our formulation,
and complete the section with a security analysis. Our presentation of BB84
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explicitly includes the authentication operations. We choose to focus on authen-
tication using digital signatures, rather than authentication using symmetric key
primitives, for several reasons: first, establishment of shared secret keys for au-
thentication is in practice harder than authentic distribution of public keys; and
second, the short-term and long-term security properties resulting from the use
of public key authentication with QKD are not yet understood.

Definition 5. Let k be a security parameter. The BB84 protocol is defined by
having parties responding to activations as follows:

1. Upon activation SendC(start, initiator, B) the classical Turing machine A does
the following:
(a) create a new session ΨA with peer identifier B;
(b) read n1 (random) data bits ΨA

dAB and n1 (random) basis bits ΨA
bA from its

r-tape;
(c) send activation C2Q(ΨA

bA,Ψ
A
dAB) on its e-tape, which indicates that the quan-

tum device should encode each data bit from ΨA
dAB as |0〉 or |1〉 if the corre-

sponding basis bit ΨA
bA is 0, or as |+〉 or |−〉 if the corresponding basis bit ΨA

bA

is 1;
(d) send activation SendC(ΨA, start, responder, A) on its c-tape to B.

2. Upon activation SendC(ΨA, start, responder, A) the classical Turing machine B

does the following:
(a) create a new session ΨB with peer identifier A;
(b) read n1 (random) basis bits ΨB

bB from its r-tape;
(c) send activation C2Q(ΨB

bB) on its e-tape, which indicates the quantum device
should measure the ith qubit in the |0〉/|1〉 if the ith bit of ΨB

bB is 0, or in the
|+〉/|−〉 basis if ith bit of ΨB

bB is 1.
3. Upon activation Q2C(m), the classical Turing machine B does the following:

(a) set ΨB
dAB equal to m;

(b) compute σ ← SignpkB
(ΨA,ΨB,ΨB

bB , B);

(c) send activation SendC(ΨA,ΨB,ΨB
bB , σ) on its c-tape to A.

4. Upon activation SendC(ΨA,ΨB,ΨB
bB , σ), the classical Turing machine A does the

following:
(a) verify σ with pkB;
(b) discard all bit positions from ΨA

dAB for which ΨA
bA is not equal to ΨB

bB ; assume
n2 such positions remain;

(c) read n2 (random) bits ΨA
indAB from its r-tape; set ΨA

chkAB to be the substring
of ΨA

dAB for which the bits of ΨA
indAB are 1, and set ΨA

kAB to be the substring
of ΨA

dAB for which the bits of ΨA
indAB are 0; let n3 denote the length of ΨA

kAB

(d) compute σ ← SignpkA
(ΨA,ΨB,ΨA

bA,Ψ
A
indAB ,ΨA

chkAB, A);

(e) send activation SendC(ΨA,ΨB,ΨA
bA,Ψ

A
indAB ,ΨA

chkAB, σ) on its c-tape to B.
5. Upon activation SendC(ΨA,ΨB,ΨA

indAB ,ΨA
chkAB , σ), the classical Turing machine

B does the following:
(a) verify σ with pkA;
(b) discard all bit positions from ΨB

dAB for which ΨA
bA is not equal to ΨB

bB

(c) set ΨB
chkAB to be the substring of ΨB

dAB for which the bits of ΨA
indAB are 1,

and set ΨB
kAB to be the substring of ΨB

dAB for which the bits of ΨA
indAB are 0

(d) let ε be the proportion of bits of ΨA
chkAB that do not match ΨB

chkAB ; if ε > 0.061
then abort;

(e) compute σ ← SignpkB
(ΨA,ΨB, ε, B);
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(f) send activation SendC(ΨA,ΨB, ε, σ) on its c-tape to A.
6. Upon activation SendC(ΨA,ΨB, ε, σ), the classical Turing machine A does the fol-

lowing:
(a) verify σ with pkB;
(b) read (random) bits ΨA

F from its r-tape to construct a random a 2-universal hash

function F : {0, 1}n3 → {0, 1}r′ (where r′ = n3h(ε) + o(n3)) for information
reconciliation5 and compute F ′ = F (ΨA

kAB);
(c) read (random) bits ΨA

P,G from its r-tape to generate a random permutation P

on n3 elements and a 2-universal hash function G : {0, 1}n3 → {0, 1}s′ (where
s′ = n3(1 − 3h(ε)) + o(n3)) for privacy amplification, respectively; compute
ΨA

skAB ← G(P (ΨA
kAB));

(d) compute σ ← SignpkA
(ΨA,ΨB, F, F ′, P,G,A);

(e) send activation SendC(ΨA,ΨB, F, F ′, P,G, σ) on its c-tape to B;
(f) output (sk = ΨA

skAB, pid = B,v = (v0 = (�(ΨA
dAB)),v1 = (�(ΨA

bAB)),v2 =
(�(ΨB

dAB)),v3 = (�(ΨB
bAB)),v4 = (�(ΨA

F )),v5 = (�(ΨA
P,G))),u = (u1 = (pkB)))

(recall �(·) denotes the label describing the corresponding secret value).
7. Upon activation SendC(ΨA,ΨB , F, F ′, P, G, σ), the classical Turing machineB does

the following:
(a) verify σ with pkA;
(b) use F and F ′ to correct ΨB

kAB to ΨB
kAB′ ;

(c) compute ΨB
skAB ← G(P (ΨB

kAB′));
(d) output (sk = ΨB

skAB , pid = A,v = (v0 = (�(ΨA
dAB)),v1 = (�(ΨA

bAB)),v2 =
(�(ΨB

dAB)),v3 = (�(ΨB
bAB)),v4 = (�(ΨA

F )),v5 = (�(ΨA
P,G)), ),u = (u1 =

(pkA))).

Remark 1. In the output vector v, the values �(ΨA
bAB), �(Ψ

B
bAB), �(Ψ

A
F ), and

�(ΨA
P,G) appear as single component vectors. But in step 6(e) the values are

broadcast in the clear. This may seem a bit contradictory since, if the adver-
sary has revealed the secret for either of those values (and therefore learns their
content), the session is not fresh, but because of the broadcast the adversary
does in fact learn the values corresponding to the aforementioned labels. The
important distinction is when the adversary obtains these values, either before
or after the protocol commences and measurements are performed. For the ad-
versary to learn these values before parties’ measurements, it must reveal the
secret for these values, violating session freshness. Learning the values after the
session completes is not an issue and the values are given to the adversary “for
free”, without the need for revealing the secrets.

Remark 2. The output vector u represents the values which the session owner
uses to authenticate its peer. Similar to �(ΨA

bAB) the authentication information
has to be exclusively available to the alleged peer, but only at the time of protocol
execution: they may subsequently be revealed.

Observe that for the BB84 protocol above, Alice’s own authentication secret
pkA is not included in her u or v vectors. This implies that the protocol is
resilient to key compromise impersonation (KCI) attacks [35, §2.4.2]: even with
Alice’s authentication keys no party is able to pretend to be someone other than
Alice to Alice.
5 For details on information reconciliation and privacy amplification, see the full ver-
sion [34, Appendix A].
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3.1 Security of BB84

We now show that the BB84 protocol stated above is a secure (Theorem 1) and
long-term-secure (Theorem 2) AKE protocol assuming that the bounded active
adversary cannot break the signature scheme.

Theorem 1 (Security of BB84). Let k be a security parameter. Suppose that
the probability εsig that any probabilistic polynomial time classical Turing ma-
chine with oracle access to a (tq(k),mq(k))-bounded quantum Turing machine
can break the signature scheme is negligible in k. Then the BB84 protocol is a
secure AKE protocol (Definition 3).

Proof sketch. Our proof combines an existing proof of security by Christandl
et al. [36] for the BB84 protocol with the sequence-of-games technique of Shoup
[37]. First we show—using techniques from classical reductionist security—that
no bounded adversary can (except with negligible probability) successfully tam-
per with the classical authenticated communication. Then we show—using tech-
niques from QKD security proofs—that the adversary cannot distinguish the key
from random. Details appear in the full version [34].

Theorem 2 (Long-term security of BB84). Let k be a security parameter.
Suppose the signature scheme is secure against all bounded adversaries as spec-
ified in Theorem 1. Then the BB84 protocol is a long-term secure authenticated
key exchange protocol (Definition 4).

Proof. The argument in fact appears in the proof of Theorem 1. In its proof, the
bounds on tc(k), tq(k), and mq(k) and on the adversary are required only for
guaranteeing the authenticity and origin of messages in a game hop that assures
that the classical authentic communication has not been tampered with. The
remainder of the argument is a typical argument for a quantum key distribution
scheme, which does not require any bounds on the adversarial power. Since
the unbounded adversary runs after the protocol completes, meaning it cannot
inject reorder or modify messages in the transcript, therefore the past classical
communication remains authentic and the result follows.

4 Comparing Classical and Quantum Key Exchange
Protocols

Given the similarity of our model for both classical and quantum AKE protocols
to existing classical AKE security models and our model’s flexibility in analyzing
the security of a variety of protocols, we can use our model to identify qualitative
differences between classes of protocols.

One of the key differences between existing AKE security models such as CK01
and eCK is what randomness the adversary is allowed reveal—and when—yet
still have the protocol be secure. Our framework is more generic: it is not the
model that specifies which randomness can be revealed but the protocol itself in
its output vectors v and u. As a result, we can “compare” protocols by viewing
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Table 1. Comparison of security properties of various classical and quantum AKE
protocols

Protocol
Signed Diffie– UP BB84 EPR BHM96
Hellman [2] [23] [5] [6] [7,12]

Protocol type
classical classical

quantum quantum quantum
prepare-send-measure measure-only prepare-send-only

Security model
CK01 [2]

eCK [3],
this paper this paper this paper

this paper

Randomness × static key at most 1 of × static key × static key × static key
revealable before × ephemeral key static key, × basic choice × basis choice × basis choice
protocol run? ephemeral key × data bits × data bits

× info. recon. × info. recon. × info. recon.
× priv. amp. × priv. amp. × priv. amp.

Randomness � static key at most 1 of � static key � static key � static key
revealable after × ephemeral key static key, � basis choice � basis choice � basis choice
protocol run? ephemeral key × data bits × data bits

� info. recon. � info. recon. � info. recon.
� priv. amp. � priv. amp. � priv. amp.

Short-term security computational computational computational computational computational
assumption assumption or inf.-th. or inf.-th. or inf.-th.

Long-term security
× × � � �w/short-term-secure

authentication

them all within our model and then comparing which values are included in the
output vector.6

Table 1 summarizes the observations of this section. We compare two quali-
tatively different classical AKE protocols and three qualitatively different QKD
protocols: (1) the signed Diffie–Hellman protocol [2] (which can be proven secure
in the CK01 model), (2) the UP protocol [23], a variant of the MQV protocol [38]
which can be proven secure in the eCK model, (3) the BB84 [5] prepare-send-
measure QKD protocol, (4) the EPR [6] (entanglement-based) measure-only
QKD protocol, and (5) the BHM96 [7,12] prepare-send-only QKD protocol. Our
model is flexible enough to allow all these protocols to be proven secure in it, of
course with different cryptographic assumptions, bounds on the adversary, and
different output vectors, which we compare in Table 1.

Revealing randomness before the run of the protocol. Some classical AKE pro-
tocols, especially eCK-secure protocols such as UP and similar MQV-style proto-
cols, remain secure even if the adversary learns either the ephemeral secret key
or the long-term secret key, but not both, before the run of the protocol. This
contrasts with all known QKD protocols, where none of the random values—the
long-term secret key, the basis choices (for measure protocols), data bits (for
prepare protocols), information reconciliation function, or privacy amplification
function—can be revealed to the adversary in advance. (This is why all of these
values are included individually in the output vector v in the BB84 specification
in Section 3.)

Revealing randomness after the run of the protocol. For classical AKE proto-
cols to remain secure, at least some secret values must not be revealed after the

6 We note that it has been shown [33] that the CK01 and eCK models are formally
incomparable, meaning neither can be shown to imply the other.
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run of the protocol. For protocols with so-called perfect forward secrecy, such as
signed Diffie–Hellman, the parties’ long-term secret keys can be corrupted after
the run of the protocol, but not the ephemeral secret keys. For eCK-secure proto-
cols such as MQV-style protocols like UP, either the long-term or the ephemeral
secret key, but not both, can be revealed before, during, or after the protocol run.
For measure-only entanglement-based QKD protocols such as EPR, all random
choices made by the parties can be revealed after the run of the protocol: this is
because the key bits are not chosen by the parties, nor in fact by the adversary,
but are the result of measurements and (after successful privacy amplification)
are uncorrelated with any of the input bits of any of the parties, including the
adversary. This is not the case for prepare-and-send protocols such as BB84 or
BHM96, as the sender randomly chooses data bits which must remain secret.

Short-term and long-term security. Classical AKE protocols can be proven
secure only under computational assumptions, and as such only offer short-term
security in the sense of Definition 3. Even against an unbounded passive ad-
versary they do not retain any of their secrecy properties. Thus classical AKE
protocols are only secure against bounded short-term adversaries; however, they
can be compared on the relative strength of the bound on the adversary. This
contrasts with QKD protocols. QKD can be shown to be secure against either un-
bounded short-term adversaries, by using information-theoretic authentication,
or secure against bounded short-term adversaries when using a computationally
secure authentication scheme as we have shown for BB84 in Section 3.1. A key
contribution of the model in Section 2 is a formalism which captures the notion
that QKD can remain secure against an unbounded adversary after the protocol
completes, provided the adversary at the time of the run of the protocol could
not break the authentication scheme.

Applications wishing to achieve both long-term security (like QKD) and resis-
tance to randomness revelation (like eCK-secure classical AKE protocols) could
do so by running both protocols in parallel for each session, and then combining
the keys output by the two protocols together; if combined correctly, the result-
ing key would provide strong short-term security and strong long-term security.
This approach is being used by QKD implementers, such as commercial QKD
vendor ID Quantique.7

5 Conclusions

We have presented a model for key establishment which incorporates both clas-
sical key agreement and quantum key distribution. Our model can accommodate
a wide range of practical and theoretical scenarios and can serve as a common
framework in which to compare relative security properties of different protocols.
A key aspect of our model is that restrictions on values the adversary can com-
promise are not specified by the model but by the output of the protocol. Using
our model, we were able to provide a formal argument for the short-term and

7 http://www.idquantique.com/images/stories/PDF/cerberis-encryptor/

cerberis-specs.pdf

http://www.idquantique.com/images/stories/PDF/cerberis-encryptor/cerberis-specs.pdf
http://www.idquantique.com/images/stories/PDF/cerberis-encryptor/cerberis-specs.pdf
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long-term security of BB84 in the multi-user setting while using computationally
secure authentication.

The ability to compare various classical and quantum protocols in our model
has allowed us to identify an important distinction between existing classical
and quantum key exchange protocols. At a high level, classical protocols can
provide more assurances against online adversaries who can leak or infiltrate in
certain ways, but in the long run may be insecure against potential future ad-
vances. Current quantum protocols provide assurances against somewhat weaker
online adversaries but retain secrecy indefinitely, even against future advances
in computing technology.

Since in our model the relative strength of a fresh session is specified by the
conditions given in the output vector, an interesting open problem would be to
use our model develop a quantum key distribution protocol which does retain its
security attributes in the short- and long-terms even if some random values were
known before the run of the protocol. Also of interest is how to best combined
keys from both quantum and classical key exchange protocols run in parallel.
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Abstract. In 2011, wang et al. proposed a security enhancement method
of Multivariate Public Key Cryptosystems (MPKCs), named Extended
Multivariate public key Cryptosystems (EMC). They introduced more
variables in an original MPKC by a so-called Hash-based Tamed (HT)
transformation in order to resist existing attack on the original MPKC.
They proposed Hash-based Tamed Transformation and Minus (HTTM)
signature scheme which combined EMC method with minus method.
Through our analysis, the HTTM is not secure as they declared. If we
can forge a valid signature of the original MPKC-minus signature scheme,
we could forge a valid signature of HTTM scheme successfully.

Keywords: Multivariate public key cryptosystem, Minus method, Al-
gebraic attack, Hash-based tamed transformation.

1 Introduction

For last three decades, due to the quantum computer attack [Sho99] on the tra-
ditional public key cryptosystems which based on the assumption about the diffi-
culty of certain number theory problems, such as the Integer Prime Factorization
Problem or the Discrete Logarithm Problem, people are constantly looking for
cryptographic algorithms that can resist quantum computer algorithms attack.
Multivariate public key cryptosystem (MPKC) is one of the promising alterna-
tives to resist the quantum computer attack. The security of MPKC relies on the
difficulty of solving systems of nonlinear multivariate quadratic (MQ) polyno-
mial equations in a finite field, which is a NP-hard problem in general. However,
this does not guarantee that these new cryptosystems are secure. Compared
with RSA public key cryptosystems, the computation in MPKC can be very
fast because it is operated on a small finite field. By now, there is no quantum
computer algorithm to solve MQ problem in polynomial time.
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c© Springer-Verlag Berlin Heidelberg 2013



156 X. Nie, Z. Xu, and J. Buchmann

The first promising construction of MPKC is the Matsumoto-Imai (MI) scheme
[MI88] proposed in 1988. Unfortunately, it was defeated by Patarin in 1995 with
the linearization equation method [Pat95]. Since then, many types of MPKCs
were proposed such as HFE [Pat96], MFE [WYH06], TTM [Moh99], Rainbow
[DS05], TTS [YC05] etc. Also, there are many attack methods proposed, for in-
stance, linearization equation attack [Pat95] [DHN07], XL [CKPS00], Groebner
basis [FJ03], differential attack [FGS05] [DFSS07] and so on. In addition to the
design of the new systems, many security enhancement methods were proposed
to resist existing attack. There are plus/minus, internal perturbation [Ding04],
piece-in-hand [TTF04] etc. But some of them are not very successful.

In 2011, Wang et al. proposed a method named Extended Multivariate public
key Cryptosystems (EMC)[WZW11]. Given an MPKC cryptosystem, they used
a Hash-based Tame (HT) transformation working on the plaintext variables
to introduce some new variables in public key to enhance the security of the
original MPKC. This made the public key seems more complicated. Combined
with HT transformation and minus method, they proposed Hash-based Tamed
Transformation and Minus signature scheme. They claimed the HTTM is secure
against the existing attacks without losing the efficiency of the original MPKC.

Through analysis, we found that the HT transformation can not really en-
hance the security of the original MPKC. Given a public key of HTTM signature
scheme, if there were an algorithmA which can be used to forge a valid signature
of the original MPKC combined with minus method, there would also exist an
algorithm which could be used to forge a valid signature of HTTM. Firstly, we
get a new public key which is equivalent to the original MPKC by setting all the
new variables which were introduced by HT transformation equal to zero. This
step can remove all the new variables and make the HT transformation change
to be an affine map. And using the special structure of the HT transformation,
we get the value of the matrix D which is a key parameter of the HT transfor-
mation. And then, we can derive the relationship between the inverses of two
public keys on the same message. At last, given a message to be signed, we use
algorithm A forge a valid signature under the new public key and then forge
a valid signature under the HTTM scheme according the relationship derived
above.

The paper is organized as follows. We introduce EMC and HTTM scheme in
section 2 and present our cryptanalysis in section 3. In section 4, we present a
practical attack on an instance of HTTM. Finally, in section 5, we conclude the
paper.

2 Hash-Based Tamed Transformation and Minus
Signature Scheme

Wang et al. introduced a function named Hash-based Tamed Transformation
(HT for short) to enhance the security of MPKC. They used HT transformation
on the plaintext variables and put the output into the original MPKC. They
called the new scheme Extended Multivariate public key Cryptosystems (EMC).
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We use the same notation as in [WZW11]. Let Fq be a degree k extension of
the field F2, where q = 2k, Fn

q be n-dimensional vector space over Fq, Fqn be a
degree n extension of the field Fq. Let H(·) be a standard hash function such as
SHA-1, Hk(·) be an operation extracting the first k bits of H(·) and mapping the
bit string into an element in Fq. Let a ‖ b be concatenation of variables a and b.
let δ be the number of extended input variables of public key and μ (0 ≤ μ < δ)
be the number of deleted equations of the central map.

2.1 General Form of MPKC

The general form of MPKC : P : Fn
q → Fn

q , F : Fn
q → Fn

q

y = (y1, · · · , yn) = P (x1, · · · , xn) = T ◦ F ◦ U(x1, · · · , xn)

The public key of MPKC is a set of quadratic polynomials P (x1, . . . , xn) =
(P1(x1, . . . , xn), . . . , Pn(x1, . . . , xn)). The private key are two invertible affine
maps T and U . The function F is called the central map of MPKC.

2.2 HT Transformation and EMC

The form of HT transformation is described as follow. L : Fn+δ
q → Fn

q⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎝ h1

...
hn−δ

⎞⎟⎠ = A ·

⎛⎜⎝ x1

...
xn−δ

⎞⎟⎠+ α1⎛⎜⎝hn−δ+1

...
hn

⎞⎟⎠ =

⎛⎜⎝xn−δ+1

...
xn

⎞⎟⎠+D ·

⎛⎜⎝xn+1

...
xn+δ

⎞⎟⎠+B ·

⎛⎜⎝ x1

...
xn−δ

⎞⎟⎠+ α2

where α1, α2 are n − δ-dimension vector and δ-dimension vector respectively;
(n− δ)× (n− δ) invertible matrix A and full-rank δ× δ diagonal matrix D ; B is
a δ× (n− δ) random matrix. The extended variables xn+i 1 ≤ i ≤ δ are defined
by

xn+i = Hk(x1 ‖ x2 ‖ · · · ‖ xn−δ+i−1)

Hence, (h1, . . . , hn) = L(x1, . . . , xn, xn+1, . . . , xn+δ). Due to its structure, the
function L can be easy inverted.

The public key of EMC is the expression of function P̄ .

P̄ = (P̄1, . . . , P̄n) = P ◦ L = T ◦ F ◦ U ◦ L.
To encrypt a plaintext x = (x′

1, . . . , x
′
n), they can firstly computer x′

n+i =
Hk(x

′
1 ‖ x′

2 ‖ · · · ‖ x′
n−δ+i−1) and substitute x′

1, . . . , x
′
n+δ into public key. Then,

the ciphertext y′ = (y′1, · · · , y′n) can be derived.
To decrypt a valid ciphertext is to computer T−1, F−1, U−1, L−1 in turn,

that is

x = (x′
1, . . . , x

′
n) = L−1 ◦ U−1 ◦ F−1 ◦ T−1(y′1, · · · , y′n).
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2.3 HTTM Signature Scheme

Wang et al. combined EMC and minus method to construct the HTTM signature
scheme. we used same notations above.
Private key. The private keys of the original MPKC scheme (T , U , F and their
inverses) plus L and L−1.

Public key

P̄−(x1, . . . , xn+δ) = (P̄1, . . . , P̄n−μ)

which is derived by removing the last μ polynomials in the public key of EMC.
Signing. Let the message be y′ = (y′1, · · · , y′n−μ) ∈ Fn−μ

q . Then a signer chooses
μ random elements y′n−μ+1, · · · , y′n, which are appended y′ to y′ = (y′1, · · · , y′n)
∈ Fn

q . To obtain the valid signature x′, he (or she) calculates

x = (x′
1, . . . , x

′
n+δ) = L−1 ◦ U−1 ◦ F−1 ◦ T−1(y′1, · · · , y′n).

Verification. After receiving the message y′ = (y′1, · · · , y′n−μ) and its signa-
ture (x′

1, . . . , x
′
n+δ), the verifier performs the following steps. Firstly, the verifier

checks whether or not

x′
n+i = Hk(x

′
1 ‖ x′

2 ‖ · · · ‖ x′
n−δ+i−1), 1 ≤ i ≤ δ.

If they are true, then the verifier checks whether or not

P̄−(x′
1, . . . , x

′
n+δ) = (y′1, · · · , y′n−μ).

Practical Parameters. They gave an practical scheme of HTTM, named
HTTMv1 , in which they chose MI as an original MPKC scheme and n = 31,
k = 6, δ = 10, μ = 5.

See reference [WZW11] for more details.

3 Cryptanalysis of HTTM

Through theoretical analysis, we found that if there exists an algorithm A can
forge a valid signature of the original MPKC-minus signature scheme, we could
also forge a valid signature of HTTM. That is, HT transformation cannot en-
hance the security of MPKC signature scheme.

To show this, we need three propositions.
Proposition 1. Let all terms which contained xn+i(1 ≤ i ≤ δ) equal to zero
in public key P̄− of a HTTM scheme, we can get a new public key P̄−

L′ , which
is equivalent to the public key of the original MPKC-minus signature scheme,
where L′ is the special case of the function L with matrix D = 0.

Proof. Let D be a zero matrix in L, we get the function L′ : Fn
q → Fn

q .
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎝ h1

...
hn−δ

⎞⎟⎠ = A ·

⎛⎜⎝ x1

...
xn−δ

⎞⎟⎠+ α1⎛⎜⎝hn−δ+1

...
hn

⎞⎟⎠ =

⎛⎜⎝xn−δ+1

...
xn

⎞⎟⎠+B ·

⎛⎜⎝ x1

...
xn−δ

⎞⎟⎠+ α2

Namely,

L′(x1, · · · , xn)
t =

(
A O
B I

)⎛⎜⎝x1

...
xn

⎞⎟⎠+

(
α1

α2

)

Note that the function L′ is exactly an invertible affine map on Fq. Denote
UL′ = U ◦ L′. The UL′ is also an invertible affine map on Fq.

So, if we set D = 0 in public key of P̄−, we could get a new public key, denoted
by P̄−

L′ :

P̄−
L′ = Mμ ◦ T ◦ F ◦ U ◦ L

′
= Mμ ◦ T ◦ F ◦ UL′ ,

whereMμ is the minus function which moves the last μ polynomials in the public
key. Clearly, P̄−

L′ is equivalent to the public key of the original MPKC-minus
signature scheme.

The expression of P̄−
L′ can be also derived by setting all terms which contained

xn+i(1 ≤ i ≤ δ) equal to zero in public key P̄−.

P̄−
L′(x1, · · · , xn) = Mμ ◦ T ◦ F ◦ UL′(x1, · · · , xn)

= Mμ ◦ T ◦ F ◦ U ◦ L′(x1, · · · , xn)

= Mμ ◦ T ◦ F ◦ U(

(
A O
B I

)⎛⎜⎝ x1

...
xn

⎞⎟⎠+

(
α1

α2

)
)

= Mμ ◦ T ◦ F ◦ U(

(
A O O
B I O

)⎛⎜⎝ x1

...
xn+δ

⎞⎟⎠+

(
α1

α2

)
)

= Mμ ◦ T ◦ F ◦ U(

(
A O O
B I D

)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1

...
xn

0
...
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
+

(
α1

α2

)
)

= Mμ ◦ T ◦ F ◦ U ◦ L(x1, · · · , xn, 0, · · · , 0)
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The signatures of a message under P̄− and P̄−
L′ , respectively, have following

relationship.

Proposition 2. Given a message y′ = (y′1, · · · , y′n−μ) ∈ Fn−μ
q , consider the

signatures under P̄− and P̄−
L′ , denote them x′ = (x′

1, · · · , x′
n+δ) and x′′ =

(x′′
1, · · · , x′′

n), respectively. If we choose the same values of y′n−μ+1, · · · , y′n,
then x′ = (x′

1, · · · , x′
n+δ) and x′′ = (x′′

1, · · · , x′′
n) satisfy:

(1) x′
i = x′′

i, i = 1, · · · , n− δ;

(2) x′
n−δ+i = x′′

n−δ+i −D[i][i]x′
n+i, i = 1, · · · , δ

where D[i][i] be the ith element in the diagonal of matrix D.

Proof. Given a message y′ = (y′1, · · · , y′n−μ) and randomly chosen the value

of y′n−μ+1, · · · , y′n, consider its corresponding signatures under P̄− and P̄−
L′ . Ob-

serving the signature generation process, we found that the only difference in
two functions is the difference between L′ and L.

Given (h1, . . . , hn) = (h′
1, . . . , h

′
n). Let (x

′
1, · · · , x′

n+δ) and (x′′
1, · · · , x′′

n) be
(h′

1, . . . , h
′
n)’s inverse under functions L and L′, respectively. Then, we can easily

check from the structure of functions L and L′:

(1) x′
i = x′′

i, i = 1, · · · , n− δ;

(2) x′
n−δ+i = x′′

n−δ+i −D[i][i]x′
n+i, i = 1, · · · , δ

where D[i][i] be the ith element in the diagonal of matrix D.

Hence, if we can get the value of matrix D, we could forge a valid signature of
HTTM after forging a valid signature of P̄−

L′ by the algorithm A.
The value of matrixD can be derived from the public key of HTTM efficiently.

Proposition 3. Given a public key of HTTM, P̄− = Mμ ◦T ◦F ◦U ◦L, we can
recover the value of matrix D from it.

Proof. Firstly, we derived the function P̄−
L′ = Mμ ◦ T ◦F ◦U ◦L′ by setting all

terms which contained xn+i(1 ≤ i ≤ δ) equal to zero in public key P̄−.
Comparing P̄− and P̄−

L′ , if the inputs of map S in two functions are equal,
the outputs are also equal. Hence, we focus on the outputs of L and L′ in order
to recover the value of matrix D.

Note that, let x1 = x2 = · · · = xn = 0 in L, the output of L will be

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎝ h1

...
hn−δ

⎞⎟⎠ = α1⎛⎜⎝hn−δ+1

...
hn

⎞⎟⎠ = D ·

⎛⎜⎝xn+1

...
xn+δ

⎞⎟⎠+ α2 =

⎛⎜⎝D[1][1]xn+1

...
D[δ][δ]xn+δ

⎞⎟⎠+ α2
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while let x1 = x2 = · · · = xn−δ = 0 in L′, the output of L′ will be⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

⎛⎜⎝ h1

...
hn−δ

⎞⎟⎠ = α1⎛⎜⎝hn−δ+1

...
hn

⎞⎟⎠ =

⎛⎜⎝xn−δ+1

...
xn

⎞⎟⎠+ α2

Thus, if ⎛⎜⎝D[1][1]xn+1

...
D[δ][δ]xn+δ

⎞⎟⎠ =

⎛⎜⎝xn−δ+1

...
xn

⎞⎟⎠ ,

the outputs of L and L′ will be equal. Thereby, the outputs of P̄− and P̄−
L′ will

be equal.
Due to the observation above, we can recover D by performing the following

steps:

(1) For the function P̄−, let x1 = x2 = · · · = xn = 0 and xn+2 = xn+3 = · · · =
xn+δ = 0, thus the function changes into

P̄−(xn+1) = T− ◦ F ◦ S ◦ L(
n︷ ︸︸ ︷

0, · · · , 0, xn+1,

δ−1︷ ︸︸ ︷
0, · · · , 0)T .

Taking xn+1 over the finite field Fq and storing all results of the function
P̄−(xn+1).

(2) For the function P̄−
L′ , let x1 = x2 = · · · = xn−δ = 0 and xn−δ+2 = xn−δ+3 =

· · · = xn+δ = 0, thus the function changes into

P̄−
L′(xn−δ+1) = Mμ ◦ T ◦ F ◦ S ◦ L′(

n−δ︷ ︸︸ ︷
0, · · · 0, xn−δ+1,

δ−1︷ ︸︸ ︷
0, · · · , 0)T .

(3) Taking xn−δ+1 over the finite field Fq and comparing the results of
P̄−
L′(xn−δ+1) to the results of the function P̄−(xn+1), if there were x′

n+1

and x′
n−δ+1 satisfied P̄−(xn+1) = P̄−

L′(xn−δ+1), then we have D[1][1]x′
n+1 =

x′
n−δ+1, namely, D[1][1] = x′

n+1
−1

x′
n−δ+1. Similarly, we can get the values

of D[2][2], · · · , D[δ][δ].

The time-complexity of recovering D is δ|Fq| and the space-complexity is |Fq|.
Hence, if there exists an algorithm A can forge a valid signature of the original

MPKC-minus signature scheme, we could also forge a valid signature of HTTM
through following steps.

(1) Firstly, we derived the function P̄−
L′ = Mμ ◦T ◦F ◦U ◦L′ by setting all terms

which contained xn+i(1 ≤ i ≤ δ) equal to zero in public key P̄−.
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(2) Recovering the value of matrix D following by proposition 3.
(3) Given a message y′ = (y′1, · · · , y′n−μ), forging a valid signature of P̄−

L′ using
algorithm A.

(4) Deriving a valid signature corresponding to the message y′ of HTTM ac-
cording to proposition 2.

4 Practical Cryptanalysis of HTTMv1

In [WZW11], the authors gave a practical example of HTTM, namely HTTMv1 .
They chose MI scheme as the original MPKC, namely, the central map of
HTTMv1 is

Y = F̂ (X) = X1+qθ ,

and they set q = 2, n = 31, k = 6, δ = 10, μ = 5. They did not give the value of
θ HTTMv1 . We set θ = 11 in our cryptanalysis such that gcd(qθ+1, qn−1) = 1.
The hash function in our experiments is SHA-1.

It is well-known that we can forge a valid signature of MI- signature scheme
by differential attack [DFSS07].

After generating a public key of HTTMv1 , we perform the following steps.
Firstly, we set all terms which contained xn+i(1 ≤ i ≤ δ) equal to zero in

public key P̄− and get the function P̄−
L′ = Mμ ◦T ◦F ◦U ◦L′. The function P̄−

L′

is equivalent to MI- scheme.
And then, we recover the value of matrix D according to the proposition 3.

We did many computer experiments to verify it. The complexity of this step is
that the time-complexity is δ|Fq| = 10 × 26 < 210 and the space-complexity is
|Fq| = 26.

Next, given a message y′ = (y′1, · · · , y′n−μ), we forge a valid signature of it

under the function P̄−
L′ by using the same technique as in [DFSS07].

At last, we derive a valid signature of the message y′ under the public key of
HTTMv1 according to proposition 2.

5 Conclusion

In this paper, we gave a practical cryptanalysis of HTTM scheme. The EMC
method did not enhance the security of original MPKC. For HTTM scheme, we
could forge a valid signature of it if there were an algorithm that can forge a
valid signature of the original MPKC. Although the EMC method did not work,
it is an interesting method which is worth further studying.
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Abstract. Multivariate Public Key Cryptography(MPKC) has become
one of a few options for security in the quantum model of computing.
Though a few multivariate systems have resisted years of effort from the
cryptanalytic community, many such systems have fallen to a surpris-
ingly small pool of techniques. There have been several recent attempts
at formalizing more robust security arguments in this venue with vary-
ing degrees of applicability. We present an extension of one such recent
measure of security against a differential adversary which has the ben-
efit of being immediately applicable in a general setting on unmodified
multivariate schemes.

Keywords: Matsumoto-Imai, multivariate public key cryptography, dif-
ferential, symmetry.

1 Introduction

Since Peter Shor’s discovery of quantum algorithms for factoring and computing
discrete logarithms quickly with quantum computers, there has been a grow-
ing community with the goal of establishing a replacement for RSA or Diffie-
Hellman in the quantum realm. The last two decades have witnessed a great
deal of progress towards realizing that quantum computing world, indicating
that Shor’s discovery is a great deal more than a mathematical curiosity; in-
stead, his discovery marks the need for an eventual paradigm shift in our public
key infrastructure.

Multivariate Public Key Cryptography(MPKC) has emerged as one of a few
serious candidates for security in the post-quantum world. This emergence is
due to several facts. First, the problem of solving a system of quadratic equa-
tions is known to be NP-hard, and seems to be hard even in the average case.
No great reduction of the complexity of this problem has been found in the
quantum model of computing, and, indeed, if this problem is discovered to be
solvable in the quantum model, we can solve all NP problems, which seems
particularly wishful. Second, multivariate systems are very efficient, often hav-
ing speeds dozens of times faster than RSA, [1–3]. Finally, several theoretical
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advances have resulted in the development of modification techniques which al-
low multiple parameters to be hidden within a system which can be altered to
achieve different performance or security properties.

One of the great challenges facing MPKC is the task of establishing reasonable
security assurance. Though there have been some recent attempts at forming a
new model in which to offer provable security for encryption and signatures, see
for example [4, 5], it seems apparent that these models are not as general as
we would like or require modifications of realistic protocols to carry their full
meaning. The task of quantifying indistinguishability between general classes of
systems of multivariate equations seems exceptionally difficult in light of the
fact that even with a great deal of structure in the construction of a multivari-
ate cryptosystem, the coefficients can appear to have a uniform distribution.
Although history has shown that once a way to distinguish a class of systems of
structured multivariate equations from a collection of randomly generated equa-
tions is discovered, a method of solving this system is often quickly developed, it
is not clear that the techniques for distinguishing such systems are indicative of
an underlying theme powerful enough to establish a general method of security
proof.

The many cryptanalyses of various big field multivariate cryptosystems have,
however, pointed out weaknesses in the predominant philosophy for the construc-
tion of such multivariate public key cryptosystems. Several systems, SFLASH,
Square, for example, which are based on simple modifications of the prototyp-
ical Matsumoto-Imai public key cryptosystem, have been broken by very simi-
lar differential attacks exploiting some symmetry which is inherent to the field
structure these systems utilize. See [6–9]. Even in the small field milieu, various
attacks, for example the oil-vinegar attack, see [10], can be viewed as an attack
on differential structure; specifically, discovering a differential invariant.

In [11], a measure of security against attacks exploiting differential symmetry
was advanced. This methodology allows one to construct proofs that a cryp-
tosystem is secure against a differential symmetry adversary by classifying the
differential symmetric structure of the cryptosystem. By identifying all possible
initial general linear differential symmetries possessed by a field map, one can
determine which linear relations involving the differential of a public key are
accessible to any adversary, and thus guarantee security against such an attack
model. Although this result is not as robust as a reduction theoretic proof of
security, it has the benefit, first, of being far stronger than the traditional model
of checking the vulnerability of new schemes against old attacks, second, of be-
ing immediately applicable in the design of cryptosystems, and third, of perhaps
being a more realistic goal than that of reduction theoretic proof.

In this article, we introduce a technique which is dual to that of [11] in the
sense that it assures security against any first-order differential invariant ad-
versary. Specifically, we establish a model for classifying first-order differential
invariants of a field map and apply the model, providing classifications of such in-
variants for specific cryptosystems. This characterization, in conjunction with an
analogous classification in the symmetric setting, provides a model for security
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against any first-order differential adversary, and is the first step towards estab-
lishing general differential security via an existence criterion. We suggest such an
analysis of differential invariant security as a reasonable criterion and pragmatic
tool for cryptographers in the development of future multivariate schemes.

The paper is organized as follows. The next section illustrates the ubiqui-
tous nature of the differential attack by recasting the attack on the balanced
oil and vinegar scheme in the differential setting. In the following section, we
focus on differential invariants, presenting the first-order differential invariant
and discussing the technique for realizing the theoretical differential invariant
structure of any class of MPKC. The subsequent section restricts the analysis of
this space to the case in which the hidden field map of the cryptosystem is a C∗

monomial. The differential invariant structure is then determined for projected
systems such as the projected SFLASH analogue, pSFLASH. Finally, we review
these results and suggest a general model for differential security.

2 Differential Symmetries and Invariants

Differential attacks play a crucial role in multivariate public key cryptography.
Such attacks have not only broken many of the so called “big field” schemes,
they have directed the further development of the field by inspiring modifiers —
Plus (+), Minus (-), Projection (p), Perturbation (P), Vinegar (v) — and the
creation of newer more robust techniques.

The differential of a field map, f , is defined by Df(a, x) = f(a+ x)− f(a)−
f(x) + f(0). The use of this discrete differential appears to occur in very many
cryptanalyses of post-quantum multivariate schemes. In fact, we can even con-
sider Patarin’s initial attack, in [12], on Imai and Matsumoto’s C∗ scheme, see

[13], as the exploitation of a trivial differential symmetry. Suppose f(x) = xqθ+1

and let y = f(x). Since the differential of f , Df , is a symmetric bilinear func-

tion, 0 = Df(y, y) = Df(y, xqθ+1) = yxq2θ+qθ + yq
θ

xqθ+1 = xqθ (yxq2θ + yq
θ

x).

Dividing by xqθ we have Patarin’s linear relation, yxq2θ = yq
θ

x; see [12] for
details.

Differential methods provide powerful tools for decomposing a multivariate
scheme. To illustrate the nearly universal nature of differential attacks, we review
the attack of Kipnis and Shamir, see [10], on a non-big-field system, the oil and
vinegar scheme. Though they use differing terminology, the attack exploits a
symmetry hidden in the differential structure of the scheme.

Recall that the oil and vinegar scheme is based on a hidden quadratic system
of equations, f : kn → ko, in two types of variables, x1, ..., xo, the oil variables,
and xo+1, ..., xo+v=n, the vinegar variables. We focus on the balanced oil and
vinegar scheme, in which o = v. Let c1, ..., cv be random constants. The map f
has the property that f(x1, ..., xv, c1, ..., cv) is affine in x1, ..., xv. The encryption
map, f is the composition of f with an n-dimensional invertible affine map, L.

Let O represent the subspace generated by the first v basis vectors, and let
V denote the cosummand of O. Notice that the discrete differential given by
Df(a, x) = f(x+ a)− f(x)− f(a) + f(0) has the property that for all a and x
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in O, Df(a, x) = 0. Thus for each coordinate, i, the differential coordinate form
Dfi can be represented:

Dfi =

[
0 Dfi1

DfT
i1 Dfi2

]
.

Let M1 and M2 be two invertible matrices in the span of the Dfi. Then M−1
1 M2

is an O-invariant transformation of the form:[
A B
0 C

]
.

Now the Dfi are not known, but D(f ◦ L)i = LTDfiL, so the LTDfiL are
known. Notice that if M is in the span of the Dfi, then LTML is in the span of
the LTDfiL. Also, since (L

TM1L)
−1(LTM2L) = L−1M−1

1 M2L, there is a large
space of matrices leaving L−1O invariant, which Kipnis and Shamir are able to
exploit to effect an attack against the balanced oil and vinegar scheme; see [10]
for details. Making the oil and vinegar scheme unbalanced, see [14], corrects this
problem by making any subspace which is invariant under a general product
M−1

1 M2 very small, see [15].

3 First-Order Differential Invariants

Let f : k → k be an arbitrary fixed function on k, a degree n extension of the
Galois field Fq. Consider the differential Df(a, x) = f(a+x)−f(a)−f(x)+f(0).
We can express the differential as an n-tuple of differential coordinate forms in
the following way:

[Df(a, x)]i = aTDfix,

where Dfi is a symmetric matrix representation of the action on the ith co-
ordinate of the bilinear differential. A first-order differential invariant of f is a
subspace V ⊆ k with the property that there exists a W ⊆ k of dimension at
most dim(V ) for which simultaneously AV ⊆ W for all A ∈ Spani(Dfi).

We note that any simultaneous invariant of all Spani(Dfi) satisfies the above
definition, as well the situation for balanced oil and vinegar, in which the in-
variant was found in the product of an element and an inverse of an element
in Spani(Dfi). A first-order differential invariant is thus a more general con-
struct than a simultaneous invariant among all differential coordinate forms. We
present a proof theoretic technique for classifying the first-order differential in-
variants of such a multivariate map f : k → k which can specify parameters
admitting such invariant structure.

Suppose f has a first-order differential invariant V . Let V ⊥ represent the set
of all elements x in k such that the dot product < x,Ay >= 0 for all y ∈ V and
for all A ∈ Spani(Dfi). We should note that in positive characteristic there is a
great deal of freedom in membership in V ⊥; there is no reason that V ∩V ⊥ should
be empty in general or even that V ⊕ V ⊥ be contained in k. Let M : k → V
be an arbitrary linear map. Choosing an arbitrary linear map M⊥ : k → V ⊥
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we have the following (non-linear) symmetric relation, a dual expression of the
differential invariance:

[Df(M⊥a,Mx)]i = aT (M⊥)TDfiMx = 0,

for all i. Thus Df(M⊥a,Mx) is identically zero for all a, x ∈ k.
Consequently, the existence of a first-order differential invariant for a map

f implies the existence of a nonlinear symmetry on f , that is, a symmetry in-
duced by linear maps such that the system of equations expressing the symmetric
relation are nonlinear in the coefficients of the maps. Note that the converse im-
plication is false, so that having a first-order differential invariant is a stronger
property than having this manner of nonlinear differential symmetry. By explic-
itly constructing the polynomial map f(a, x) = Df(M⊥a,Mx) ≡ 0 over k2, we
can derive relations permitting the existence of this nonlinear symmetry, and
hence the first-order differential invariant.

4 Invariants in the Prototypical Case

As an illustration of this technique we examine the case when f : k → k is a C∗

monomial map. Specifically, we let f(x) = xqθ+1 where (θ, [k : Fq]) = 1. This
case in particular applies to the famously broken, see [9], SFLASH signature
scheme, which was constructed by composing f with two affine transformations:
P = T ◦ f ◦ U , where T is singular and U is of full rank.

Theorem 1. Let f : k → k be a C∗ monomial map. Then f has no nontrivial
first-order differential invariant.

Proof. Suppose by way of contradiction that f has a first-order differential in-
variant {0} � V � k. Define V ⊥ = {x| < x,Ay >= 0, ∀y ∈ V and ∀A ∈
Spani(Dfi)}. Then f satisfies the relation Df(M⊥a,Mx) = 0 for all a, x ∈ k.

Df(M⊥
a,Mx) = f(M⊥

a+Mx)− f(M⊥
a)− f(Mx) + f(0)

= f(
n−1∑
i=0

m
⊥
i a

qi +
n−1∑
i=0

mix
qi)− f(

n−1∑
i=0

m
⊥
i a

qi)− f(
n−1∑
i=0

mix
qi) + f(0)

= (

n−1∑
i=0

m
⊥
i a

qi +

n−1∑
i=0

mix
qi)q

θ+1 − (

n−1∑
i=0

m
⊥
i a

qi)q
θ+1 − (

n−1∑
i=0

mix
qi)q

θ+1

=

n−1∑
i=0

n−1∑
j=0

(mj(m
⊥
i−θ)

qθ +m
⊥
i m

qθ

j−θ)a
qi
x
qj
.

(1)

Since the collection of monomials {aqixqj} are algebraically independent, the
fact that the above function is identically zero implies that,

mj(m
⊥
i−θ)

qθ +m⊥
i m

qθ

j−θ = 0,
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for all 0 ≤ i, j ≤ n − 1. This fact implies that all 2 × 2 minors of the following
matrix are zero:[

m0 m⊥
0 m1 · · · mn−1 m⊥

n−1

mqθ

−θ (m⊥
−θ)

qθ mqθ

1−θ · · · mqθ

n−1−θ (m⊥
n−1−θ)

qθ

]
.

Thus, the rank of this matrix is one, and we have that the second row is a

multiple of the first, say m∗
i = r(m∗

i−θ)
qθ , as well as the fact that each column

is a multiple of the first, implying, for example, m⊥
0 = sm0.

Consequently, for all 0 ≤ i ≤ n − 1, m∗
iθ = r

qiθ−1

qθ−1 (m∗
0)

qiθ . Moreover, we can

specify that miθ = r
qiθ−1

qθ−1 mqiθ

0 and m⊥
iθ = r

qiθ−1

qθ−1 sq
iθ

mqiθ

0 , which implies that

m⊥
i = sq

i

mi for all 0 ≤ i ≤ n− 1. Thus

M⊥x =

n−1∑
i=0

m⊥
i x

qi

=

n−1∑
i=0

mis
qixqi

=

n−1∑
i=0

mi(sx)
qi

= M(sx).

(2)

Hence, the fact that Df(M(sa),Mx) = 0 for all a, x ∈ k implies that
Df(Ma,Mx) = 0 for all a, x ∈ k. This result implies that dim(Mk) ≤ 1,
that is, the dimension of the image of M in k is one, by the following argument.

If Df(a, x) = 0, then ax
(
xqθ−1 + aq

θ−1
)
= 0, and aq

θ−1 = −xqθ−1 implies

that aq−1 = −xq−1 since (qθ − 1, qn − 1) = q − 1. This equation is satisfied
exactly when there exists α ∈ Fq such that a = αx.

Since this nonlinear differential symmetry exists for any map g : k → k, there
exists no nontrivial differential invariant of f .

We can therefore conclude that C∗ has no first-order differential invariant weak-
nesses, even though it is fraught with linear differential symmetric weaknesses.
The significance of this result is that we can prove that the cryptosystem in
question is secure against all first-order differential invariant adversaries, even
those employing attacks yet undiscovered.

5 Invariant Properties under Projection

After SFLASH was broken, it was suggested in [16] that the affine map U be
made singular. We continue, establishing security bounds for this suggestion, one
of the last unbroken C∗ variants, pC∗−, or pSFLASH. We recall that in [11] it was
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established that pSFLASH with appropriately chosen parameters has no general
linear differential symmetries and is thus immune to any type of differential
attack relying on the accumulation of linear equations involving the differential
of the public key. While it has been established in [17] that the projection in
pSFLASH can be removed, the structure when the projection modifier is removed
is no longer that of a C∗ function; rather, it is anHFE− scheme. Thus pSFLASH
is no more secure than HFE−, which remains unbroken. For the security details
of HFE−, please see [18].

Theorem 2. Let f : k → k be a C∗ monomial, and let π : k → k be a linear
projection onto a codimension r subspace. Then every nontrivial first-order dif-
ferential invariant V satisfies dim(V ) ≤ dim(V ∩ ker(π)) + 1. Consequently, if
r = 1, there is no nontrivial first-order differential invariant structure beyond
the obvious ker(π).

Proof. Let V be a first-order differential invariant of f ◦ π, and let M : k → V
be an arbitrary linear map. Then π ◦M is a first-order differential invariant of

f , and there exist maps M = π ◦M and M
⊥

such that:

D(f ◦ π)(M⊥a,Mx) = Df(πM⊥a, πMx) = Df(M
⊥
a,Mx) = 0,

for all a, x ∈ k. We note that there are exactly as many possible maps M
⊥

as

maps π ◦M⊥; indeed, the proof of Theorem 1 shows us that M
⊥
x = π ◦M⊥(sx)

for some s. As in the proof of Theorem 1, dim(Mk) ≤ 1, and since π is of
codimension r, dim(Mk) ≤ dim(Mk ∩ ker(π)) + 1. We note that since any
map g : k → k has this property, f ◦ π has no nontrivial first-order differential
invariant structure beyond ker(π).

We can conclude from the above theorem that pSFLASH is secure against any
first-order differential invariant adversary.

6 Conclusion

Multivariate public key cryptography has several desirable traits as a potential
candidate for post-quantum security. Unfortunately, a standard metric by which
we can judge the security of a multivariate scheme has yet to be determined.
One consequence of this current status of the field is the similar cryptanalyses
of several promising ideas.

We suggest the classification of first-order differential invariants as a second
benchmark for the determination of differential security for multivariate public
key cryptosystems. We note that while the lack of the symmetric and invariant
differential security argument does not imply that a cryptosystem is insecure
against a differential adversary, the presence of such an assurance guarantees
the resistance against any future first-order differential attack.

The case of pSFLASH is particularly interesting because while retaining the
prototypical C∗ underlying structure which plagued other variants, the modifica-
tions implemented in the scheme seem to perform their intended tasks perfectly.
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Most significantly, the projection modifier has provably removed the linear sym-
metric differential structure, as shown in [11], while retaining the flawless dif-
ferential invariant structure. On the other hand, the reduction provided by the
algorithm in [17] to remove the projection modifier succeeds in transforming
pSFLASH into an HFE− scheme. Although the transformation removes the
C∗ properties of the core map, it may well prove to be the case that the extra
structure the resultant particular HFE− scheme retains may reveal a weak-
ness. Any new attack on this system will be very exciting, as it will indicate a
fundamentally new cryptanalytic technique.
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Abstract. Cryptographic schemes based on coding theory are one of the
most accredited choices for cryptography in a post-quantum scenario. In
this work, we present a hybrid construction based on the Niederreiter
framework that provides IND-CCA security in the random oracle model.
In addition, the construction satisfies the IK-CCA notion of anonymity
whose importance is ever growing in the cryptographic community.

1 Introduction

A Hybrid Encryption scheme is a cryptographic protocol that features both a
public-key encryption scheme and a symmetric encryption scheme, the former
with the task of encrypting a key for the latter, in charge of encrypting the
actual body of the message. The first component is therefore known as Key
Encapsulation Mechanism (KEM) while the second is called Data Encapsula-
tion Mechanism (DEM). Key feature is that the two parts are independent of
one another. The framework was first introduced in a seminal work by Cramer
and Shoup [6], along with the corresponding notions of security and an example
of a scheme based on the DDH assumptions. In a subsequent work [12], Shoup
presents a proposal for an ISO standard on public-key encryption including many
different schemes based on the RSA assumptions (RSA-OAEP, RSA-KEM), el-
liptic curves (ECIES) and Diffie-Hellman (PSEC, ACE). Other schemes based
on integer factorization such as EPOC or HIME are also mentioned.

In this paper we present a new KEM construction, based on the Niederreiter
framework [9]. The work follows up a suggestion from Bernstein [4] and stems
from the RSA-KEM scheme (also known as “Simple RSA” in earlier versions of
the paper), and as far as we know is the first proposal for a KEM based on coding
theory assumptions. The construction is proved to be CCA secure; moreover, it
is shown that, for the resulting Hybrid Niederreiter encryption scheme, it is
possible to achieve key-privacy in the IK-CCA sense, as formalized by Bellare et
al. in [1]. Key-privacy for coding theory schemes has been studied by Yamakawa
et al. in [15], where it is proved that the IND-CPA variant of McEliece by
Nojima et al. [10] satisfies the weaker anonymity notion of IK-CPA. To the
best of our knowledge, our work is the first code-based construction achieving
IK-CCA security.
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The paper is organized as follows: first, we briefly recall the basic notions
of coding theory and the Niederreiter cryptosystem. We then introduce all the
definitions and notions of security for KEMs and DEMs, plus other cryptographic
tools that we will need for our scheme, such as KDFs and MACs. In Section 3
we introduce the construction and prove its security, then show how to realize
an efficient DEM and how to compose the two parts. Anonymity notions and
the corresponding result about the Hybrid Niederreiter scheme are presented in
Section 4. We conclude in Section 5.

2 Preliminaries

2.1 The Niederreiter Cryptosystem

This cryptosystem was introduced by H. Niederreiter in 1985 [9]. Since it makes
use of the parity-check matrix rather than the generator matrix, it is often
considered as a “dual” version of the McEliece cryptosystem [7]. Due to space
limitations, we leave a detailed description to Appendix A.
The security of the scheme follows from the two following computational as-
sumptions.

Assumption 1 (Indistinguishability). The (n− k)× k matrix M output by
KeyGen is computationally indistinguishable from a uniformly chosen matrix of
the same size.

Assumption 2 (Syndrome Decoding Problem (SDP)). Let H be a parity-
check matrix for a random [n, k] linear code over Fq and s be chosen uniformly

at random in F
(n−k)
q . Then it is hard to find a vector e ∈ Fn

q with wt(e) ≤ w
such that HeT = s.

SDP was proved to be NP-complete in [3].

2.2 Encapsulation Mechanisms and the Hybrid Framework

A key encapsulation mechanism is essentially a public-key encryption scheme
(PKE), with the exception that the encryption algorithm takes no input apart
from the public key, and returns a pair (K,ψ0). The string K has fixed length
�K , specified by the KEM, and ψ0 is an “encryption” of K in the sense that
Decsk(ψ0) = K. Formally, a KEM consists of the following three algorithms.

A KEM is required to be sound for at least all but a negligible portion of
public key/private key pairs, that is, if Encpk( ) = (K,ψ0) then Decsk(ψ0) = K
with overwhelming probability.

The data encapsulation mechanism is a (possibly labeled) symmetric encryp-
tion scheme (SE) that uses as a key the string K output by the KEM. In what
follows we only discuss, for simplicity, un-labeled DEMs.

Formally, a DEM consists of the following two algorithms.



176 E. Persichetti

Table 1. Key Encapsulation Mechanism

KeyGen A probabilistic key generation algorithm that takes as input a security param-
eter 1λ and outputs a public key pk and a private key sk.

Enc A probabilistic encryption algorithm that receives as input a public key pk
and returns a key/ciphertext pair (K,ψ0).

Dec A deterministic decryption algorithm that receives as input a private key sk
and a ciphertext ψ0 and outputs either a key K or the failure symbol ⊥.

Table 2. Data Encapsulation Mechanism

Enc A deterministic encryption algorithm that receives as input a key K and a plain-
text φ and returns a ciphertext ψ1.

Dec A deterministic decryption algorithm that receives as input a key K and a ci-
phertext ψ1 and outputs either a plaintext φ or the failure symbol ⊥.

The security notions are similar to their corresponding ones for PKE and SE
schemes (see Appendix B). We present them below.

Definition 1. The adaptive chosen-ciphertext attack game for a KEM proceeds
as follows:

1. Query a key generation oracle to obtain a public key pk.

2. Make a sequence of calls to a decryption oracle, submitting any string ψ0 of
the proper length. The oracle will respond with DecKEMsk (ψ0).

3. Query an encryption oracle. The oracle runs EncKEMpk to generate a pair

(K̃, ψ̃0), then chooses a random b ∈ {0, 1} and replies with the “challenge”
ciphertext (K∗, ψ̃0) where K∗ = K̃ if b = 1 or K∗ is a random string of
length �K otherwise.

4. Keep performing decryption queries. If the submitted ciphertext is ψ∗
0
, the

oracle will return ⊥.

5. Output b∗ ∈ {0, 1}.

The adversary succeeds if b∗ = b. More precisely, we define the advantage of A
against KEM as

AdvKEM(A, λ) =
∣∣∣Pr[b∗ = b]− 1

2

∣∣∣. (1)

We say that a KEM is secure if the advantage AdvKEM of any polynomial-time
adversary A in the above CCA attack model is negligible.

Definition 2. The attack game for a DEM proceeds as follows:

1. Choose two plaintexts φ0, φ1 and submit them to an encryption oracle. The
oracle will choose a random key K and a random bit b ∈ {0, 1} and reply
with the “challenge” ciphertext ψ∗

1 = EncDEM
K (φb).
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2. Make a sequence of calls to a decryption oracle, submitting any string ψ1 of
the proper length. The oracle will respond with DecDEM

K (ψ1). If the submitted
ciphertext is ψ∗

1 , the oracle will return ⊥.

3. Output b∗ ∈ {0, 1}.

The adversary succeeds if b∗ = b. As above, we define the advantage of A against
DEM as

AdvDEM(A, λ) =
∣∣∣Pr[b∗ = b]− 1

2

∣∣∣. (2)

We say that a DEM is secure if the advantage AdvDEM of any polynomial-time
adversary A in the above attack model is negligible.

We require that the key K used in EncDEM and DecDEM has the same length �K
as in the KEM. In this case, the mechanisms are said to be compatible, and can
be composed in the canonical way as shown in Table 3.

Remark 1. An alternative definition of advantage against KEM, or more in gen-
eral any PKE scheme, is the following:

Adv′KEM(A, λ) =
∣∣∣Pr[b∗ = 1|b = 1]− Pr[b∗ = 1|b = 0]

∣∣∣. (3)

The two notions are related in the sense that, for any adversary A, we have
Adv′KEM(A, λ) = 2 · AdvKEM(A, λ). However, as we will see, the above expression
is often more convenient for interpreting the behavior of an adversary in two
different attack games, where b is always equal to 0 in one game, and to 1 in the
other. This is usually accomplished by replacing a honest encryption with the
encryption of a “rubbish” message (commonly a randomly generated string of
the proper length), and then analyzing the behavior of the adversary.

Table 3. Hybrid Encryption scheme

K
Kpubl the public key space.

Kpriv the private key space.

P The set of messages to be encrypted, or plaintext space.

C The set of the messages transmitted over the channel, or ciphertext space.

KeyGen A probabilistic key generation algorithm that takes as input a security param-
eter 1λ and outputs a public key pk ∈ Kpubl and a private key sk ∈ Kpriv.

Enc A probabilistic encryption algorithm that receives as input a public key pk ∈
Kpubl and a plaintext φ ∈ P. The algorithm invokes EncKEMpk ( ) and obtains a

key/ciphertext pair (K,ψ0), then runs EncDEM
K (φ) and gets a ciphertext ψ1.

Finally, it outputs the ciphertext ψ = (ψ0||ψ1).

Dec A deterministic decryption algorithm that receives as input a private key sk ∈
Kpriv and a ciphertext ψ ∈ C. The algorithm parses ψ as (ψ0||ψ1), then decrypts
the left part by running DecKEMsk (ψ0); it either gets ⊥ or a key K. In the first
case, the algorithm returns ⊥, otherwise it runs DecDEM

K (ψ1) and returns either
the resulting plaintext φ or the failure symbol ⊥.
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It has then been proved that, given a CCA adversary A for the hybrid scheme
(HY), there exist an adversary A1 for KEM and an adversary A2 for DEM
running in roughly the same time as A, such that for any choice of the security
parameter λ we have AdvHY(A, λ) ≤ Adv′KEM(A1, λ)+AdvDEM(A2, λ). See Cramer
and Shoup [6, Th. 5] for a complete proof.

2.3 Other Cryptographic Tools

In this section we introduce other cryptographic tools that we need for our
construction. We start with key derivation functions.

Definition 3. A Key Derivation Function (KDF) is a function that takes as
input a string x of arbitrary length and an integer � ≥ 0 and outputs a bit string
of length �.

A KDF is modelled as a random oracle, and it satisfies the entropy smoothing
property, that is, if x is chosen at random from a high entropy distribution,
the output of KDF should be computationally indistinguishable from a random
length-� bit string.

Intuitively, a good choice for a KDF could be a hash function with a variable
(arbitrary) length output, such as the new SHA-3, Keccak [5].

Definition 4. A Message Authentication Code (MAC) is an algorithm that pro-
duces a short piece of information (tag) used to authenticate a message. A MAC
is defined by a function Ev that takes as input a key K of length �MAC and an
arbitrary string T and returns a tag to be appended to the message, that is, a
string τ of fixed length �TAG.

Informally, a MAC is similar to a signature scheme, with the difference that
the scheme makes use of private keys both for evaluation and verification; in
this sense, it could be seen as a “symmetric encryption equivalent” of a signa-
ture scheme. The usual desired security requirement is existential unforgeability
under chosen message attacks (see Appendix B).

3 The Hybrid Encryption Scheme

3.1 The KEM Construction

The KEM we present here follows closely the Niederreiter framework, and is thus
based on the hardness of SDP. Note that, compared to the original Niederreiter
scheme, a slight modification is introduced in the decryption process. As we will
see later, this is necessary for the proof of security.

If the ciphertext is correctly formed, decoding will always succeed, hence the
KEM is perfectly sound. Furthermore, we will see in Section 3.2 that, even if
with this formulation DecKEM never fails, there is no integrity loss in the hybrid
encryption scheme thanks to the check given by the MAC.

We prove the security of the KEM in the following theorem.

1 A natural suggestion is for example to set K = KDF(ψ0, �K).
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Table 4. The Niederreiter KEM

Setup Fix public system parameters q, n, k, w ∈ N, then choose a family F of w-
error-correcting [n, k] linear codes over Fq.

KeyGen Generate at random a code C ∈ F given by its code description Δ and compute
its parity-check matrix in systematic form H = (M |In−k). Publish the public
key M and store the private key Δ.

Enc On input a public key M choose a random e ∈ Wq,n,w, set H = (M |In−k),
then compute K = KDF(e, �K), ψ0 = HeT and return the key/ciphertext pair
(K,ψ0).

Dec On input a private key Δ and a ciphertext ψ0, compute DecodeΔ(ψ0). If the
decoding succeeds, use its output e to compute K = KDF(e, �K). Otherwise,
set K to be a string of length �K determined as a pseudorandom function1 of
ψ0. Return K.

Theorem 1. Let A be an adversary in the random oracle model for the Nieder-
reiter KEM as in Definition 1. Let θ be the running time of A, nKDF and nDec be
two bounds on, respectively, the total number of random oracle queries and the
total number of decryption queries performed by A, and set N = |Wq,n,w|. Then
there exists an adversary A′ for SDP such that AdvKEM(A, λ) ≤ AdvSDP(A′, λ)+
nDec/N . The running time of A′ will be approximately equal to θ plus the cost
of nKDF matrix-vector multiplications and some table lookups.

Proof. We replace KDF with a random oracleH mapping words in Wq,n,w to bit
strings of length �K . To prove our claim, we proceed as follows. Let’s call G0 the
original attack game played by A, and S0 the event that A succeeds in game G0.
We define a new game G1 which is identical to G0 except that the game is halted
if the challenge ciphertext ψ∗

0 = He∗T obtained when querying the encryption
oracle had been previously submitted to the decryption oracle: we call this event
F1. Since the number of valid ciphertexts is N , we have Pr[F1] ≤ nDec/N . It

follows that
∣∣∣Pr[S0]−Pr[S1]

∣∣∣ ≤ nDec/N , where S1 is the event that A succeeds in

game G1. Next, we define game G2 which is identical to G1 except that we generate
the challenge ciphertext ψ∗

0 at the beginning of the game, and we halt if A ever
queries H at e∗: we call this event F2. By construction, since H(e∗) is undefined,
it is not possible to tell whether K∗ = K, thus we have Pr[S2] = 1/2, where S2 is

the event that A succeeds in game G2. We obtain that
∣∣∣Pr[S1]− Pr[S2]

∣∣∣ ≤ Pr[F2]

and we just need to bound Pr[F2].
We now construct an adversary A′ against SDP. A′ interacts with A and is

able to simulate the random oracle and the decryption oracle with the help of
two tables T1 and T2, initially empty, as described below.

Key Generation: On input the instance (H, s∗, w) of SDP, return the public
key pk = H .

Challenge Queries: When A asks for the challenge ciphertext:
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1. Generate a random string K∗ of length �K .

2. Set ψ∗
0 = s∗.

3. Return the pair (K∗, ψ∗
0
).

Random Oracle Queries: Upon A’s random oracle query e ∈ Wq,n,w:

1. Look up e in T1. If (e, s,K) is in T1 for some s and K, return K.

2. Compute s = HeT.

3. If s = s∗ then A′ outputs e and the game ends.

4. Look up s in T2. If (s,K) is in T2 for some K (i.e. the decryption oracle has
been evaluated at s), return K.

5. Set K to be a random string of length �K and place the triple (e, s,K) in
table T1.

6. Return K.

Decryption Queries: Upon A’s decryption query ψ0 = s ∈ F
(n−k)
q :

1. Look up s in T2. If (s,K) is in T2 for some K, return K.

2. Look up s in T1. If (e, s,K) is in T1 for some e and K (i.e. the random
oracle has been evaluated at e such that s = HeT), return K.

3. Generate a random string K of length �K and place the pair (s,K) in T2.

4. Return K.

Note that, in both random oracle and decryption queries, we added Step 1 to
guarantee the integrity of the simulation, that is, if the same value is queried
more than once, the same output is returned.

A fundamental issue is that it is impossible for the simulator to determine if
a word is decodable or not. If the decryption algorithm returned ⊥ if and only
if a word was not decodable, then it would be impossible to simulate decryption
properly. We have resolved this problem by insisting that the KEM decryption
algorithm always outputs a hash value. With this formulation, the simulation is
flawless and A′ outputs a solution to the SDP instance with probability equal
to Pr[F2]. ��

3.2 A Standard DEM

A standard way to construct a DEM by means of a SE scheme and a one-time
MAC is shown in Table 5.

It is easy to prove that if the underlying components are secure, so is the
resulting DEM. In particular it is possible to prove [6, Th. 4] that, for any DEM
adversary A, we have AdvDEM(A, λ) ≤ AdvFG(A1, λ) + AdvMAC(A2, λ), where A1

and A2 are, respectively, a find-guess adversary for SE and a one-time existential
forgery adversary for MAC, both running in about the same time of A.
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Table 5. Standard DEM

Enc On input a key K and a plaintext φ, parse K as (K1||K2) then compute ψ′ =
EncSEK1

(φ), set T = ψ′ and evaluate τ = Ev(K2, T ). Return the ciphertext ψ1 =
(ψ′||τ ).

Dec On input a key K and a ciphertext ψ1, parse ψ1 as (ψ′||τ ) then parse K as
(K1||K2), set T = ψ′ and apply the MAC algorithm to obtain τ ′ = Ev(K2, T ). If
τ ′ 
= τ the verification fails, hence return ⊥. Otherwise, compute φ = DecSEK1

(ψ′)
and return the plaintext φ.

3.3 Hybrid Niederreiter

For our purposes, and throughout the rest of this paper, we will think at the
DEM as a one-time pad with fixed input/output length m (e.g. 128 or 256 bits),
together with a MAC (any of the ISO standards is acceptable). The Hybrid
Niederreiter (HN) scheme is simply the composition of the two components, as
described in Table 3. Details are presented in Table 6.

Table 6. Hybrid Niederreiter scheme

Setup Fix public system parameters q, n, k, w ∈ N, then choose a family F of w-
error-correcting [n, k] linear codes over Fq.

K
Kpubl the set of (n− k)× k matrices over Fq.

Kpriv the set of code descriptions for F .

P The set of binary strings {0, 1}m.

C The set of triples formed by a vector of F
(n−k)
q , a bit string of length �, and a

tag.

KeyGen Generate at random a code C ∈ F given by its code description Δ and compute
its parity-check matrix in systematic form H = (M |In−k). Publish the public
key M ∈ Kpriv and store the private key Δ ∈ Kpubl.

Enc On input a public key M and a plaintext φ ∈ P, choose a random e ∈ Wq,n,w,
set H = (M |In−k), then compute K = KDF(e,m + �MAC) and ψ0 = HeT.
Parse K as (K1||K2) then compute ψ′ = K1 ⊕ φ, set T = ψ′ and evaluate
τ = Ev(K2, T ). Return the ciphertext ψ = (ψ0||ψ′||τ ).

Dec On input a private key Δ and a ciphertext ψ, first parse ψ as (ψ0||ψ1), then
compute DecodeΔ(ψ0). If the decoding succeeds, use its output e to compute
K = KDF(e,m+ �MAC). Otherwise, determine K as a pseudorandom function
of ψ0. Parse ψ1 as (ψ′||τ ) then parse K as (K1||K2), set T = ψ′ and apply
the MAC algorithm to obtain τ ′ = Ev(K2, T ). If τ

′ 
= τ the verification fails,
hence return ⊥. Otherwise, compute φ = K1 ⊕ ψ′ and return the plaintext φ.
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4 Anonymity

Anonymity for public-key encryption schemes was first introduced by Bellare et
al. in [1] and, as opposed to the classical notions of data-privacy such as indistin-
guishability, it captures the idea of key-privacy. This means that an anonymous
PKE scheme does not disclose information about which key, among a set of valid
keys, has been used to encrypt. We therefore speak about indistinguishability of
keys.

Definition 5. The Indistinguishability of Keys game in the adaptive chosen-
ciphertext attack model (IK-CCA) is defined as follows:

1. Query a key generation oracle to obtain two public keys pk0 and pk1.

2. Make a sequence of calls to either of the two decryption oracles (correspond-
ing to the two keys), submitting any string ψ of the proper length. The oracle
will respond respectively with DecPKEsk0(ψ) or DecPKE

sk1(ψ).

3. Choose a plaintext φ∗ and submit it to an encryption oracle. The oracle
chooses a random b ∈ {0, 1} and replies with the “challenge” ciphertext
ψ∗ = EncPKEpkb

(φ∗).

4. Keep performing decryption queries. If the submitted ciphertext (to any of
the two decryption oracles) is ψ∗, return ⊥.

5. Output b∗ ∈ {0, 1}.

The adversary succeeds if b∗ = b. More precisely, we define the advantage of A
against PKE as

AdvIK-CCA(A, λ) =
∣∣∣Pr[b∗ = b]− 1

2

∣∣∣. (4)

We say that PKE is secure in this sense if the advantage AdvIK-CCA of any ad-
versary A in the above CCA attack model is negligible.

If the attack model does not allow for decryption queries, the security notion is
known as IK-CPA.

The above notions for PKE schemes apply also to hybrid encryption schemes.
Unlike the case of data-privacy, though, it is not enough to have two anony-
mous components for the resulting hybrid encryption scheme to be anonymous:
a counterexample is given by Mohassel in [8]. The author, however, shows how
this can be fixed by using a KEM component that satisfies an additional property
called robustness. In practice, this requires that a ciphertext does not decrypt
to a valid plaintext under distinct private keys.

Now, it is easy to see that plain coding theory schemes are not anonymous:
this is immediate for Niederreiter (being deterministic), and it was shown in [15]
for McEliece. In the same paper, the authors prove that the randomized version
of McEliece by Nojima et al. [10] is IK-CPA secure. We use a similar technique
to prove that the Hybrid Niederreiter scheme described in Table 6 is IK-CCA
secure.
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Theorem 2. Let A be an IK-CCA adversary in the random oracle model for
the Hybrid Niederreiter scheme. Let θ be the running time of A, nKDF and nDec

be two bounds on, respectively, the total number of random oracle queries and the
total number of decryption queries performed by A, and set N = |Wq,n,w|. Then
there exists an IND-CCA adversary A′ against HN such that AdvIK-CCA(A, λ) ≤
Adv′HN(A′, λ)+nDec/2N . The running time of A′ will be approximately equal to θ
plus nKDF matrix-vector multiplications and at most nDec decryption operations.

Proof. As in the proof of Theorem 1, we replace KDF with a random oracle H
mapping words in Wq,n,w to bit strings of length �K . Let’s call G0 the original
attack game played by A, and S0 the event that A succeeds in game G0. We
define a new game G1 which is identical to G0 except that the game is halted if
the challenge ciphertext ψ∗ = EncHN

pkb
(φ∗) obtained when querying the encryption

oracle had been previously submitted to the decryption oracle: we call this event
F1. Since, for any fixed plaintext, the number of valid ciphertexts is 2N , we have

Pr[F1] ≤ nDec/2N . It follows that
∣∣∣Pr[S1] − Pr[S0]

∣∣∣ ≤ nDec/2N , where S1 is the

event that A succeeds in game G1. Next, we define game G2 which is the same as
G1 apart from the following modification: when A queries the encryption oracle
on an input φ∗, a random string φ′ ∈ P is generated and returned together
with the challenge ψ∗. Since this carries no additional information, we have
Pr[S2] = Pr[S1], where S2 is the event that A succeeds in game G2. Finally, we
define game G3 by modifying the encryption oracle such that it replies instead
with ψ∗ = EncHN

pkb
(φ′). Now, note that the success probability of A does not

change unless it is able to distinguish which of the two plaintexts had been used
by the encryption oracle. More precisely, there exists an IND-CCA adversary
A′ against HN that uses A as a subroutine. Since it plays the adaptive chosen-
ciphertext game, A′ has access to a decryption oracle D for its public key pk.
The interaction with A is described below:

Key Generation: On input the public key pk = H , generate a pair (pk′, sk′) ∈ K
then set pk

0
= pk and pk

1
= pk′ and send (pk

0
, pk

1
) to A.

Challenge Queries: When A asks for the challenge ciphertext:

1. Receive as input the string φ∗ from A.

2. Generate a random string φ′ ∈ P.

3. Submit φ∗ and φ′ to the IND-CCA encryption oracle. The oracle will reply
with ψ∗ = (ψ∗

0
||ψ∗

1
) = EncHN

pk0
(φβ), where φβ is equal to φ∗ if β = 1 or to φ′

otherwise. This is the challenge ciphertext for A′.

4. Return φ′ and ψ∗ to A.

Random Oracle Queries: Upon A’s random oracle query e ∈ Wq,n,w:

1. Submit e to H and get K = H(e).

2. If HeT = ψ∗
0 then A′ decrypts ψ∗

1 with K and the game ends.

3. Return H(e).
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Decryption Queries: Upon A’s decryption query ψ for skb:

1. If b = 1, return DecHN
sk′ (ψ).

2. If b = 0, submit ψ to D and return D(ψ).

Observe that, in the attack game that A′ is playing against HN, the value of β
is equal to 1 in game G2, and to 0 in game G3. Following up from Remark 1, we

conclude that
∣∣∣Pr[S3]− Pr[S2]

∣∣∣ ≤ Adv′HN(A′, λ).
Now, since φ′ is chosen uniformly at random and Assumption 1 holds, the dis-

tributions {(pk0, pk1,Enc
HN
pk0

(φ′))|(pk0, sk0)
$←− K, (pk1, sk1)

$←− K} and {(pk0, pk1,

EncHN
pk1

(φ′))|(pk0, sk0)
$←− K, (pk1, sk1)

$←− K} are computationally indistinguish-

able. It follows that Pr[S3] = 1/2; hence, AdvIK-CCA(A, λ) = =
∣∣∣Pr[S0] − 1/2

∣∣∣ =∣∣∣Pr[S0]−Pr[S1]
∣∣∣+ ∣∣∣Pr[S1]−Pr[S2]

∣∣∣+ ∣∣∣Pr[S2]−Pr[S3]
∣∣∣ ≤ Adv′HN(A′, λ) +nDec/2N

as claimed. ��

5 Conclusions

In this paper, we have introduced a key encapsulation method based on the
Niederreiter cryptosystem. This is the first KEM based directly on a coding
theory problem and it enjoys a simple construction and a tight security proof.
We have also shown that the Hybrid Niederreiter encryption scheme that makes
use of our KEM satisfies the most important notion of anonymity, IK-CCA.
Our work builds on the results of [15], and is the first code-based encryption
scheme to enjoy IK-CCA security. Future work includes investigating practical
applications of our construction, with the aim of an implementation.
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A The Niederreiter Cryptosystem

The scheme we present below is a generalization of the Niederreiter scheme in
two senses: first, we extend it to any family of codes with an efficient decoding
algorithm; second, we avoid using the outdated method of scrambling matrices
S and P (see [9] for details). While the former allows for a wider and safer choice
of codes, the latter provides a simpler formulation and resistance to side-channel
attacks (Strenzke et al. [13,14]).

In what follows, we consider only families of codes to which is possible to
associate an efficient decoding algorithm; we denote this with DecodeΔ, where
Δ is a description of the selected code that depends on F . For example, in case
F is the family of binary Goppa codes, the associated algorithm is Patterson’s
algorithm [11] and Δ is given by a Goppa polynomial g(x) and its support
(α1, . . . , αn).

B Standard Security Definitions

Definition 6 (IND). An adversary A for the indistinguishability (IND) prop-
erty is a two-stage polynomial-time algorithm. In the first stage, A takes as input
a public key pk ∈ Kpubl, then outputs two arbitrary plaintexts φ0, φ1. In the sec-
ond stage, it receives a ciphertext ψ∗ = Encpk(φb), for b ∈ {0, 1}, and returns a
bit b∗. The adversary succeeds if b∗ = b. More precisely, we define the advantage
of A against PKE as

Adv(A, λ) =
∣∣∣Pr[b∗ = b]− 1

2

∣∣∣. (5)
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Table 7. The Niederreiter cryptosystem

Setup Fix public system parameters q, n, k, w ∈ N, then choose a family F of w-
error-correcting [n, k] linear codes over Fq.

K
Kpubl the set of (n− k)× k matrices over Fq.

Kpriv the set of code descriptions for F .

P The set Wq,n,w of words of Fn
q with Hamming weight w.

C The vector space F
(n−k)
q .

KeyGen Generate at random a code C ∈ F given by its code description Δ and compute
its parity-check matrix in systematic form H = (M |In−k). Publish the public
key M ∈ Kpubl and store the private key Δ ∈ Kpriv.

Enc On input a public keyM ∈ Kpubl and a plaintext φ = e ∈ P, set H = (M |In−k),
then compute the syndrome s = HeT and return the ciphertext ψ = s ∈ C.

Dec On input the private key Δ ∈ Kpriv and a ciphertext ψ ∈ C, compute
DecodeΔ(ψ). If the decoding succeeds, return its output φ = e. Otherwise,
output ⊥.

We say that a PKE scheme enjoys Indistinguishability if the advantage of any
adversary A over all choices of pk, ψ∗ and the randomness used by A is negligible
in the security parameter.

Definition 7 (IND-CCA). The attack game for IND-CCA proceeds as follows:

1. Query a key generation oracle to obtain a public key pk.

2. Make a sequence of calls to a decryption oracle, submitting any string ψ of
the proper length (not necessarily an element of C). The oracle will respond
with Decsk(ψ).

3. Choose φ0, φ1 ∈ P and submit them to an encryption oracle. The oracle
will choose a random b ∈ {0, 1} and reply with the “challenge” ciphertext
ψ∗ = Encpk(φb).

4. Keep performing decryption queries. If the submitted ciphertext is ψ = ψ∗,
the oracle will return ⊥.

5. Output b∗ ∈ {0, 1}.

We say that a PKE scheme has Indistinguishability against Adaptive Chosen
Ciphertext Attacks (IND-CCA) if the advantage AdvCCA of any IND adversary
A in the CCA attack model is negligible.

A similar but weaker notion is Indistinguishability against Chosen Plaintext At-
tacks (IND-CPA). The game proceeds at above, but no decryption queries are
allowed.

The equivalent scenario for symmetric schemes is a model called find-guess
(Bellare et al., [2]). The definition is similar to IND, except that in this case some
extra information is needed before producing the response bit. This replaces
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the role of the randomness in the adversary since we are now operating with
symmetric encryption. The names “find” and “guess” refer to the two stages of
the algorithm.

Definition 8 (FG). An adversary A for the find-guess (FG) property is a two-
stage polynomial-time algorithm. In the first stage (find), A takes as input a
key κ ∈ K, then outputs two arbitrary plaintexts φ0, φ1 along with some extra
information ι to be used later. In the second stage (guess), it receives a ciphertext
ψ∗ = Encκ(φb) for b ∈ {0, 1}, and returns a bit b∗ = A(κ, ψ∗, ι). The adversary
succeeds if b∗ = b. More precisely, we define the advantage of A against SE as

Adv(A, λ) =
∣∣∣Pr[b∗ = b]− 1

2

∣∣∣. (6)

We say that a SE enjoys Find-Guess security if the probability of success of
any adversary A over all choices of pk, ψ∗ and ι is negligible in the security
parameter.

Finally, the following is the most desirable security properties for signature
schemes. It challenges an adversary, equipped with a signing oracle, to repro-
duce at least one valid message/signature pair.

Definition 9 (EUF-CMA). We define an adversary A as a polynomial-time
algorithm that acts as follows:

1. Query a key generation oracle to obtain a verification key vk.

2. Make a sequence of calls to a signing oracle, submitting any message μ ∈ M.
The oracle will reply with σ = Signsgk(μ).

3. Output a pair (μ∗, σ∗).

The adversary succeeds if Vervk(μ
∗, σ∗) = 1 and (μ∗, σ∗) 	= (μ, σ) for any pair

(μ, σ) previously obtained by querying the signing oracle. We say that a signa-
ture scheme is Existentially Unforgeable against Chosen Message Attacks (EUF-
CMA) if the probability of success of any adversary A is negligible in the security
parameter.



Fast Verification for Improved Versions

of the UOV and Rainbow Signature Schemes

Albrecht Petzoldt1, Stanislav Bulygin, and Johannes Buchmann1,2

1 Technische Universität Darmstadt, Department of Computer Science
Hochschulstraße 10, 64289 Darmstadt, Germany

{apetzoldt,buchmann}@cdc.informatik.tu-darmstadt.de
2 Center for Advanced Security Research Darmstadt - CASED

Mornewegstraße 32, 64293 Darmstadt, Germany
johannes.buchmann@cased.de

Abstract. Multivariate cryptography is one of the main candidates to
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tational resources, the key sizes of such schemes are quite large. In [14]
Petzoldt et al. proposed a way to reduce the public key size of certain
multivariate signature schemes like UOV and Rainbow by a large factor.
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the verification process of these schemes, too. For example, we are able
to speed up the verification process of UOV by a factor of 5.
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1 Introduction

When quantum computers arrive, classical public-key cryptosystems like RSA
and ECC will be broken [1]. The reason for this is Shor’s algorithm [18] which
solves number theoretic problems like integer factorization and discrete loga-
rithms in polynomial time on a quantum computer. So, to guarantee the security
of communication in the post-quantum era, we need alternatives to those classi-
cal schemes. Besides lattice-, code-, and hash-based cryptosystems multivariate
cryptography seems to be a candidate for this.
Additionally to its (believed) resistance against quantum computer attacks, mul-
tivariate cryptosystems are very fast, especially for signatures [2,3]. Furthermore
they require only modest computational resources, which makes them appropri-
ate for the use on low-cost devices like smartcards and RFID chips. However,
multivariate schemes are not widely used yet, mainly because of the large size
of their public and private keys.

In [14], [16] and [17] Petzoldt et al. showed different possibilities to decrease
the public key size of the Unbalanced Oil and Vinegar (UOV) and Rainbow
signature schemes. The key idea is it to insert a highly structured matrix into
the coefficient matrix of the public key. Therefore, the coefficient matrix of the
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public key has the form MP = (B|C), where B is a matrix of a very special form
(e.g. partially circulant or generated by an LFSR) and C is a matrix without
visible structure. By doing so, they were able to decrease the public key size of
UOV by 86 %, namely from 99.9 kB to 13.4 kB.

In this paper we show that this idea can not only be used to decrease the size
of the public key, but also to speed up the verification process. We use the rich
structure of the matrix B to reduce the number of field multiplications needed
during the verification process by a large factor (for cyclicUOV this factor is
about 80 %). We derive our results both theoretically and show them using a C
implementation of the schemes.

The structure of this paper is as follows: In Section 2 we give a short overview
on multivariate signature schemes and describe the UOV and Rainbow signature
schemes. Section 3 reviews the approach of [14] and [16] to create UOV and
Rainbow schemes with structured public keys. In Section 4 we demonstrate how
we can use this special structure to speed up the verification process of the
schemes. In Subsection 4.2 we look hereby on partially cyclic UOV schemes,
whereas Subsection 4.3 deals with cyclic versions of Rainbow. Section 5 presents
the results of our experiments and Section 6 concludes the paper.

2 Multivariate Public Key Cryptography

The basic idea behind multivariate cryptography is to choose a system F of m
quadratic polynomials in n variables which can be easily inverted (central map).
After that one chooses two affine invertible maps S and T to hide the structure of
the central map. The public key of the cryptosystem is the composed quadratic
map P = S ◦ F ◦ T which is difficult to invert. The private key consists of S, F
and T and therefore allows to invert P .

Due to this construction, the security of multivariate cryptography is based
on two mathematical problems:

Problem MQ. Solve the system p(1) = · · · = p(m) = 0, where each p(i) is a
quadratic polynomial in the n variables x1, . . . , xn with coefficients and variables
in GF (q).

The MQ-problem is proven to be NP-hard even for quadratic polynomials
over GF (2) [8].

Problem EIP (Extended Isomorphism of Polynomials).Given a class of central
maps C and a map P expressible as P = S ◦ F ◦ T , where S and T are affine
maps and F ∈ C, find a decomposition of P of the form P = S ′ ◦ F ′ ◦ T ′, with
affine maps S ′ and T ′ and F ′ ∈ C.

In this paper we concentrate on the case of multivariate signature schemes.
The standard process for signature generation and verification works as shown
in Figure 1.

SignatureGeneration. To sign a document d, we use a hash functionH : {0, 1}∗ →
Fm to compute the value h = H(d) ∈ Fm. Then we compute x = S−1(h),
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d �H h ∈ Fm � x ∈ Fm � y ∈ Fn � z ∈ Fn

�

P

S−1 F−1 T −1

Fig. 1. Signature generation and verification

y = F−1(x) and z = T −1(y). The signature of the document is z ∈ Fn. Here,
F−1(x) means finding one (of the possibly many) pre-image of x under the
central map F .

Verification. To verify the authenticity of a document, one simply computes
h′ = P(z) and the hash value h = H(d) of the document. If h′ = h holds, the
signature is accepted, otherwise rejected.

There are several ways to build the central map F of multivariate schemes. In
this paper we concentrate on the so called SingleField constructions. In contrast
to BigField schemes like Matsumoto-Imai [11] and MiddleField schemes like �iC
[6], here all the computations are done in one (relatively small) field. In the
following two subsections we describe two well known examples of these schemes
in detail.

2.1 The Unbalanced Oil and Vinegar (UOV) Signature Scheme

One way to create an easily invertible multivariate quadratic system is the prin-
ciple of Oil and Vinegar, which was first proposed by J. Patarin in [13].
Let F be a finite field. Let o and v be two integers and set n = o + v. We set
V = {1, . . . , v} and O = {v+1, . . . , n}. We call x1, . . . , xv the Vinegar variables
and xv+1, . . . , xn Oil variables. We define o quadratic polynomials f (k)(x) =
f (k)(x1, . . . , xn) by

f (k)(x) =
∑

i∈V, j∈O

α
(k)
ij xixj+

∑
i,j∈V, i≤j

β
(k)
ij xixj+

∑
i∈V ∪O

γ
(k)
i xi+η(k) (1 ≤ k ≤ o).

(1)
Note that Oil and Vinegar variables are not fully mixed, just like oil and vinegar
in a salad dressing.

The map F = (f (1)(x), . . . , f (o)(x)) can be easily inverted. First, we choose
the values of the v Vinegar variables x1, . . . , xv at random. Therefore we get a
system of o linear equations in the o variables xv+1, . . . , xn which can be solved
e.g. by Gaussian Elimination. If the system does not have a solution, one has to
choose other values of x1, . . . , xv and try again.
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The public key of the scheme is given as P = F ◦ T , where T is an affine
map from Fn to itself. The private key consists of the two maps F and T and
therefore allows to invert the public key.

Remark. In opposite to other multivariate schemes the second affine map S is
not needed for the security of UOV. So it can be omitted.

In his original paper [13] Patarin suggested to choose o = v (Balanced Oil and
Vinegar (OV)). After this scheme was broken by Kipnis and Shamir in [10], it
was recommended in [9] to choose v > o (Unbalanced Oil and Vinegar (UOV)).
The UOV signature scheme over GF(256) is commonly believed to be secure for
o ≥ 28 equations [19] and v = 2 · o Vinegar variables. For UOV schemes over
GF(31) we set (o, v) = (33, 66).

2.2 The Rainbow Signature Scheme

In [4] J. Ding and D. Schmidt proposed a signature scheme called Rainbow,
which is based on the idea of (Unbalanced) Oil and Vinegar [9].

Let F be a finite field and V be the set {1, . . . , n}. Let v1, . . . , vu+1, u ≥ 1
be integers such that 0 < v1 < v2 < · · · < vu < vu+1 = n and define the
sets of integers Vi = {1, . . . , vi} for i = 1, . . . , u. We set oi = vi+1 − vi and
Oi = {vi+1, . . . , vi+1} (i = 1, . . . , u). The number of elements in Vi is vi and we
have |Oi| = oi. For k = v1+1, . . . , n we define multivariate quadratic polynomials
in the n variables x1, . . . , xn by

f (k)(x) =
∑

i∈Ol, j∈Vl

α
(k)
ij xixj +

∑
i,j∈Vl, i≤j

β
(k)
ij xixj +

∑
i∈Vl∪Ol

γ
(k)
i xi + η(k), (2)

where l is the only integer such that k ∈ Ol. Note that these are Oil and Vinegar
polynomials with xi, i ∈ Vl being the Vinegar variables and xj , j ∈ Ol being
the Oil variables.

The map F(x) = (f (v1+1)(x), . . . , f (n)(x)) can be inverted as follows. First, we
choose x1, . . . , xv1 at random. Hence we get a system of o1 linear equations (given
by the polynomials f (k) (k ∈ O1)) in the o1 unknowns xv1+1, . . . , xv2 , which can
be solved by Gaussian Elimination. The so computed values of xi (i ∈ O1) are
plugged into the polynomials f (k)(x) (k > v2) and a system of o2 linear equations
(given by the polynomials f (k) (k ∈ O2)) in the o2 unknowns xi (i ∈ O2)
is obtained. By repeating this process we can get values for all the variables
xi (i = 1, . . . , n) 1.

The public key of the scheme is given as P = S ◦ F ◦ T with two invertible
affine maps S : Fm → Fm and T : Fn → Fn . The private key consists of S, F
and T and therefore allows to invert te public key.

In the following, we restrict ourselves to Rainbow schemes with two layers
(i.e. u = 2). For this, F = GF (256), (v1, o1, o2) = (17, 13, 13) provides 80-bit
security under known attacks [15]. For Rainbow schemes over GF(31), we choose
(v1, o1, o2) = (14, 19, 14).

1 It may happen, that one of the linear systems does not have a solution. If so, one
has to choose other values of x1, . . . xv1 and try again.
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3 Improved Versions of UOV and Rainbow

In [14] and [16] Petzoldt et al. presented an approach to create UOV- and
Rainbow-based schemes with structured public keys, by which they could re-
duce the public key size of these schemes by up to 83 %. Due to lack of space we
give here only a very brief description and refer to [14] and [16] for the details.

The main idea of the approach is to insert a structured matrix B into the
Macauley matrix MP of the public key. In our case the matrix B is chosen
partially circulant, i.e. its rows are given by

B[i] = Ri−1(b) (i = 1, . . . ,m), (3)

where b is a randomly chosen vector and Ri denotes the cyclic right shift by i
positions.

To insert this matrix B into MP , the authors used the relation P = F ◦ T
between a UOV public and private key, which translates into the matrix equation

MP = MF · A (4)

with a transformation matrix A whose elements are given as quadratic functions
in the coefficients of the affine map T . If this matrix is invertible, one can com-
pute the matrix MF in such a way that MP has the form MP = (B|C) with a
partially circulant matrix B and a matrix C without visible structure. Figure 2
shows this key generation process graphical form.

T , B
︸ ︷︷ ︸

P

⇒ F , CB
︸ ︷︷ ︸

P

S , T , P ⇒ F , P
Fig. 2. Alternative key generation for UOV (above) and Rainbow. The light gray parts
are chosen by the user, the dark gray parts are computed during the key generation
process.

4 The Verification Process

The central part of the verification process formultivariate signature schemes is the
evaluation of the public polynomials. Normally this is done as follows: For a given

(valid or invalid) signature z = (z1, . . . , zn) ∈ Fn one first computes an (n+1)·(n+2)
2

vector mon, which contains the values of all monomials of degree≤ 2, i.e.

mon = (z21 , z1z2, . . . , z
2
n, z1, . . . , zn, 1). (5)
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Then we have

P(z) =

⎛⎜⎝ MP [1] ·monT

...
MP [m] ·monT

⎞⎟⎠ , (6)

with MP [i] being the i-th row of the Macauley matrix MP and · being the
standard scalar product.

For schemes with partially cyclic public key, the following strategy seems to
be more promising:

4.1 Notations

Let h = (h1, . . . , hm) be the hash value of the signed message.
The public polynomials can be written as

p(k)(x1, . . . , xn) =

n∑
i=1

n∑
j=i

p
(k)
ij · xixj +

n∑
i=1

p
(k)
i · xi + p

(k)
0 (k = 1, . . . ,m). (7)

For k = 1, . . . ,m we define upper triangular matrices MP (k) by

MP (k) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

p
(k)
11 p

(k)
12 p

(k)
13 . . . p

(k)
1n p

(k)
1

0 p
(k)
22 p

(k)
23 . . . p

(k)
2n p

(k)
2

0 0 p
(k)
33 p

(k)
3n p

(k)
3

...
. . .

...
...

0 0 . . . 0 p
(k)
nn p

(k)
n

0 0 . . . 0 0 p
(k)
0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (8)

For a (valid or invalid) signature z = (z1, . . . , zn) of the message we define the
extended signature vector

sign = (z1, . . . , zn, 1). (9)

With this notation we can write the verification process in the following form

accept the signature z ⇐⇒ sign ·MP (k) · signT = hk ∀k ∈ {1, . . . ,m}. (10)

In the following two subsections we consider the question how we can evaluate
this equation more efficiently for improved versions of UOV and Rainbow.

4.2 cyclicUOV

In the case of cyclicUOV [14], the matrices MP (k) are of the form shown in
Figure 3. We have

MP
(k)
ij = MP

(k−1)
i,j−1 ∀i = 1, . . . , v, j = i+ 1, . . . , n, k = 2, . . . , o. (11)
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MP (1) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

s1 s2 s3 . . . sv−1 sv sv+1 . . . sn−1 sn �
0 sn+1 sn+2 . . . sn+v−2 sn+v−1 sn+v . . . s2n−2 s2n−1 �
0 0 s2n . . . s2n+v−4 s2n+v−3 s2n+v−2 . . . s3n−4 s3n−3 �
...

. . .
...

...
...

...
...

...
0 . . . 0 sD−2o−1 sD−2o sD−2o+1 . . . sD−o−2 sD−o−1 �
0 . . . 0 sD−o sD−o+1 . . . sD−1 sD �
0 . . . 0 � . . . � � �
...

. . .
...

...
...

...
. . .

...
...

...
0 . . . . . . . . . 0 � �
0 . . . . . . . . . 0 �

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

a1 a2 a3 av−1 av av+1 an−1 an

MP (2) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

sD s1 s2 . . . sv−2 sv−1 sv . . . sn−2 sn−1 �
0 sn sn+1 . . . sn+v−3 sn+v−2 sn+v−1 . . . s2n−3 s2n−2 �
0 0 s2n−1 . . . s2n+v−5 s2n+v−4 s2n+v−3 . . . s3n−5 s3n−4 �
...

. . .
...

...
...

...
...

...
0 . . . 0 sD−2o−2 sD−2o−1 sD−2o . . . sD−o−3 sD−o−2 �
0 . . . 0 sD−o−1 sD−o . . . sD−2 sD−1 �
0 . . . 0 � . . . � � �
...

. . .
...

...
...

...
. . .

...
...

...
0 . . . . . . . . . 0 � �
0 . . . . . . . . . 0 �

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
...

MP (o−1) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

sD−o+3 sD−o+4 sD−o+5 . . . so+1 so+2 so+3 . . . sv+1 sv+2 �
0 sv+3 sv+4 . . . sn+o sn+o+1 sn+o+2 . . . sn+v sn+v+1 �
0 0 sn+v+2 . . . s2n+o−2 s2n+o−1 s2n+o . . . s2n+v−2 s2n+v−1 �
...

. . .
...

...
...

...
...

...
0 . . . 0 sD−3o+1 sD−3o+2 sD−3o+3 . . . sD−2o sD−2o+1 �
0 . . . 0 sD−2o+2 sD−2o+3 . . . sD−o+1 sD−o+2 �
0 . . . 0 � . . . � � �
...

. . .
...

...
...

...
. . .

...
...

...
0 . . . . . . . . . 0 � �
0 . . . . . . . . . 0 �

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

MP (o) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

sD−o+2 sD−o+3 sD−o+4 . . . so so+1 so+2 . . . sv sv+1 �
0 sv+2 sv+3 . . . sn+o−1 sn+o sn+o+1 . . . sn+v−1 sn+v �
0 0 sn+v+1 . . . s2n+o−3 s2n+o−2 s2n+o−1 . . . s2n+v−3 s2n+v−2 �
...

. . .
...

...
...

...
...

...
0 . . . 0 sD−3o sD−3o+1 sD−3o+2 . . . sD−2o−1 sD−2o �
0 . . . 0 sD−2o+1 sD−2o+2 . . . sD−o sD−o+1 �
0 . . . 0 � . . . � � �
...

. . .
...

...
...

...
. . .

...
...

...
0 . . . . . . . . . 0 � �
0 . . . . . . . . . 0 �

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Fig. 3. Matrices MP (i) for cyclicUOV
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Therefore we get

(sign1, . . . , signi)·

⎛⎜⎜⎜⎜⎝
MP

(k)
1,j

MP
(k)
2,j
...

MP
(k)
i,j

⎞⎟⎟⎟⎟⎠ = (sign1, . . . , signi)·

⎛⎜⎜⎜⎜⎝
MP

(k−1)
1,j−1

MP
(k−1)
2,j−1
...

MP
(k−1)
i,j−1

⎞⎟⎟⎟⎟⎠
∀i = 1, . . . , v

j = i+ 1, . . . , n,
k = 2, . . . , o.

(12)
The boxes in Figure 3 illustrate this equation. Boxes with continuous lines show

the vector (MP
(k−1)
1,j−1 , . . . ,MP

(k−1)
i,j−1 )T on the right hand side of the equation,

whereas the boxes with dashed lines represent the vector (MP
(k)
1,j , . . . ,MP

(k)
i,j )T

on the left hand side. As one can see, the dashed boxes in the matrix MP (k)

are exactly the same as the boxes with continuous lines in the matrix MP (k−1)

(k = 2, . . . , o). We can use this fact to speed up the verification process of
cyclicUOV by a large factor (see Algorithm 1).

Algorithm 1.Verification process for cyclicUOV

1: for i = 1 to n− 1 do � first polynomial
2: ai ←

∑min(i,v)
j=1 MP

(1)
ji · signj

3: tempi ← ai

4: end for
5: for i = v + 1 to n− 1 do
6: tempi ← ai +

∑i
j=v+1 MP

(1)
ji · signj

7: end for
8: tempn ←

∑n
j=1 MP

(1)
ji · signj

9: tempn+1 ←
∑n+1

j=1 MP
(1)
j,n+1 · signj

10: h′
1 ←

∑n+1
j=1 tempj · signj

11: for l = 2 to o do � polynomials 2, . . . , o
12: tempn+1 ←

∑n+1
j=1 MP

(l)
j,n+1 · signj

13: for i = n to v + 1 by −1 do
14: ai ← ai−1

15: tempi ← ai +
∑i

j=v+1 MP
(l)
ji · signj

16: end for
17: for i = v to 2 by −1 do
18: ai ← ai−1 +MP

(l)
ii · signi

19: tempi ← ai

20: end for
21: a1 ← MP

(l)
11 · sign1

22: temp1 ← a1

23: h′
l ←

∑n+1
j=1 tempj · signj

24: end for
25: if hl = h′

l ∀l ∈ {1, . . . , o} then return ”ACCEPT” � TEST
26: else return ”REJECT”
27: end if
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Algorithm 1 works as follows. The first matrix-vector product sign ·MP (1) ·signT
is computed as for a random polynomial: From step 1 to step 9 we compute
the product sign · MP (1) (the result is written into the vector temp) and step
10 computes the scalar product of temp and sign. Furthermore we compute the
vector a = (a1, . . . , an−1) which can be used for the computation of sign ·MP (2).
In the loop (step 11 to step 24 of the algorithm) we compute the matrix vector
products sign · MP (k) · signT (k = 2, . . . , o). Step 12 to step 22 computes the
vector temp = sign ·MP (k). We begin with tempn+1 and go back to temp1. In
the computation of tempi (i = 2, . . . , n) we use the values ai computed before,
since, due to the cyclic structure of the public key, they appear in several of
the products sign ·MP (k) (see equation (12)). Furthermore (step 18 and 21) we
update the values of the ai (i = 1, . . . , n− 1) for the use in the next iteration of
the loop. Step 23 computes the scalar product of temp and sign. The last three
steps (step 25 to 27) use the values h′

l (l = 1, . . . o) computed in step 10 and 23
to verify the authenticity of the signature.

Computational Effort. Evaluating the system P in the standard way, one
needs

– n·(n+1)
2 field multiplications to compute the vector mon (c.f. equation (5))

– and o · (n+1)·(n+2)−2
2 field multiplications to compute the scalar products of

equation (6).

Altogether, we need
n+ 1

2
· (n · (o+ 1) + 2 · o)− o (13)

field multiplications. Algorithm 1 needs

– in step 2 v·(v+1)
2 + (o− 1) · v field multiplications,

– in step 6 (o−1)·o
2 field multiplications,

– in step 8 n field multiplications,
– in step 9 n+ 1 field multiplications,
– and in step 10 again n+ 1 field multiplications.

Therefore, to compute the value of h′
1, the algorithm needs (n+1)·(n+4)

2
In the loop (step 11 to 24) Algorithm 1 needs

– in step 12 n+ 1 field multiplications,

– in step 15 o·(o+1)
2 field multiplications,

– in step 18 v − 1 field multiplications,
– in step 21 1 field multiplication,
– and in step 23 n+ 1 field multiplications.

So, for every iteration of the loop the algorithm needs 2 · (n + 1) + v + o·(o+1)
2

field multiplications.
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Altogether, we need therefore

(o− 1) ·
(
2 · (n+ 1) + v +

o · (o+ 1)

2

)
+

(n+ 1) · (n+ 4)

2
(14)

field multiplications to evaluate equation (10).
For F =GF(256), (o, v) = (28, 56) this means a reduction of the number of

field multiplications needed during the verification process by 80 % or a factor of
5.0. For a UOV scheme over GF(31), (o, v) = (33, 66), we get a reduction factor
of 5.4.

4.3 cyclicRainbow

The verification process for cyclicRainbow is mainly done as for cyclicUOV.
However we have to consider the different structure of the polynomials. For
cyclicRainbow, the matrices MP (k) look as shown in Figure 4.

v1

v2

cyclic0

...
. . .

...

�. . .�

�
� . . . �

...
...

. . . �

. . .

0 . . . 0 �

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1 ≤ k ≤ o1

v2

n

cyclic
0

...
. . .

...

�

� . . .
�

...

�
. . .. . .

0 . . . 0 �

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

o1 + 1 ≤ k ≤ o1 + o2

Fig. 4. Matrices MP (k) for cyclicRainbow

So we get for the polynomials 2, . . . , o1 + 1

MP
(k)
ij = MP

(k−1)
i,j−1 ∀i = 1, . . . , v1, j = i+ 1, . . . , v2, k = 2, . . . , o1 + 1 (15)

or

(sign1, . . . , signi)·

⎛⎜⎜⎜⎜⎝
MP

(k)
1,j

MP
(k)
2,j
...

MP
(k)
i,j

⎞⎟⎟⎟⎟⎠ = (sign1, . . . , signi)·

⎛⎜⎜⎜⎜⎝
MP

(k−1)
1,j−1

MP
(k−1)
2,j−1
...

MP
(k−1)
i,j−1

⎞⎟⎟⎟⎟⎠
∀i = 1, . . . , v1,

j = i+ 1, . . . , v2,
k = 2, . . . , o1 + 1.

(16)
For the polynomials o1 + 2, . . . , o1 + o2 we get

MP
(k)
ij = MP

(k−1)
i,j−1 ∀i = 1, . . . , v2, j = i+1, . . . , n, k = o1+2, . . . , o1+o2 (17)
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or

(sign1, . . . , signi)·

⎛
⎜⎜⎜⎜⎝

MP
(k)
1,j

MP
(k)
2,j

...

MP
(k)
i,j

⎞
⎟⎟⎟⎟⎠

= (sign1, . . . , signi)·

⎛
⎜⎜⎜⎜⎝

MP
(k−1)
1,j−1

MP
(k−1)
2,j−1

...

MP
(k−1)
i,j−1

⎞
⎟⎟⎟⎟⎠

∀i = 1, . . . , v2,
j = i+ 1, . . . , n,

k = o1 + 2, . . . , o1 + o2.

(18)

To cover this fact, we use Algorithm 1 for both groups of polynomials separately
(see Algorithm 2 in Appendix A).

Computational Cost. Our algorithm needs

– (n+1)·(n+4)
2 field multiplications to evaluate p(1),

– o1 ·
(

(n+1)·(n+4)
2 − v2·(v2+1)

2 + o1·(o1+1)
2 + v1

)
field multiplications to evaluate

the polynomials p(2) . . . , p(o1+1) and

– (o2 − 1) ·
(
2 · (n+ 1) + v2 +

o2·(o2+1)
2

)
field multiplications to evaluate the

polynomials p(o1+2), . . . , p(o1+o2).

For the parameters (q, v1, o1, o2) = (28, 17, 13, 13), this means a reduction by 56
% or a factor of 2.3 (with respect to the evaluation with the standard approach,
see (13)). For a Rainbow scheme over GF(31), (v1, o1, o1) = (14, 19, 14) the
reduction factor is 2.2.

5 Experiments

We checked our theoretical results on a straightforward C implementation of our
schemes. Table 1 shows the results. The parameters in this table are chosen for
80 bit security.

Table 1. Improved versions of UOV and Rainbow
Scheme private key hash length signature public key verification time

size (kB) (bit) length (bit) size (kB) red. factor ms s. u. f.1

UOV(31, 33, 66) 102.9 160 528 108.5 - 1.75 -

cyclicUOV(31, 33, 66) 102.9 160 528 17.1 6.3 0.34 5.2

UOV(256, 28, 56) 95.8 224 672 99.9 - 0.98 -

cyclicUOV(256, 28, 56) 95.8 224 672 16.5 6.1 0.20 4.9

Rainbow(31, 14, 19, 14) 17.1 160 256 25.3 - 0.44 -

cyclicRainbow(31, 14, 19, 14) 17.1 160 256 12.0 2.1 0.21 2.1

Rainbow(256, 17, 13, 13) 19.1 208 344 25.1 - 0.26 -

cyclicRainbow(256, 17, 13, 13) 19.1 208 344 9.5 2.6 0.13 2.0

1speed up factor of the verification time

The differences between the results of our theoretical analysis (see Section 4)
and the actual runtime of the verification process is mainly caused by the heavy
use of control structures in Algorithms 1 and 2.
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6 Conclusion

In this paper we show a way how the structure in the public keys of cyclic
versions of UOV and Rainbow can be used to achieve a significant speed up
of the verification process. We propose improved algorithms for the verification
process of UOV and Rainbow which run up to 5 times faster than the standard
verification algorithm. Future research includes:

– Use of special processor instructions
Like in the paper of Chen et al. [3] we plan to use special processor instruc-
tions to speed up our implementations.

– Implementation in hardware
We plan to implement our schemes in hardware (e.g. on FPGA and HSM),
which should also decrease the verification time.

Acknowledgements. We want to thank the anonymous reviewers for their
comments which helped to improve the paper. The first author is supported by
the Horst Görtz Foundation.
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A Algorithm for the Verification Process of Cyclicrainbow

Algorithm 2 shows the improved verification process for Rainbow schemes with
two layers and partially circulant public key. The algorithm can be extended to
Rainbow schemes with more than two layers in a natural way.

Algorithm 2.Verification process for cyclicRainbow

1: for i = 1 to v2 − 1 do � First polynomial
2: ai ←

∑min(i,v1)
j=1 MP

(1)
ji · signj

3: tempi ← ai

4: end for
5: for i = v1 + 1 to v2 − 1 do
6: tempi ← ai +

∑i
j=v1+1 MP

(1)
ji · signj

7: end for
8: for i = v2 to n+ 1 do
9: tempi ←

∑i
j=1 MP

(1)
ji · signj

10: end for
11: h′

1 ←
∑n+1

j=1 tempj · signj

12: for l = 2 to o1 do � Polynomials 2 to o1
13: for i = v2 + 1 to n+ 1 do
14: tempi ←

∑i
j=1 MP

(l)
ji · signj

15: end for
16: for i = v2 to v1 + 1 by −1 do
17: ai ← ai−1

18: tempi ← ai +
∑i

j=v+1 MP
(l)
ji · signj

19: end for
20: for i = v1 to 2 by −1 do
21: ai ← ai−1 +MP

(l)
ii · signi

22: tempi ← ai

23: end for
24: a1 ← MP

(l)
11 · sign1

25: temp1 ← a1

26: h′
l ←

∑n+1
j=1 tempj · signj

27: end for
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Algorithm 2.Verification process for cyclicRainbow (cont.)

28: tempn+1 ←
∑n+1

j=1 MP
(o1+1)
j,n+1 · signj � (o1 + 1)-th polynomial

29: for i = n to v2 + 1 by −1 do
30: ai ←

∑v2
j=1 MP

(o1+1)
ji · signj

31: tempi ← ai +
∑i

j=v2+1MP
(o1+1)
ji · signj

32: end for
33: for i = v2 to v1 + 1 by −1 do
34: ai ← ai−1 +

∑i
j=v1+1 MP

(o1+1)
ji · signj

35: tempi ← ai

36: end for
37: for i = v1 to 2 by −1 do
38: ai ← ai−1 +MP

(o1+1)
ii · signi

39: tempi ← ai

40: end for
41: a1 ← MP

(o1+1)
11 · sign1

42: temp1 ← a1

43: h′
o1+1 ←

∑n+1
j=1 tempj · signj

44: for l = o1 + 2 to o1 + o2 do � Polynomials o1 +2 to o1 + o2
45: tempn+1 ←

∑n+1
j=1 MP

(l)
j,n+1 · signj

46: for i = n to v2 + 1 by −1 do
47: ai ← ai−1

48: tempi ← ai +
∑i

j=v2+1 MP
(l)
ji · signj

49: end for
50: for i = v2 to 2 by −1 do
51: ai ← ai−1 +MP

(l)
ii · signi

52: tempi ← ai

53: end for
54: a1 ← MP

(l)
11 · sign1

55: temp1 ← a1

56: h′
l ←

∑n+1
j=1 tempj · signj

57: end for
58: if hl = h′

l ∀l ∈ {1, . . . ,m} then return ”ACCEPT” � TEST
59: else return ”REJECT”
60: end if
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Abstract. The code equivalence problem is to decide whether two lin-
ear codes over Fq are identical up to a linear isometry of the Hamming
space. In this paper, we review the hardness of code equivalence over Fq

due to some recent negative results and argue on the possible implica-
tions in code-based cryptography. In particular, we present an improved
version of the three-pass identification scheme of Girault and discuss on a
connection between code equivalence and the hidden subgroup problem.

Keywords: Code Equivalence, Isometry, Hardness, Zero-Knowledge
Protocols, Quantum Fourier Sampling, Linear Codes.

1 Introduction

The purpose of this work is to examine the applications of the worst-case and
average-case hardness of the Code Equivalence problem to the field of code-
based cryptography. The latter problem is, given the generator matrices of two
q-ary linear codes, how hard is it to decide whether or not these codes are
identical up to an isometry of Hamming space? The support splitting algorithm
(SSA) [28] runs in polynomial time for all but a negligible proportion of all
linear codes, and solves the latter problem by recovering the isometry when it is
just a permutation of the code support.

The McEliece public-key cryptosystem [23] and Girault’s zero-knowledge pro-
tocol [17], both candidates for post-quantum cryptography, are related to the
hardness of permutationally equivalent linear codes. For the McEliece cryptosys-
tem, the SSA is able to detect some weak keys but a polynomial attack is in-
feasible due to the large number of possible private keys. However, the security
of Girault’s zero-knowledge protocol is severely weakened and cannot longer be
used with random codes but only with weakly self-dual codes (the hard instances
of SSA).
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Recently in [29], the worst-case and average-case hardness of code equivalence
over Fq was studied and it was shown that in practice, SSA could be extended
for q ∈ {3, 4}, and similarly solve all but an exponentially small proportion of the
instances in polynomial time, when isometries are under consideration. However,
for any fixed q ≥ 5, the problem seems to be intractable for almost all instances.

In light of these new results, we repair Girault’s zero-knowledge protocol over
Fq, when q ≥ 5, by showing that random codes are again a viable option. More-
over, the context of the framework built in [11] suggests that codes with large
automorphism groups resist quantum Fourier sampling as long as permutation
equivalence is considered. We examine whether it is possible to extend these
results, when a more general notion of code equivalence over Fq is taken into
account, in particular when the equivalence mapping is an isometry and not just
a permutation of the code support.

The paper is structured as follows. In section 2 we define the different notions
of equivalence of linear codes over Fq when isometries are considered, while in
section 3 we formally define the Code Equivalence problem and present a
thorough analysis of its hardness. In section 4 we review the protocol of Gi-
rault together with its weakness and repair its security using results based on
the hardness of code equivalence, while in the last section we elaborate on the
connection between code equivalence over Fq and the quantum Fourier sampling.

2 Equivalence of Linear Codes over Fq

Code equivalence is a basic concept in coding theory with several applications in
code-based cryptography; the McEliece public-key cryptosystem [23], Girault’s
identification scheme [17] and the CFS signature scheme [10], to name a few. The
notion of equivalence of linear codes used in code-based cryptography usually
involves only permutations as the code alphabet is the binary field. However, this
is by far the case in coding theory where for a more general notion of equivalence
all isometries of the Hamming space have to be included. In this section, we
review the concept of what it means for codes to be “essentially different” by
considering the metric Hamming space together with its isometries, which are
the maps preserving the metric structure. This in turn will lead to a rigorous
definition of equivalence of linear codes and as we shall see later on may provide
additional applications in cryptography. In fact, we will call codes isometric if
they are equivalent as subspaces of the Hamming space.

Let Fq be a finite field of cardinality q = pr, where the prime number p is its
characteristic, and r is a positive integer. As usual, a linear [n, k] code C is a
k-dimensional subspace of the finite vector space Fn

q and its elements are called
codewords. We consider all vectors, as row vectors. Therefore, an element υ of
Fn
q is of the form υ := (υ1, . . . , υn). It can also be regarded as the mapping υ

from the set In = {1, . . . , n} to Fq defined by υ(i) := υi. The Hamming distance
(metric) on Fn

q is the following mapping,

d : Fn
q × Fn

q → N : (x, y) �→ d(x, y) :=| {i ∈ {1, 2, . . . , n} | xi 	= yi} | .



The Hardness of Code Equivalence Applied to Code-Based Cryptography 205

The pair (Fn
q , d) is a metric space, called the Hamming space of dimension n

over Fq, denoted by H(n, q). The Hamming weight w(x) of a codeword x ∈ C is
simply the number of its non-zero coordinates, i.e. w(x) := d(x, 0).

It is well-known due to a theorem of MacWilliams that any isometry between
linear codes preserving the weight of the codewords induces an equivalence for
codes [22]. Therefore, two codes C,C′ are of the same quality if there exists a
mapping ι : Fn

q �→ Fn
q with ι(C) = C′ which preserves the Hamming distance,

i.e. d(υ, υ′) = d(ι(υ), ι(υ′)), for all υ, υ′ ∈ Fn
q . Mappings with the latter property

are called the isometries of H(n, q), and the two codes C and C′ will be called
isometric. Clearly, isometric codes have the same error-correction capabilities,
and obvious permutations of the coordinates are isometries. We write Sn for
the symmetric group acting on the set In, equipped with the composition of
permutations.

Definition 1. Two linear codes C,C′ ⊆ Fn
q will be called permutationally equiv-

alent1, and will be denoted as C
PE∼ C′, if there exists a permutation σ ∈ Sn

that maps C onto C′, i.e. C′ = σ(C) = {σ(x) | x = (x1, . . . , xn) ∈ C} where
σ(x) = σ(x1, . . . , xn) := (xσ−1(1), . . . , xσ−1(n)).

Note also that the use of σ−1 in the index is consisted as we have σ(π(C)) =
σ ◦ π(C). This can easily be seen by considering x ∈ C, and σ, π ∈ Sn such
that σ(π(x)) = σ((xπ−1(i))i∈In). Let yi = xπ−1(i), i ∈ In. Then σ(π(x)) =
σ((yi)i∈In) = (yσ−1(i))i∈In = (xπ−1σ−1(i))i∈In = (x(σπ)−1(i))i∈In = σ ◦ π(x).

Moreover, there is a particular subgroup of Sn that maps C onto itself, the
permutation group of C defined as PAut(C) := {C = σ(C) | σ ∈ Sn}. PAut(C)
always contains the identity permutation. If it does not contain any other ele-
ment, we will say that it is trivial.

Recall, that we defined two codes to be isometric if there exists an isometry
that maps one into another. Isometries that are linear2, are called linear isome-
tries. Therefore, we can obtain a more general notion of equivalence for codes
induced by linear isometries of Fq. Moreover, it can be shown that any linear
isometry between two linear codes C,C′ ⊆ Fn

q can always be extended to an
isometry of Fn

q [6].
The group of all linear isometries of H(n, q) corresponds to the semidirect

product of F∗
q
n and Sn, F

∗
q
n � Sn = {(υ;π) | υ : In �→ F∗

q , π ∈ Sn}, called the
monomial group of degree n over F∗

q , where the multiplication within this group
is defined by

(υ;π)(υ′;π′) = (υυ′
π, ππ

′) and (υυ′
π)i := υiυ

′
π−1(i) (1)

where F∗
q denotes the multiplicative group of Fq. Hence, any linear isometry ι

can be expressed as a pair of mappings (υ;π) ∈ F∗
q
n � Sn. Note that, some

authors [6,14,16], describe this group as the wreath product F∗
q %n Sn. The action

1 This definition can also met as permutationally isometric codes in the literature, see
[6].

2 For all u, v ∈ Fn
q we have ι(u+ v) = ι(u) + ι(v) and ι(0) = 0.
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of the latter group in an element of Fn
q is translated into an equivalence for linear

codes.

Definition 2. Two linear codes C,C′ ⊆ Fn
q will be called linearly or monomially

equivalent, and will be denoted as C
LE∼ C′, if there exists a linear isometry

ι = (υ;σ) ∈ F∗
q
n � Sn that maps C onto C′, i.e. C′ = (υ;σ)(C) = {(υ;σ)(x) |

(x1, . . . , xn) ∈ C} where (υ;σ)(x1, . . . , xn) := (υ1xσ−1(1), . . . , υnxσ−1(n)).

If q = pr is not a prime, then the Frobenius automorphism τ : Fq → Fq, x �→ xp

applied on each coordinate of Fn
q preserves the Hamming distance, too. Moreover,

for n ≥ 3, the isometries of Fn
q which map subspaces onto subspaces are exactly

the semilinear mappings3 of the form (υ; (α, π)), where (υ;π) is a linear isometry
and α is a field automorphism, i.e. α ∈ Aut(Fq) (c.f. [6,21]). All these mappings
form the group of semilinear isometries of H(n, q) which is isomorphic to the
semidirect product F∗

q
n � (Aut(Fq)× Sn), where the multiplication of elements

is given by

(υ; (α, π))(ϕ; (β, σ)) := (υ · α(ϕπ); (αβ, πσ)) (2)

Moreover, there is a description of F∗
q
n� (Aut(Fq)×Sn) as a generalized wreath

product F∗
q % %n(Aut(Fq) × Sn), see [6,15,21]. Clearly, the notion of semilinear

isometry which can be expressed as a group action on the set of linear subspaces
gives rise to the most general notion of equivalence for linear codes.

Definition 3. Two linear codes C,C′ ⊆ Fn
q will be called semilinearly equiv-

alent, and will be denoted as C
SLE∼ C′, if there exists a semilinear isometry

(υ; (α, σ)) ∈ F∗
q
n�(Aut(Fq)×Sn) that maps C onto C′, i.e. C′ = (υ; (α, σ))(C) =

{(υ; (α, σ))(x) | (xi)i∈In ∈ C} where (υ; (α, σ))(x1, . . . , xn) = (υ1α(xσ−1(1)),
. . . , υnα(xσ−1(n))).

Finally, we can define the monomial group of C as MAut(C) := {C = (υ;σ)(C) |
(υ;σ) ∈ F∗

q
n � Sn} and the automorphism group of C as Aut(C) := {C =

(υ; (α, σ))(C) | (υ; (α, σ)) ∈ F∗
q
n � (Aut(Fq) × Sn)} where their elements map

each codeword of C to another codeword of C, under the respective actions of
the involved groups. For more details, on automorphism groups of linear codes
we refer to [20]. In addition, we remark the following:

1. When Fq = F2 the group of linear isometries of H(n, 2) is isomorphic to Sn,
therefore all notions of equivalence are the same.

2. The group of semilinear isometries of H(n, q) is the same as the group of
linear isometries if and only if q is a prime (since Aut(Fq) is trivial if and
only if q is a prime). Therefore, semilinear equivalence reduces to linear
equivalence for prime fields, and is different for all other cases.

3 σ : Fn
q → Fn

q is semilinear if there exists α ∈ Aut(Fq) such that for all u, v ∈ Fn
q and

k ∈ Fq we have σ(u+ v) = σ(u) + σ(v) and σ(ku) = α(k)σ(u).
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3 The Code Equivalence Problem

For efficient computation of codes we represent them with generator matrices.
A k × n matrix G over Fq, is called a generator matrix for the [n, k] linear code
C if the rows of G form a basis for C, so that C = {xG | x ∈ Fk

q}. In general, a
linear code possess many different bases, and it is clear from linear algebra that
the set of all generator matrices for C can be reached by {SG | S ∈ GLk(q)},
where GLk(q) is the group of all k × k invertible matrices over Fq.

For any σ ∈ Sn associate by Pσ = [pi,j ] the n × n matrix such that pi,j =
1 if σ(i) = j and pi,j = 0 otherwise, therefore Pσ is a permutation matrix.
Note that, the action of σ ∈ Sn on x ∈ Fn

q agrees with the ordinary matrix
multiplication. The permutation matrices form a subgroup ofMn(q), the set of all
n×nmonomial matrices over Fq, that is, matrices with exactly one nonzero entry
per row and column from Fq. If M = [mi,j ] ∈ Mn(q), then M = DP , where P is
a permutation matrix andD = [di,j ] = diag(d1, . . . , dn) is a diagonal matrix with
di = di,i = mi,j ifmi,j 	= 0 and di,j = 0 if i 	= j. There is an isomorphism between
diagonal matrices and F∗

q
n, therefore we associate Dυ = diag(υ1, . . . , υn) for

υ = (υi)i∈In ∈ F∗
q
n. Hence, we can map any linear isometry (υ;σ) ∈ F∗

q
n�Sn to a

monomial matrix M(υ;σ) = DυPσ ∈ Mn(q), and this mapping is an isomorphism
between F∗

q
n�Sn and Mn(q). Therefore, we can express the equivalence between

linear codes in terms of their generator matrices.

Problem 1. Given two k × n matrices G and G′ over Fq, whose rows span two
[n, k] linear codes C and C′ over Fq, does there exist S ∈ GLk(q) and a monomial
matrix M(υ;σ) = DυPσ ∈ Mn(q) such that G′ = SGDυPσ?

We will refer to the decidability of the previous problem, as the Linear Code

Equivalence problem. The Semi-Linear Code Equivalence problem can
be defined analogously by permitting the application of a field automorphism
in the columns of the scrambled generator matrix. In particular, we define the
following problem.

Problem 2. Given two k × n matrices G and G′ over Fq, whose rows span two
[n, k] linear codes C and C′ over Fq, does there exist S ∈ GLk(q), a monomial
matrix M(υ;σ) = DυPσ ∈ Mn(q) and a field automorphism α ∈ Aut(Fq) such
that G′ = Sα(GDυPσ)?

Finally, we review the hardness of the code equivalence problem, therefore we
deem necessary to briefly mention the most significant results in terms of com-
plexity, for deciding it, and algorithms, for solving it.

When the linear isometry (υ;σ) is just a permutation, i.e. Dυ is equal to In,
we will call problem 1, as the Permutation Code Equivalence problem. The
latter problem, was introduced in [26], who showed that if Fq = F2 then it is
harder than the Graph Isomorphism, there exists a polynomial time reduction,
but not NP-complete unless P = NP. A different proof of this reduction is also
given in [21]. Recently, the reduction of [26] was generalized in [18] over any
field Fq, hence Permutation Code Equivalence is harder than the Graph
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Isomorphism, for any field Fq. The latter problem, has been extensively studied
for decades, but until now there is no polynomial-time algorithm for solving all
of its instances. Clearly, (Semi)-Linear Code Equivalence for any Fq cannot
be easier than the Graph Isomorphism, since it contains the Permutation

Code Equivalence as a subproblem.
Last but not least, we would like to mention that the McEliece public-key

cryptosystem [23] is related to the hardness of permutationally equivalent bi-
nary linear codes. Towards this direction, another important complexity result
was shown in [11], that the Hidden Subgroup problem also reduces to Per-

mutation Code Equivalence for any field Fq.

The Support Splitting Algorithm can be used as an oracle to decide whether two
binary codes are permutationally equivalent [28], as well as to retrieve the equiv-
alence mapping. Other notable algorithms for code equivalence can be found in
[3,7,13]. The main idea of SSA is to partition the support In of a code C ⊆ Fn

2 ,
into small sets that are fixed under operations of PAut(C). The algorithm em-
ploys the concept of invariants and signatures, defined in [28]. Invariants are
mappings such that any two permutationally equivalent codes take the same
value, while signatures depends on the code and one of its positions.

Definition 4. A signature S over a set F maps a code C ⊆ Fn
q and an ele-

ment i ∈ In into an element of F and is such that for all σ ∈ Sn, S(C, i) =
S(σ(C), σ(i)). Moreover, S is called discriminant for C if there exist i, j ∈ In
such that S(C, i) 	= S(C, j) and fully discriminant if this holds ∀ i, j ∈ In.

The fundamental idea of SSA is to be able to find a distinct property for the
code and one of its positions, and thus by labeling them accordingly it is possible
to recover the permutation between equivalent codes.

The main difficulty of the algorithm, is to obtain a fully discriminant signa-
ture, for as many codes as possible. In [28] it was shown that such a signature,
can be built from the weight enumerator of the hull of a code C, denoted by
H(C), and defined as the intersection of the code with its dual, H(C) = C ∩C⊥

[2], because the hull commutes with permutations4, H(σ(C)) = σ(H(C)), and
therefore is an invariant for permutation equivalence. The (heuristic) complexity
of SSA for an [n, k] code C is O(n3 + 2hn2 logn) where h is the dimension of
the hull [24,28]. The first term is the cost of the Gaussian elimination needed
to compute the hull. The second term is the (conjectured) number of refine-
ments, logn, multiplied by the cost one refinement (n weight enumerators of
codes of dimension h and length n). Moreover, the cost of computing the weight
enumerator of an [n, h] code over Fq is proportional to nqh operations in Fq [28].

In practice, for random codes, the hull has a small dimension with overwhelm-
ing probability [27] and the dominant cost for the average case is O(n3). Note
that, the worst case occurs when the hull dimension is maximal; weakly self-dual

4 No such property exists in general for linear codes when (semi)-linear equivalence is
considered, because the dual of equivalent codes do not remain equivalent with the
same isometry as the original codes.
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codes (C ⊂ C⊥) are equal to their hulls. Then the algorithm becomes intractable
with a complexity equal to O(2kn2 logn).

Reduction of Linear Code Equivalence to Permutation Code Equivalence was
made possible via the introduction of the closure of a linear code in [29]. A
similar approach was given in [30].

Definition 5. Let Fq = {a0, a1, . . . , aq−1}, with a0 = 0, and a linear code C ⊆
Fn
q . Define I(n)

q−1 as the cartesian product of Iq−1×In. The closure C̃ of the code
C is a code of length (q − 1)n over Fq where,

C̃ = {(akxi)(k,i)∈I(n)
q−1

| (xi)i∈In ∈ C}.

Clearly, we see that every coordinate of the closure C̃, corresponds to a coordi-
nate position of a codeword of C multiplied by a nonzero element of Fq. Since,

the index (k, i) ∈ I(n)
q−1 of a position of a codeword of the closure means that

k ∈ Iq−1 and i ∈ In, we have taken into account every possible multiplication
of xi with nonzero elements of Fq. The fundamental property of the closure is
realised in the following theorem, first given in [29].

Theorem 1. Let C,C′ ⊆ Fn
q . Then C and C′ are linearly equivalent, i.e. C

LE∼
C′, if and only if C̃ and C̃′ are permutationally equivalent, i.e. C̃

PE∼ C̃′.

Theorem 1 is of great importance, because it realizes a reduction from the Lin-

ear Code Equivalence problem to the Permutation Code Equivalence

problem. Thus, we are able to decide if the codes C and C′ are linearly equivalent
by checking their closures for permutation equivalence. Moreover, if the closures
are permutation equivalent then there exists an algorithmic procedure that al-
lows the retrieval of the initial isometry between C and C′ by considering that
a signature for an extension of SSA can be built from the weight enumerator of
the H(C̃).

Unfortunately, it turns out that the closure C̃ is a weakly self-dual code for
every q ≥ 5, considering both Euclidean and Hermitian duals, which are exa-
ctly the hard instances of SSA [29]. Moreover, for F3 and F4 equipped with
the Euclidean and Hermitian inner product, respectively, the distribution of the
dimension of H(C̃) follows the distribution of the dimension H(C), since the
closure has the same dimension as C, and will be on average a small constant,
[27], except in the cases where C is also a weakly self-dual code. Therefore,
the Linear Code Equivalence problem can be decided (and solved) in poly-
onomial time using SSA only in F3 and F4, as long as the hull of the given
code is small (the worst-case being a weakly self-dual code). However, for q ≥ 5
its complexity growth becomes exponential for all instances. Moreover, it was
conjectured in [29], that for q ≥ 5, Code Equivalence is hard for almost all
instances. This argument, was further supported by some impossibility results
on the Tutte polynomial of a graph which corresponds to the weight enumerator
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of a code [34]. To conclude with, we would like to make clear that the hardness
of the code equivalence arises from the absence of an easy computable invariant
not the inexistence of an algorithm.

Table 1. Heuristic complexity for SSA and its extension over Fq

Algorithm Field Random codes Weakly self-dual codes
(alphabet) (average-case) (worst-case)

SSA F2 O(n3) O(2kn2 log n)

SSA extension F3 O(n3) O(3kn2 log n)

SSA extension F4 O(n3) O(22kn2 log n)

SSA extension Fq, q ≥ 5 O(qkn2 log n) O(qkn2 log n)

4 Zero-Knowledge Protocols

A central concept in cryptography is zero-knowledge protocols. These protocols
allow a prover to convince a verifier that it knows a secret without the verifier
learning any information about the secret. In practice, this is used to allow one
party to prove its identity to another by proving it has a particular secret. For a
protocol to be zero-knowledge, no information can be revealed no matter what
strategy a so-called cheating verifier, simply cheater, follows when interacting
with the prover. Therefore, an important question is what happens to these
protocols when the cheater is a quantum computer. Are there any zero-knowledge
protocols sufficient to withstand such a powerful cheater in a post-quantum era?

In this section, we deal with protocols based on a particular type of alter-
native cryptography originating from error-correcting codes, called code-based
cryptography. In this emerging field of cryptography the underlying hard pro-
blems which pose as its security assumptions, decoding in a random linear code
and recovering the code structure, does not seem so far to be susceptible to at-
tacks mounted by quantum computers [24]. In addition, as we shall mention in
the following section there is a negative result regarding the connection between
coding theory and the Hidden Subgroup problem, which is the starting point
for designing efficient quantum algorithms.

The idea of using error-correcting codes for identification schemes is due to
Harari [19], followed by Stern (first protocol) [31] and Girault [17]. Harari’s
protocol was broken and the security of Girault’s one was severely weakened
(we shall explain this shortly after) while the protocol of Stern was five-pass
and unpractical. At Crypto’93, Stern proposed a new scheme [32], which is one
of the main references in this area. Recently, there has been an upsurge on
designing identification schemes mainly due to the work of several researchers
[8,9,1], where their efforts concentrated on both reducing the communication
cost and the probabibility of someone impersonating an honest prover.
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4.1 Girault’s Three-Pass Identification Scheme

Girault’s identification scheme is a three-pass one with a cheating probability
of 1/2 (compared to the usual 2/3 of Stern’s protocol), and has the additional
advantage that all computations are performed on the standard model instead of
the random oracle model since there is no involmement of a hash function in the
committments of the protocol. However, this advantage comes with a cost. At
each round of the protocol a large number of bits has to be transmitted, which
render the scheme unpractical. Its principle is as follows: Let H be an (n−k)×n
matrix over the binary field F2 common to all users. Each prover P has an n-bit
word e of small weight w randomly chosen by him and a public identifier He = s.
Clearly, when H is a parity-check matrix of a linear code, computing e from H
and s comes to finding a word of given small weight and given syndrome s, a
well-known NP-hard problem. When P needs to authenticate to a verifier V as
the owner of s, then P and V interact through the following scheme.

Step 1: P picks a random n × n permutation matrix P and a random k × k
non-singular matrix S. P computes H ′ = SHP and s′ = Ss, and sends H ′

and s′ to V .
Step 2: V generates a random bit c ∈ {0, 1} and sends it to P .
Step 3a: If c = 0, P replies by delivering S, P to V , who checks that SHP = H ′

and Ss = s′.
Step 3b: If c = 1, P replies by delivering e′ = P−1e to V , who checks that the

weight of e′ is w and H ′e′ = s′.

The protocol is a multi-round one as it has to be repeated t times to reach a
security level of 1 − (1/2)t and was proved to be zero-knowledge on [17]. Its
security is based on the hardness of two well-known problems in coding theory.
The first one is the Binary Syndrome Decoding problem shown to be NP-
complete in the worst case [5], but it is also widely believed that for the average
case it still remains hard. The other assumption is related to the hardness of the
Permutation Code Equivalence problem over the binary field since from
the knowledge of H and H ′ someone must not be able to recover the scrambing
matrix S and the permutation matrix P , as this would lead to information
leakage about the secret key of P . However, as we extensively discussed on
section 3, SSA can recover the matrix P in (almost) polynomial time when the
underlying code is chosen at random (see also the complexity figures in table 3),
and then using elementary linear algebra the matrix S can also be found.

Still, the protocol can be used with weakly self-dual codes, the instances of
Permutation Code Equivalence that the growth of SSA becomes expone-
ntial, however there is no significant advantage on decoding with self-dual codes
and in addition this restrict too much the possibilities for the public key.

4.2 Improved Version of the Girault Protocol

We now consider, Girault’s identification scheme in a q-ary setting. That is,
the underlying finite field, will no longer be the binary field but the field Fq
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with q elements. For the security assumptions of the scheme we first have to
consider syndrome decoding over Fq. We define the decisional version of the
q-ary Syndrome Decoding problem, below,

Problem 3. Given an m × n matrix H over Fq, a target vector s ∈ Fm
q and an

integer w > 0 does there exist a vector x ∈ Fn
q of weight ≤ w such that Hx = s?

which was also proven to be NP-complete in [4]. There are two main families
of algorithms for solving the latter problem: Information Set Decoding (ISD)
and (Generalized) Birthday algorithm (GBA). ISD has the lowest complexity of
the two, and in a recent work [25] the complexity of a generalization of Stern’s
algorithm from [33] is analyzed which permits the decoding of linear codes over
arbitrary finite fields Fq. For a general treatment of the topic we refer to [24],
while for the security of the scheme it is sufficient to consider that all known
decoding attacks have an exponential cost on the code length.

Moreover, in an attempt to repair the security of the scheme we consider
the (semi)-linear code equivalence instead of the permutation code equivalence,
depending on whether Fq is a prime field or not. As one of the purposes of this
paper, is to state the implications of the hardness of the (Semi)-Linear Code

equivalence problem for designing cryptographic primitives, we choose the
parameter q to be at least equal to 5, since we strongly believe that a random
instance of the latter problem is hard for these cases (see also section 3).

The starting point of this improved version of Girault’s scheme is the same
as in the original one, with the exception that all operations now occur over Fq,
q ≥ 5. Let H be an (n− k)×n matrix over Fq common to all users. Each prover
P has an n-bit word e of small weight w randomly chosen by him and a public
identifier He = s. As before, when a prover P needs to authenticate to a verifier
V as the owner of s, then P and V interact through the following protocol.

Improved Version of Girault Identification Scheme

Key Generation: Random [n, k] linear code with an (n− k)× n parity-check
matrix H over Fq

– Private key: A word e ∈ Fn
q of small weight w

– Public key: A public identifier s ∈ Fn−k
q such that He = s

Commitments:
– P picks a random n×nmonomial matrixM , a random k×k non-singular

matrix S and a field automorphism α of Fq.
– P computes the commitments s′ = Ss and H ′ = Sα(HM).
– P sends s′ and H ′ to V .

Challenge: V chooses randomly c ∈ {0, 1} and sends it to P .
Response:

– If c = 0 then P replies by delivering α, S,M to V
– If c = 1 then P replies by delivering e′ = α−1(M−1e) to V

Verification:
– If c = 0 then V checks that Sα(HM) = H ′ and Ss = S′.
– If c = 1 then V checks that the weight of e′ is w and H ′e′ = s′.
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The scheme is again a three-pass one and has to be repeated t times to reach
a security level of 1−(1/2)t. The completeness, soundness and zero-knowledge of
the scheme is a straight-forward verification of the proofs given by Girault in the
original version [17], by replacing the permutation matrix P with the monomial
matrix M and the field automorphism α (for non-prime fields) and therefore we
avoid repeating them here to save space. Note that, the scheme is again usable
in the standard model in contrast to the usual random oracle model.

We would like also to remark, that this q-ary version of Girault’s scheme
can be used again with the family of random linear codes for any field Fq,
q ≥ 5. Moreover, we choose to commit the monomial matrix M instead of its
(unique) factorization to a diagonal matrix D and a permutation matrix P (see
also section 3) to reduce the (already) large cost of communication at each
round (since we transmit matrices) as much as possible. A promising approach
to circumvent this drawback could be to employ random structured codes as the
public keys such as quasi-cyclic (QC) codes, similar to the work carried out in
[1]. Although, there is no obvious advantage for an adversary mounting decoding
attacks on QC codes, their rich structure may lead to structural attacks even
when semi-linear code equivalence is considered (even though we are unaware of
such kind of attacks) and a more careful analysis is required before proposing
any specific parameters for the scheme.

5 A Note about Code Equivalence over Fq and Quantum
Fourier Sampling

In [11], it was shown that permutation code equivalence over Fq has a direct
reduction to a nonabelian Hidden Subgroup problem (HSP). It was further
shown in the same paper that McEliece-type cryptosystems with certain condi-
tions on the permutation automorphism groups of the underlying linear codes
used as private keys, as is the case of rational Goppa codes, resist precisely the
attacks to which the RSA and ElGamal cryptosystems are vulnerable, namely
those based on generating and measuring coset states. This fact, eliminated the
approach of strong Fourier sampling on which almost all known exponential
speedups by quantum algorithms are based. In addition, these negative results
have been extended in [12] for the case of Reed-Muller codes, which correspond
to the particular case of the Sidelnikov cryptosystem.

There are two main questions arising from this framework: Whether there
are any other families of codes suitable for cryptographic applications and what
happens when we consider a more general notion of code equivalence over Fq.
We will investigate these matters, after briefly mentioning the conditions needed
for the results of [11,12].

Recall from [11] that a linear code C is HSP-hard if strong quantum Fourier
sampling, reveals negligible information about the permutation σ ∈ Sn of per-
mutationally equivalent codes, i.e. C′ = σ(C). Moreover, the support of a per-
mutation σ ∈ Sn is the number of points that are not fixed by σ, and the minimal
degree of a subgroup H ≤ Sn is the smallest support of any non-identity π ∈ H .
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Theorem 2 (Theorem 1, [12]). Let C be a q-ary [n, k] linear code such that

qk
2 ≤ n0.2n. If |PAut(C)| ≤ eo(n) and the minimal degree of |PAut(C)| is Ω(n)

then C is HSP-hard.

We now consider Fq to be a prime field (hence Aut(Fq) is trivial) and the mono-
mial group MAut(C) of a code C ⊆ Fn

q for the notion of linear code equivalence.
Clearly, if the permutation part of MAut(C) satisfies the conditions of theorem

2, so does its closure C̃ (see definition 5) which is a code of length (q− 1)n over
the same field. Recall that two codes are linearly equivalent if and only if their
closures are permutationally equivalent (c.f. theorem 1). In other words, the in-
stances of codes that are HSP-hard for the Permutation Code Equivalence

problem remain HSP-hard for the Linear Code Equivalence. This remark,
would further imply that someone could design a McEliece-type cryptosystem by
considering a monomial transformation of the private key instead of just a per-
mutation without having to worry about attacks originating from the quantum
Fourier sampling, based on rational Goppa codes over Fq for instance. However,
we should note that these results apply only to high-rate [n, k] codes over Fq (as

qk
2 ≤ n0.2n must be satisfied).

6 Conclusion

In this paper, we presented an analysis of the hardness of the Code Equiva-

lence problem over Fq when the equivalence mapping is an isometry and not
just a permutation of the code support. The hardness of the latter problem is of
great importance when designing cryptographic primitives, such as public-key
cryptosystems and identification schemes in the field of code-based cryptogra-
phy. We stated the weaknesses of such an identification scheme (Girault’s zero-
knowledge protocol), and presented an improved version which relies on exactly
these instances of the code equivalence that the problem is believed to be hard
on average. Finally, we showed that some negative results regarding the possi-
bility of attacking McEliece-type cryptosystems with quantum algorithms based
on Fourier sampling apply also for other notions of code equivalence, besides the
permutation equivalence, subject to certain conditions on the underlying family
of codes used as private keys.
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Abstract. In this work we present the first practical key-aimed timing
attack against code-based cryptosystems. It arises from vulnerabilities
that are present in the inversion of the error syndrome through the Ex-
tended Euclidean Algorithm that is part of the decryption operation
of these schemes. Three types of timing vulnerabilities are combined to
a successful attack. Each is used to gain information about the secret
support, which is part of code-based decryption keys: The first allows
recovery of the zero-element, the second is a refinement of a previously
described vulnerability yielding linear equations, and the third enables
to retrieve cubic equations.

Keywords: side channel attack, timing attack, post quantum crypto-
graphy, code-based cryptography.

1 Introduction

The McEliece PKC [1] and Niederreiter [2] Cryptosystems, built on error cor-
recting codes, are considered immune to quantum computer attacks [3], and thus
are of interest as candidates for future cryptosystems in high security applica-
tions. Accordingly, they have received growing interest from researchers in the
past years and been analyzed with respect to efficiency on various platforms
[4–8]. Furthermore, a growing number of works has investigated the side channel
security of code-based cryptosystems [9–14].

Side channel security is a very important implementation aspect of any cryp-
tographic algorithm. A side channel is given when a physical observable quantity
that is measured during the operation of a cryptographic device, allows an at-
tacker to gain information about a secret that is involved in the cryptographic
operation. The usual observables used in this respect are the duration of the
operation (timing attacks [15]), or the power consumption as a function over the
time (power analysis attacks[16]).

So far, timing attacks against the decryption operation of the McEliece PKC
targeting the plaintext have been developed [10, 12, 14]. In [11], a timing attack
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is proposed that targets the secret support that is part of the private key in code-
based cryptosystems. From the time taken by the solving of the key equation the
attacker learns linear equations about the support in this attack. But that work
suffers from two major limitations: Neither is the information that is gained in
itself sufficient for a practical attack, nor was the attack actually implemented.

This work extends on the analysis given in [11] in multiple ways: first of all,
we find that a control flow ambiguity causing leakage in terms of the linear equa-
tions is manifest already in the syndrome inversion preceding the solving of the
key equation in the decryption operation, and consequently the countermeasure
proposed in that work is insufficient. We also show that there exists a timing
side channel vulnerability in the syndrome inversion that allows the attacker
to gain knowledge of the zero-element of the secret support. As an extension
resp. generalization of the attack yielding linear equations, we derive a practical
timing attack that lets the attacker gain cubic equations.

We then describe how to efficiently use these three vulnerabilities to build a
practical attack that recovers the private key entirely. Lastly, we give results for
practical executions of the timing attack on a personal computer.

2 Preliminaries

In this work, we give a brief description of the McEliece PKC, and stress those
features of the decryption algorithm, that are necessary to understand the tim-
ing attack presented in this paper. A more detailed description and security
considerations can be found e.g. in [17].

Goppa Codes. Goppa codes [18] are a class of linear error correcting codes. The
McEliece PKC makes use of irreducible binary Goppa codes, so we will restrict
ourselves to this subclass and to code lengths that are powers of two.

Definition 1. Let the polynomial g(Y ) =
∑t

i=0 giY
i ∈ F2m [Y ] be monic and

irreducible over F2m [Y ], and let m, t be positive integers. Then g(Y ) is called a
Goppa polynomial (for an irreducible binary Goppa code).

Then an irreducible binary Goppa code is defined as C(g(Y )) = {c ∈ Fn
2 |Sc(Y )

:=
∑n−1

i=0
ci

Y−αi
= 0 mod g(Y )}, where n = 2m, Sc(Y ) is the syndrome of c,

Γ = (αi|i = 0, . . . , n − 1), the support of the code, where the αi are pairwise
distinct elements of F2m , and ci are the entries of the vector c.

The code defined in such way has length n, dimension k ≥ n−mt – however we
restrict us to k = n−mt in this work – and can correct up to t errors.

As for any linear error correcting code, for a Goppa code there exists a gen-
erator matrix G ∈ Fk×n

2 and a parity check matrix H ∈ Fmt×n
2 [19]. Given these

matrices, a message m ∈ Fk
2 can be encoded into a codeword c of the code by

computing c = mG, and the syndrome s ∈ Fmt
2 of a (potentially distorted)

codeword can be computed as s = cHT . Here, we do not give the formulas for
the computation of these matrices as they are of no importance for the under-
standing of the attack developed in this work. The interested reader, however,
is referred to [19].
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Overview of the McEliece PKC. In this section we give a brief overview of the
McEliece PKC. The McEliece secret key consists of the Goppa polynomial g(Y )
of degree t and the support Γ = (α0, α1, . . . , αn−1), i.e. a permutation of F2m ,
together they define the secret code C. The public key is given by the public
n× k generator matrix Gp = SG over F2, where G is a generator matrix of the
secret code C and S is a non-singular k×k matrix over F2, the purpose of which
is to bring Gp into reduced row echelon form, i.e. Gp = [I|G2], which results in
a more compact public key [4].

Note that in the original definition of the McEliece PKC [1], the support is
chosen to be in lexicographical ordering, but instead the public key is chosen as
Gp = SGP , where P is a random permuation matrix. These two descriptions are
completely equivalent: P corresponds to the permutation that has to be applied
to a lexicographical ordered support Γ to produce the randomized secret support
as it is defined above. Accordingly, the attack described in this work that attacks
the secret support can alternatively be seen as an attack against the secret
permutation.

The encryption operation allows messages m ∈ Fk
2 . A random vector e ∈ Fn

2

with hamming weight wt (e) = t has to be created. Then the ciphertext is
computed as z = mGp + e.

The Decryption is given in Algorithm 1. It makes use of the error correction
algorithm, given by the Patterson Algorithm [20], shown in Algorithm 2. In Step
1 of this algorithm, the syndrome vector is computed by multiplying the cipher-
text by the parity check matrix, and then turned into the syndrome polynomial
S(Y ) by interpreting it as an Ft

2m element and multiplying it with the vector of
powers of Y . The Patterson Algorithm furthermore uses an algorithm for finding
roots in polynomials over F2m (root find()), and the Extended Euclidean Algo-
rithm (EEA) for polynomials with a break condition based on the degree of the
remainder, given in Algorithm 3. The root finding can e.g. be implemented as
an exhaustive search on F2m . Please note that all polynomials appearing in the
algorithms have coefficients in F2m .

The Niederreiter PKC [2] is a cryptosystem that is slightly different from
the McEliece PKC, however there also an error vector is chosen during the
encryption and decryption features the syndrome decoding. Since these features
are, as we shall see, the preconditions for our attack, it is equally applicable to
the Niederreiter PKC.

In the following, we turn to those details, that are relevant for the side channel
issues we are going to address in Section 3. Please note that the error locator
polynomial σ(Y ), which is determined in Step 4 of Algorithm 2, has the following
form:

σ(Y ) =
∏
j∈E

(Y − αj) =

t∑
i=0

σiY
i. (1)

where E is the set of those indexes i, for which ei = 1, i.e. those elements of F2m

that correspond to the error positions in the error vector. The determination of
the error vector in Step 6 of Algorithm 2 makes use of this property. Accordingly,
deg (σ(Y )) = wt (e) if wt (e) ≤ t holds.
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Algorithm 1.The McEliece Decryption Operation

Require: the McEliece ciphertext z ∈ Fn
2

Ensure: the message m ∈ Fk
2

1: e ← err corr(z, g(Y ))
2: m′ ← z + e
3: m ←the first k bits of m′

4: return m

Algorithm 2 .The McEliece error correction with the Patterson Algorithm
(err corr(z, g(Y )))

Require: the distorted code word z ∈ Fn
2 , the secret Goppa polynomial g(Y ) and

secret support Γ = (α0, α1, . . . , αn−1)
Ensure: the error vector e ∈ Fn

2

1: S(Y ) ← zH� (
Y t−1, · · · , Y, 1

)�
2: τ (Y ) ←

√
S−1(Y ) + Y mod g(Y )

3: (a(Y ), b(Y )) ← EEA
(
τ (Y ), g(Y ), � t

2
	
)

4: σ(Y ) ← a2(Y ) + Y b2(Y )
5: E = {E0, . . . , Et−1} ← rootfind(σ(Y )) // if αi is a root, then E contains i

6: e ← v ∈ Fn
2 with vi = 1 if and only if i ∈ E

7: return e

3 Analysis of Timing Side Channels in the Syndrome
Inversion

We now explain three different vulnerabilities present in the syndrome decoding.
To this end, we first explore certain properties of the syndrome inversion by the
use of the EEA during the code-based decryption operation.

3.1 Properties of the Syndrome Inversion

The syndrome polynomial is defined as

S(Y ) ≡
w∑
i=1

1

Y ⊕ εi
≡ Ω(Y )

σ(Y )
mod g(Y ) (2)

Here, w is the Hamming weight of the error vector e and the {εi|i ∈ {1, . . . w}}
denote the support elements associated with the indexes of those bits in the
error vector having value one in arbitrary ordering, i.e., for instance, if the bits
found at the index j and k in the error vector have value one, then ε1 = αj ,
ε2 = αk and so on. The identification of the error locator polynomial σ(Y ) in
the denominator is simply a result of the form of the common denominator of all
sum terms. In the McEliece PKC Decryption, during the error correction, Alg. 2,
Step 2, S−1(Y ) is computed by invoking Alg. 3 as EEA(g(Y ), S(Y ), 0). But it
is known that in case of w ≤ t/2 instead it is possible to find σ(Y ) already at this
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Algorithm 3.The Extended Euclidean Algorithm (EEA(r−1(Y ), r0(Y ), d))

Require: the polynomials r−1(Y ) and r0(Y ), with deg (r0(Y )) < deg (r−1(Y ))
Ensure: two polynomials rM (Y ), bM (Y ) satisfying rM (Y ) =

bM (Y )r0(Y ) mod r−1(Y ) and deg (r0(Y )) ≤ �deg (r−1) /2	
1: b−1 ← 0
2: b0 ← 1
3: i ← 0
4: while deg (ri(Y )) > d do
5: i ← i+ 1
6: (qi(Y ), ri(Y )) ← ri−2(Y )/ri−1(Y ) // polynomial division with quotient qi and

remainder ri

7: bi(Y ) ← bi−2(Y ) + qi(Y )bi−1(Y )
8: end while
9: M ← i

10: return (rM (Y ), bM (Y ))

stage by invoking Alg. 3 as EEA(g(Y ), S(Y ), �t/2�−1), i.e. with r−1(Y ) = g(Y )
and r0(Y ) = S(Y ) and breaking once deg (ri(Y )) ≤ (t/2)− 1. Then, it returns
δσ(Y ) = bM (Y ) and furthermore δΩ(Y ) = rM (Y ), where δ ∈ F2m and M is the
number of iterations performed by the EEA [21].

Given this form of the S(Y ), we can make a statement about the maxi-
mally possible number of iterations in the EEA used to compute S−1(Y ) ≡
σ(Y )/Ω(Y ) mod g(Y ). As already mentioned, the actual invocation of the syn-
drome inversion is EEA(g(Y ), S(Y ), 0). But the above explained fact that we
could stop at deg (ri(Y )) ≤ (t/2) − 1 means that there is one iteration in the
EEA where ri(Y ) = δΩ(Y ) and bi(Y ) = δσ(Y ), in case of w ≤ (t/2)− 1.

Theorem 1. Assume a Goppa Code defined by g(Y ) and Γ . When Alg. 3 is

invoked as EEA(g(Y ), S(Y ), 1) with S(Y ) ≡ Ω(Y )
σ(Y ) mod g(Y ), and the error

vector e corresponding to S(Y ) satisfies wt (e) ≤ (deg (g(Y )) /2) − 1, then for
the number of iterations in Alg. 3 we find:

M ≤ Mmax = deg (Ω(Y )) + deg (σ(Y ))

Proof. Regard the iteration where rj(Y ) = δΩ(Y ) and bj(Y ) = δσ(Y ). Since
according to Alg. 3 the degree of bj(Y ), starting from zero, increases at least
by one in each iteration, we find j ≤ deg (σ(Y )). From here on, the degree
of rj(Y ) = δΩ(Y ) is decreased by at least one in each subsequent iteration
down to deg (rM (Y )) = 0, i.e. M − j ≤ deg (Ω(Y )), giving M = M − j + j ≤
deg (Ω(Y )) + deg (σ(Y )).

Because in the following we are only interested in the derivation of equations of
the form σi = 0 for a specific value of i, we will ignore the constant δ from here
on.
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3.2 Linear Equations from w = 4 Error Vectors

We now investigate the effect of the above results for the case where ciphertexts
created with error vectors of Hamming weight four are input to the decryption
operation.

In the case of w = 4 the syndrome polynomial is of the form:

S(Y ) ≡ Ω(Y )

σ(Y )
≡

4∑
i=1

1

Y ⊕ εi
≡ σ3Y

2 ⊕ σ1

Y 4 ⊕ σ3Y 3 ⊕ σ2Y 2 ⊕ σ1Y ⊕ σ0
mod g(Y ), (3)

where εi ∈ F2m , i ∈ 1, . . . , 4 denote the four elements of the support associated
with the error positions. Furthermore, in the right hand side of Eq. (3), which
is found by bringing all four sum terms to their common denominator, we have

σ3 = ε1 ⊕ ε2 ⊕ ε3 ⊕ ε4.

With the aim of finding a timing vulnerability revealing certain coefficients of
σ(Y ) and thus information about the secret support, we now analyze the con-
nection between the number of iterations and their complexity on the one hand
and the degree of Ω(Y ) on the other. Regarding Ω(Y ) for the case w = 4 we find
that the coefficient to the highest power of Y is given by σ3 = ε1 ⊕ ε2 ⊕ ε3 ⊕ ε4.
If σ3 = 0, then the degree of Ω(Y ) is zero, otherwise it is two. This means that
in the case of σ3 = 0 the maximal number of iterations in the inversion is four,
in contrast to six in the general case. Table 1 gives an overview of the individual
iterations in the syndrome inversion EEA when w = 4, where it is assumed that
for each iteration deg (qi(Y )) = 1, i.e. the case where the maximal number of
iterations Mmaxis executed. In the majority of the cases Mmax iterations occur,
i.e. six when deg (Ω(Y )) = 2 and four when deg (Ω(Y )) = 0. But with probabil-
ity about 1/n in each iteration a larger degree of the quotient polynomial qi(Y )
occurs, accordingly then M < Mmax. With the aim of assessing the reliability
of the differences in running time allowing to identify the case deg (Ω(Y )) = 0,
we examine whether M < Mmax might lead to timings for deg (Ω(Y )) = 2 as
low as for deg (Ω(Y )) = 0. We immediately find that the fifth iteration, which is
only executed in the case σ3 = 0, features a much more complex multiplication
q5(Y )b4(Y ) than all the other iterations.

The control flow for the second EEA invocation, i.e. the solving of the key
equation, for the case w = 4 has been analyzed in [11], there it is shown that in
the case of σ3 = 0 the number of iterationsN is zero, whereas in the case σ3 	= 0 it
is one. In that work, a countermeasure is proposed that removes the possibility to
exploit the according timing differences in the second EEA invocation. However,
due the fact that, as shown above, timing differences reveal σ3 = 0 already in
the syndrome inversion EEA, the countermeasure proposed in [11] is insufficient.

Experimental results confirm that taken together, the timing differences emerg-
ing in both EEA applications, i.e. the syndrome inversion and the key equa-
tion solving, actually allow for reliable distinction of deg (Ω(Y )) being zero or
non-zero, and thus the attacker is able to learn linear equations of the form
σ3 =

∑4
i=1 εi = 0. Remember that through the choice of the error vector during
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encryption, he chooses the indexes ji with i = 1, . . . , 4 of the support elements
αji = εi according to the definition of the εi notation for the support elements.

Table 1. Overview of the iterations in the syndrome inversion EEA for Hamming
weight four error vectors. If deg (Ω(Y )) = 2, Mmax, the maximal number of iterations
is six, otherwise, if deg (Ω(Y )) = 0, we have Mmax = 4.

i deg (qi(Y )) deg (bi(Y )) deg (ri(Y ))

1 1 1 t-1
2 1 2 t-2
3 1 3 t-3

4 1 4 2 (or 0)

5 t - 5 t - 1 1
6 1 t 0

3.3 Cubic Equations from w = 6 Error Vectors

The vulnerability found for w = 4 error vectors can be generalized to any even
value of w. For the attack that is subject of this work, we also employ the case
w = 6. There, we find that the syndrome polynomial according to Eq. (2) is of
the form

S(Y ) ≡ Ω(Y )

σ(Y )
≡ σ5Y

4 ⊕ σ3Y
2 ⊕ σ1

Y 6 ⊕ σ5Y 5 ⊕ σ4Y 4 ⊕ σ3Y 3 ⊕ σ2Y 2 ⊕ σ1Y + σ0
mod g(Y ),

(4)
where

σ3 =

6∑
j=3

j−1∑
k=1

k−1∑
l=1

εjεkεl, (5)

σ5 =

6∑
i=1

εi. (6)

As in case of w = 4, deg (Ω(Y )) = 0 implies zero iterations in the key equation
EEA. Furthermore, it is again the most complex iteration of the syndrome in-
version EEA that is skipped if deg (Ω(Y )) = 0. The difference to w = 4 is that
here two coefficients of σ(Y ), i.e σ3 and σ5, have to be zero for this to happen.

Thus from detecting deg (Ω(Y )) = 0 the attacker can learn the equations
σ3 = 0 and σ5 = 0. However, since from the vulnerability presented in Sec. 3.2
it is already possible for the attacker to learn linear equations about the secret
support, the value of the “w = 6” vulnerability lies in the equation σ3 = 0, which
can be learned through a timing side channel analogously to the case “w = 4”.

3.4 The Zero Element of the Support from w = 1 Error Vectors

For w = 1 the whole control flow in Patterson’s Algorithm is very simple and
unambiguous on a high level: S(Y ) ≡ 1

Y ⊕ε1
mod g(Y ), S−1(Y ) = Y ⊕ ε1,
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Algorithm 4.Polynomial Division poly div(n(Y ), d(Y ))

Require: the polynomials n(Y ), d(Y ) with deg (n(Y )) ≥ deg (d(Y ))
Ensure: two polynomials s(Y ), q(Y ) with q(Y )d(Y )+ s(Y ) = n(Y ) and deg (s(Y )) <

deg (d(Y ))
1: s−1(Y ) ← n(Y )
2: s0(Y ) ← d(Y )
3: q0(Y ) ← 0
4: i ← 0
5: while deg (si(Y )) ≥ deg (d(Y )) do
6: i ← i+ 1
7: ai ← si−2,deg(si−2(Y ))/si−1,deg(si−1(Y ))
8: fi ← deg (si−2(Y ))− deg (si−1(Y ))
9: qi(Y ) = qi−1 + aiY

fi

10: si ← si−2(Y )− aisr−1(Y )Y fi

11: end while
12: return (qi(Y ), si(Y ))

τ(Y ) =
√
ε1, a(Y ) = τ(Y ), b(Y ) = 1, σ(Y ) = Y ⊕ ε1. The polynomial inversion

is, according to Theorem 1, performed in exactly one iteration. But there is an
ambiguous control flow within the polynomial division given in Alg. 4, that is
executed within this EEA iteration: We find q1(Y ) = Y because there is no
alternative to deg (S(Y )) = t− 1. In Alg. 4, si,j denotes the coefficient to Y j in
si(Y ). If ε1 = 0, then the division has to stop at this point. Otherwise, a second
iteration is performed giving q2(Y ) = Y ⊕ ε1. Thus, if the timing difference
resulting from the different number of iterations in the division is detectable,
the index of z of the secret support element αz = 0 can be found.

4 Combining the “w = 1”, “w = 4”, and “w = 6”
Vulnerabilities to a practical Attack

In this section we explain the construction of a practical attack based on the
vulnerabilities shown in Sections 3.2, 3.3 and 3.4.

4.1 Description of the Attack Procedure

Step 1. By performing the respective queries on the decryption device with
“w = 4” error vectors, a rank n − m − 1 linear equation system is build. The
experimental results from [11] already showed that this is the maximal rank that
can be achieved from the linear equations. Afterwards, the index of the zero
element, αz is determined through the “w = 1” vulnerability. In the majority of
the cases, this information increases the rank of the equation system to n−m.
In the rare cases when the rank remains at n−m− 1, the attack’s on-line and
off-line complexity is increased by a factor of n.

In the following, we assume that we have an equation system of rank n −
m. This is the highest possible rank for a homogeneous linear equation system



Timing Attacks against the Syndrome Inversion 225

describing a permutation of F2m , since there must be m linearly independent
basis elements. Accordingly, by bringing the linear equation system into reduced
row echelon form, we find the elements associated with the m rightmost columns
must be a basis {βi}:

α0 α1 . . . αi . . . αn−m−3 αn−m−2 β0 . . . βm−1

1 0 . . . 0 . . . 0 0 X . . . X
...
0 0 . . . 1 . . . 0 0 X . . . X
...
0 0 . . . 0 . . . 0 1 X . . . X

Step 2. At this point for each element αi we know the corresponding Bi with
αi =

∑
j∈Bj

βi, i.e. its representation in the chosen basis. If the values of all
basis elements βi were known, then the values of all αi would be set as well and
the support was recovered. Accordingly, the next step in the attack is to collect
cubic equations according to Eq. (5) in a way that allows for efficient guessing
resp. solving for the values of the βi. To this end, the first set C1 of “w = 6”
equations is created by the employment of error vectors involving error positions
corresponding to εi, i = 1, . . . , 6, where the following conditions hold:

1. εi ∈ span({βs1 , βg1 , βg2 , βg3}). These are four arbitrarily chosen basis ele-
ments, where βs1 denotes the one to be solved for in the resulting equation
according to Eq. (5). The reason for this initial set of basis elements having
cardinality four is that this is the lowest cardinality allowing to satisfy all
the conditions in the following items.

2.
∑6

i=1 εi = 0. This qualifies the error vector for the possibility of deg (Ω(Y )) =
N = 0 according to Eq. (6) in the sense that σ5 = 0 is already ensured. As
a result, in contrast to the case of random w = 6 error vectors that have
a probability for deg (Ω(Y )) = N = 0 in the domain of 1/n2, for these
candidates this probability is about 1/n.

3. Exactly two of the εi contain βs1 . The reason for this constraint is to keep
the process of solving, the details of which we shall see shortly, as simple
as possible. Specifically, the twofold occurrence of βsi leads to a quadratic
equation for βsi .

Candidate error vectors e that meet these conditions are used to build cipher-
texts which are input to the decryption device; and from the timing of the
decryption, it is inferred whether actually deg (Ω(Y )) = N = 0 occurred. The
number of such equations to be collected for one βsi is given by ci, which is a
parameter for the attack.

After c1 equations are found for βs1 , the second set of equations is build in
the same way as the first, the only differences being that the basis element to
be solved for now is βs2 /∈ {βs1 , βg1 , βg2 , βg3}, and first condition becomes εi ∈
span({βs1 , βg1 , βg2 , βg3 , βs2}). In this manner successively sets of cubic equations
for m− 3 different βsi are collected until the equations in the last set involve all
βi.
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Step 3. In this step the solving resp. guessing is performed. Let those two εi that
contain βsi according to the third condition in Step 4 always be ε1 and ε2. From
the conditions given in Step 4, and Eq. (5) we have for each βsi a quadratic
equation

aβ2
si + bβsi + c = 0, (7)

with a =
∑6

j=3 εi, b = (ε1+ε2)a, c = (ε1−βsi)(ε2−βsi)a+(ε1+ε2)
∑6

j=4

∑j−1
k=3 εjεk

+
∑6

j=5

∑j−1
k=4

∑k−1
l=3 εjεkεl (for clarity, in these formulas we provide “+” and “−”

even though both amount to “⊕” ). Such a quadratic equation has two solutions
for βsi .

The solving is performed as follows: enumerate the initial guesses, i.e. all the
possible combinations of the values for βg1 , βg2 , βg3 . Here, and for the subsequent
guesses, since we are looking for linearly independent F2m elements, it holds that

βgi /∈ span({βg1 , . . . , βgi−1}), (8)

where we imply the convention βsi = βgi+3 .
For each such combination of values for βg1 , βg2 , βg3 the roots of each equation

in C1 are potential candidates for the value of βs1 . However, additionally to the
restriction from Eq. (8), those roots that are found only for a subset of C1 are
discarded. This is wherein the value of a choice ci = |Ci| > 1 lies. The larger the
ci are chosen, the higher is the on-line effort of the attack (more cubic equations
have to be collected), but the off-line effort is reduced as the number possible
solutions for each βsi is decreased.

The remaining roots are iterated over to find the possible solutions for βs2

by solving the equations in C2, which in turn are used to compute the possible
values of βs3 , etc. Whenever in such a chain of guesses a solution for all βsi is
found, a guess for the whole support Γ = (αi|αi =

∑
j∈Bi

βj) is implied, which
has to be checked by a means of key recovery, as described in [13].

4.2 Experimental Results

We conducted the attack with the following measurement setup on an Intel Core
2 Duo x86 platform: from the attack program, the decryption function was called
with the attack ciphertexts as input, and the decryption time was measured with
the CPU’s cycle counter.

Because the cycle counts measured for a deterministic operation of the du-
ration of a code-based decryption vary considerably on such CPUs, a specific
strategy has to be used to identify positives, by which we refer to ε1 = 0 for
w = 1 and deg (Ω(Y )) = 0 for w = 4 and w = 6, i.e. those cases that yield an
equation for the attacker. Specifically, an approximate model for cycle counts
on modern x86 CPUs like the Core2 Duo is a hypothetical constant cycle count
associated with the operation which is increased by a random delay on every
execution of an operation. Because in all three different attack types the posi-
tives, from the algorithmic point of view, are executed faster than the negatives,
the following classification strategy can be used: Prior to the attack a training
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phase is carried out where the minimal cycle counts for positives are determined
as well as the minimal cycle counts for negatives (using a different secret key
than during the attack). Then the border below which an operation is classified
as a positive during the attack is set as the mean of these two values. We refer
to the distance between the minimal cycle counts for positives and the minimal
cycle counts for negatives as the cycles gap. Clearly, a larger such gap increases
the probability for finding positives. Furthermore, the above approximate model
for the cycle counts on the employed CPU is lacking other effects that could be
observed in our experiments: during the execution of the attack the previously
determined maximal and minimal cycle counts for the two classes of operations
seem to be subject to an “upwards drift”, i.e. they tend to successively increase
over time but sometimes also drop again approximately to the initial levels after
some time.

Table 2 summarizes the results for single attack runs with different code pa-
rameters. The rows labeled “cycles gap . . . ” indicate the above discussed gaps.
We found that gaps of a couple of hundreds cycles that are characteristic for the
w = 1 vulnerability tend to cause problems in the detection of positives, i.e. in
some runs due to the mentioned drift of the cycle counts the zero support ele-
ment could not be determined, while the considerably larger gaps for the w = 4
and w = 6 vulnerabilities allow for reliable detection of positives.

The rows labeled “number of queries . . . ” show the number of decryption
operations that had to be executed with ciphertexts created with error vectors
of the respective weight in the course of a single run of the attack.

“number of final verifications” is the number of the guesses for the complete
support that are output by the attack. We did not implement an actual verifi-
cation, but simply compare the guess for the support with the correct support
Γ . As already mentioned, in [13] the procedure that had to be used in a real life
attack is described. It involves only some linear algebra operations on the public
key and the invocation of an EEA and would not perceptibly increase the time
for solving, given the small numbers of such final verifications occurring in the
attacks.

The time for the solving step is given in the last row. From the theory, one
expects an increase of the solving time by a factor of about eight for each increase
of m by one. The reason is that the number of initial guesses, i.e. the number of
combinations of values that can be chosen for βg1 , βg2 and βg3 is roughly n3, and
all F2m operations, including the solving of the quadratic equations [22] Eq. (7),
are done with the help of lookup tables, and thus execute in constant time.

The number of equations gathered per βsi were chosen as C1 = 1, C2 = 2,
C3 = 4, i.e. chosen as the double of the previous count, up to a maximal value
of 16, i.e. Ci = 16 for i ≥ 5.

As previously mentioned, in the rare cases where the knowledge about the zero-
element of the support does not increase the rank of the equation system, Steps
2 and 3 would have to be repeated about up to n times, for these cases stronger
hardware would be needed to keep the solving time in reasonable margins.
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Table 2. Experimental results for single runs of the attack. Refer to the text for
explanations

m = 9, t = 33 m = 10, t = 40

cycles gap w = 1 ≈ 400 ≈ 600

cycles gap w = 4 ≈ 13, 000 ≈ 19, 000

cycles gap w = 6 ≈ 17, 000 ≈ 23, 000

number of queries for w = 1 (Step 1) 3,575,494 11,782,695

number of queries for w = 4 (Step 1) 1,517,253 2,869,424

number of queries for w = 6 (Step 2) 374,927 1,837,125

number of final verifications (Step 3) ≈ 8, 000 ≈ 2, 000

running time for solving on 1 GHz x86 CPU (Step 3) 3h 28h

5 Conclusion

The results of this work show that timing attacks based on control flow vulnera-
bilities in the syndrome inversion and the key equation EEA are a threat to the
confidentiality of the secret key. In the chosen measurement setup, the attack
has been proved to be practical. Apart from the recovery of the zero-element
of the support, the cycles gaps between the controls flows that have to be dis-
tinguished are rather large, and thus remote timing attacks seem feasible too.
If the zero-element remains unknown, the on-line and off-line attack complexity
can still be managed with appropriate hardware.

The question of countermeasures against this attack has not been explicitly ad-
dressed in this work, but two possibilities seem to suggest themselves: the first
would be similar to the countermeasures given in [12], where “premature” abortion
of the key equation solving EEA is prevented by enforcing the “missing” iterations.
This however is a delicate undertaking, as even the smallest timing differences have
to be prohibited and thus the complexity of the individual iterations must be ac-
counted for (consider for instance the “w = 1 attacks” from Section 3.4).

The second option would be stronger in this respect: there, we alter the cryp-
tosystem’s parameter specification: during the encryption, only t− 1 errors are
added, and prior to the standard decryption operation, another “bit flip error” is
applied, the position of which should be the same for repeated decryptions of a
certain ciphertext but otherwise appear as random, and thus should be pseudo-
randomly derived from the ciphertext and a constant secret value (for instance
a hash value of the secret key). This approach would guarantee a pervasive al-
teration of the decryption operation, however it demands an increase of security
parameters to compensate for the lower error weight used during encryption.
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Abstract. There are several attempts to build asymmetric pubic key
encryption schemes based on multivariate polynomials of degree two over
a finite field. However, most of them are insecure. The common defect in
many of them comes from the fact that certain quadratic forms associated
with their central maps have low rank, which makes them vulnerable to
the MinRank attack. We propose a new simple and efficient multivariate
pubic key encryption scheme based on matrix multiplication, which does
not have such a low rank property. The new scheme will be called Simple
Matrix Scheme or ABC in short. We also propose some parameters for
practical and secure implementation.

Keywords: Multivariate Public Key Cryptosystem, Simple Matrix Scheme,
MinRank Attack.

1 Introduction

Public key cryptography plays an important role in secure communication. The
most widely used nowadays are the number theoretical based cryptosystems
such as RSA, DSA, and ECC. However, due to Shor’s Algorithm, such cryp-
tosystems would become insecure if a large Quantum computer is built. Recent
progress made in this area makes this threat realer than ever before. Moreover,
the computing capacity of these Number Theoretic based systems is proved to
be limited. These are some reasons which motivate researchers to develop a new
family of cryptosystems that can resist quantum computers attacks and that are
more efficient in terms of computation. Researchers usually use Post Quantum
Cryptography (PQC) to denote this new family.

Multivariate public key cryptosystems (MPKC) belong to the PQC family.
If well designed, they can be a good candidate for PQC. The public key of an
MPKC is a system of multivariate polynomials, usually quadratic, over a finite
field. The security of MPKCs is based on the knowledge that solving a set of
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multivariate polynomial equations over a finite field, in general, is proven to
be an NP-hard problem [9]. In fact quantum computers do not appear to have
an advantage when dealing with NP-hard problems. However, this does not
guarantee that these cryptosystems are secure. The first such practical system
was proposed in 1988 by Matsumoto and Imai with their scheme called C* or
MI. Nonetheless, Jacques Patarin proved it insecure using linearization equations
attack a few years later [18].

In [5], the authors showed that the rank of the quadratic form associated to
the central map of C* is only two and therefore the private key could be also
recovered with the help of the MinRank Attack.

In [19] Patarin extended the C* scheme by using a new central map to con-
struct a new encryption scheme called Hidden Field Equations (HFE). But Kip-
nis and Shamir found a way to recover the private keys using the MinRank Attack
[13]. Furthermore, it is showed in [8] that inverting HFE is quasi-polynomial if
the size of the field and the degree of the HFE polynomials are fixed.

In [15], T.T. Moh proposed a multivariate asymmetric encryption scheme
called TTM.

But again, it was broken by exploiting the fact that some quadratic form
associated to the central map is of low rank [3].

In the last two decades, many other MPKCs have been proposed for encryp-
tion but almost all of them are proven to be insecure and many of them share
a common defect; that is some quadratic forms associated to their central maps
have low rank and therefore are vulnerable to the MinRank Attack. In con-
sequence, for a MPKC to be secure, it is necessary that all quadratic forms
associated with the central map have a rank high enough.

This paper will propose a new multivariate public key scheme for encryption
having the property that the quadratic forms associated to the central map do
not have a low rank but a rank related to a certain parameter n. The scheme
is constructed using some simple matrix multiplications and it will be called
Simple Matrix encryption scheme or ABC in short.

This paper is organized as follows. In Section 2 we give an illustration of the
MinRank attack using HFE. In Section 3, we describe the construction of the
ABC scheme. The security analysis is presented in Section 4. Section 5 shows
a practical implementation of the ABC scheme while Section 6 discusses the
efficiency and Section 7 concludes the paper.

2 MinRank Attack

The MinRank attack is a cryptanalysis tool that can be used to recover the secret
key of MPKCs whose quadratic form associated to the central map is of low rank.
In this section, we give an illustration by describing the MinRank attack on the
HFE scheme. The attack was first performed by Kipnis and Shamir [13] who
showed that the security of HFE can be reduced to a MinRank problem.
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2.1 The HFE Scheme

The HFE cryptosystem was proposed by Jacques Patarin in [19]. It can be
described as follow. Let q = pe, where p is a prime and e ≥ 1. Let K be an
extension of the finite field k = Fq of degree n. Clearly, K ∼= kn.

Let φ : K → kn be the k-linear isomorphism map between the finite field K
and the n-dimensional vector space kn. The central map of HFE is a univariate
polynomial P (x) of the following form

P (x) =

r−1∑
i=0

r−1∑
j=0

pijx
qi+qj ∈ K[x],

where pij ∈ K and r is a small constant chosen in a way such that P (x) can
efficiently inverted. The public key is given to be

F̄ = T ◦ φ ◦ P ◦ φ−1 ◦ S,

where T : kn −→ kn and S : kn −→ kn are two invertible linear transformations
and the private key consist of T, P and S.

2.2 MinRank Attack on HFE

In [14], Kipnis and Shamir showed that the public key F̄ and the transformations
S, T, T−1 can be viewed as maps G∗, S∗, T ∗, T ∗−1 over K. More precisely,

S∗(x) =
n−1∑
i=0

six
qi , T ∗−1(x) =

n−1∑
i=0

tix
qi .

and G∗(x) = T ∗(P (S∗(x))). We can express G∗(x) in the form:

G∗(x) =
n−1∑
i=0

n−1∑
j=0

gijx
qi+qj = xGxt,

where x = (x, xq , . . . , xqn−1

) is a vector over K, xt is the transposition of x and
G = [gij ] is a matrix over K. The identity T ∗−1(G∗(x)) = P (S∗(x) implies that

G′ =
n−1∑
i=0

tkG
∗k = WPW t,

where P = [pij ] over K, G∗k and W are two matrices over K whose repective

(i, j) entries are gq
k

i−k,j−k and sq
i

i−j , with i− k, j− k and i− j computed modulo

n. Since the rank of WPW t is not more than r, recovering t0, t1, . . . , tn−1 can
be reduced to solving a MinRank problem, that is, to find t0, t1, . . . , tn−1 such
that

Rank(

n−1∑
i=0

tkG
∗k) ≤ r.
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Methods to solve the MinRank problem for small r can be found in [11]. Once
the values t0, t1, . . . , tn−1 are found, T and S will be then easily computed.
Therefore, the key point to attack HFE is to solve the MinRank problem.

The Kipnis-Shamir attack was improved by Courtois using a different method
to solve the MinRank problem [3]. However, Ding et al. showed that the original
Kipnis-Shamir attack and the improvement of Courtois are not valid in [4]. Later,
Faugère et al. proposed a more comprehensive improvement of the Kipnis-Shamir
attack against HFE [2].

3 Construction of ABC Cryptosystem

Let n,m, s ∈ Z be integers satisying n = s2 and m = 2n. For a given integer s,
let ks denote the set of all s-tuples of elements of k. We denote the plaintext by
(x1, x2, . . . , xn) ∈ kn and the ciphertext by (y1, y2, . . . , ym) ∈ km. The polyno-
mial ring with n variables in k will be denoted by k[x1, . . . , xn]. Let L1 : kn → kn

and L2 : km → km be two linear transformations, i.e.

L1(x) = L1x and L2(y) = L2y,

where L1 and L2 are respectively an n × n matrix and an m ×m matrix with
entries in k, x = (x1, x2, . . . , xn)

t, y = (y1, y2, . . . , ym)t, and t denote the matrix
transposition.

The Central map Let

A =

⎛⎝ x1 x2 ... xs
xs+1 xs+2 ... x2s

...
...

. . .
...

x(s−1)s+1 x(s−1)s+2 ... xs2

⎞⎠ ; B =

⎛⎝ b1 b2 ... bs
bs+1 bs+2 ... b2s

...
...

. . .
...

b(s−1)s+1 b(s−1)s+2 ... bs2

⎞⎠ ;

and C =

⎛⎝ c1 c2 ... cs
cs+1 cs+2 ... c2s

...
...

. . .
...

c(s−1)s+1 c(s−1)s+2 ... cs2

⎞⎠ be three s × s matrices, where xi ∈

k, bi and ci are randomly chosen as linear combination of elements from the
set {x1, . . . , xn}, where i = 1, 2, . . . , n. Define E1 = AB, E2 = AC and let
f(i−1)s+j and fs2+(i−1)s+j ∈ k[x1, . . . , xn] be respectively the (i, j) element of
E1 and E2 (i, j = 1, 2, . . . , s). Then we obtain with this notation m polynomials
f1, f2, . . . , fm, and we define the central map to be

F(x1, . . . , xn) = (f1(x1, x2, . . . , xn), . . . , fm(x1, x2, . . . , xn)).

We note that for any 1 ≤ i ≤ m, the rank of the quadratic form fi which is
associated with the central map F is close to or equal to 2s. Define

F̄ = L2 ◦ F ◦ L1 = (f̄1, f̄2, . . . , f̄m),

where L1 : kn → kn and L2 : km → km are as above, f̄i ∈ k[x1, . . . , xn] are m
multivariate polynomials of degree two. The secret key and the public key are
given by:
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Secret Key The secret key is made of the following two parts:

1) The invertible linear transformations L1,L2.
2) The coefficients of xi of the elements in matrices B,C.

Public Key The public key is made of the following two parts:

1) The field k, including the additive and multiplicative structure;
2) The maps F̄ or equivalently, its m total degree two components

f̄1(x1, x2, . . . , xn), . . . , f̄m(x1, x2, . . . , xn) ∈ k[x1, . . . , xn].

Encryption
Given a message x1, x2, . . . , xn, the corresponding ciphertext is

(y1, y2, . . . , ym) = F̄(x1, x2, . . . , xn).

Decryption
To decrypt the ciphertext (y1, y2, . . . , ym), one need to perform the following

steps:

1 Compute (ȳ1, ȳ2, . . . , ȳm) = L−1
2 (y1, y2, . . . , ym).

2 Put

E1 =

⎛⎝ ȳ1 ȳ2 ... ȳs
ȳs+1 ȳs+2 ... ȳ2s

...
...

. . .
...

ȳ(s−1)s+1 ȳ(s−1)s+2 ... ȳs2

⎞⎠ ;

E2 =

⎛⎜⎝
ȳs2+1 ȳs2+2 ... ȳs2+s

ȳs2+s+1 ȳs2+s+2 ... ȳs2+2s

...
...

. . .
...

ȳs2+(s−1)s+1 ȳs2+(s−1)s+2 ... ȳ2s2

⎞⎟⎠ .

Since E1 = AB,E2 = AC , we consider the following cases:

(i) If E1 is invertible, then BE−1
1 E2 = C. We have n linear equations with

n unknowns x1, . . . , xn.
(ii) If E2 is invertible, but E1 is not invertible, then CE−1

2 E1 = B. We also
have n linear equations with n unknowns x1, . . . , xn.

(iii) If both E1 and E2 are not invertible but A is invertible, then A−1E1 = B,
A−1E2 = C. We interpret the elements of A−1 as the new variables Wi

and we end up with m = 2n linear equations in m unknowns. Then we
eliminate the new variables to derive n linear equations in the xi.

(iv) If A is a singular matrix and the rank of A is n − r, then there exits

a nonsingular matrix W such that WA =

(
I 0
0 0

)
, where I is a (n −

r) × (n − r) identity matrix, 0 is a zero matrix. Let W =

(
W1 W2

W3 W4

)
,

B =

(
B1 B2

B3 B4

)
, C =

(
C1 C2

C3 C4

)
, E1 =

(
E11 E12

E13 E14

)
, E2 =

(
E21 E22

E23 E24

)
,

where W1, B1, C1, E11, E21 are a (n−r)×(n−r) matrices. Since WE1 =
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WAB,WE2 = WAC, that is W1E11 +W2E13 = B1, W1E12 +W2E14 =
B2, W1E21 +W2E23 = C1, W1E22 +W2E24 = C2.
We interpret the elements of W1,W2 as the new variables and we end
up with 2s(s − r) linear equations in s(s − r) + n unknowns. Then we
eliminate the s(s − r) elements of W1,W2 in these equations. If these
2s(s−r) linear equations are independent, we gain n−sr linear equations
with the variables x1, x2, ..., xn.

The dimension of the solution space of the linear equations with the vari-
ables x1, x2, ..., xn is in general very small. Solving this system by Gaussian
elimination enables us to eliminate most of the unknowns, say Z of them.
Then we write these Z variables as linear combinations of the remaining
unknown variables and then substitute them into the central equations. We
then obtain a new system of equations of degree two in the remaining n−Z
unknowns which can be easily solved since the number of variables of this
new system of equations is very small. Sometimes we may have more than
one solution, but the probability is very small.

3 Compute the plaintext (x1, x2, . . . , xn) = L−1
1 (x̃1, x̃2, . . . , x̃n).

Our experiments show that even if A is a singular matrix, decryption remains
successful as long as the rank of A is no less than s− 2. When the rank of A is
less than s−2, decryption may fail. Let r > 0 be the rank of A, then the number

of s × s matrix of rank r over k is
qr(r−1)/2

s∏
i=s−r+1

(qi−1)2

r∏
i=1

(qi−1)
, thus for any s × s

matrix A, the probability of A of rank r is
qr(r−1)/2

s∏
i=s−r+1

(qi−1)2

qs2
r∏

i=1

(qi−1)
. Therefore,

the probability of A of rank less than r is 1 −
s∑

j=r

qj(j−1)/2
s∏

i=s−j+1

(qi−1)2

qs2
j∏

i=1

(qi−1)

. For

example, let q = 28, s = 8, then the probability of A of rank less than 6 is about
2.125919×10−22, thus, in this case, the probability of decryption failure is about
2.125919× 10−22. This means that we can adjust the parameters to make sure
that decryption will not be a problem.

4 Security Analysis

In this section, we will study the security of the ABC scheme in order to able us
to choose the appropriate parameters for a secure encryption.

4.1 High Order Linearization Equation Attack

Linearization equation attack was first discussed in [18] to attack MI [16]. Later,
high order linerlization equation attack was proposed to attack MFE cryptosys-
tem [6]. We use this method to attack our scheme. Since BE−1

1 E2 = C (the case
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where CE−1
2 E1 = B is similar), there exists polynomial g1, with deg(g1) ≤ s,

such that Bg1(E1)E2 = Cdet(E1). Therefore, the plaintext and the ciphertext
satisfy the equation:

n∑
i0=1

m∑
i1,...,is=1

μi0,i1,...,isxi0yi1 · · · yis+

+

n∑
i0=1

m∑
i1,··· ,is−1=1

νi0,i1,...,is−1xi0yi1 · · · yis−1 + · · ·+

+
n∑

i0=1

γi0xi0 +
m∑

i1=1

ξi1yi1 + θ = 0,

which means that we derive linearization equations with order n+ 1. The coef-
ficients μi0,i1,...,is , νi0,i1,··· ,is−1 , . . . , γi0 , ξi1 , θ are variables taking value in k. The
number of variables is

n

s∑
j=0

(
m

j

)
+m+ 1 = n

(
m+ s

s

)
+m+ 1.

Using the public key we can generate many plaintext-ciphertxet pairs. By substi-
tuting these plaintext-ciphertxet pairs into the equations, we have n

(
m+s
s

)
+m+1

linear equations with n
(
m+s
s

)
+m+1 variables. However, the computation com-

plexity of solving this linearization equation is
(
n
(
m+s
s

)
+m+1

)ω
, where ω = 3

in the usual Gaussian elimination algorithm and ω = 2.3766 in improved algo-
rithm which is impractical for a bit size greater than or equal to 64. Note here
that the computation complexity is even high in the case where E1 and E2 are
not invertible.

4.2 Rank Attack

There are two different methods of using the rank attack. The first one is called
MinRank attack or Low Rank attack and an illutration was discussed in section
2. The other one is called the High Rank Attack. We will look at these two at-
tacks against the ABC scheme. For the MinRank attack, let us assume without
lost of generality that the public key polynomials and the secret polynomials are
homogeneous quadratic polynomials. Let L1,L2 be two invertible linear trans-
formations. Let Q̄1, Q̄2, . . . , Q̄m be the symmetric matrices associated with the
public key quadratic polynomials and Q1, Q2, . . . , Qm be the symmetric matrices
associate with the secret key quadratic polynomials. Clearly, the rank of Qi is
bounded by 2s. With the MinRank attack, one tries to find (t1, t2, . . . , tm) ∈ km

such that the rank of the linear combinations
m∑
i=1

tiQ̄i is no more than 2s. In

order to find such a linear combination, one can choose any vector υ ∈ kn and

try to solve the equations (
m∑
i=1

tiQ̄i)υ = 0 with the unknowns t1, . . . , tm. After
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finding at least one linear combination of this form, attacker can recover L2.
The attacker can recover L1 and Q1, . . . , Qm when L2 is known. More detail
about the MinRank attack can be found in [3,10]. The complexity of this attack
against the ABC scheme is O(q�

m
n 2sm3).

For the High Rank Attack, we form an arbitrary linear combinations Q =
m∑
i=1

αiQ̄i, then we find V = Ker(Q). IfQ have a nontrivial kernel, set
m∑
i=1

λiQ̄iV =

0 and check if the solution set V̂ of λi has a dimension n− 2s. This attack uses
about O(n6q2s) field multiplications. Moreover, note that for every vector v of
dimension n, there exists a linear combination of the 2n secret polynomials that
yields zero with probability roughly 1− 1

qn . So we are faced with a lot of parasitic
solutions, which have to be ruled out at the end. Also as it was mentioned earlier
the rank of the Qi is associated with 2

√
n which means that the complexity of

the rank attack may not be polynomial time in the number of variables. These
facts prove that the Rank attack is really inefficient against the ABC scheme.

4.3 Algebraic Attack

Let f̄1(x1, . . . , xn), . . . , f̄m(x1, . . . , xn) ∈ k[x1, . . . , xn] be the public key poly-
nomials. Let y1, y2, . . . , ym be the ciphertext. We try to solve the system of
equations ⎧⎪⎪⎨⎪⎪⎩

f̄1(x1, x2, . . . , xn) = y1;
f̄2(x1, x2, . . . , xn) = y2;
. . . . . . . . . . . . . . . . . . . . .
f̄m(x1, x2, . . . , xn) = ym,

directly by Gröbner bases or XL method and its variations Mutant XL algo-
rithm[25][26][27].

We carried out a number of experiments with MAGMA [1], which contains an
efficient implementation of F4 algorithm [9] for computing Gröbner bases. Table
1 shows the results of our experiments to attack an instance of ABC scheme in
a finite field k of 3 elements.

Table 1. Result of experiments with direct attack using MAGMA(2.12-16) on a
1.80GHz Intel(R) Atom(TM) CPU

n 9 16 25

time(s) 0.016 3.494 17588.380

memory(MB) 3.4 8.1 1111.7

degree of regularity 4 5 6

As the table 1 shows, the time and memory complexity increase as n grows.
Also the degree of regularity increases as n grows which indicated that complex-
ity is exponential.
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4.4 Special Attacks

In terms of the design, one may think that maybe we can choose B and C
such that their entries are randomly selected sparse linear functions or even
monomials, which will allow us to have smaller secret key. However in the case
of using only monomials, there is a possible new risk, namely there is a possibility
that the central map polynomials are so sparse that they may have hidden UOV
structures, that is there are no quadratic terms of a set of variables in the central
map polynomials. One may then use UOV Reconciliation attack to find such
structure [23][24]. It is not a good ideal to use monomials for B and C, such a
distinguished feature is in general not desired. But in the case of general B and
C such a feature does not exist. It is an open interesting problem to find out
what really happens in the case of sparse B and C.

On the other hand, one may say that how about making A also more general,
namely entries are selected as random linear functions. It is clear this is not
needed since a linear transformation will easily remove such a feature. Using a
matrix A of variables and L1 is equivalent to using a matrix A of linear functions,
without any transformation L1. In the case of A also more general, one may
consider certain tensor related attack, but we cannot see yet any effective way
to do so.

5 A Practical Implementation for Encryption

For a practical implementation, we let k be the finite field of q = 28 elements
and n = 64. In this case, the plaintext consist of the message (x1, . . . , x64) ∈ k64.
The public map is F̄ : k64 → k128 and the central map is F : k64 → k128.

The public key consists of 128 quadratic polynomials with 64 variables. The
number of coefficients for the public key polynomials is

128× 66× 65/2 ∈ {274560, or about 280KB of storage}.

The private key consists of the coefficients of the xi of the entries of the matrices
B and C. and the two linear transformations L1,L2. The total size is about
30KB.

The size of a document is 8n = 8 × 64 = 512bits and the total size of the
ciphertext is 1024bits.

Based on the preceding discussion in section 4, security level for this imple-
mentation is lager than 286. Using odd characteristic field may be good to resist
algebraic attack, but it requires more storage.

6 Efficiency of ABC Scheme

In this section, we will compare the efficiency of decryption in ABC scheme with
HFE challenge 1 by Patarin [19]. This HFE was broken using algebraic attack
[13]. In this HFE scheme, J.Patarin chose the parameters as follow: q = 2, n = 80,
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the degree of central map is 96. Let P (x) be the central map of HFE, the main
computation of decryption is to solve the equation P (x) = y over the finite field
of 280 elements. In [20], J.Patarin estimated that the complexity of solving this
equation is aboutO(d2n3) orO(dn3+d3n2)–depending on the chosen algorithms,
where d is the degree of P (x). Thus the decryption process needs about 6.4×109

times field multiplication over the finite field of 280 elements.
For the proposed parameters of the ABC scheme above, q = 28, n = 64 and

m = 128, the steps of decryption were presented in section 3. The computation
of step 1) and step3) of decryption are very fast. The main computation of
decryption is step 2), solving a set of linear equations. Therefore, we only need
about 1283 = 221 ≈ 2.1 × 106 times field multiplications over the finite field of
28 elements for decryption. It is much faster than HFE scheme.

7 Conclusion

In this paper, we propose a new multivariate algorithm for encryption called
ABC. A highlight of ABC scheme is that all the quadratic forms associated
with the central map are not of low rank but related to some variable integer
n. Therefore, it is immune to the MinRank Attack. Another highlight of ABC
scheme is that the computation of decryption is very fast, because the main
computation is to solve certain linear equations. However we still cannot show
that ABC is provably secure.
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Abstract. Multivariate Public Key Cryptosystems (MPKC) are candi-
dates for post-quantum cryptography. MPKC has an advantage in that
its encryption and decryption are relatively efficient. In this paper, we
propose a multivariate signature scheme using quadratic forms. For a
finite dimensional vector space V , it is known that there are exactly two
equivalence classes of non-degenerate quadratic forms over V . We utilize
the method to transform any non-degenerate quadratic form into the nor-
mal form of either of the two equivalence classes in order to construct a
new signature scheme in MPKC. The signature generation of our scheme
is between eight and nine times more efficient more than the multivariate
signature scheme Rainbow at the level of 88-bit security. We show that
the public keys of our scheme can not be represented by the public keys
of other MPKC signature schemes and this means our scheme is immune
to many attacks that depend on the form of the central map used by
these schemes.

Keywords: Multivariate Public Key Cryptosystem, Digital signature,
Rainbow, Post-quantum cryptography.

1 Introduction

Multivariate Public Key Cryptosystems (MPKC) [9] can be potentially applied
to post-quantum cryptography. MPKC can be used for encryption and digital
signature, and its encryption and decryption processes (and signature genera-
tion and verification) are relatively efficient in comparison with RSA and elliptic
curve cryptography[8]. The security of MPKC depends on the difficulty of solv-
ing a system of multivariate polynomials that form its secret key and public
key, and the security of MPKC depends on the difficulty in solving a system
of multivariate polynomials. At present, the most efficient way to solve a sys-
tem of multivariate polynomials is to compute the Gröbner basis. The attacks
against this method are called direct attacks, and they are applicable against
any MPKC scheme. For UOV[18] and Rainbow[10] signature scheme, the direct
attacks determine their security level.

In this paper, we propose a new signature scheme. It is known that there are
two isometry classes of non-degenerate quadratic forms on a vector space with
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a prescribed dimension[32]. We use a computational method whereby any non-
degenerate quadratic form is transformed into either of the canonical forms of
two classes of the signature generation of our scheme. We estimate the efficiency
of the signature generation in terms of the number of multiplications of base
field. The signature generation scheme consists of two affine transformations
and the inverse computation of the central map. The inverse computation of the
central map of our scheme is cheaper than the two affine transformations. We
compare of the efficiency of our signature generation with that of Rainbow. We
choose the parameters of both schemes under the assumption that the security
level of these schemes against direct attacks are same, As a result, we find that
the signature generation of our scheme is between eight and nine times more
efficient than Rainbow at the level of 88-bit security.

A lot of MPKC signature schemes have been proposed: however, not much
is known about relations between the different schemes (ref. [20]). For example,
it is still an open problem as to whether the public key of the Matsumoto-Imai
scheme can be expressed as a public key of Rainbow. Our scheme uses two
systems of multivariate polynomials. These systems have a property whereby
the regions of their values are exclusive. In particular, the two system are not
surjective. On the other hand, schemes that have already proposed (e.g. UOV
and Rainbow) use only one system of multivariate polynomials. Moreover, their
system is surjective. Accordingly, the public key of our scheme is not able to
be expressed in terms of the public keys previously proposed schemes. As far
as we know, this is the first report of a public key of a scheme that can not be
expressed by using the public keys of other schemes.

We can explain the importance of the public key of a scheme not being ex-
pressed by the keys of other schemes by using an example. For Rainbow, UOV
attack, UOV-Reconciliation attack, Rainbow-band-separation attack, etc., have
been proposed against Rainbow. These attacks all transform the public key into
a central map of Rainbow. If the public key can be transformed into the cen-
tral map, the signature can be forged using the same method as the signature
generation of Rainbow. However, it can be proved that these attacks can not be
applied to our scheme. The public key of our scheme can not be transformed
into the central maps of Rainbow. Of course, attacks that are independent of the
signature scheme like as direct attacks can be launched against our scheme. In
addition, there is a possibility that there is an attack which works well against
our scheme. In fact, MinRank attack and a method for solving Isomorphisms of
Polynomials can be applied to our scheme. The analysis of these attacks will be
tackled more elaborately in the future.

2 Construction of Signature Scheme in MPKC

A lot of MPKC signature schemes e.g., UOV[18] and Rainbow[10], have been
proposed.

The security of MPKC is based on the difficulty of solving theMQ problem. An
MQ problem is to find a solution of the following system of quadratic polynomials
with n variables and m polynomials.



Multivariate Signature Scheme Using Quadratic Forms 245

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
a
(1)
11 x

2
1 + a

(1)
12 x1x2 + . . .+ c(1) = 0,

a
(2)
11 x

2
1 + a

(2)
12 x1x2 + . . .+ c(2) = 0,

...

a
(m)
11 x2

1 + a
(m)
12 x1x2 + . . .+ c(m) = 0.

Here, the coefficients a
(k)
ij belong to a finite field K. For large m and n and

if the coefficients are chosen randomly, the MQ problem is considered to be
NP-hard[13].

MPKC aims to design secure encryption and signature schemes by using a sys-
tem of quadratic multivariate polynomials as the public key. To design a MPKC
scheme, we start by constructing a secret key from a system of multivariate poly-
nomials which is easy to solve, and next, we transform the secret key into public
key by using affine transformations. Note that not every system of multivariate
polynomials can be used in MPKC. More concretely, the secret and public keys
are constructed as follows.

Secret Key: A system g of multivariate polynomials with n variables and m
polynomials satisfying the following condition, two affine transformations L :
Km → Km, R : Kn → Kn.

Condition: For any c ∈ Km, we can efficiently compute x ∈ Kn such that
g(x) = c.

Public Key: A system of multivariate polynomials defined by f = L ◦ g ◦R.

g appearing in the secret key is regarded as a map Kn → Km. This map is
called the central map of this scheme. The signature generation and verification
are as follows:

Signature Generation: Let M ∈ Km be a message. Compute A = L−1(M),
B = g−1(B) and C = R−1(B) in this order. C is a signature

Verification: If F (C) = M, the signature is accepted: it is rejected otherwise.

It is natural to choose a surjective map as a central map of a signature scheme
because for any possible message, the corresponding signature must be gener-
ated. In fact, all of the previously proposed signature schemes use surjective
map.

3 Quadratic Forms

In this section, we summarize the fundamental facts about quadratic forms that
are necessary for our scheme. The details of quadratic forms and their properties
is refered to [32].
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3.1 Definition and Facts

Let K be a finite field with odd order q. Let V be an r-dimensional vector space
over K.

Definition 1. A map q : V → K is said to be a quadratic form if the following
is satisfied:

1. q(ax) = a2q(x) (a ∈ K, x ∈ V ),

2. V × V & (x, y) �→ q(x + y)− q(x) − q(y) is bilinear.

For a quadratic form q on V , there is an r × r-matrix A = (aij)ij such that

q(x+ y)− q(x)− q(y) = xAyT (x, y ∈ V ),

where x,y are row vectors in Kr corresponding x, y, respectively. The matrix
A is called a matrix expression of the quadratic form q. Note that a matrix
expression of q is not unique. In fact, 1

2 (A + AT ) is also a matrix expression of
q. Since this matrix is symmetric, we will take a symmetric matrix as a matrix
expression of q. Conversely, for a r × r-symmetric matrix A,

q(x) =
1

2
xAxT

is a quadratic form on V .
It looks like a quadratic form corresponds to a one-to-one and onto symmetric

matrix. However, this is not true because the choice of matrix expression of a
quadratic form is not determined under the condition that the matrix must be
symmetric. In fact, the choice depend on the choice of the basis of V over K.
Accordingly, we define the concept of equivalence of quadratic forms as follows.

Definition 2. Let q1 and q2 be quadratic forms on V . Let A1 and A2 be matrix
expressions of q1 and q2, respectively. We say that q1 and q2 are isometric if
there is an r × r-regular matrix C such that

A1 = CA2C
T .

The relation of isometricity is independent of the choice of the basis of V , and
hence, it is an equivalence relation.

Definition 3. Let q be a quadratic form on V that can be expressed as a matrix
A. We say that q is non-degenerate if detA 	= 0.

This definition is independent of the choice of the basis of V .

Lemma 1. Any quadratic form q with more than 1 dimension, can represents
any element of K.

The following classification theorem is for quadratic forms over finite fields.
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Theorem 1 (Classification theorem). Let V be a vector space of dimension
r over K. Let q be a non-degenerate quadratic form on V . Set a non-square δ in
K. Then q is isometric to either of the following two quadratic forms:

q1(x) = xA1x
T , qδ(x) = xAδx

T ,

A1 = Ir(: identity matrix), Aδ =

⎛⎜⎜⎜⎝
1
. . .

1
δ

⎞⎟⎟⎟⎠ .

Here, q1 and qδ are not isomorphic.

3.2 Idea Behind Our Scheme

Let us explain how Theorem 1 is applied to our scheme. The following is a
corollary of the theorem.

Corollary 1. Let A be an r × r-symmetric matrix with detA 	= 0. Then, there
is an η in {1, δ} and an r × r-regular matrix C such that

CACT = Aη.

(Note that C is not uniquely determined.) If η′ is another η in {1, δ} there is no
r × r-symmetric matrix C′ such that

C′AC′T = Aη′ .

Next, let us consider the case that a quadratic form is degenerate. In this case,
there is a regular matrix B such that

BABT =

⎛⎜⎜⎜⎜⎝
∗ · · · ∗ 0
...
. . .

...
...

∗ · · · ∗
...

0 · · · · · · 0

⎞⎟⎟⎟⎟⎠ .

Lemma 1 and induction on r enable us to prove the following.

Proposition 1. Let A be an r × r-symmetric matrix with detA = 0. Then for
each η = 1, δ, there is an r × r-matrix C,

CACT = Aη.

Theorem 1 and Corollary 1 can be rewritten in terms of a system of multivariate
polynomials. The input and output of the system are expressed as matrices. In
fact, for an r × r-matrix variable X , the system is described as

f1(X) = XA1X
T , fδ(X) = XAδX

T
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The scalar variables of f1 and fδ consists of the components of the matrix variable
X . Let xij (1 ≤ i, j ≤ r) be r2 variables, and X = (xi,j). f1 and fδ can
be regarded as polynomials with respect to r2 variables xij . Since the output
matrices of f1 and fδ are symmetric, both f1 and fδ can be regarded as consisting
of r(r + 1)/2 polynomials.

Theorem 1 and Corollary 1 can be rewritten using f1 and f2.

Proposition 2. For any w ∈ Kr(r+1)/2, either of the two systems of multivari-
ate polynomials,

f1(X) = w, fδ(X) = w (1)

has a solution. (The solution is not uniquely determined.) Moreover, if the sym-
metric matrix w is regular, then only one of the above equations has a solution.

This proposition guarantees that when f1, and fδ are used in a signature system,
there exists its signature for any message. The method of computing (1) will be
explained later.

Example. Let us consider the case of r = 2 as an example. For a α ∈ K×, we
define a quadratic multivariate polynomial fα : K4 → K3 by

fα(x11, x12, x21, x22)

= (x2
11 + x2

12α, x11x21 + x12x22α, x2
21 + x2

22α)

This map is not surjective, and from Theorem 1 and Proposition 1, we have

1. For w = (w1, w2, w3) ∈ K3, if w1w3 − w2
2 ∈ α · {b2 | b ∈ K}, fα(X) = w has

a solution.
2. Otherwise, fα(X) = w has no solution.

In particular, if δ ∈ K× is a non-square and α = 1, δ, f1 and fδ are not surjective.
However, the union of the regions of values of the two maps coincides with whole
K3 (Prop. 2), that is, for any w = (w1, w2, w3) ∈ K3, either of the following has
a solution. {

f1(X) = w
fδ(X) = w.

3.3 Computing the Inverse of f1, fδ

We will explain how to compute X by assuming that f1(X) = w has a solution

X ∈ Kr2 for w ∈ Kr(r+1)/2. Since a solution of fδ(X) = w can be computed in
the similar fashion, we will explain only the case in which f1(X) = w.
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Case of r = 2. The case of r = 1 is easy. (X =
√
w is a solution.) Thus, we

will start with the case of r = 2. In this case, any w(	= 0) ∈ K3 can be expressed
by one of the following three 2× 2-symmetric matrices:(

0 b
b 0

)
,

(
a b
b c

)
(a 	= 0),

(
a b
b c

)
(c 	= 0).

We can diagonalize these matrices using the following operation (at most twice):

1.

(
1/2 1
−1/2 1

)(
0 1
1 0

)(
1/2 1
−1/2 1

)T

=

(
1 0
0 −1

)
,

2.

(
1 0

a−1b −1

)(
a b

b c

)(
1 0

a−1b −1

)T

=

(
a 0
0 c− a−1b2

)

(a 
= 0),

3.

(
0 1
1 0

)(
a b

b c

)(
0 1
1 0

)T

=

(
c b

b a

)
(c 
= 0).

Let (
a′ 0
0 c′

)
(a′ 	= 0) (2)

be the diagonalized matrix. In addition, we assume that c′ 	= 0. Accordingly,
there is a d ∈ K such that c′d2 = a′−1

. (In the case of fδ, c
′d2 = a′−1

δ.) d can
be computed efficiently by precomputing of the square roots of the elements of
K. We have (

1 0
0 d

)(
a′ 0
0 c′

)(
1 0
0 d

)T

=

(
a′

a′−1

)
.

Since for any a′, we can precompute a matrix Ca′ such that

Ca′

(
a′ 0

0 a′−1

)
CT

a′ =

(
1
1

)
, (3)

(2) can be transformed into A1. In the case that c′ = 0, from (3), we have

(

(
1 0
0 0

)
C−1

a′ )A1(

(
1 0
0 0

)
C−1

a′ )T =

(
a′ 0
0 0

)
.

In either case, we can make an equation of the form,

(Dl · · ·D1)A1(Dl · · ·D1)
T = w

and, x = Dl · · ·D1 is a solution. Here,D1, . . . , Dl are the transformation matrices
described above.
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Case of r ≥ 3. Let r ≥ 3. w(	= 0) ∈ Kr(r+1)/2 can be expressed as an r × r-
symmetric matrix

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

a ∗ · · · ∗ b ∗ · · ·
∗ ∗
...

. . .
...∗ ∗

b ∗ · · · ∗ c

∗
...

. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (4)

We can apply the above operations in the case of two dimensions to the 2× 2-
matrix composed by rows and columns including a, b and c:(

a b
b c

)
,

By iterating these operations, the matrix (4) can be transformed into⎛⎜⎜⎜⎝
a 0 · · · 0
0 ∗ · · · ∗
...
...
. . .

...
0 ∗ · · · ∗

⎞⎟⎟⎟⎠ .

We can apply the same operation to the (r−1)×(r−1)-miner matrix. Induction
shows that the matrix (4) can be diagonalized. The diagonal matrix can be
transformed into A1 in the similar fashion as in the case of two dimensions.
Consequently, we obtain a solution X of f1(X) = w. This solution is not unique.

4 Our Scheme

Let n = r2, m = r(r + 1)/2. The key generation, signature generation and
verification of our scheme are as follows:

• Key generation

Secret key. The secret key consists of a non-square δ ∈ K, a r × r-regular
matrix B, and two randomly chosen affine transformations L : Km → Km

and R : Kn → Kn.
Public key. The public key consists of the composite maps F1 = L ◦ f1 ◦
R, Fδ = L ◦ fδ,B ◦R : Kn → Km, where fδ,B(X) = XBAδB

TXT .

• Signature Generation. Let M ∈ Km be a message. To generate a signature
S from M, first compute M′ = L−1(M), After that, compute an r × r-matrix
S′ such that

M′ = S′A1S
′T or M′ = S′AδS

′T
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In the former case, compute S = R−1(S′). In the latter case, compute S =
R−1(S′B−1). S′ is computed using the improved algorithm described above.
L−1(M) and R−1(S′) can be easily computed since L and R are affine transfor-
mations.

• Verification If F1(S) = M or Fδ(S) = M, the signature is accepted. Other-
wise, it is rejected.

5 The Security of Our Scheme

5.1 Application of Attacks against Rainbow

Here, we show whether the following famous attacks against Rainbow can be
launched to our scheme.

– direct attacks ([2,35])
– MinRank attack ([15,34,4])
– HighRank attack ([15,11,25])
– UOV attack ([19,18])
– Rainbow-Band-Separation(RBS) attack ([11,24])
– UOV-Reconciliation (UOV-R) attack ([11,24])

Direct Attacks. For a message M, if C′ is found such that F (C′) = M, then
one can forge a signature for M. (F is the public key.) Since this equation in-
volves multivariate polynomial equations, it can be solved by computing gröbner
basis[2,35]. Direct attacks depend on the message. Since they are attacks against
the MQ problem on which the security of MPKC is based, these attacks are ap-
plicable to any MPKC scheme, including ours.

Other Attacks against Rainbow. Beside the direct ones, there are 5 attacks
that transform the public key into a central map of Rainbow. These attacks
are not effective against our scheme. For these attacks to be applicable to our
scheme, the public key of our scheme must be able to transformed into the central
map of Rainbow. Since the central map of Rainbow is surjective, the public key
of our scheme must also be surjective. However, the public key of our scheme
is not surjective, so this is a contradiction that proves such attacks can not be
launched.

5.2 Attacks Applicable to Only Our Scheme

As we explained before, the attacks in which the public map is reduced to a
central map surjective can not be applied to our scheme. However, there are
attacks of other type. Here, we explain two attacks applicable to our scheme.
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MinRank Attack. This attack is different from the MinRank attack against
Rainbow explained above. The quadratic polynomials composing the central
maps of our scheme correspond to matrices of rank r. This property can be
applied to an attack against our scheme. We denote by A the space spanned by
the square matrices associated to quadratic parts of components of the public
key. Most of elements have rank r2 by randomness of the affine transformations
in the secret key. However, the matrices associated to components of the central
map have rank r, and r is the minimal rank among elements in A. On the
other hand, a matrix of minimal rank in A can be found by solving MinRank
problem[21]. Therefore, this method reveals the secret key of our scheme. The
complexity of solving MinRank problem is estimated by [4]

qr ·m(n2/2−m2/6) m,

wherem,n are the number of equations and variables, respectively, andmmeans
the multiplication in K.

Isomorphism of Polynomials Problem. Isomorphism of Polynomials(IP)
Problem[28] is related to an attack against our scheme. The IP problem is the
following: given multivariate polynomial maps F and G, find affine transforma-
tions A and B such that F = A ◦G ◦B (if they exist). There are several papers
which treat IP problem and its variants[6,7,27]. Since our scheme uses special
central maps, f1 and fδ,B, the problem for finding the sceret key of our scheme
can be replaced by the IP problem in the case that F and G are the public and
secret key, respectively. Patarin estimated the complexity of solving general IP
problem by O(q3n/2) for any system of n quadratic equations with n variables,
(and by O(qn/2) for a system of Matsumoto-Imai scheme)[28].

6 Efficiency of Signature Generation

In this section, we estimate the efficiency of signature generation of our scheme in
terms of the number of multiplications of the base field. After that, we compare
it with the efficiency of signature generation of Rainbow.

6.1 Efficiency of Signature Generation of Our Scheme

In our scheme, the number of variables is n = r2 and the number of polynomials is
m = r(r+1)/2. The signature generation is computed in the following order: For
M ∈ Km, (i)A = L−1(M) is computed for an affine isomorphism L : Km → Km

in the secret key, (ii) a solution B of f1(X) = A or fδ(X) = A is computed by
regarding A as r × r-symmetric matrix, . (iii) if f−1

δ (A) has a solution, B is
replaced by BB−1. (iv) C = R−1(B) is computed for an affine isomorphism
R : Kn → Kn in the secret key.

The number of multiplications of the base field for A = L−1(M) and C =
R−1(B) is

L−1 :

(
r(r + 1)

2

)2

, R−1 : r4. (5)
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The r × r-symmetric matrix A in the computation of (ii) is diagonalized. The
following computation of transformation is dominant.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 · · · 0 · · · 0
...
. . .

. . .
...

0 a b

. . .
. . .

. . .
... b c

0 · · ·
. . .

. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

→

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 · · · 0 · · · 0
...
. . .

. . .
...

0 a 0

. . .
. . .

. . .
... 0 c− b2/a

0 · · ·
. . .

. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(a 	= 0). This computation is executed using the transformation 2 in § 3.3. The
number of a’s is equal to r because a is on the diagonal, The number of b’s
is equal to the number of positions in the upper triangle of the matrix. The
transformation 2 in § 3.3 needs 3r multiplications of the base field. Therefore,
the total number of multiplications is equal to 3r2(r − 1)/2.

We want to use the same matrix transformation for a = 0, too. To do this, we
can use the transformation 1,3 in § 3.3, in order to transform the matrix such
that a non-zero element appears at the position of a.

The transformation 3 needs no multiplications of K. The transformation 1
needs 6r multiplications. Since the number of a’s is equal to r, the total number
of multiplications is equal to 6r2.

The above computation complete the diagonalization. After that, the diagonal
components have to be transformed into 1. For each diagonal component, the
computation to transform them into 1 needs 12r multiplications. The number
of components that have to be transformed into 1 is equal to r − 1. The total
number of multiplications is at most 12r(r − 1). Therefore the total number of
multiplications in the computation of (ii) is at most

3r2(r − 1)

2
+ 6r2 + 12r(r − 1) =

3r3 − 33r2 − 24r

2
. (6)

r2 multiplication is needed in the computation of BB−1 in (iii). Consequently,
we have the following theorem.

Theorem 2. In the signature generation of our scheme, the number of multi-
plication of K needs at most

5

4
r4 + 2r3 − 61

4
r2 − 12r.

The term contributing to (ii) is cubic orders of r. On the other hand, the terms
contributing to (i) and (iv) are quartic orders of r. Therefore, the inverse of
the central map is computed using fewer multiplications than those of affine
transformations.
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6.2 Comparison of Efficiencies

Here, we compare the efficiency of the signature generation of our scheme and
with that of Rainbow. We will not describe the scheme of Rainbow in any detail,
save for the notation that is necessary to describe the number of multiplications
of K.

Let n, t be natural numbers (t is called the layer number. ) Let v1, . . . , vt+1

be natural numbers satisfying

0 < v1 < v2 < · · · < vt < vt+1 = n.

For i = 1, . . . , t, we write oi = vi+1 − vi and m = n− v1. This defines Rainbow
with a parameter (v1, o1, . . . , ot)[10],

Rainbow(K; v1, o1, . . . , ot).

This is a signature scheme using a system of multivariate polynomials with n
variables and m polynomials.

The signature of Rainbow(K; v1, o1, . . . , ot) is generated as follows: For a mes-
sage M ∈ Km, (R1) compute A = L−1(M), (R2) B = G−1(A), and (R3)
C = R−1(B). Here, G is the central map of Rainbow, and L and R are affine
transformations. Therefore, the number of multiplications of A = L−1(M) and
C = R−1(B) are the same as those of the affine transformations of our scheme.
The number of multiplications in the computation of (R2) is estimated as follows:

t∑
h=1

(
ohv

2
h

2
+

o3h
3

+ (vh + 1)o2h +
3ohvh

2
+

vh(vh + 1)

2
− oh

3

)
.

The ohv
2
h/2 part is the cost for setting the linear equations to compute the in-

verse of the central map of Rainbow. The o3h/3 part is the cost for solving the
linear equations with the oh × oh-matrix. Using these results, we can compare
the efficiency of signature generation. A signature generated with two layers
and v1, o1, o2 whose values are almost the same is often used in Rainbow[9,24].
Therefore, we can choose v1 = o1 = o2 for simplicity. Moreover, we can de-
termine other parameters based on the security against direct attacks. For our
scheme to be more secure than Rainbow against direct attacks, it is sufficient
that the number of polynomials of our scheme equals the number of polynomials
of Rainbow, and the number of variables of our scheme is in fact greater than or
equal to the number of variables of Rainbow. We can choose the parameter r of
our scheme, and the parameters of Rainbow as v1 = o1 = o2 = r(r + 1)/4. The
number of polynomials of these schemes are the same. Here, we have assumed
that r(r + 1)/4 is an integer. The number of variables of our scheme is equal
to r2, and that of Rainbow is equal to 3r(r + 1)/4. If r ≥ 3 then the condition
placed upon the number of variables is satisfied. We call this Rainbow, Rainbow
A, and we compare it with our scheme.
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The number of multiplications of K in the computation of (R2) is estimated
as follows.

37

348
V 3 +

1

2
V 2 +

5

24
V (V = r(r + 1)).

We needs the following multiplications in (R1) and (R3).(
3

4
V

)2

+

(
1

2
V

)2

=
17

16
V 2 (V = r(r + 1)),

respectively. The total number of multiplications in the signature generation of
Rainbow A is equal to

37

384
r3(r + 1)3 +

25

16
r2(r + 1)2 +

5

24
r(r + 1).

Comparing this with Theorem 2, we can see that the orders of r of these schemes
are different. For our scheme, the maximal order is 4: on the other hand, it is
6 for Rainbow A. To compute the inverse of the central map of Rainbow A,
we need to solve linear equations of size O(r2); the cost is O(r6). On the other
hand, to compute the inverse of the central map of our scheme, we need to
diagonalize a matrix of size O(r); the cost is O(r3). In addition, the cost of
computing of affine transformations is O(r4). That is, the affine transformations
are more computationally expensive than that the inverse of the central map.
As r grows, the signature generation of our scheme becomes more efficient than
that of Rainbow A. The tables below compares the efficiencies of these signature
generations as well as the secret key and public key lengths for r = 8 and 11.
The efficiency of the signature generation is estimated in terms of the number of
multiplications ofK. The secret key and public key lengths are represented by the
number of elements of K. Tables 1 and 2 indicate that the signature generation
of our scheme is eight to nine times more efficient than that of Rainbow A. The
secret key of our scheme is shorter than that of Rainbow A; however, the public
key of our schemed is longer.

From [24], Rainbow A with K = GF (31) and r = 8 has the same security level
against direct attacks as a symmetric key with 88-bits. In the case ofK = GF (31)
and r = 11, Rainbow A with r = 6 is more secure against direct attacks than a
symmetric key with 140-bits. In this case, our scheme will have higher security
level against direct attacks than 88-bits if r = 8, and 140-bits if r = 11. Note
that in our scheme, the order of K may have to be lager than 31 to be secure
against MinRank attack. Concretely,K needs an order more than 2048 for r = 8,
and with more than 6781 for r = 11.
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Table 1. Efficiencies of Our Scheme and Rainbow (r = 8)

Our scheme Rainbow A

m 36 36

n 64 54

Efficiency of the signature generation 5072 44079

Secret key length 5532 38520

Public key length 154440 55400

Table 2. Efficiencies of Our Scheme and Rainbow (r = 11)

Our scheme Rainbow A

m 66 66

n 121 99

Efficiency of the signature generation 18733 248864

Secret key length 19305 219120

Public key length 990396 333300

7 Concluding Remarks

We proposed a new construction of Rainbow using quadratic forms. Our scheme
uses a non-surjective multivariate map as a central map. Since previously pro-
posed signature schemes in MPKC use surjective multivariate maps, the public
key of our scheme can not be described by the public keys of other signature
schemes in MPKC. The signature generation of our scheme is eight to nine times
more efficient than that of Rainbow at the level of 88-bit security.

In the future, we will analyze the security of our scheme more elaborately.
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