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Abstract. In this paper a new automatic method of control system de-
sign was presented. Our method is based on the evolutionary algorithm,
which is used for selection of the controller structure as well as for pa-
rameters tuning. This is realized by means of testing different controller
structures and elimination of spare elements, taking into account theirs
impact on control quality factors. Presented method was tested with two
control objects of different complexity.

1 Introduction

Automatic control is an important issue from scientific and practical point of
view (see e.g. [24]). It has a significant impact on the quality and efficiency of
industrial processes and human safety. It should be noted that in many prac-
tical cases the automatic control systems do not have the optimal structure or
parameters. This is due to difficult and time-consuming process of selecting the
optimal structure and parameters of the actual control system. Commonly used
design process of control systems usually relies on the knowledge and experi-
ence of experts. Design process also uses simplified (i.e. usually linear) model of
controlled objects. The selection of the optimal control system for real control
object (different from the simplified model) must be carried out by trial and
error. In general, every admissible control structure should be tested and on this
basis chosen is the best one.

In the scientific literature much attention was devoted to the controller design
issues. There are, among other ideas, described model-based controllers - i.e.
which need the model and parameters of the controlled object (for example the
model reference adaptive controllers (MRAC) see e.g. [25]), controllers which do
not need the object model - like PID controllers (see e.g. [19], [20]) and sliding
mode controllers (see e.g. [5]). In the last years there were widely used a nonlinear
controllers which are based on soft-computing techniques (see e.g. [10], [12], [17]).
Some authors use soft-computing techniques in synthesis of controllers structure
(see e.g. [14]).

The controller that best meets the specific requirements of a given control sys-
tem is chosen from a set of various controller structures of different properties.
The choice is done by the human expert, based on his knowledge and experience.
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In comparison with other methods available in the literature, the method pre-
sented in this paper allows for both controller structure selection and parameter
tuning. This is done automatically using an evolutionary algorithm and based
on the accurate model of the controlled object and the controller (see e.g. [1]).
As a result, the optimal, i.e. maximizing of the value of used performance index,
controller is designed.

This paper is organized into five sections. In Section 2 we describe an idea
of the new method for designing optimal controllers. In Section 3 we present
a detailed description of the new method for designing optimal controllers. In
Section 4 simulation results are presented. Conclusions are drawn in Section 5.

2 Idea of the New Method for Designing Optimal
Controllers

The method presented in this paper is dedicated for both controller structure
selection and parameter tuning (Fig. 1). This is realized automatically using
evolutionary algorithm and based on the as far as possible accurate controller and
model of the controlled object. The idea of the method is that the evolutionary
algorithm uses the simulation model with the constraints and nonlinearities of
the actuators, the controlled object, measurement errors etc. As a result of the
evolutionary algorithm activity, the controller is well suited to work with real
conditions. This is not possible with the use of any other (i.e. analytical) tuning
methods (see e.g. [18], [22], [23]).

The important part of the presented method is the ability to select the opti-
mal controller structure. The optimal structure selection occurs, because during
evolutionary learning some controller parts may be eliminated (see e.g. [2], [4]).
Of course, elimination does not have a significant negative impact on control
quality.

The aim of the evolutionary algorithm is to maximize properly defined fitness
function. Its value depends on a few control quality indicators such as: root
mean square error (RMSE) value (i.e. difference between required and current
control signals), controller structure complexity, existence of the overshoot of the
control signals, total harmonic distortion (THD) of the control signals etc. Thus,
the obtained controller is optimal, i.e. it maximizes the value of used performance
index. Fitness function evaluation involves testing of controller, with its complex
structure and appropriate parameters, on a realistic model of the whole control
system. Fitness function will be described in the next part of this paper.

Steps of the method used in this paper are the same as in typical evolutionary
algorithm (see e.g. [3], [6] - [9], [11], [13], [15], [21]), and are as follows:

– Step 1. Initialize chromosome population. Every chromosome codes a single
structure of the controller and its parameters.

– Step 2. Chromosome population evaluation. Aim of this step is evaluation
of the control systems coded in the population of the chromosomes in the
sense of adopted criterion.
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Fig. 1. Idea of the new method for optimal control structure and parameter set selection

– Step 3. Evolutionary algorithm stop condition checking. When the best
chromosome in population (coding information about best control system
in the sense of adopted control criterion) satisfies the stop condition, the
algorithm returns information about this chromosome and exits. Otherwise,
the algorithm goes to step 4.

– Step 4. Chromosome selection for evolutionary operations.
– Step 5. Crossover and mutation operators application. This step includes

also repair of chromosomes that were obtained from evolutionary operations.
Aim of the repair is to correct values of the genes, that are coding control
system parameters, to preserve in acceptable range.

– Step 6. Generate offspring chromosome population and then go to step 2.

In section 3 we present a detailed description of the new method for designing
optimal controllers.

3 Detailed Description of the New Method for Designing
Optimal Controllers

Detailed information aboutthe proposed in this paper method of optimal con-
troller design can be summarized as follows:

– Initialization. Parent chromosome population initialization includes ran-
dom generation of genes values. Values are taken from search range (see
e.g. [7], [8]). Search range should be customized individually for every single
problem.

– Coding. Every chromosome Xpar
ch codes full parameter set of control system.

In this paper the controller composed of typical PID controllers (see e.g. [16])
is considered (Fig. 2). Every gene of the chromosome codes single real value
of some controller parameter. Chromosome Xpar

ch is described as follows:

Xpar
ch = (P1, I1, D1, P2, I2, D2, . . .) =

(
Xpar

ch,1, X
par
ch,2, . . . , X

par
ch,L

)
, (1)

where P1, I1, D1,. . . , denote control system parameter values, ch = 1, .., Ch,
Ch denotes a number of chromosomes in the population, L denotes length of
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Fig. 2. Control systems structures tested in the experiments: a) 1xPID-s b) 2xPID-v
c) 2xPID-s

the chromosome Xpar
ch . It is important to notice that, for each chromosome

Xpar
ch in population there is chromosome Xred

ch . Binary genes of the chromo-
some Xred

ch decide which parts of elementary PID controllers should occur in
control system. Chromosome Xred

ch is described as follows:

Xred
ch =

(
Xred

ch,1, X
red
ch,2, . . . , X

red
ch,L

)
, (2)

where every gene in Xred
ch,g ∈ {0, 1}, ch = 1, .., Ch, g = 1, .., L, decides,

if relevant part of control system occurs in control process (relevant gene
Xred

ch,g = 1). It should be noted, that chromosome Xch, ch = 1, .., Ch, coding
whole control system consists of two parts: part Xpar

ch coding parameters and
part Xred

ch coding structure.
– Chromosome Selection. Chromosome selection can be implemented using

a method known from the literature (see e.g. [6], [21]). In our simulations,
which results are presented in next section, roulette wheel selection was
used. The idea of roulette wheel selection is to promote chromosomes with
beneficial fitness function value.

– Chromosome Crossover. In this paper crossover with weighting of the
genes values was assumed (see e.g. [6], [21]). In crossover take part only those
chromosome pairs (selected in previous step), for which drawn real value
from range [0, 1] is less than crossover probability pc. Xpar

ch parts crossover is
described as follows:

{
Xpar

j1,g := (1− φ) ·Xpar
j1,g + φ ·Xpar

j2,g

Xpar
j2,g := (1− φ) ·Xpar

j2,g + φ ·Xpar
j1,g

, (3)

where j1, j2 denote in-pair chromosome index, g = 1, .., L, denotes gene
index, φ ∈ (0, 1) denotes trial and error selected algorithm parameter. Of
course for Xpar

ch crossover can be used other method applicable for real coding.
It is important to notice that Xred

ch crossover is the same as in classic genetic
algorithm (see e.g. [15]).

– Chromosome Mutation. Only those chromosomes take part in mutation,
for which drawn real value from range [0, 1] is less than mutation probability
pm. Xpar

ch mutation is described as follows:

Xpar
ch,g := Xpar

ch,g + σ · random {−1,+1} · (pmaxg − pming) , (4)
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where σ ∈ (0, 1) denotes mutation intensity parameter, pmaxg, g = 1, .., L,
denotes highest accepted gene value, pming, g = 1, .., L, denotes lowest ac-
cepted gene value. It is important to notice that Xred

ch mutation is the same
as in classic genetic algorithm (see e.g. [15].

– Chromosome Repair. The aim of the repair is to preserve in search range
values of genes that are coding control system parameters. Chromosome
repair is described as follows:

Xpar
ch,g :=

⎧⎨
⎩

pming for Xpar
ch,g < pming

pmaxg for Xpar
ch,g > pmaxg

Xpar
ch,g otherwise

. (5)

– Chromosome Evaluation. Chromosome evaluation function was set to
minimize: RMSE error, zero crossing number of controller output signal,
controller output signal dynamics and overshoot of the control signal. High
zero crossing number of controller output signal is a negative phenomenon,
because it tends to excessive use of mechanical control parts and may cause
often huge changes of the controller output signal value. While the overshoot
of the control signal is not acceptable in many industrial applications (see
e.g. [24]). Chromosome evaluation function is described as follows:

ff(Xch) = (RMSEch + cch · wc + zch · wz + ovch · wov)
−1, (6)

where cch > 0 denotes the complexity of the controller structure and is
calculated by the formula:

cch =

L∑
g=1

Xred
ch,g, (7)

wc ∈ [0, 1] denotes weight factor for the complexity of the controller struc-
ture, zch ≥ 0 denotes zero crossing number of controller output signal (in
simulations its value is set automatically), wz ∈ [0, 1] denotes weight for
the zero crossing factor, ovch ≥ 0 denotes value of the greatest overshoot
of the controlled s1 signal and finally wov ∈ [0, 1] denotes weight for the
overshoot factor. RMSE error function of the ch chromosome is described by
the following formula:

RMSEch =

√√√√ 1

N
·

N∑
i=1

εch,i2, (8)

where i = 1, . . . , N , denotes sample index, N denotes the number of samples,
ε denotes controller tracking error defined as follows:

εch,i = s∗ch − s1ch, (9)

where s∗ denotes the value of the reference signal of the controlled value,
while s1 denotes its current value. In our method we maximize the function
described in formula (6).
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Fig. 3. Simulated spring-mass-damp objects: a) "type 1m", b) "type 2m"

4 Simulations Results

In our simulations there was considered a problem of design controller structure
and parameter tuning for two cases: second and fourth-order controlled objects
respectively:

– Single spring-mass-damp object, denoted as "type 1m" (Fig. 3.a).
– Double spring-mass-damp object, denoted as "type 2m" (Fig. 3.b).

We took the following assumptions in the simulations:

– Evolutionary algorithm population number was set to 100 chromosomes. Al-
gorithm was executed for 300 iterations (generations), crossover probability
value pc = 0.8, mutation probability was pm = 0.2, crossover weight φ was
random value from range (0,1).

– Fitness function weights were set as follows wc = 0.01, wz = 0.001 and wov

= 0.001.
– Simulation length was set to 10 seconds, a shape of the reference signal s∗

is presented in Fig. 4 and Fig. 5.
– Search range for genes coding for controller parameter (5) were set as follows:

P1 = [0,15], I1 = [0,15], D1 = [0,1], P2 = [0,15], I2 = [0,15] and D2 = [0,1].
– Output signal of the controller was limited to the range y ∈ (−2,+2).
– Quantization resolution for the output signal y of the controller as well as

for the position sensor for s1 and s2 was set to 10 bit.
– Time step in the simulation was equal to T = 0.1ms, while interval between

subsequent controller activations were set to twenty simulation steps.
– The motion equations for position s1, velocity v1 and acceleration a1 for

object "type 1m" are described as follows:

s1n = s1n−1 + v1n−1 · T + (a1n−1 · T 2) · 0.5, (10)

v1n = v1n−1 + a1n−1 · T, (11)

a1n = (
(
yn − s1n

) · k − v1n · μ) ·m−1
1 , (12)

where n and n−1 denotes current and previous simulation step respectively,
k is spring constant, y is controller output signal and μ is coefficient of kinetic
friction. For object "type 2m" equations for position and velocity of mass
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m1 are identical as in object "type 1m", while the acceleration is described
as follows:

a1n =
(
(s2n − s1n

) · k − v1n · μ) ·m−1
1 . (13)

Analogically, for mass m2, the motion equations for position s2, velocity v2

and acceleration a2 have the following form:

s2n = s2n−1 + v2n−1 · T + (a2n−1·T 2) · 0.5, (14)

v2n = v2n−1 + a2n−1 · T, (15)

a2n = (
(
y − s2n

) · k − v2n · μ) ·m−1
1 . (16)

– Object parameters values were set as follows: spring constant k was set to 10
N/m, coefficient of friction μ = 0.5, masses m1 = m2 = 0.2 kg. Initial values
of: s1, v1, s2 i v2 were set to zero.

– During simulation three control systems were tested:
• System with one PID controller (Fig. 2a) denoted as 1xPID-s.
• Cascaded system combined from two PID controllers (Fig. 2b), where the

internal controller was coupled with the signal v1 denoted as 2xPID-v.
• Cascaded system combined from two PID controllers (Fig. 2c), where the

internal controller was coupled with the signal s2 (denoted as 2xPID-s).

The idea of the controller structure optimization was to make test of the different
controller structures in the same external conditions, calculate the quality factors
and choose the best controller.

At the first stage there was investigated a control system whose task was to
control the position of the spring-mass-dump object "type 1m" (Fig. 3a). The
results are shown in Table 1 in columns named ’1xPID+1m’ and ’2xPID-v+1m’
and presented in Fig. 4b and Fig. 4c respectively. In order to better illustrate
the control problem in Fig. 4a there was presented the behaviour of the open-
loop control system. How we can see, the first controller structure (1xPID) was
sufficient to control the second-order object. The use of more complex (cascaded)
controller (2xPID-v) was not necessary. The RMSE values for both cases was
similar.

In the next stage of the experiment the fourth-order control object "type 2m"
was investigated.The results are shown in Table.1 in columns named ’1xPID+2m’,
’2xPID-v+2m’,’2xPID-s+2m’ and presented in Fig.5a-c respectively.

As we can see, the first controller structure (case 1xPID-s+2m) was unable
to control this fourth-order object with an sufficient quality (Fig. 5a). The oscil-
lation of the mass position was unacceptable. Similarly, the cascaded controller
(2xPID-v) with an internal coupling signal v1 did not provide a good control
quality (Fig. 5b). Only the last controller structure was able to control this ob-
ject with a good quality (Fig. 5c). The values of quality factors (i.e. RMSE values
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signal y in simulation with the object "type 1m" and for controller: a) open-loop, b)
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Fig. 5. Graph of the actual signal s1 and reference value signal s∗, controller output
signal y in simulation with the object "type 2m" and for controller: a) 1xPID-s, b)
2xPID-v and c) 2xPID-s

last row in Table 1) confirm the above observations. As a result, this quality fac-
tor together with properly defined fitness function (6) can be effectively used for
the automatic optimization of the controller with the help of the evolutionary
algorithm.

5 Summary

In this paper a new method for optimal controller design was proposed. A char-
acteristic feature of this method is design of both controller parameter and struc-
ture using evolutionary algorithm. In order to prove the proposed method, three
different controller structures with two different object types were tested. The
simulations confirmed correctness of the proposed method.

Further research will be related to developing a general description of a variety
of (admissible) control structures. This will allow automation of the design of
the optimal controller structure to the specific control object, in the presence of
various disturbances and other process control limitations.
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Table 1. Parameters of evolutionary designed control systems

Name Parameters of control systems
1xPID+1m 2xPID-v+1m 1xPID-s+2m 2xPID-v+2m 2xPID-s+2m

P1 15.0 15.0 0.0217 2.06 1.01
I1 9.63 reduced 1.37 3.08 6.03
D1 0.7807 0.7850 0.03 0.15 0.20
P2 - 6.139 - 0.50 1.07
I2 - 15.0 - 0.08 0.04
D2 - reduced - 0.20 1.60

RMSE 0.1209 0.1309 0.3344 0.3102 0.2296
cch · wc 0.03 0.04 0.03 0.06 0.06
zch · wz 0.008 0.008 0.008 0.063 0.021

ovch · wov 0.0002 0.0001 0.0002 0.0001 0.0000
ff−1 0.1591 0.179 0.3726 0.4333 0.3106
ff 6.287 5.586 2.684 2.308 3.219
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