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Abstract. The concept of biclustering evolved from traditional cluster-
ing techniques, which have proved to be inadequate for discovering local
patterns in gene microarrays, in particular with shifting and scaling pat-
terns. In this work we compare similarity measures applied in different
biclustering algorithms and review validation methodologies described in
literature. To our best knowledge, this is the first in-depth comparative
analysis of proximity measures and validation techniques for biclustering.
Current trends in design of similarity measures as well as a rich collec-
tion of state-of-the-art benchmark datasets are presented, supporting al-
gorithm designers in classification of comparison and quality assessment
criteria of emerging biclustering algorithms.

Keywords: biclustering, co-clustering, shifting and scaling patterns, pat-
tern similarity, proximity measures, results validation, microarray gene
expression data, state-of-the-art, survey.

1 Introduction

Gene expression data (or simply: expression data) is usually organized in form of
a matrix with rows corresponding to different genes and columns to conditions.
Data samples come from individual organs, tissues (healthy or affected by some
disease) or organisms exposed to various environmental conditions or a single
condition over certain amounts of time. Genes that react similarily to certain
conditions are supposed to have corresponding functionalities and be involved
in similar biological processes [38].

The concept of biclustering (formulated by Hartigan [24] and applied primar-
ily to gene expression data by Cheng and Church [12]) emerged as clustering
algorithms were inadequate to detect similar expressions of genes exhibited to
certain set of (not all) conditions. Clustering managed to detect similar patterns
only on a global scale and grouped either all genes by analysing they response to
all conditions, or conversely grouped all conditions by taking into account whole
expression profiles of the genes. Another problem was clustering complexity, as
clustering process had to be applied separately to columns and rows of the data
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matrix. Afterwards, like in hierarchical clustering [15], typically all combinations
of rows/columns had to be considered so that a subset of rows and columns satis-
fying criteria could be determined. Keeping in mind the fact that for a n element
set we have 2n combinations in total, biclustering approaches that approached
both dimensions simultaneously were a natural consequence.

In this article we summarize developments in biclustering and analyse current
trends in evolution of similarity measures that determine algorithm architecture.

2 Definitions

Given a n x m data matrix A = {aij } with values obtained by exposing n
objects X = {x1, ..., xn} to m conditions Y = {y1, ..., ym} , the response of the
i-th gene to the j-th condition can be described as aij = (xi, yj), where i ≤ n
and j ≤ m .

Formally, biclustering problem may be formulated as follows. Given any n x m
data matrix A = {aij } with rows X = {x1,..., xn} and columns Y = {y1,..., ym},
its values could be presented as aij = (xi, yj). Subset of p rows I = {i1,...,ip} ,
where I ⊆ X and p ≤ n and subset of q columns J = {j1,...,jq} , where J ⊆ Y
and q ≤ m is called a bicluster B = (I, J) = {aij ∈ A : i ∈ I, j ∈ J} when its
rows I are as similar as possible to each other across its columns J and vice-
versa. Biclustering is task of identifying a series of biclusters Bk = (Ik, Jk), such
that each Bk would meet a specified homogeneity (or similarity) criterion [38].

The second definition of bicluster [1] defines bicluster as a triplet B(I, J, h) ,
in which I ⊆ X , J ⊆ Y and h : I × J → R is the level function of the bicluster,
such that ∀(xi,yj)∈I×J : h(xi, yj) = aij . Basing on this definition, biclustering
aims at identification of triplets.

Biclustering formulation varies across authors, though, with some wanting to
obtain motifs [40], plaid models [34], perfect δ -biclusters [38] etc.

One of the main challenges of biclustering is to find biclusters with shifting
and scaling patterns. A group of genes show a shifting pattern (when the values
of genes vary with the addition of an additive constant βi) or scaling pattern
(when the values vary with multiplication by a multiplicative constant αi).

Formally, a bicluster B = {aij } has a shifting or scaling pattern when it
follows the expressions (1) or (2), respectively:

aij = πj + βi (1)

aij = πj × αi (2)

where the values βi and αi are fixed for all genes and πj is a fixed value for every
condition. With random noise εij included, elements of bicluster that follow both
expressions (1) and (2) could be defined in general form as (3):

aij = πj × αi + βi + εij (3)

Shifting and scaling patterns are of much interest, as genes may respond to
conditions similarly, even though they may have started with different initial
conditions or the level of their response may differ in strength [1]. Plaid model
[34] and Bayesian Biclustering (BBC) [22] extend this concept.
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3 Proximity Measures

A perfect biclustering algorithm needs to be in line with the following rules [33]:

– handle high dimensional data
– be insensitive to outliers, noise and order of data input
– have low complexity (time and space)
– require few input parameters
– incorporate meta-data knowledge
– produce biologically interpretable results

Many different measures have been tested for clustering or biclustering. Some of
the commonly used measures have been categorized in this chapter.

3.1 Distance-Based Measures

Distance functions, including the so-calledMinkowski measures (Euclidean, Man-
hattan, Chebyshev) are useful when extracting exact matches between two ob-
jects [33]. They are easily computable and yield global similarities between two
vectors. Unfortunately, they are also very sensitive to noise and outliers [5][33].
Distance measures are excessively documented in [13]. More sophisticated con-
ceptual measures need to be applied in order to overcome distance-based measure
disadvantages [33].

3.2 Qualitative Measures

Qualitative measures often assume that positive and negative values in mi-
croarray data carry equal amount of information. Usually, these are numbers
of ups/down/no changes or (in binary case) number of positive/negative values
for conditions [5][13]. The most popular coefficients take into account the num-
bers of positive elements in both objects (denoted as a), negative elements in
both objects (denoted as d), number of positives in j − th objects and negatives
in k−th object (denoted as b) or conversely (denoted by c). Qualitative measures
are also classified as part of non-correlation measures [13].

The most widely applied qualitative measures are the so-called simple coef-
ficient measure, Jaccard coefficient and Sorenson coefficient. Simple matching
coefficient is defined as (4):

Cjk =
a+ d

a+ b+ c+ d
, 0 ≤ Cjk ≤ 1 (4)

Jaccard coefficient is defined for two objects j and k as follows (5):

Jjk =
a

a+ b+ c
, 0 ≤ Jjk ≤ 1 (5)

Sorenson coefficient between objects j and k is defined as (6):

Sjk =
2a

2a+ b+ c
, 0 ≤ Sjk ≤ 1 (6)
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Maximum similarity is achieved when coefficients are equal to one. All coefficients
fall within the range of 0 to 1. It is worth noticing how the last two coefficients
are sensitive to the so-called direction of coding (switching all 0’s and 1’s would
result in different coefficients values) [46].

The QUBIC [35] concept of sorting microarray values, taking only extreme
values into account and later representing similarity as the number of element
co-occurrences, extends qualitative measures. Such measure is used by ISA as
well [28].

3.3 Non-correlation-Based Measures

The group of non-correlation measures contains algorithms which do not rely on
counting elements of the set (nor their occurrences) and specify a formula for
determining object similarity instead. One group of algorithms is dominant in
this category – numerous approaches based on the measure proposed by Cheng-
Church, namely Mean Square Residue [12]. Mean square residue H of bicluster
(I, J) is defined by equation (7):

H(I, J) =
1

|I||J |
∑

i∈I,j∈J

(aij − aiJ − aIj + aIJ )
2 (7)

where aiJ = 1
|J|

∑
j∈J aij is a row mean, aIj = 1

|I|
∑

i∈I aij is a column mean

and aIJ = 1
|I||J|

∑
i∈I,j∈J aij = 1

|I|
∑

i∈I aiJ = 1
|J|

∑
j∈J aIj is the mean of

submatrix (I, J) .
The second representative of non-correlation-based measures is HARP [57]

that uses quality metric assessment and detects constant patterns only, which is
not suitable for real data [7]. Many algorithms use Mean Square Residue straight-
forwardly or as a part of the determinant of similarity. These algorithms include
Cheng-Church algorithm [12], its improvement – FLOC algorithm [56] and mul-
tiple recent publications, such as CPB [8], Particle Swarm Optimization [37],
Simulated Annealing [9], greedy randomized adaptive search [14], localization
and extraction with adaptive noise hiding LEB [17] or estimation of distribution
algorithms [36].

It has been proven, however, that mean square residue manages shifting pat-
terns (i.e. addition of a constant), but does not manage scaling patterns (i.e.
multiplication by a constant might affect the score). This occurs when variance
of gene values is high [1][5][47]. It suggests that the measure may have already
become insufficient for biclustering purposes.

3.4 Correlation-Based Measures

There are two groups of measures using correlation: parametric (which estimate
population parameters and assume bivariate normal distribution of data) and
non-parametric (which allow less demanding assumptions and do not attempt
to estimate population parameters) [11]. Correlation-based measures are scale-
invariant, with distance between two objects usually calculated as distance =
1− correlation2 if sign is accurate [33].
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Parametric Correlation-Based Measures. Two most commonly recognized
parametric correlation measures are cosine similarity (also reckoned as distance
measure, but classified in this category basing on its similarity to other represen-
tatives) and standard Pearson correlation. Cosine similarity between two vectors
X and Y is defined as (8):

cos(θ) =
X · Y

‖X‖ ‖Y ‖ =

∑n
i=1 Xi · Yi√∑n

i=1(Xi)2 ·
√∑n

i=1(Yi)2
(8)

Definition of traditional correlation includes means of both vectors (9):

cov(X,Y ) = σxy = E((X −X)(Y − Y )) =

=

∑n
i=1 (Xi −X)(Yi − Y )√∑n

i=1(Xi −X)2 ·
√∑n

i=1(Yi − Y )2
(9)

Pearson measure of correlation is defined as (10) [54]:

ρ =
cov (X,Y )

σxσy
=

σxy

σxσy
=

E(XY )− E(X)E(Y )√
E(X2)− (E(X))2 ·√E(X2)− (E(X))2

(10)

Parametric measures are said to be sensitive to outliers and noise [33][46] and
to fail to capture true grouping [47] in opposition to non-parametric correlation
based measures which base only on the ordinal position of elements. Some of
recognized algorithms use modified Pearson correlation coefficient as the measure
of similarity, BBC[22] and CPB [8] and Scatter Search [42] are examples.

Non-parametric Correlation Based Measures. Non-parametric correlation
measures include i.a. Spearman’s rank correlation and Kendall’s τ . They are
sometimes classified as distance measures [5].

Spearman’s rank correlation coefficient (11), called also Spearman’s rho coef-
ficient, is considered to be equal to Pearson correlation between ranked variables.
First, X and Y raw scores are ranked into xi and yi (taking into account av-
erage positions in the ascending order of the values), then Spearman’s rank is
calculated [41].

ρ =

∑n
i=1 (xi − x)(yi − y)√∑n

i=1(xi − x)2 ·∑n
i=1(yi − y)2

(11)

Some recently published similarity functions base on Spearman’s rank correla-
tion, for example Average Spearman’s Rho (ASR) defined as (12):

ASR(I, J) = 2 max

{∑
i∈I

∑
j∈I,j>i ρij

|I|(|I| − 1)
,

∑
k∈J

∑
l∈J,l>k ρij

|J |(|J | − 1)

}
(12)

where ρij and ρkl are the Spearman’s rank correlantions associated respectively
with row indices i and j, and column indices k and l of a bicluster (I, J) [5].
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Another approach basing on Spearman’s rho is Average Correlation Value (ACV)
defined as (13) [53]:

ACV (I, J) = max

{∑
i∈I

∑
j∈I |ρij | − |I|

|I|(|I| − 1)
,

∑
k∈J

∑
l∈J |ρkl| − |J |

|J |(|J | − 1)

}
(13)

where ρij and ρkl are defined analogically. Notice that ASR(I, J) ∈ [−1; 1] and
AV R(I, J) ∈ [0; 1].

Second most recognizable non-parametric covariation-based measure is
Kendall’s τ defined as (14), which is said to be generally insensitive to outliers
(i.e. outliers are detectable, but can change the value of correlation):

τ =
2
∑

i<j Kij

n(n− 1)
(14)

where

Kij =

{
1 when when xi and yi are concordant
−1 when xi and yi are disconcordant

Concordance between two samples is understood as agreement in order, i.e. two
points P = (xi, yj) and Q = (xj , yj) are concordant if (xi − xj)(yi − yj) > 0.

Non-paramteric covariation-based measures are represented by FABIA [25]
and PDNS[5]. Two more correlation measures are promising for biclustering and
worth mentioning: Mahalanobis distance (scale invariant, with ellipsoidal shapes
of clusters, instead of spherical as in Euclidean distance calculation) and adaptive
distance norm from Gustafson-Kessel method of fuzzy clustering (with covari-
ances estimated in eigenvalue calculations, unique distance measure applied to
each cluster) [29][33].

4 Result Validation Methodology

Different problem formulations used in biclustering schemes impede general com-
parison of biclustering algorithms [45]. As algorithms are designed to work with
specific constraints, they may perform better in a specific scenario and worse in
others. Choice of correct initial parameters is also crucial to obtain satisfactory
biclustering results [16].

The majority of biclustering algorithms refer to biological data and start
with identification of locally co-expressed genes. Classification of samples or
inference of regulatory mechanism are also areas of biclustering application
[6][12][17][28][35][51].

The results obtained from biclustering algorithms may be validated basing on
three index categories: internal, external and relative [23][30][29][31][45]. Internal
indices verify if the recovered structure is appropriate for the data, external
indices compare the recovered structure to the structure known a priori, while
relative indices assess which of the recovered structures is better according to
some quality measure.
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4.1 Internal Indices

The number of biclusters, as well as sizes (minimum, maximum, average) of bi-
clusters returned by an algorithm are first choice criteria to classify biclustering
algorithms [17]. Such measures are useful for quantity assessment, but they do
not involve the quality of each bicluster nor completeness of biclustering. Two
clustering measures could be adapted to present (dis-)simmilarity of biclusters:
homogeneity – the degree of similarity of elements in the same cluster and sepa-
ration – the value determining the similarity of different clusters (i.e. how much
biclusters overlap between each other) [20].

Homogeneity and Separation. Homogeneity represents average distance be-
tween objects in the same bicluster, while separation is defined as the weighted
average similarity between objects from different biclusters [20]. Homogeneity H
of an object u belonging to the bicluster X can be determined according to (15):

H =
1

N
·
∑

u∈N

f(g(u), g(X)) (15)

where f is a similarity function and g is the expression level of an object.
Separation S for biclusters X1, ..., Xn is defined as (17) [49]:

S =
1∑

i�=j |Xi||Xj | ·
∑

i�=j

|Xi||Xj |f(g(Xi), g(Xj)) (16)

Superior algorithms provide high homogeneity and low separation [49].

Other Measures. Significance adapted from clustering may be considered a
third type of internal index. Basing on Monte Carlo method or probability as-
sessment, significance assesses the likelihood of obtaining randomly a bicluster
of given quality [30]. Average silhouette width may also be considered as a cri-
terion, determining the distance of each object from other objects in a bicluster
[20][10]. Several other measures for clustering algorithms are available in [31].

4.2 External Indices

Biological Datasets. The information used for biological validation is con-
cerned to be external to data. Gene annotation databases, such as Gene Ontol-
ogy (GO) [4] or KEGG [43][32], are common choice for performing validation of
biclustering algorithms with respect to biological knowledge.

Most biclustering algorithms carry out experiments on one (or more) of the
following datasets:

– yeast cell-cycle data set of Saccharomyces cerevisiae(selection of 2993 genes
with 173 different stress conditions) [19][50]

– cancer dataset: 4026 genes of over 96 human tissue samples with 9 types of
lymphoma and control [2][51]
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– 12533 probes from 72 patients with different subtypes of leukemia [3][35]
– gene expression datasets provided by Broad Institute as ”Cancer Program

Data Sets”, analyzed in [26][25]
– bio-synthetic pathways of Arabidopsis thaliana 734 genes under 69 experi-

mental conditions [55]
– M3D database (4217 Escherichia coli genes under 264 conditions) [18][35]
– metabolic pathways [28], promoter motifs [27] etc.

Gene enrichment is measured with p-values, which specify the probability of
finding the number of genes from a particular GO category (function, process
and component) within each bicluster. In order to calculate probability p of
finding at least k-genes from a category within a bicluster of size n, cumulative
hyper-geometric distribution is used[52]:

p = 1−
k−1∑

i=0

(
m
i

)(
g−m
n−i

)
(
g
n

) (17)

Correspondence with GO category requires calculation of p-values for each func-
tional category in each bicluster [37]. There exists some controversies as to
whether biological validation of an algorithm may be considered to constitute
a true validation of its performance. One of the reasons is incompleteness of
biological knowledge. Hence, any bicluster that has been correctly depicted by
a biclustering algorithm may be still erroneous, as GO/KEGG annotations or
connected genes in a TRN are increasingly expanded [48].

Synthetic Datasets. Synthetic datasets may be used as benchmark as well.
Most recognizable datasets have been generated by Prelic eat al. [45], Li et
al. [35] and Hochreiter et al. [25]. First two benchmark datasets are small (50-
100 genes), contain biclusters of equal sizes and have only simultaneous row
and column overlaps. The third one, designed to match gene expression data
characteristic in terms of heavy tails, contains 100 datasets of size 1000x100 with
10 multiplicative biclusters in each and additive noise. This artificial scenario
is claimed to be more realistic in terms of densities and moments of datasets
compared to real data [25].

4.3 Relative Indices

The third type of indices measure which recovered structure is better according
to a quality measure and how input parameters influence biclustering outcome.
Comparison between two different sets of biclusters may be achieved with dif-
ferent consensus measures [22][45][35]. Various modifications of Jaccard index
are commonly used consensus measures for computing distance between two
sets. Jaccard index represents the fraction of row-column combinations in both
biclusters from all row-column combinations in at least one of biclusters (18):

fj(A,B) =
|A∩B|
|A∪B| (18)
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Those techniques in general do not take into account overlapping biclusters or
entirely consider different numbers of biclusters. Novel consensus score for bi-
clustering has been defined by [25] and bases on computing pairwise comparison
between two sets of biclusters with Munkres algorithm [39], quite similar to a
technique applied to visualize clustering results for proteins [44].

Another index which is worth mentioning is the F1 index proposed by [21].
Some consider relative indices as determination of the best parametrization set
for the algorithm [45][48]. The importance of proper choice of input parameters
and their impact on biclustering outcome for many biclustering algorithms have
been repetitively emphasized [16][17].

4.4 Conclusions

In this article current trends in biclustering are summarized with respect to prox-
imity measures of biclusters. With many approaches available, most promising
area of development of biclustering algorithms seems to be correlation based
measures, especially non-parametric ones.

Novel approaches may also agglomerate results obtained from different biclus-
tering approaches. There is a tremendous perspective for developing ensemble
approach that will combine different measures and automatically detect which
scheme should be applied basing on data analysis.

In the second part of the article, we classify different state-of-the-art valida-
tion techniques of biclustering algorithms. Novel approaches need to perform
well in synthetic datasets in order to become recognizable, followed by suc-
cesses with real data examples. So-called reference set of biclustering algorithms
needs to be updated to include at least the following algorithms: BBC [22],
CPB[8], QUBIC[35], ISA[28], FABIA[25]. Each of those algorithms achieves best
results its specific cateogory of biclustering [16]. Comparison against previous al-
gorithms such as CC [12], OPSM [6] or xMotifs[40], SAMBA [51] or HCL[15]
could be treated as optional [35]. To our best knowledge, this is the first in-depth
analysis considering the proximity measures fundamental in design of bicluster-
ing algorithm architecture.

Acknowledgments. The author would like to express his gratitude to prof.
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