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Abstract. Methods using dynamic signature for identity verification
may be divided into three main categories: global methods, local func-
tion based methods and regional function based methods. Global meth-
ods base on a set of global parametric features, which are extracted from
signature of user. Global feature extraction methods have been often pre-
sented in the literature. Another interesting task is selection of a features
group which will be considered individually for each user during training
and verification process. In this paper we propose a new approach to au-
tomatic evolutionary selection of the dynamic signature global features.
Our method was tested with use of the SVC2004 public on-line signature
database.

1 Introduction

Biometrics is the science of recognizing the identity of a person based on some
kind of unique personal attributes. The attributes may be physical like a fin-
gerprint, a face (see e.g. [14], [25]-[26]) or behavioural like a gait, a signature
(see e.g. [8], [30]-[31]) etc. Dynamic signature is a kind of signature biometric
attribute, which contains not only information about trajectory, but also in-
formation about the dynamics of the signature. Signature may be treated as a
unique identifier of the user, used during identity verification process (see e.g.
[10], [30]-[31]).

The dynamic signature verification methods may be categorized into three
main groups (see e.g. [22]): global methods, local function based methods and
regional function based methods. In global methods a set of features are ex-
tracted from the signature (e.g. signature total duration, number of pen-downs)
and classification process is performed on the basis of these features. Local func-
tion based methods use the time functions of the signatures, which are matched
and compared. One of the methods used for this purpose is Dynamic Time Warp-
ing (see e.g. [28]). In regional function based approaches some regional properties
are estimated from the signatures and then they are used to train classifier.

In this paper we focus on the global approach. In the literature a few sets of
features have been proposed (see [18], [23], [24]). Some features have been taken
from the literature relating to identity verification based on signature but other
have been created by authors on the basis of their experience in the signature
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acquisition procedure. In [9] the authors have collected all features from [18], [23],
[24], some of them have been adapted and some new features have been add to
this set. In this paper we base on the feature set proposed in [9]. It should be
noted that the operation of our method is not dependent on the adopted feature
set. The feature set can be practically arbitrarily reduced or extended.

Large global feature set may be reduced by selection of optimal features sub-
set, which will be considered during classification phase. In this case global fea-
tures may be ranked and only features with the highest rank value are used in
classification process. Approaches to the rate of global features have been pre-
sented in [9] and [18]. In [18] authors propose approach based on computation
of rank using mean value and standard deviation of the feature. Rank for each
feature is calculated separately. In [9] the method based on the distance between
the mean value of the feature from training signatures of the user and the feature
value of all training signatures from all users is presented. This method performs
the overall ranking of features, without detailing the importance of features for
the user.

In this paper we propose a new method for selection of the dynamic signature
global features. The method is based on a modified genetic algorithm which is
used to select of features set used in the verification process. Idea of genetic
algorithms has been taken from the natural process in which live organisms
transfer their features to their offspring during creation of new population. The
algorithms may be applied to solve various optimization problems. In the method
presented in this paper features are selected individually for each signer. Our
algorithm is characterized by a special way of determining the fitness function.
It bases on classification with use of the Principal Component Analysis method
(see e.g. [19]) and so called reconstruction error.

This paper is organized into four sections. In Section 2 we present novel al-
gorithm for evolutionary selection of the dynamic signature global features. In
Section 3 simulation results are presented. Conclusions are drawn in Section 4.

2 Idea of the New Method of Features Selection

Method proposed in this paper uses combination of genetic algorithm (see e.g.
[2]-[7], [11], [16], [17]) and PCA method for selection of global features subset
used during verification process. The selection process is performed individually
for each user, so each subset of features is unique for the signer. Subset of features
is chosen from all one hundred features presented in [9]. Examples of features
which belong to the set of features in [9] are shown in Table 1.

Block diagram of the proposed algorithm is presented in Fig. 1 a). The al-
gorithm selects the subset of global features and creates classifier for the i-th
user. First, selection of training signatures for i-th user is performed (block 1).
The next random selection of the other users signatures is performed (block
2). This signatures are treated as forgeries. This approach commonly appears
in the literature in the field of identity verification based on the dynamic sig-
nature (see e.g. [29]). In the third step, selection of the optimal global features
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Table 1. Examples of features used in [9]

Feature description Symbol
signature total duration Ts

number of pen-ups N(pen-ups)
standard deviation of y-trajectory acceleration σay

standard deviation of y-trajectory velocity σvy

mean value of velocity divided by maximum value of velocity v̄/vmax

subset for the i-th user is performed (block 3). For this purpose the algorithm
GeneticFeaturesSelection() described in Section 2.1 and presented in Fig. 1 b)
is used. Next, the algorithm returns the subset of genuine training signatures
which are used during creation of the classifier (block 4) and subset of global
features selected for the i-th user (block 5). The data from block 4 and block 5
are used during the verification phase.

2.1 Genetic Features Selection

Schema of genetic features selection is presented in Fig. 1 b). The algorithm
selects the chromosome encoding the best subset of global features for the i-th
user. In the first step the creation of an initial population is performed, which
consists of the random selection of chromosomes (block 1). Each chromosome
contains information about selected subset of features, each gene in the chro-
mosome represents one global feature. Length of the chromosome corresponds
to the number of all features. Each chromosome is represented by a binary se-
quence. If the value of the gene is "1", the feature which number is equal to
the number of a gene’s position is selected for the subset of the features rep-
resented by the chromosome. Otherwise if the value of gene is "0", the feature
which number is equal to the number of a gene’s position is not selected for
the subset of the features represented by the chromosome. Next, the evaluation
of the fitness of chromosomes in a population is performed (block 2). During
this step value of the fitness function for each chromosome is calculated. It is
realized in a separate algorithm, called CalculateFf(), presented in Fig. 2 a). In
our algorithm the lower value of this function means the better the "quality"
of the chromosome. In determination of fitness function value PCA method is
used for computation of reconstruction errors. The errors decide about quality
of subset of features encoded in the chromosomes for the i-th user. The detailed
description of the fitness function used in our algorithm is presented in Section
2.2. Next, the stopping criterion is checked (block 3). If the stopping criterion
is not met then the next step is selection of chromosomes (block 4). The selec-
tion of chromosomes consists in selecting, based on the calculated values of the
fitness function. Selected chromosomes will take part in the creation of offspring
until the next generation. The chromosomes having the best value of the fit-
ness function have the most of the chances for the participation in the creation
of new individuals. The selection can be performed using one of the methods
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Fig. 1. Block diagram of: a) new method of features selection, b) genetic features
selection

available in the literature (see e.g. [27]). Next, application of genetic operators is
performed (block 5). The operators are applied to the chromosomes selected in
4-th step. It leads to the creation of a new population constituting the offspring
population derived from the parents population. In our algorithm standard op-
erators for genetic algorithms are used - crossover and mutation (see e.g. [1],
[20]). In the next step creation of a new population is performed (block 6). The
chromosomes obtained as a result of the operation of genetic operators belong
to a new population and this population becomes the so-called current popula-
tion for a given generation of the genetic algorithm. Next, stopping criterion is
checked (block 3). If the stopping condition is met, "best" chromosome, which
has the best fitness function value, is presented (block 7). In our algorithm the
"best" chromosome contains information about subset of global features of the
i user which will be considered during verification phase.

2.2 Fitness Function Determination

Schema of the fitness function used in our algorithm is presented in Fig. 2 a).
The algorithm calculates fitness of the chromosome. First, selection of C signa-
tures from A training signatures of the i-th user is performed (block 1). Next,
PCA classifier is created (block 2). The classifier is created on the basis of the
signatures from the previous step and features encoded in the chromosome for
which fitness is calculated. In the next step (block 3) reconstruction error for
the remaining genuine training signatures errgi,j,ch, i = 1, 2, . . . , I, j = 1, 2,
. . . , A − C, ch = 1, 2, . . . , Ch, is computed from the following equation:

errgi,j,ch =
∥
∥f i,j,ch − (

Ei,chET
i,ch

)

fi,j,ch

∥
∥ , (1)
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where (fi,j,ch)p×1, i = 1, 2, . . . , I, j = 1, 2, . . . , A−C, ch = 1, 2, . . . , Ch, contains
features encoded in ch-th chromosome for j-th signature of i-th user, Ei,ch, i
= 1, 2, . . . , I, ch = 1, 2, . . . , Ch, contains the eigenvectors of the covariance
matrix created on the basis of the features from C training signatures selected
in the block 1. In this step reconstruction error for the forged training signatures
errfi,j,ch, i = 1, 2, . . . , I, j = 1, 2, . . . , B, ch = 1, 2, . . . , Ch is also computed
analogously. This operation is performed with use of the PCA classifier created
in the block 2. Next, selection of maximum value of reconstruction error for
genuine training signatures, Rgmax, is performed (block 4a) and selection of
minimum value of reconstruction error for forged training signatures, Rfmin, is
performed (block 4b). In the next step fitness function of the chromosome is
determined (block 5). Value of this function is calculated from equation:

ff(ch) =
Rgmaxi,ch

Rfmini,ch
, (2)

where ch is chromosome for which fitness function is determined, Rgmaxi,ch, i
= 1, 2, . . . , I, ch = 1, 2, . . . , Ch, is maximum value of reconstruction error for
genuine training signatures of i-th user determined by the following equation:

Rgmaxi,ch = max {errgi,1,ch, errgi,2,ch, . . . , errgi,M−O,ch} (3)

and Rfmini,ch, i = 1, 2, . . . , I, ch = 1, 2, . . . , Ch, is minimum value of re-
construction error for forged training signatures of i-th user determined by the
following equation:

Rfmini,ch = min {errfi,1,ch, errfi,2,ch, . . . , errfi,N,ch} . (4)

In the last step of this algorithm value of the fitness function for the chromosome
is returned (block 6).

2.3 Identity Verification Phase

The process of identity verification based on the dynamic signature is presented
in Fig. 2 b). First, test signature is acquired by the system (block 1). Next,
PCA classifier is created (block 2). The classifier is created on the basis of
features encoded in the best chromosome and C training signatures of the user
which identity is verified. Next, verification is performed with use of the one-class
PCA classifier (block 3). In the last step of the algorithm, the result of identity
verification is presented (block 4). Identity is verified if the following equation
is satisfied:

errtesti ≥ cthi, (5)

where errtesti,ch is reconstruction error of test signature computed on the basis
of features encoded in the best chromosome from block 7 of GenuineFeatures-
Selection() function, i is a number of user which identity is verified and cthi is
a parameter determined individually for each user during training phase. Value
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Fig. 2. Block diagram of: a) fitness function, b) signature verification

for this parameter is chosen to minimize the value of FAR and FRR errors and
the difference between them.

3 Simulation Results

Simulations were performed using SVC 2004 public database (see [29]). During
the simulation the following assumptions have been adopted:

- population contains 100 chromosomes,
- algorithm stops after the lapse of a determined number of 1000 generations,
- during selection of chromosomes tournament selection method is used,
- crossover is performed with probability equal to 0.8 at three points,
- mutation is performed for each gene with probability equal to 0.02
- number of all genuine training signatures A = 5, number of forged training

signatures B = 5, number of genuine training signatures used for training
PCA classifier in the CalculateFf() function C = 2.

The database contains 40 signers and for each signer 20 genuine and 20 forgery
signatures. The test was performed five times, every time for all signers stored in
the database. During test phase 10 genuine signatures (numbers 11-20) and 20
forgery signatures (numbers 21-40) of each signer were used. Simulations were
performed in the authorial environment implemented in C#.
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During simulation we tested two methods of verification based on global fea-
tures. The first one was our method described in this paper. The second was the
random subspace method proposed in [12] and used in [21]. The method gener-
ates B new training sets of features, builds classifiers on the basis of these sets,
and finally combines them into a final decision rule. In our simulations PCA one
class classifiers were used.

Results of the simulations are presented in the Table 1. The table contains
values of FAR (False Acceptance Rate) and FRR (False Rejection Rate) errors
which are commonly used in the literature to evaluate the effectiveness of identity
verification methods (see e.g. [13]-[15]).

Table 2. Results of simulation performed by our system

Method Average
FAR

Average
FRR

Average
error

Random subspace method [12] 25.75 % 24.60 % 25.18 %
Our method 23.87 % 22.65 % 23.26 %

Conclusions of the simulations can be summarized as follows:

- The accuracy of our method is higher in comparison to the method described
in [12].

- Our method, in contrast to the method given in [12], in the process of clas-
sification uses a single set of attributes selected during training phase.

- The advantage of the proposed method is that it allows to characterize the
individual user.

- It also allows to extract the features which are often selected as reliable in
the context of all users.

4 Conclusions

In this paper a new method for evolutionary selection of the dynamic signature
global features is presented. The method assumes selection of the subset of global
features from a large set of the features. This process is performed using genetic
algorithm with PCA. The features are selected individually for each user. The
achieved accuracy of signature verification in comparison with the other method
proves correctness of the assumptions. In the future we will seek to determine
weights of importance for each feature in context of the user which will be also
considered during the verification process.
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