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Preface

Cloud computing has emerged as a new paradigm for on-demand delivery of
computing resources to consumers as utilities. It offers unlimited computing
resources to its users in a pay-as-you-go model with a higher level of quality of
service such as availability and reliability in a substantially reduced infrastructure
cost. With such an offering, it is not surprising that businesses are considering
moving their IT infrastructure to cloud. However, it has been widely reported in
the surveys of CTOs and CIOs that they have a number of reservations about
adapting cloud computing for their businesses, and the security, privacy and trust
of cloud systems is at the top of their list. The recent news reported in media about
the leakage of customers’ personal data have exacerbated their concerns even
more. With the emergence of social media, such events are spreading faster than
ever before and the impact of breach of privacy of their customers could be
catastrophic to businesses. Businesses have serious concerns on moving their
services and data to a cloud environment. These concerns need to be addressed to
realize the vision of delivering IT services as utilities.

The vision of delivering unlimited computing resources, e.g., compute, net-
work, and storage, as utilities, as promised by the cloud computing paradigm, has
made some of the tasks—that were impossible to achieve a few years back for
small and medium size businesses—possible. Businesses can run sophisticated
data analytics tools without investing a big amount on IT infrastructure. This has
been one of the driving forces behind the emergence of the new research area,
called ‘‘Big Data’’. One of the key challenges in big data is transforming the raw
data available to a business into business value and strategic advantage. Better
management and analysis of data will become the next frontier of innovation,
competition, and productivity, and cloud has a big role to play in this area. For
example, according to a McKinsey Global Institute study, a retailer exploiting the
full potential of big data could increases its operating margin by more than 60 %.
Efficient and effective use of big data could save more than $300 billion for US
government in the healthcare sector alone. Therefore, there is a need for effective
and efficient management and analysis of big data. Cloud computing has emerged
as a choice of technology platform for big data. However, the lack of security and
privacy of data in the cloud has been a major hurdle for businesses to utilize the
full potential of cloud to unlock the business intelligence residing in their data.

vii



In order to take the full advantage of enormous amount of business data using
cloud, the issues related to security, privacy, and trust of data services need a
careful attention. The foremost concern for businesses is that they have to relin-
quish the full control of their data to the cloud service providers without knowing
whether there are adequate measures in place to protect their data. They also need
to be aware of legal implications to their data. As the cloud enable migration of
data across different jurisdictions, which laws are applicable to the data becomes
an important factor to be considered while moving data to the cloud. As pointed
out by a cloud service provider in a recent conference, the cloud computing
inadvertently provided a playground for lawyers. Therefore, it is important to
address legal aspects of data protection in the cloud.

Cloud computing introduces challenges to traditional approaches to protecting
data including authentication and authorization. There is a need to develop a new
way of authenticating users for cloud data services and defining access control.
The implications of cloud computing paradigm to identity management and user
authentication need to be further analyzed. Related to identity management is the
issue for intercloud data migration. Unless there is a way of achieving seamless
transition of data migration from one cloud provider to another, just like changing
utility providers today, the security, privacy, and trust issues will continue to have
implication beyond a single cloud provider.

Cryptographic approaches have been used to protect data where the data is
encrypted both in motion and at rest so that they are never revealed to anyone other
than data owners themselves. In such an approach, the data is encrypted before
storing to cloud storage services and is never decrypted, while residing in the
cloud. The data is retrieved into the trusted local environment before decryption.
But the cloud introduces new challenges due to the cost of moving and processing
big data. This means we need to look at the mechanisms of processing encrypted
data in the cloud without compromising confidentiality. This demands privacy
preserving analysis of big unstructured data as well as privacy preserving queries
over relational databases. The privacy preserving querying and analysis of data
enables to process data in the encrypted forms. A number of researchers have
looked at the new form of encryption techniques, called homomorphic encryption.
Developing effective and efficient fully homomorphic encryption techniques still
remains as a challenging problem. In the coming years, we expect to see a rea-
sonable progress made in this direction.

In the past few years, outsourcing firms have been increasingly used by busi-
nesses to provide their services to customers in cost-effective ways. The core
strategy is to outsource certain aspects of a business process to skilled, but cost-
effective, external service providers. The cloud computing paradigm needs to
support this business model to be adapted successfully by enterprises in practice.
Outsourcing requires multiple organizations working together to achieve a goal.
Competing organizations may use the same outsourcing firms to perform a certain
process within their businesses (such as billing). The cloud platform should
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support the sharing of data and processes across different organizations while
preserving the privacy of both data and processes. Not all processes can be out-
sourced. Some of the processes are going to be performed within organizations to
preserve the competitive advantages of enterprises. How to support the sharing of
data in cloud across collaborating organizations in such a way that competitive
advantage of businesses and privacy of the data can be preserved. Meeting these
two conflicting requirements is a challenge in itself.

Recent reports on cloud data services have indicated that data owners would
like to know what is happening with their data. Who have accessed it? When it was
accessed? Where it is stored? When the movement of the data occurred? How
often the data is backed up? How many copies of the data are kept? The metadata
about the data becomes as important as the data itself and sometime the size of the
metadata becomes larger than the original data. A cloud data service should be
able to answer all these questions with a clear separation of duties. This means the
data management and activity logging components should work independently so
that the data owner can trust the integrity of logged data. The answers to these
questions can be found in the data accountability. How to standardize the data
accountability service and implement it is as an integral part of cloud data service
is an interesting and challenging problem.

Cyber attacks have been on the rise in recent times. The effect of cyber attacks
in cloud is severe. For example, the denial of service attacks on cloud data services
may not only disrupt the services and keep the genuine customers out of enterprise
services, but also increase the costs due to the underlying pay-as-you-go model.
Cloud service providers should be able to provide a ‘‘credit card’’ like security
measure to their customers and should be able to refund all costs incurred through
cyber attacks. However, there is no way cloud service providers can vouch that a
service request is genuine or the result of a cyber attack. Thus, the cloud service
providers should not only be able to detect and prevent the cyber attacks on the
services deployed on their clouds, but also should establish clear guidelines on
how to resolve the disputes arising from such attacks. It is thus clear that some of
the challenges related to cloud security, privacy, and trust go beyond the tech-
nological solutions. We need to look at the social and legal aspects of the cloud
data services.

Another interesting debate around cyber attacks is whether the cloud data
service is more attractive to cyber attacks than an individual enterprise data ser-
vice. Some believe that cloud data services are more attractive for attackers as they
know they can unlock a large number of valuable information if the attacks on
cloud services are successful. They thus believe that the data become prone to
more attacks when it is kept in the cloud. An alternative thought is that cloud
service providers can probably have a large number of security experts working on
preventing cyber attacks on enterprise data than any single enterprise could afford
at any time. They believe that the cloud providers are better equipped to protect
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enterprise data than enterprises themselves. The reality may lie in between these
two opposite views. Time can only tell which view is right!

In recent times, we have seen an increasing number of cloud service providers
that operate within a single jurisdiction or across multiple jurisdictions. The choice
of providers is good for consumers, but the emergence of a large number of cloud
service providers poses a number of challenges from the point of view of trust.
How do you know which provider is best for you? Reputation based on past
experience has been used as a mechanism of addressing the issue of trust.
Although this approach has a foundation on economics, marketing, social, and
behavior sciences, we believe that we need to look at the holistic solutions that
take into account of the technological and social aspects of trust.

In the past few years, there have been an increasing number of efforts toward
developing cloud standards by national and international standard bodies. Such
efforts could go a long way to address some of the concerns about security,
privacy, and trust in cloud systems. However, the success relies on the adaptation
of such standards in practice.

In this book, we have outlined the problems in developing secure, private, and
trusted cloud systems from different points of views. Researchers, students, and
practitioners need to understand the complexity of developing such systems from
the point of views of standards, technologies, tools, economics, and social and
behavioral sciences. As the cloud computing is a new and evolving paradigm, the
solutions are being researched and still emerging. Therefore, this book is intended
to pose key research challenges and some emerging solutions along with future
trends.

Overview and Scope of the Book

This book, entitled ‘‘Security, Privacy and Trust in Cloud Systems’’ presents cloud
security fundamentals and related technologies to-date, with a comprehensive
coverage of evolution, current landscape, and future roadmap. It provides a smooth
organization with introductory, advanced, and specialist content, i.e., from basics
of security, privacy, and trust in cloud systems, to advanced cryptographic tech-
niques, case studies covering both social and technological aspects, and advanced
platforms. The book builds on academic and industrial research and developments,
and case studies that are being carried out at many different institutions around the
world. In addition, the book identifies potential research directions and technol-
ogies that drive future innovations. We expect the book to serve as a valuable
reference for larger audience such as systems architects, practitioners, product
developers, researchers, and graduate level students.
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Organization

This book will enable readers to understand the basics, identify the underlying
technology, summarize their knowledge on concepts, ideas, principles, and various
paradigms which span on Cloud security, privacy, and trust domains. The book is
organized into three parts, namely, Part I: ‘‘Cloud Security’’; Part II: ‘‘Cloud
Privacy and Trust’’; and Part III: ‘‘Case Studies: Cloud Security, Privacy, and
Trust’’. Specifically, the topics of the book are the following:

• Cloud security fundamentals
• Secure information sharing and data protection in the cloud
• Cloud security architecture and protocol
• Autonomic security in cloud systems
• Cryptography and crypto-protocols for cloud systems
• QoS-based trust model and QoS monitoring mechanism
• Enterprise cloud security case study
• Open research issues in cloud security and future roadmap

Part I of the book focuses on the basic ideas, techniques, and current practices
related to ‘‘Cloud Security’’. ‘‘Cloud Security: State of the Art’’, by Soares et al.,
presents a comprehensive analysis of the state of the art on cloud security issues. In
addition to presenting the key concepts on cloud security, this chapter discusses the
most prominent security issues tackled in literature, surveying vulnerabilities, gaps,
threats, attacks, and risks in cloud environment. Thilakanathan et al., in ‘‘Secure
Data Sharing in the Cloud’’, provide a review on methods of achieving secure and
efficient data sharing in the cloud. The presented research outcome is particularly
useful for secure sharing of real-world critical data from the business, government
and/or medical domains. In ‘‘Adaptive Security Management in SaaS Applications’’,
Almorsy et al. discuss on a security management framework to deliver autonomic
security where the security level, enforced on the cloud platform and cloud services,
automatically adapt to match the current security risks and threats. Addressing the
limitations of using the virtualization technology in cloud systems, Caron et al. in
‘‘Smart Resource Allocation to Improve Cloud Security’’ present a resource allo-
cation technique to improve cloud security. They introduce a way for users to express
security requirements and demonstrate how a cloud service provider can address
those requirements. Building on cryptographic mechanisms to guarantee security
properties such as data confidentiality and integrity, ‘‘Mandatory Access
Protection within Cloud Systems’’ by Bousquet et al. describes mandatory access
protection in cloud systems.

Part II of this book highlights technologies to ensure ‘‘Cloud Privacy and
Trust’’. Tormo et al. in ‘‘Identity Management in Cloud Systems’’ present, analyze,
and compare current identity management standards, technologies, and solutions
from the cloud perspective, taking into account their features and requirements.
They provide a set of recommendations to be taken into consideration when
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designing and deploying any identity-based service in a cloud environment. It is
followed by a ‘‘Data Accountability in Cloud Systems’’ on data accountability, by
Ko, reviewing definitions, existing techniques and standards in the area of data
accountability in cloud systems. Based on MapReduce, ‘‘Privacy Preservation
over Big Data in Cloud Systems’’ by Zhang et al. discusses on data privacy
preservation and data quality in the cloud under given privacy requirements. This
chapter demonstrates a prototype privacy-preserving framework to anonymize
large-scale data sets in the cloud. In ‘‘Securing Outsourced Databases in the Cloud
’’, Liu talks about privacy of database services in cloud systems. He presents an
indexing scheme and an associated encryption scheme to encrypt databases and
query encrypted databases in the cloud. This part of the book is ended with
‘‘Trust Model for Cloud Systems with Self Variance Evaluation’’, by Wang et al.,
presenting reputation-based trust models for cloud systems. They introduce a
general trust model to get a more comprehensive and robust reputation evaluation.

Part III, the final part of the book, consists of a handful of representative ‘‘Case
Studies on Cloud Security, Privacy, and Trust’’. In ‘‘Cryptographic Role-
Based Access Control for Secure Cloud Data Storage Systems’’, Zhou et al.
describe access control models and the use of cryptographic techniques for secure
cloud data storage. In their case study, authors cover a scheme which integrates
cryptographic techniques with role-based access control and show how the scheme
can be used to secure data storage in the cloud. ‘‘Accountability-Based
Compliance Control of Collaborative Business Processes in Cloud Systems’’ by
Yao et al. presents a case study on accountability-based compliance control of
collaborative business process in cloud systems. Authors base their case study on
Amazon EC2 using a loan application business process. A case study on
‘Reputation as a Service’ is presented next. In this chapter, Itani et al. demonstrate
a secure and accountable reputation system for ranking cloud service providers. In
‘‘Combating Cyber Attacks in Cloud Systems Using Machine Learning’’, Khor-
shed et al. present a machine-learning approach to combat cyber attacks in cloud
systems. The final chapter of the book, by Kertesz and Varadi, cover the legal
aspects of data protection in cloud systems. They examine use cases and assess
them against evaluation criteria derived from the relevant cloud computing law for
the data processing of end-user details and materials, including roles and
responsibilities necessary for legal compliance.
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Cloud Security: State of the Art

Liliana F. B. Soares, Diogo A. B. Fernandes, João V. Gomes,
Mário M. Freire and Pedro R. M. Inácio

1 Introduction

Throughout the end of the first half and during the second half of the past century,
advances in technology allowed scientists to develop computer systems. In the begin-
ning, mostly between the forties and the sixties, single computers would fill large
rooms with electronics that would consume as much power as several hundreds of
modern desktop computers. However, a diversity of revolutionary approaches were
invented throughout the time, gradually replacing those large, and expensive, com-
puter rooms with smaller, more powerful computers, being able to hold many of
them. This allowed computer systems and networks to emerge, like standard Ether-
net networks that still persist today. Distributed systems, one of those approaches,
arose as a means to aggregate computational assets with the main goal of supporting
highly intensive and hardware-demanding tasks, which can consume several process-
ing resources simultaneously and last for a long time. Examples of such tasks include
molecular modeling, scientific simulations and weather forecasts.
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1.1 Computer Clusters, Grids and Clouds

Two of the most typical distributed systems are computer clusters and computer grids.
As the name suggests, computer clusters consist of coupled hardware resources
that can function standalone. These resources are put on a centralized point, usu-
ally a large, cooled, well protected room, leading to expensive approaches. Clusters
enhance computational, memory and storage capabilities of computer systems, there-
fore requiring specially designed middleware to support communications between
each hardware node. In addition, this type of architecture for computer systems
requires bandwidth-wise network links to support large amounts of intracommuni-
cations network traffic. However, nowadays, open-source software enables the use
of processing units and memory from desktop computers to dispatch distributed,
potentially parallel tasks by nominating a master node that manages the cluster. This
approach can reduce implementation costs to companies rather than spending big
on supercomputers or expensive clusters. Grid systems, on the other hand, are not
as coupled as clusters and dwell over large scattered and heterogeneous networks
in a decentralized fashion. The most prominent example is the Internet, over which
grids are deployed as overlay networks. In fact, the most well-known form of grids
is the one of using typical desktop and home computers as end slave computation
nodes. This approach, however, brings obstacles, such as increased management
complexity, task assignment, and results collecting and gathering.

Based on the cluster and grid computing paradigms [35, 90], cloud computing has
emerged in the last few years as the latest approach with the purpose of computing
as utility. In fact, grid computing provides the backbone and supporting infrastruc-
ture for clouds [35]. It was around 2008 that the cloud computing subject started
gaining serious interest among the industry and the academia. Additionally, to pro-
vide a better perspective, the utility computing term was first invoked as early as
1965 [23]. It refers to computational resources efficiently wrapped as services, being
more a business model rather than a computing paradigm today, and matching the
cloud business model. Analogously to clusters, clouds are composed of umpteen
servers placed in large, cooled, well protected rooms under the same subnet. Facil-
ities that host clouds are nowadays called data centers, which require being physi-
cally and logically segregated from malicious intrusions because clouds usually hold
large amounts of sensitive data belonging to customers. The main innovative side of
clouds is how Information Technologies (IT) are put together along with virtualiza-
tion techniques, providing web service-based and on-demand capabilities accessible
over the Internet. To this end, a pay-per-use business model is implemented, meaning
that computational, storage or networking resources rented by customers are strictly
billed according to their needs, that is, time of usage, assets required, load and secu-
rity measures. Cloud systems are both centralized and decentralized, allowing public
access to their resources via web technologies. Hence, a centralized and distributed
resource handling approach is applied, providing multi-tenant and Service-Oriented
Architecture (SOA) capabilities, similarly to grids.
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1.2 Cloud Security

The National Institute of Standards and Technology (NIST) view of cloud is
summarized in version 3 of the security guidance entitled as Security Guidance
for Critical Areas of Focus in Cloud Computing [24], published by the Cloud Secu-
rity Alliance (CSA), an organization aiming at promoting the use of best practices
in cloud security. In the document, the cloud deployment models, the cloud service
delivery models or service models, and the five essential characteristics of clouds are
described. The cloud deployment models include public, private, hybrid, and commu-
nity clouds, and Virtual Private Clouds (VPCs). The service models are divided into
Infrastructure-as-a-Service (IaaS), Platform-as-a-Service (PaaS) and Software-as-a-
Service (SaaS). Finally, the characteristics are broad network access, rapid elasticity,
measured service, on-demand self-service, and resource pooling.

The NIST [74] mentions security, interoperability and portability as major barriers
for a broader adoption of cloud solutions. There are just a few standards supporting
clouds, which translates into the lock-in issue faced by customers. In other words,
when a customer decides for a certain cloud provider, the data stored on the cloud
cannot yet migrate to clouds of other providers. Nonetheless, interclouds [11, 88], a
term referring to a network of clouds, a place of cloud computing, interoperability,
ubiquitous and utility computing, and data storage, would overcome this issue and
free data movement among clouds belonging to different providers. Clouds increased
the complexity of many previous security issues and introduced new ones, being yet
a risky business. To demonstrate how security is one of the most mind changing
factor (if not the most important), in 2009, the International Data Corporation (IDC),
a market research and analysis firm, has harvested opinions among company Chief
Information Officers (CIOs) on the most concerning cloud obstacles. The survey [46]
was concluded with the security topic ranking first with 87.5 % of the votes, 12.9 %
more than the study on the previous year [47], in which security also led with 74.6 %.
The results of the 2009 study are illustrated in Fig. 1. This perspective concerning
cloud security is shared with the Top predictions for IT Organizations and Users
for 2012 and Beyond report [38], property of Gartner, a technology research and
advisory company. Because of security, people hesitate to fully move their business
into clouds, slowing down their propagation, as the research and the industry are
focused on patching security issues, rather than exploring their potentialities. In
addition, “my sensitive corporate data will never be in the cloud” is a statement
that has been heard multiple times [3], further pointing out how critical security is.
Because clouds outsource businesses of many customers, which includes potentially
sensitive data and applications, they pose as attractive attack targets for cybernetic
pirates or malicious insiders. Thus, there is much at stake in the cloud business, being
data disclosure, data loss and financial loss major risk scenarios. Clouds offer many
appealing features and advantages, but until some of its risks are better understood,
major players might hold back [106]. This means that cloud systems are a risky
business, not only to customers, but also to the providers investments.
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Performance 

Availability 
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Fig. 1 Challenges and issues of the cloud model according to IDC and corresponding results from
the cloud user survey (adapted from [46])

1.3 Organization

The previous paragraphs enlightened on the differences between the cloud, the cluster
and the grid computing paradigms, highlighting the most prominent characteristics
of these distributed systems. Essentially, the importance of the cloud security topic
is highlighted in the discussion, underlining how critical it is to address security
issues. To this end, this chapter discusses the most prominent security issues tackled
in the literature, surveying vulnerabilities, gaps, threats, attacks, and risks on cloud
environments. Such terms are emphasized throughout the text as to better distinguish
each issue. Additionally, concepts of both cloud and cloud security subjects are
described in order to facilitate the understanding of this chapter. Foremost, the chapter
presents a comprehensive analysis of the state-of-the-art on cloud security issues.

The remaining of this chapter is organized as follows. Section 2 delivers an insight
on the works that are most similar to the one presented herein. Section 3 overviews
some general features of clouds and key concepts of cloud security. Subsequently, in
Sect. 4, a discussion of the published literature on security issues in cloud environ-
ments is presented. A synthesis of the chapter containing a timeframe overview of
what was discussed is included in Sect. 5. The chapter ends with the main conclusions
in Sect. 6.

2 Related Work

Cloud security has been in vogue on the literature and industry for a while now. Var-
ious international conferences have focused on this subject alone, such as the Asso-
ciation for Computer Machinery (ACM) Workshop on Cloud ComputingSecurity,
the International Conference on Cloud Security Management and the only Euro-
pean conference on the subject, SecureCloud, which already numbers up to three
editions. As a result, several scientific contributions have been published, not only
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in conferences proceedings, but also in international journals and magazines. Thus,
there are a few works surveying this area of knowledge that are worthy to describe
herein.

The study in [115] surveyed security and privacy concerns of cloud providers.
Firstly, the security topic was discussed while having in mind availability, confiden-
tiality, data integrity, control and audit properties, concluding that these do not meet
current concerns. Secondly, the privacy topic was discussed with focus on out-of-date
privacy acts that fail to protect information from being disclosed to the government
and third-parties. In addition, the multi-location issue of clouds is also included in
the study, stating that knowing in which country the data will be kept is a prerequisite
for customers, in order to find by which laws the data is governed. It was claimed that
new strategies should be put forward to achieve the five aforementioned properties
and that privacy acts should be changed accordingly.

Again, in [116], the confidentiality, privacy, integrity and availability aspects in
clouds were placed under observation. Various issues were discussed so as to present
a synthesis of security requirements and threats with respect to the service mod-
els. The study ended with the proposal of a trusted third-party solution to eradicate
security threats of confidentiality, integrity, authenticity and availability. The solu-
tion combined Public Key Infrastructures (PKIs), the Lightweight Directory Access
Protocol (LDAP) and Single Sign-On (SSO) with a top-down fashion of the trust
tree. The study was concluded with the premise that cloud benefits will outnumber
its shortcomings.

Another survey targeting security issues on the cloud service models was presented
in [95]. Each model was singularly studied, pointing out some of the most significant
security vulnerabilities, threats and risks. It should be noted that the SaaS model was
the one with the majority of the issues. An overview of current solutions discussed
in the literature is presented afterwards. Yet again, the study was concluded saying
that proper solutions should be designed and deployed to allow the cloud industry
expand further.

The security and privacy topics were again discussed in [111]. A comprehen-
sive and technical review of security issues was included in the study, in which
confidentiality, integrity, availability, accountability and privacy-preservability were
identified as the most significant attributes. To each property, a few security issues
are described, followed by the corresponding defense solutions. In the end, it was
claimed that the study might help shaping the future research directions in the security
and privacy contexts in terms of clouds.

In [88], various security challenges were enumerated as key topics in cloud secu-
rity. Those challenges related with resource allocation, system monitoring and log-
ging, computer forensics, virtualization, multi-tenancy, authentication and authoriza-
tion, availability, and cloud standards. The study particularly focused afterwards on
introducing the Service Level Agreements (SLAs), trust, and accountability topics
with regard to cloud security. Issues and solutions were dually discussed throughout
the study.

The previous works defined the basis of this chapter by providing materials
to review the state-of-the-art on the subject. Nonetheless, the review presented in
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this chapter contains a wider analysis when compared to those studies, allowing to
construct a broader taxonomy for cloud security issues, leaving aside a deeper analy-
sis of solutions for such issues. As commonly seen in other works, including the ones
above, the chapter also discusses basic cloud and cloud security concepts in order to
ease its understanding.

3 Security-Related Concepts in Cloud Environments

This section defines and describes some basic concepts on cloud and cloud comput-
ing, together with key notions on cloud security. The discussion complements some
ideas already included in the Introduction section. Thus, it prepares the reader for
the remaining part of the chapter.

3.1 Cloud Service Models

The increasing connection demands of the population have triggered the develop-
ment of Web 2.0 and a new class of services. Cloud systems have adopted a stan-
dard three-model architecture, each one containing fundamental parts to support the
cloud unique operation. The architecture is composed of IaaS, PaaS and SaaS, sorted
upwardly.

The bottom model, IaaS, revolutionized how businessmen invest in IT infrastruc-
tures. Instead of spending large amounts of budget in hardware and technical crews
to assemble and manage the materials, IaaS providers offer reliable virtual servers
on the minute. Amazon Web Services (AWS) is a real example of such providers. A
pay-per-use approach is employed in this model, meaning that customers only pay
for what they require. Additionally, it abstracts businesses from the scalability, man-
agement and provisioning of the infrastructure, allowing them to focus on promoting
their applications. The IaaS model provides basic security, including perimeter fire-
wall and load balancing, as long as the VMM is not compromised. The provider
should, at least, ensure security up to the VMM, which includes environmental,
physical and virtualization security. IaaS ultimately suffers from the data locality
and co-location issues.

The middleware model, PaaS, delivers abilities for customers to develop their
own cloud applications by providing platforms and frameworks. Consequently, this
model becomes more extensible than SaaS by providing a set of customer-ready fea-
tures, therefore administrating greater flexibility in security. Thus, unsafe Integrated
Development Environments (IDEs) and Application Programming Interfaces (APIs)
may constitute vulnerability points. Furthermore, because the underlying elements
of SOA applications are obscured by the architecture, cybernetic pirates are most
likely to attack visible code written by users. A set of coding metrics should be put
forward to evaluate the quality of code written by those users.
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The top model, SaaS, allows applications to be remotely deployed and hosted on
clouds, delivering on-demand capabilities in the form of services that can be accessed
via the Internet. This model improves operational efficiency and also reduces costs
to customers, similarly to IaaS. It is rapidly becoming prevalent in the cloud business
as it is rapidly meeting the requirements of IT companies. However, several secu-
rity issues are raised by this model, mostly related with data storage, thus making
customers uncomfortable in adopting SaaS solutions. Cloud providers must assure
data isolation, confidentiality and privacy, meaning that users should not access nor
understand data from other users. Nonetheless, from the customer viewpoint, it is
hard to tell whether or not the data is well secured, and that applications are avail-
able at all times. Furthermore, it is harder to preserve or enhance security that was
formerly provided by previous systems.

Although the three service models make up the foundations for the cloud oper-
ation, the IT industry is assisting to a mutation; it is converging to Anything-as-
a-Service (XaaS). Because clouds are virtually infinite and can, therefore, support
anything, or everything, in the form of services, the XaaS approach is able to deliver
a wide range of services, including large resources and specific requirements.

3.2 Data Center Facilities Security

As previously said, clouds are computer systems put on specially designed rooms to
hold a massive number of servers and network links. Cooling is an active research
area in which many approaches are proposed and implemented with the purpose of
producing efficient facilities. Protection is other topic of concern when mentioning
such facilities. Rooms in such infrastructures hold many expensive network, com-
putation and storage devices, and private data, therefore requiring proper security.
In fact, entrepreneurs build data centers while having in mind many geological and
environmental aspects, such as location, temperature, humidity, and earthquakes.
Other political, governmental, and energy-saving aspects are also taken into con-
sideration. For instance, grid redundancy [22] is a technique used to assure power
continuity to devices, by tolerating loss of any power supply or a single alternating
current power source. The goal is to provide the most possible reliable facilities to
achieve high availability [19], reaching 99.99 % uptime in many cases, and being
fully fault-tolerant. Hence, many data centers achieve the tier 4 level, which is the
highest level defining the quality of data centers, being the lowest tier 1.

Physical security is established on-site in the data center facilities. If this pre-
requisite would not be fulfilled, other security measures would be unnecessary.
For example, a security center managing video cameras, security sensors, per-
sonnel entrances and access to resources may be the most adopted approach.
All this to prevent break-ins and other physical violations. Nonetheless, physical
access to the rooms holding equipments should be restricted and only exclusive
personnel with security clearances should go in to perform managing operations.
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Flooding attacks, hardware interruption, theft, modification, infrastructure misuse
and natural disasters are amongst the main issues of data center facilities [116].

Clouds contain service-driven networks, Storage Area Networks (SANs), and
computational and storage-related hardware, which should be dully protected by
resorting to firewalls and Intrusion Detection Systems (IDSes), like in standard net-
works. This approach would enable the analysis of network traffic and the detection
or prevention of malicious intrusion attempts [62, 67]. Various IDS solutions have
been provided [27, 61, 84]. It is recommended to deploy both IDS and Intrusion
Prevention System (IPS) in clouds in order to achieve the desired security level
[70]. Honeypots should also be considered, so as to divert attackers attentions [93].
Nonetheless, it should be paid some attention to the trade-off between security and
performance [78], because too many security deployments may cause disruptions.
Amazon Elastic Compute Cloud (EC2), for example, provides a firewall solution to
each customer. By default, it is configured in deny mode, and customers must con-
figure ports to allow incoming traffic for hosted services. The firewall has the ability
of restricting traffic by protocol, port, and Internet Protocol (IP) address [1, 8].

3.3 Cloud Stakeholders

The players intervening in the cloud business define how the infrastructure is used
and managed. In a simplified way, clouds have virtualized platforms that abstract the
underlying hardware, and have services running on top of those platforms. Cloud
providers own data center facilities and, therefore, have the responsibility of manag-
ing the facilities and the hardware resources in them. Service providers are another,
but optional, stakeholder that can rent cloud resources to a cloud provider. In turn,
service providers can deliver computational, storage and networking capabilities in
the form of services to cloud customers. At all times, SLAs are negotiated in order
to define the terms of service and what the cloud customer requires. Ideally, the opti-
mal SLA should cover all critical security requirements. Traditionally, however, the
extent of SLAs implemented in the industry does not fully include confidentiality and
integrity aspects [88], mainly due to the challenges related with storage outsourcing.
End users, which are also part of the model, are the ones that ultimately enjoy the
services. This model is schematized in Fig. 2, where two distinct service providers

Virtualized Platforms

Cloud Provider

Service
Service

Service

SLASLA

SP1 Domain SP2 Domain
Service

User User UserUser

SP2SP1

UserUser

SP1

User User

SP2

Fig. 2 Cloud stakeholders model adapted from [64, 115]. SP stands for service provider
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hosting their services on the same cloud are illustrated. A noteworthy aspect is that,
while cloud customers are responsible for application-level security, providers are
responsible for physical and logical security. Intermediate layers of the cloud stack
are shared between one another. Cloud customers may outsource their responsibility
in security aspects to third-parties, who sell specialized security services.

3.4 Important Concepts in Cloud Security

As clouds rely on virtualization techniques, it is important to identify and describe
which elements provide the backbone for virtualization. Thanks to it, a multi-tenant
ability is implemented in clouds, meaning that users access applications specially
designed to run on cloud platforms. Therefore, it is also important to discuss cloud
software with focus on security. Moreover, clouds hold massive amounts of data
from cloud customers, which is the main reason why data outsourcing and data
storage are critical concepts to discuss. Consequently, standardization is also an
issue relevant to include in cloud storage discussions. Finally, trust is briefly discussed
from the outsourcing business model standpoint. These concepts are analyzed below,
providing the means to clarify and identify the source of some cloud vulnerabilities
and threats.

3.4.1 Virtualization Elements

Virtualization itself, or Virtual Machine (VM), is the process of abstracting com-
puter applications, services and Operating Systems (OSes) from the hardware on
which they run [93]. Virtualization technologies are placed within the IaaS model.
Virtualized OSes are called guest OSes or just guests. The benefits of virtualiza-
tion include costs and downtime reduction, ease of management and administration,
and scalability [14]. Notwithstanding, it brought many new problems intrinsic to its
nature, which researchers and entrepreneurs have tried to patch. A VM image is a
pre-built copy of the memory and storage contents of a particular VM. VM images
can be easily cloned or moved to another location while keeping the integrity of its
contents. This allows clouds to deliver highly available services, that is, it keeps VMs
running on other physical resources if the previous resources were compromised or
allocated for other operations or VMs. Hence, it is perceivable that VMs require a
middleware layer to support such operations, which is done by the help of Virtual
Machine Monitors (VMMs), usually called hypervisors, and cloud computing OSes.
Examples of popular hypervisors are VMware Player, VirtualBox and Xen. Cloud
computing OSes are similar to traditional OSes, but provide an additional set of vir-
tualization functionalities, such as allocation and deallocation of VMs, dispatching
and migration of processes, and setup interprocess communications, in order to sup-
port autonomous scaling and opportunistic deployment of SaaS applications [81].
This would all be great if no security issues arose. However, virtualization brings
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abstraction in data locality, which means that cloud users cannot pin-point the exact
physical location of their data, as VMs can be moved from one machine to another
autonomously by the underlying layers. Furthermore, data leakage by exploring VM
or hypervisor vulnerabilities is the main virtualization risk.

3.4.2 Multi-Tenancy

Multi-tenancy is a virtualization feature that, apart from clouds, it is also present in
grid systems. It consists of multiple users, called tenants, sharing a common platform
or a single instance of an application. In a public cloud scenario, various customers
may share the same VMMs and physical resources, but each one accesses its own
VM with inherent SLAs, different security configurations and billing policies.

3.4.3 Cloud Software

Although virtualization brings many new issues, issues already prevalent in software
developing are transported to clouds. These type of issues scatter over the PaaS and
SaaS models, bringing up vulnerabilities in APIs and IDEs, and web technologies,
respectively. For instance, bad programming approaches in deploying cloud appli-
cations or common Cross-Site Scripting (XSS) attacks can exploit vulnerabilities
in these models. Therefore, each service model contains its own problems, raising
concerns in the cloud business model.

3.4.4 Data Outsourcing

Outsourcing is the process of contracting services from third-party entities. In the
context of cloud systems, data outsourcing consists in renting storage services off of
cloud providers to store data from the customer on-premises. This approach brings
both capital expenditure (CapEx) and operational expenditure (OpEx) to customers.
However, more importantly, brings physical separation between the customers and
their data, an issue called loss of control [111]. This has been one of the main moti-
vations feeding customers contingency about moving their businesses into clouds.
To overcome this, providers must be trustworthy and guarantee secure computing
and data storage.

3.4.5 Data Storage Security and Standardization

Mechanisms to ensure information security must be applied to data stored in cloud
systems. Cryptography approaches must be employed to ensure classical security
properties, that is, confidentiality and privacy, integrity, authentication and avail-
ability. To this end, cloud providers should provide trusted encryption schemas
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and application-level protocols, as well as authentication mechanisms and integrity
checking techniques to ensure that data was not tampered with. This implies the
use of secure communication protocols and standards. Nonetheless, the latest, stan-
dardization, poses as one of the cloud main barriers, complicating interoperability
and the development of interclouds. Furthermore, applying classical security tech-
niques may be impractical in cloud systems due to the great amount of data stored in
their servers. Thinking on hashing entire data sets provides a good example on the
issue, since it would require abnormal computational and communication overhead.
New mechanisms are nonetheless expected to be developed, such as homomorphic
encryption [92] that enables processing encrypted data without being decrypted,
ideal for public clouds. Data backups and restores are also essential for the correct
functioning of clouds. To this end, providers usually supply geographic redundancy
to data, meaning that data is copied to different geographical locations, usually to
another data center of the same cloud provider.

3.4.6 Trust

Trust is a critical barrier that must be surpassed in the cloud business model. Firstly,
cloud customers must trust in the cloud systems of providers that are going to store
their data. Secondly, providers must trust customers with access to the services, that
is, access to clouds, which translates into one of the cloud main security issues.
Malicious users can conceal attacks by perpetuating them as apparently legitimate
users, like the co-location attack. Consequently, SLAs must be well detailed in order
to legally cover all possible atypical scenarios in case of unexpected consequences
of misusing the cloud infrastructure for both the client or for third-parties. Another
important aspect in the trust topic is the pro-activity of cloud users in terms of
security. Consider that users use low secure passwords to authenticate in the cloud
via web, such as the passwords most used throughout the cybernetic world as shown
by SplashData, a company dedicated to address password concerns in IT, in the Worst
Passwords of 2012 [94]. The study was compiled by using millions of passwords
posted online by hackers and it was concluded that the word password is the most
common password. Several distinct characters should be used in order to assemble
enough entropy. Moreover, most employees share their passwords with a coworker,
a friend, or a friend of a coworker even after receiving password training [101].
This is a major problem, not only in clouds, but to all Internet systems, as unnoticed
intrusions can happen.

3.5 General and Cloud-Specific Issues

A security issue is a general term that includes several problems. Vulnerabilities,
gaps, threats, attacks, and risks are adequate sub-terms that derive from the issue
term. It is important to distinguish the difference in these commonly used terms in
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the security field [26]. Threat is a situation that may exploit a vulnerability, which
is a flaw or weakness of a system, as in gap. Attack is the act of exploiting a threat,
while risk is the likelihood of a threat agent taking advantage of a vulnerability and
corresponding business impact. Moreover, people on the cloud security field tend
to misunderstand the difference between general and cloud-specific issues, as that
difference is not crisp enough [41]. Cloud computing heavily builds on capabilities
available through several core technologies, which include web applications, the
cloud service models, virtualization IaaS offerings, and cryptography mechanisms.
A cloud-specific security issue must be intrinsic to or prevalent in a core technology.
It has to have its root cause in one of the five essential characteristics proposed by
the NIST, it is provoked when innovations make tried-and-tested security controls
difficult or impossible to implement, or it is prevalent in established state-of-the-art
cloud offerings. Only cloud-specific issues are included in the chapter.

3.6 Categorization of Cloud Security Issues

Researchers tend to define their own taxonomy on cloud security issues as there
is not yet a de facto standard to follow. The study described in [92] mentions four
categories, namely cloud infrastructure, platform and hosted code, data, access, and
compliance. Another study [59] organized security issues into a model with three
main sections, named security categories, security dimensions and security in the
service models. Security categories span from cloud customers to providers, which
can also be complemented with government entities [15], while security dimensions
include domains, risks and threats. For instance, the isolation failure threat is due
to virtualization vulnerabilities, therefore being placed on the IaaS model, posing as
an issue to both customers and providers. In this chapter, the assessment of exist-
ing security issues in cloud security is done with basis on the previously discussed
studies. This chapter considers software-related; data storage and computation; vir-
tualization; networking, web and hardware resources; access; and trust as the most
direct, in terms of threat identification, and embracing security issues set of categories
in the cloud context.

4 Main Cloud Security Issues

Due to the growth of the cloud in the industry, entrepreneurs have decided to adopt
cloud services, in spite of being aware of its security issues. Thus, clouds attract
attention from a potential dangerous community and other parties aiming to exploit
security vulnerabilities, and to perhaps publicly disclose private information. Mali-
cious activities are motivated by a wide panoply of reasons, namely personal benefit,
glory or vendetta. Therefore, it is important to address such security issues, which
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are thoroughly reviewed in this section. This review is supported by a comprehensive
study of the state-of-the-art on the subject.

4.1 Security Issues Identified by Organizations

The cloud security topic concerns not only the research community, but also the
industry. Various documents have been published with the intent of aiding the devel-
opment of trustworthy cloud systems. Nonetheless, customers should get a security
assessment from third-parties before committing to a cloud provider. The following
works, described in chronological order, are considered pioneering works on the
subject [59].

The Gartner published the security document entitled Assessing the Security Risks
of Cloud Computing [37]. In this document, seven security risks are identified as crit-
ical aspects to be considered by cloud customers before committing to a provider.
They are privileged user access, regulatory compliance, data location, data segrega-
tion, recovery, investigative support, and long-term viability.

The European Network and Information Security Agency (ENISA), an organi-
zation responsible for responding to cyber security issues in the European Union,
provided the document entitled Cloud Computing:Benefits, Risks and Recommenda-
tions [33]. Eight cloud specific risks are considered as top risks also from the cus-
tomer viewpoint. They are loss of governance, lock-in, isolation failure, compliance
risks, management interface compromise, data protection, insecure of incomplete
data deletion, and malicious insider.

The CSA published version 1 of the document Top Threatsto Cloud Computing
[25]. Besides describing each top threat, real life examples and remediation directions
are provided. In addition, to each threat, references to the domains of the following
document are included, along with the service models affected, which are summa-
rized in Table 1 except for the domains. As can be concluded from the analysis of the
table, all threats affect the three service models, except for two threats, illustrating

Table 1 Top threats to cloud computing as described in CSA [25], plus the domains in which
they are included and the service models they affect. A check mark � means the threat affects the
underlying model. A cross × means otherwise

Threat # Name IaaS PaaS SaaS

1 Abuse and Nefarious use of cloud computing � � ×
2 Insecure interfaces and APIs � � �
3 Malicious insiders � � �
4 Shared technology issues � × ×
5 Data loss or leakage � � �
6 Account of service Hijacking � � �
7 Unknown risk profile � � �
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Table 2 Summary of the main characteristics of the cloud deployment models, regarding Own-
ership (Organization (O), Third-Party (TP), or Both (B)), Management (O, TP, or B), Location
(Off-site, On-site, or B), Cost (Low, Medium, or High), and Security (Low, Medium, or High)

Model Ownership Management Location Cost Security

Public TP TP Off-site Low Low
Private and community O or TP O or TP On-site High High
Hybrid O and TP O and TP On-site and Off-site Medium Medium
VPC B B B B High

how important it is to address security issues. Threat #4 only affects IaaS because it
is where shared virtualization resources are located.

The CSA also published version 3 of the report Security Guidance for Criti-
cal Areas of Focus in Cloud Computing [24]. Fourteen domains are identified in
report, namely cloud computing architectural framework (domain #1), governance
and enterprise risk management (domain #2), legal and electronic discovery (domain
#3), compliance and audit (domain #4), information lifecycle management (domain
#5), portability and interoperability (domain #6), traditional security, business conti-
nuity and disaster recovery (domain #7), data center operations (domain #8), incident
response (domain #9), application security (domain #10), encryption and key man-
agement (domain #11), identity and access management (domain #12), virtualization
(domain #13), and security as a service (domain #14).

4.2 Deployment Models and Service Delivery Models Security

The cloud provides different deployment models that have their own characteristics,
advantages and disadvantages. Table 2 summarizes the characteristics of the public,
private, community, hybrid, and VPC deployment models. While public clouds are
cheaper, located on-site, owned and managed by third-party entities, private clouds
are more expensive, as they require specialized technicians and hardware, are located
on-site, usually behind corporate firewalls, and can be owned and managed either by
the organizations itself or a third-party. Private clouds are therefore more secure than
public clouds. Community clouds are a particular case of private approaches, has
they are setup to support a common interest between several distinct owners. Hybrid
clouds mix up both public and private models. Moreover, VPCs are also a particular
case of private models, resembling Virtual Private Networks (VPNs) in the sense of
a network that is built on top of another network, removing the concerns related with
operating in shared or public environments.

A cloud customer should deliberate the security state of each model before com-
mitting to a specific one, in order to conduct a strategic evaluation and be aware of
current issues. More specifically, an assessment from the business perceptive should
be performed in terms of security requirements. To this end, Table 3 intersects the
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Table 3 Service models versus the public, private and hybrid deployment models with respect to
security requirements as described by [83]

Security requirements Cloud deployment models
Public cloud Private cloud Hybrid cloud

Identification & Authentication � ∗ � � ∗ � ∗ ∗ �
Authorization � � � ∗ ∗ � ∗ ∗ �
Confidentiality ∗ ∗ � ∗ � � ∗ ∗ �
Integrity � ∗ � ∗ � � � � �
Non-repudiation ∗ ∗ � ∗ ∗ � ∗ ∗ ∗
Availability � � ∗ � � � ∗ ∗ ∗

IaaS PaaS SaaS IaaS PaaS SaaS IaaS PaaS SaaS
Cloud service models

A check mark (�) means an obligatory requirement in that specific service model and in the
underlying deployment model, while an asterisk (∗) means optional

cloud deployment and service models with respect to six security requirements [83].
As can be concluded from the analysis of the table, authorization requirements on the
three service models are mandatory in public clouds, so as to prevent unauthorized
access to assets. The hybrid model is less demanding in terms of security require-
ments than both public and private models, as it is more secure. Amongst the three
deployment models, integrity properties are much desired, pointing out the interest
in checking data correctness and if it was tampered with or corrupted. Moreover,
SaaS is the service model with more security requirements throughout all underly-
ing deployment models. The study in [95] corroborates this trend, showing that a
great deal of security issues is included in the SaaS, when compared to the remain-
ing models. Particular issues arise in public clouds as specific pieces of data may be
amongst other types of data potentially unrelated due to the SaaS model. The next
sub-subsections discuss the cloud service models with more detail.

Subsequent subsections perform an extensive review of the state-of-the-art secu-
rity issues in cloud environments, looking into vulnerabilities, gaps, threats, attacks,
risks, and general problems that affect the cloud business. Naturally, those issues can
relate to specific deployment or service models, thereupon complementing previous
discussions. The review is conducted with basis on the taxonomy defined in Sect. 3.6.

4.3 Software-Related Security Issues

Software security is and has been a vital part of computer systems. Normally, large
applications with thousands of lines of code, or even millions, are written by several
different people with distinct programming skills and ideals. Managing such applica-
tions is a hard task and gives rise to software holes that can be exploited by malicious
users. Additionally, programmers find it more attractive to provide functional, fancy
software, sometimes caring more about the interface and functionality, than security
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and reliability. Moreover, open-source software is free and its code is exposed to
analysis, easing the search for bugs to be explored. Software security is a system-
wide issue that takes into account both security mechanisms and design with security
purposes, and ends up in robust programming approaches to harden software and
hamper attacks [12]. Hence, software security should be part of a full design and
development lifecycle, and should start being considered in all software engineering
phases [68, 77]. In the cloud context, software security is intrinsic to the PaaS and
SaaS models. The following subsections cover security issues related with multi-
tenancy, platforms and frameworks, user frontend, and control.

4.3.1 Multi-Tenancy

The multi-tenancy feature stems from the virtualization layer and allows storing infor-
mation from multiple customers at the same physical hardware. This scenario pro-
motes attackers to exploit this configuration in the form of co-location, co-residence,
or co-tenancy attacks, wherein an attacker is able to disguise as a regular and legit-
imate customer to infiltrate neighbor VMs belonging to other real legitimate cus-
tomers. Several aftermaths are possible, including compromising integrity, confi-
dentiality and privacy. Hacking trough loopholes or injecting client code into the
SaaS model are two possible ways to achieve that purpose [95]. Another series of
issues are implied by multi-tenancy, such as data breach [85, 105], computation
breach [105], data loss and data leakage [12]. The object reusability issue is men-
tioned in [116]. It can be a result of data remanence in multi-tenant scenarios. To
tackle these issues, data must be well segregated, meaning that SaaS systems have
to assure clear boundaries between customers data.

4.3.2 Platforms and Frameworks

Given that clouds follow a SOA approach, the problem of data integrity gets magnified
when compared to other distributed systems [95]. Moreover, web services normally
rely on eXtensible Markup Language (XML), SOAP and REpresentational State
Transfer (REST), and APIs. Most vendors deliver their APIs without transactions
support, which further complicates the management of data integrity across multiple
SaaS applications. Additionally, the PaaS model supplies platform and frameworks to
develop cloud applications. During the applications development lifecycle, program-
mers should deploy rigorous security measures focusing on authentication, access
control and encryption [12]. Nonetheless, unsafe APIs and IDEs (may allow hosting
botnets and trojan horses) with insecure systems calls or deficient memory isolation
[72] may comprise points of entrance to attackers [113].
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4.3.3 User Frontend

Besides the particular issues derived from insecure platforms and frameworks, other
problems arise from the user frontend to services. In other words, because clouds pro-
vide on-demand self-service capabilities, services subscribed by customers require a
management interface with fine-grained configurations of those services [41]. Usu-
ally, those interfaces are accessible via the Internet, therefore being at peril because of
web related security issues [102]. Moreover, there is a higher probability of exploiting
those administrative interfaces in clouds than in other systems where management
functionalities are only accessible to a few administrators.

4.3.4 Control

Control refers to regulating the use of a system composed of an infrastructure, data,
applications and services [115]. While a customer may be concerned about malicious
usage and malicious computation, a provider may be worried about monitoring and
logging events within the cloud systems, because standards and control mechanisms
are scarce [41]. Log files record all tenant events. Thus, insufficient logging and
monitoring capabilities may hamper or prevent pruning for a single tenant.

Software spans across almost all elements of a system. This subsection discussed
specific security issues of this topic. Nonetheless, the following subsections present
a more detailed description of issues that may recall software-related components.

4.4 Data Storage and Computational Security Issues

Data storage security also comprises an important aspect of Quality of Service (QoS)
[108]. Clouds, however, complicated QoS requirements and raised new issues. As
customers do not have their data locally stored, techniques and mechanisms to effi-
ciently and reliably check the data are required. Auditing approaches are adequate
for such task, but it would not be fair to let the provider or the customer execute
the auditing, because neither of them can guarantee to provide unbiased and honest
results [107]. In addition, customers may not have the time, willingness, resources,
or feasibility to monitor their data. In such case, they may delegate such respon-
sibility to an optional trusted third-party auditor. Storage outsourcing hardens the
task of efficiently and securely verify that a server, or a group of servers, is faith-
fully storing outsourced data [4]. Following is a discussion of security issues related
with abstraction, integrity, confidentiality and privacy, availability, sanitization, and
cryptography.
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4.4.1 Abstraction

Clouds raised the loss of control issue [111], in which the customer is physically
separated from the servers storing or computing the data, having no possible control
over them whatsoever. In addition to being physically away, the data is somewhere
within the server pool, at an unknown location, disabling the possibility of pin-
pointing the storage partition, network port, and switches involved in the handling
of the data [92]. This issue is due to virtualization abstracting the VM location.
Additionally, it is hard to isolate particular resources that have been compromised.
Multi-location [115] is a term used to refer data being held in multiple locations. In
the case of a service provider, as a means to provide high availability, data is backed
up to other clouds of the same provider, usually in other data centers. However,
big players, like Google and Amazon, have data centers all over the world, rising
compliance and legal issues as data travels across borders, which are further discussed
in Sect. 4.8. Nonetheless, a trustworthy SaaS model must be capable of offering data
locality reliability.

4.4.2 Integrity

Integrity refers not only to data integrity but also to computational integrity. Data
integrity points out that data should be honestly and correctly stored, detecting cor-
ruptness, modification or unauthorized deletion. Computational integrity stands for
authentic computation of programs and reliable results output without being distorted
by malicious agents, and downtimes and slowdowns, respectively. Attacks threaten-
ing these properties are usually known by data loss, data manipulation and dishonest
computation [111]. Administrative errors in data backups, restoration, migration, or
other operational tasks may lead to data loss, while malfunctioning Central Process-
ing Units (CPUs), transmissions buses, vulnerable code, misconfigured policies, or
rootkit attacks may lead to dishonest computation. For example, MapReduce, a com-
puting framework for processing large datasets in distributed systems, may be dis-
honestly executed by misconfigured or malicious machines, resulting in inaccurate
computational results. Additionally, finding out which machines are compromised
is a difficult task. On the other hand, Atomicity, Consistency, Isolation and Durabil-
ity (ACID) properties are nowadays assured and preserved in standalone database
systems; but distributed systems, such as clouds, created a challenge in transactions
between data sources, which must be handled in a fail-safe manner [95].

4.4.3 Confidentiality and Privacy

Confidentiality is fundamentally related with privacy, both emphasizing that confi-
dential or private resources are not to be accessed nor seen by unauthorized parties.
Confidentiality refers to data confidentiality and computational confidentiality. In
the cloud context, however, questions related with these properties arise when an
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individual, a businessman, or a government agency shares information in the cloud
[95]. Nonetheless, the risks vary significantly with the terms of service and privacy
policies established in SLAs. Laws may oblige cloud providers to look for criminal
activity evidence or other government security matters in data contents. As previ-
ously said, assessing if the confidentiality agreement is being fulfilled is hard for both
the customer and third-party hired auditors because the cloud provider may not be
willing to allow examining metadata files. Malicious insiders, governed by personal
motivations such as low salaries, and by exploring defective personnel management
or insufficient security clearances in the data center, may access and disclose data
private to customers. A single incident can expose a huge amount of information.
Pooling and elasticity of cloud systems determine that resources allocated to one
user will be reallocated to a different user a later time. Thus, it might be possible
for a user to read data written by previous users in terms of memory and storage,
an issue named data recovery [41]. A similar problem occurs due to VM mobility,
further discussed in the next subsection.

4.4.4 Availability

Cloud services need to be guaranteed that they are up and running around the clock
and accessible on-demand. IaaS physical and virtual resources, like databases and
processing servers, need to be available to support data fetch operations and compu-
tational tasks of programs. To this end, a multi-tier architecture is deployed in cloud
systems [95], supported by a load-balanced farm of application instances running
on many servers. This approach enables resiliency against Denial of Service (DoS)
attacks by building software and hardware failure measures in all tiers. Weak authen-
tication mechanisms and weak session management are possible exploitable threats
to provoke a DoS in data and computational availability. For instance, a suppos-
edly legitimate user can have servers processing highly demanding tasks, occupying
resources that might be denied to other users.

4.4.5 Sanitization

Data deletion has been a concern in distributed systems, to which monitoring, mark-
ing and tracking mechanisms have been employed for data discovery [71]. In clouds,
data sanitization is of extreme importance, useful to properly dispose of sensitive data
belonging to customers. In fact, data centers, like the ones belonging to Google, have
destruction policies that physically wreck hard drives, even though media sanitiza-
tion is hard or impossible due to resource pooling and elasticity [41]. Nonetheless,
de deficient destruction policies may result in data loss [12] and data disclosure [16].
Examples include discarding disks without being wiped out [2] or the impossibility
of destruction because disks might still be being used by other tenants [41].
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4.4.6 Cryptography

The main issues concerning application of cryptographic techniques are the use
of insecure or obsolete cryptography mechanisms and poor key management [41].
One particular issue stems from the abstraction layer imposed by virtualization
between VMs and hardware, which can weaken Pseudo-Random Number Generators
(PRNGs), resulting in the production of poor cryptographic material. The usage of not
up-to-date and faulty cryptographic algorithms might expose pertinent and encrypted
data [113]. Furthermore, given that nowadays most computers have multi-core CPUs
with high clock rates, brute force attacks are easier to perform. Hence, programmers
should pay particular attention to the cryptographic mechanisms embedded on their
applications.

4.5 Virtualization Security Issues

Virtualization technology is placed in the SaaS model of the cloud stack. It is one of
the main innovative sides of clouds. While constituting a defense and fault-tolerant
mechanism, virtualization also poses many security issues, as not all virtualized envi-
ronments are bug-free [2]. A multi-tenant approach seems promising to the cloud
providers perspective, but increases the co-location attack surface as VM-to-VM
attacks become more probable [9]. Regardless of the fact that virtualization security
has been the subject of research even before the emergence of clouds, achieving
logical and virtual isolation has not yet been completely met. The following dis-
cussion addresses security issues related with managing images, monitoring virtual
machines, networking, integrity, confidentiality and privacy, and availability.

4.5.1 Managing Images

VMMs allow VMs to be easily turned on, off, or suspended by saving its current state
in images. At the next boot, the state is loaded and applications can run or rerun as
normally. VMs images contain information of files, processes, and memory blocks
of the guest OS, therefore being potentially large-sized. This may pose performance
challenges to cryptographic techniques [104]. Images are usually kept offline at an
image repository. Even in offline state, they are vulnerable to theft and code injection
[72]. One possible workaround is to concatenate various images, given that is harder
to copy larger files than smaller ones. The administrator of an image repository risks
hosting and distributing malicious images. Security properties of dormant images
are not constant and degrade over time because an unknown threat may appear after
the time of publishing images [110]. Moreover, images should converge to a steady
state by performing scans for worms and other viruses, otherwise infected VMs
can sporadically disseminate malware, an issue named transience [36]. This also
applies to software licenses, security patches and updates, wherein administrators
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tend to overlook long-lived inactive images because of high maintenance costs.
Other issue is known as VM sprawl [65], referring to the possibility of having the
number of VMs continuously growing while most of them are idle or never back
from sleep, in turn wasting resources and complicating VMs management. A cloud
provider risks leaking data due to unwittingly making files public. A cloud user risks
running vulnerable, malicious, out-of-date or unlicensed images stored at an insecure,
wrongly administrated repository [110]. The danger of compromising images lies in
bypassing firewalls or IDSes by running an apparently legitimate VM, and place it
in the cloud. VMs encapsulate software dependencies, allowing easy propagation of
trojan horses.

4.5.2 Monitoring Virtual Machines

VMMs do not offer perfect isolation, inspection and interposition [95]. For example,
Virtual PC and Virtual Server from Microsoft may allow running code on the host
system or on another VM, or elevating privileges. Because of an input validation error,
Xen allowed the execution of commands in Domain0 by a root user of a guest OS. Such
problems are due to VMM vulnerabilities. VM escape refers to the case of gaining
access to the VMM through a VM [50], therein being capable of attacking other
VMs monitored by the same VMM. Well-known VM escape attacks include SubVirt
[60], BLUEPILL [89] and Direct Kernel Structure Manipulation (DKSM) [7]. Zero-
day vulnerabilities consist of vulnerabilities that are exploited before the developers
know about them [70]. In the virtualization context, one could be capable of gaining
access to VMMs or VMs. HyperVM was once exploited without the knowledge of the
provider, resulting in the destruction of many web sites [40]. Furthermore, monitoring
all VMs in a data center may massively increase the computational overhead due to
the wide range of OSes that can be deployed in seconds, an issue named VM diversity
[36, 103]. The ease of cloning and distributing VMs throughout cloud servers can
also propagate errors and make arise to other vulnerabilities. Thus, more work is
needed to enhance behavioral and introspection VM techniques while having in mind
operational cost.

4.5.3 Networking

IaaS provides the means to resource pooling, therefore enabling customers to share
physical resources and, most likely, networking equipments. Vulnerabilities orig-
inated in communication protocols also affect clouds, such as in Domain Name
Service (DNS) servers [41, 72]. In virtualized networks, administrative access and
tailoring is limited, potentially leaving uncovered holes [41]. Incorrect network
virtualization may allow user code to access sensitive portions of the underlying
infrastructure, disclosing sensitive knowledge of the real network or resources from
other users [2]. Packet sniffing and spoofing also applies here. Virtualization soft-
ware, such as virtual switches, may contain vulnerabilities that enable network-based
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VM attacks [72]. Another important aspect in virtualized networking is the traffic
produced, which is twofold. It occurs not only in real, physical, standard Ethernet
networks, but also within virtualized environments. It can be defying to control both
kinds of traffic because tried-and-tested network-level security might not work in the
virtualization layer [41]. For instance, Virtual Local Area Networks (VLANs) and
firewalls prove less effective when moved to such environments [104]. Moreover,
securing dynamic establishment of virtualized communication channels is aggra-
vated when VMs dwell across various IaaS platforms [80]. VM mobility [36, 103]
is an issue arising from the resource pooling feature. VMs are likely to be copied
or moved to other servers via network links, enabling quick deployment, but also
quick spread of vulnerable configurations [50] and image theft. VM moving, also
called live migration [114], is susceptible to many attacks. Man-in-the-middle attacks
[75], Time of Check to Time of Use (TOCTTOU) vulnerabilities and replay attacks
[114] are examples of such attacks. Copying images is also known as VM cloning
or template image cloning [31, 41]. An image can be manipulated to provide back-
door access in the future, when instanced. Also, a template image might retain the
original owner data which, when copied, may leak sensitive information like secret
keys and cryptographic salt values. Moreover, various copies of the same VM may
exist, and an attacker may access one and read its contents unnoticed, while trying
to break the administrator password. Computer forensics techniques can be applied
to obtain complete history of the VM, including usernames, passwords, applications
and services, Internet browsing history, and IP addresses.

4.5.4 Integrity, Confidentiality and Privacy

Previously described issues can have impact on integrity, confidentiality and privacy
properties. Nonetheless, more specific issues that compromise those properties are
described herein. VM hopping is a term referring to maliciously gaining access to
another VM belonging to a different cloud user [50], which can happen due to VMM
isolation failure, as discussed earlier. Also known as cross-VM attacks [111], they
require that two VMs are running on the same physical host and the knowledge
of the IP address of the victim. According to [85], such requirements are easily
met, highlighting the crucial importance of addressing these issues. Moreover, a sin-
gle VMM is most likely to place many VMs co-resident on the same machine. In
a successful attack, it is possible to monitor resources, modify configurations and
files. Amazon EC2 was successfully exploited in 2009 [85] and 2011 [13] through
cross-VM side-channel and covert-channel attacks. Side-channel attacks passively
observe data flowing on the server, while covert-channels monitor and send data
[17]. Variations of these attacks are being researched, such as using CPU load as a
covert-channel [76], and L2 cache covert-channel to leak small useful information,
such as private keys. Timing side-channels are regarded as an insidious security chal-
lenge because they are hard to control, enable stealing data, only the cloud provider
can detect them, and can undermine efficiency [5]. Virtualization technologies may
use a memory deduplication technique that allows reducing physical memory usage.
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Attacks to this technique have been described in the literature [96, 97], and have the
purpose of detecting applications or files on a co-residing VM. Furthermore, a series
of attacks conducted by a malicious insider have been demonstrated in [87] and used
to get plaintext passwords in memory dumps of a VM, extract a private key out of a
key pair using memory snapshots, execute arbitrary commands in a backup copy of a
VM by exploiting Domain0, and compromise data by exploiting VM relocation. The
aforementioned attacks exploit the very nature of multi-tenancy, making it possible
to access data belonging to other tenants. Thus, integrity, confidentiality and pri-
vacy properties are compromised by such attacks. Availability is also compromised
because the attacker can stop services or ruin boot configurations so that VMs need
fixing. Virtualization issues are key issues in clouds.

4.5.5 Availability

To compromise availability in virtualized environments, it is possible to take one
VM, or more, under the control of an attacker, occupy all available resources so
that the VMM cannot handle more VMs [103]. In such case, support to other VMs
would be denied. However, a threshold for resource allocation should be deployed
to mitigate this issue.

4.6 Networking, Web and Hardware Resources Security Issues

Cloud infrastructures are not only composed by the hardware where the data is stored
and processed, but also by the path connecting to the point it gets transmitted. In a
typical cloud scenario, data is split into a vast number of packets that are transmitted
from source to destination through umpteen number of third-party infrastructure
devices and links [85, 113]. The Internet is the most prominent example to use here.
It is already known to suffer from man-in-the-middle, IP spoofing, port scanning,
packet sniffing, botnets, phishing, and spam attacks. Consequently, the cloud inherits
such issues from the Internet, even though botnets in clouds are easier to shutdown
than traditional ones [17]. So, even if large amounts of security measures are put in
the service models, the data is still transmitted through common Internet technology.
Additionally, technologies to access the cloud vary from service enabled fat clients
to web browser-based thin clients [55], being the latest the most common nowadays
[45]. In fact, SaaS applications are required to be accessed over the web, by which
a browser is most suitable. Thus, clouds also inherit web security issues, such as
the ones mentioned in The Ten Most Critical Web Application Security Risks [77], a
document containing the top ten web security issues, which was elaborated by Open
Web Application Security Project (OWASP), a non-profit organization dedicated to
the widespread of good application security practices. For example, injection tops the
list, while XSS stands second. Web services play an important role in clouds, therefore
deserving a special attention in this subsection. Below, a discussion of security issues



26 L. F. B. Soares et al.

related with communication protocols and standards, integrity, confidentiality and
privacy, availability, and accountability is thus included.

4.6.1 Communication Protocols and Standards

By design, the HyperText Transport Protocol (HTTP) is stateless and does not guar-
antee delivery nor supports transactions. To address this, web applications usually
implement session handling techniques, many times being vulnerable to session rid-
ing or session hijacking [41]. As mentioned before, Dynamic Host Configuration
Protocol (DHCP), DNS, and IP are among known vulnerable protocols that might
enable network-based cross-tenant attacks in IaaS. Distinct technologies are used
to access cloud resources [70], such as HTTP and HTTP Secure (HTTPS) for SaaS
applications; SOAP, REST and Remote Procedure Call (RPC) technologies for PaaS
web services and APIs; and remote connections, VPNs and File Transfer Protocol
(FTP) for IaaS storage and computational services. Thus, web security and known
protocol-related security issues are also relevant to clouds.

4.6.2 Integrity

Database systems require transaction support in order to guarantee data integrity.
As HTTP fails to do so, transaction management comprises an obstacle that should
be handled at the software API to enhance transactions in SaaS applications. An
attack named metadata spoofing consists in reengineering metadata descriptions of,
for example, Web Service Definition Language (WSDL) documents by establishing
a man-in-the-middle [51]. Using such attack, it is possible to specify operations
different from the ones in the document, allowing to create user logins, for instance.
Besides compromising integrity, it also compromises authentication, posing as a
different threat. However, if sound techniques are used, the attack is easily detected.
Nonetheless, one has to take into consideration that, in clouds, WSDL documents are
more dynamically accessed than on other systems, drastically raising the potential
spread of malicious files and, thereupon, the probability of a successful attack.

4.6.3 Confidentiality and Privacy

In the network and web context, compromising confidentiality and privacy may imply
compromising authentication mechanisms firstly. Network penetration and packet
analysis; session management weaknesses; and incorrect Secure Sockets Layer (SSL)
configurations can lead to active session hijacking and credentials access [95]. Con-
cerns regarding web services existed before the emergence of clouds. For example,
wrapping attacks [55, 69, 82], also known as rewriting attacks, consist in rewriting
SOAP messages by adding a wrapper and forged XML field to access the target web
resource. A valid SOAP envelope signature of the original message is maintained,
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to validate the execution of the modified request. In 2009, Amazon EC2 was found
to be vulnerable to a variation of a wrapping attack [42], which allowed perform-
ing an arbitrary number of EC2 operations. Moreover, an attack named SOAPAction
spoofing, which consists in modifying HTTP headers after intersecting them to also
invoke other operations, was perpetuated in a .NET web service in 2009, as well
as an XML injection attack [51]. Another attack, entitled WSDL scanning attack,
has been addressed in various studies [30, 51]. It consists in discovering and finger-
printing web services to find omitted, confidential operations, supposedly available
only to administrators. Data leakage is a possible aftermath of all these attacks. Note
that the aforementioned attacks raise confidential and privacy concerns, as executing
arbitrary operations may output sensitive information or allow the attackers to access
unauthorized resources.

4.6.4 Availability

Data centers require bandwidth-wise networking links to support large amounts of
network traffic. However, in 2007, Cisco stated [21] that large server cluster designs
are usually under-provisioned in terms of network capacity with a factor of 2.5:1 up
to 8:1, meaning that the network capacity of data centers is less than the aggregate
capacity of the hosts inside the same subnet. This bandwidth under-provisioning
[111] vulnerability worsens the impact of flooding attacks, raising availability and
QoS concerns. DoS attacks by flooding are some of the most concerning in com-
puter systems. For example, a botnet can be used to send millions of Transmission
Control Protocol (TCP) SYN messages to the target server in a small period of time,
creating a Distributed DoS (DDoS) which can overload the server processing all the
requests. DoS attacks are often termed as direct or indirect attacks. A direct DoS
attack implies pre-determining the target service, which potentially gives in to the
overload. A possible side effect of direct approaches is that adjacent services run-
ning on the same hosting machine can also be denied, creating collateral damage—an
indirect DoS attack. A condition known as race in power [52] is the worst case sce-
nario of DoS attacks. As cloud systems may aid overloaded machines by relocating
services to other machines, the workload can be propagated throughout the system.
At some point, the system aiding may also host the flooding, placing both cloud
systems off against each other, both aiding one another with resources until the point
where one, finally, gives in and reaches a full loss of availability state. A new form
of particular cloud DoS has been discovered in 2010 [63]. The objective is to starve
an exploitable bottleneck uplink found in the topology. To perform such attack, it
is required to gain access to enough hosts within the target subnet and to produce,
preferably, User Datagram Protocol (UDP) traffic upwardly through the uplink, in
order to consume its bandwidth, having the side effect of starving other TCP connec-
tions, who back off during congestion. Resource exhaustion [51], a particular case
of DoS, is characterized by a large attack surface. The oversize payload attack on
web services consists in increasing memory usage when Document Object Model
(DOM) parsing is employed to transform XML documents into memory objects. A
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raise of memory consumption with a factor of 2:30 has been observed for common
web service frameworks, such as the Axis web service, which resulted in an out-
of-memory exception. Another attack named coercive parsing exploits namespace
vulnerabilities in XML parsing with the purpose of overusing the CPU. Axis2 web
service was exploited, causing CPU usage of 100 %. Moreover, the obfuscation attack
aims at overloading the CPU and increasing memory usage. With the same objec-
tives, the oversized cryptography attack exploits buffer vulnerabilities and encrypted
key chains in web services. Other related issues include WS-Addressing spoofing
attack [53], in the Business Process Execution Language (BPEL) [51] and flooding
by using XML messages [18].

4.6.5 Accountability

Clouds follow a pay-as-you-go business model. In terms of networking, bandwidth
rented by customers is also billed according to their needs and usage. Flooding
also impacts accountability, raising costs for cloud customers. SLAs must, there-
fore, cover determination of liability in case of abnormal large bills, meaning that
the responsible party must be determined [111]. Fraudulent Resource Consumption
(FRC) [48, 49], a more subtle and evasive attack than DoS, has the goal of exploring
the cloud pricing model to cause financial loss to the victim. It consists in sending
requests to consume bandwidth continuously and for a long period of time, but not
intensively enough to cause DoS. It is hard to analyze and classify traffic belong-
ing to a Fraudulent Resource Consumption (FRC) attack, which is representative of
an Economic Denial of Sustainability (EDoS). Also, in order to achieve maximum
profitability, cloud providers choose to multiplex applications of different customers
in the resources pool, in order to achieve high utilization. However, this may cause
incorrect resource consumption metering, resulting in additional costs for the cus-
tomers and leading to inaccurate billing [111].

4.7 Access Security Issues

Access to cloud resources concerns the security policies deployed by an organiza-
tion to its employees, according to their role in the company. For instance, personnel
with lower security clearance should not have access to certain datasets of higher
security clearance. Thus, SaaS applications should be capable of being customized
and configurable to incorporate specific access security policies. To this end, autho-
rization and authentication mechanisms are put in place, which commonly resort to a
combination of username and password, called credentials, which are private to each
user. A discussion of security issues related with data centralization, credentials,
authentication, authorization, identity management, and anonymization is included
subsequently.
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4.7.1 Data Centralization

Data centers condense in a single centralized point massive amounts of data and
resources. They pose as appealing attack points, which may be even a more severe
issue if malicious insiders and malicious outsiders infiltrate the facility and the cloud.
The vulnerability might lie on the deployed security procedures for physical and log-
ical access controls. Unpleasant or former employees, customers, hobbyist hackers,
espionage agents, or other cybernetic intruders portray a possible malicious commu-
nity, ready to exploit the right opportunity. Outside threats pose greater impact on
clouds, not only in terms of system damage, but also to the provider reputation and
business, due to the long term loss of leaving customers [9]. Nevertheless, monitoring
of privileged administrators should be carried out, because they can turn into mali-
cious sysadmins—administrators with malicious intents [57]. Henceforth, deploying
firewalls, Access Control Lists (ACLs) and IDSes or IPSes is mandatory.

4.7.2 Credentials

Usually, LDAP or Active Directory (AD) servers are used to manage credentials in
larger systems. In the cloud computing paradigm, those servers can be placed inside
the company network, behind a firewall, or outsourced to the cloud provider system.
The option mentioned in last increases IT management overhead if multiple SaaS ser-
vices are rented by the customer, because one has to add, modify, disable, or remove
accounts, as personnel leaves or enters the company. Furthermore, the loss of control
issue applies here also, as the customer is deprived of configurations and security of
LDAP or AD servers [92]. In the past, weak password-recovery mechanisms resulted
in weak credential-reset vulnerabilities when access responsibilities are outsourced
[41]. Credentials have long been an issue of remote access mechanisms. If they are
stolen by means of phishing, fraud, keyloggers, buffer overflows, or other software
security holes, service hijacking becomes the most probable menace [9]. In such case,
monitoring or manipulating data and transactions is possible, along with performing
malicious redirects or launching DoS attacks by using the compromised account as
an attacking concealed base. Replay sessions are most likely to happen. Moreover,
it is possible to perform User to Root (U2R), in which the attacker gains root level
access to VMs or hosts after gaining access to a valid user account [70]. Either way,
service disruptions can cause a business halt or lose valuable customers, ultimately
leading to financial loss.

4.7.3 Authentication

A centralized service system approach is advantageous in SaaS authentication
because of centered monitoring, making software piracy more difficult [19]. Remote
authentication mechanisms rely mostly on regular accounts, nevertheless being sus-
ceptible to a plethora of attacks [39]. Dictionary and brute-force attacks are amongst
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the most prominent examples. Various approaches for authentication exist, such as
simple text passwords, third-party authentication, graphical passwords, biometric
scans, and 3D password objects [28]. Simple text passwords are usually static, long-
living approaches. Nevertheless, archaic static password—one-tier login—is simply
not good enough, constituting actually one of the biggest security risks [44]. For
small cloud deployments, third-party authentication is not usually preferred. While
graphical password schemes require a long time, biometric technologies, like finger-
printing, palm printing, and iris or retina recognition, may violate the user personal
space. Moreover, they require physical presence, thereupon being not applicable in
remote systems, but suitable for physical data center security. Finally, 3D passwords
do not support multi-level authentication. Still on authentication topic, it is important
to mention that customers are most likely to subscribe multiple services to a provider,
resulting in several login requirements. Besides Hart [44] claiming one-tier login not
being enough and while Tripathi [102] also acknowledges the difficulty in deploy
strong user-level authentication, multi-level authentication mechanisms for several
services is a hard task to achieve, because their management and reliability are hard
to deploy. SSO is perhaps the most used technique. Google, for instance, was once
vulnerable in their SSO implementation that allowed users to switch between ser-
vices, like Gmail and Calendar, without re-authenticating [66]. The Security Asser-
tion Markup Language (SAML) would be used to carry impersonation attacks and
access a target Google account. Many authentication mechanisms have a threshold
for authentication attempts to fight brute-force attacks. However, an availability issue
arises in the form of DoS via account lockout, meaning that an attacker can repeat-
edly, and in quick succession, try to authenticate with a valid username until the
threshold is surpassed [41].

4.7.4 Authorization

Due to the growth of cloud storage systems, services performing mashups of data
are likely to be common in the future [19]. It was previously said that centralized
access control would be advantageous but, in this scenario, it may not be, however,
possible or desirable. The development of data mashups have security implications in
terms of data leakage and on the number of resources a user retrieves data from. The
latter places access authorization requirements for reasons of usability. For instance,
Facebook does not typically verify third-party appliances, which use data uploaded to
its servers. Malicious applications can, therefore, perform malicious activities. Other
social sites are also endangered [109]. Insufficient or faulty authorization checks are
possible attack vectors, like an insecure direct object reference, also called Uniform
Resource Locator (URL)-guessing attacks [41], an issue with rank four in the top
ten web application security issues of OWASP. Service management interfaces are
also prone to offering coarse authorization control models, making impossible to
implement duty separation capabilities.



Cloud Security: State of the Art 31

4.7.5 Identity Management

Identity Management (idM) is a broad administrative area that deals with identifying
entities and cloud objects, controlling access to resources according to pre-established
policies [72]. Three idM perspectives are often considered [95]. The first perspec-
tive, pure identity, manages identities with no regards to access or entitlements. The
second perspective, log-on, uses traditional approaches by using physical tokens,
such as smartcards. The third perspective, service paradigms, delivers online, on-
demand, presence-based services with respect to roles, appropriate to cloud services.
Three idM models were also identified in [95]. The first, independent idM stack, is
maintained at the provider end, keeping usernames, passwords, and all related infor-
mation per SaaS application. This model should be highly configurable to comply
with the customer security policies. The second, synchronized credentials, consist
in replicating account information stored at the customer end in the provider, giving
access control abilities to the provider. It is in this model that an issue known as
account information leakage is mentioned. The third, federated idM, provides the
means for linking account information storage across multiple idM sources, being
SSO one good example of such mechanisms. Authentication occurs at the customer
side, while users identity and other attributes are propagated on-demand through
federation to the provider. Trust and validation issues appear in this model. Apart
from that, large PaaS and SaaS platforms have complex hierarchies and fine-grained
access policies, therefore raising logistic and transport issues in synchronizing data
[92]. Moreover, using different identity tokens and identity negotiation protocols in
general idM might present interoperability drawbacks also [98].

4.7.6 Anonymization

Some systems implement anonymous access to enhance security, aiming to prevent
disclosure of the identity information of users. Notwithstanding, full anonymization
brings the hidden identity of adversaries issue [111]. Malicious users can jeopardize
security if they acquire access to an anonymized account, hiding exploitation tracks
and becoming undetectable.

4.8 Trust Security Issues

Outsourcing services brings several trust issues. Firstly, cloud customers must heav-
ily trust providers with their data, losing control over it. Secondly, providers must
trust and provide access for customers to access cloud resources. Trust is not only
related with the relationship between cloud stakeholders, but also with the assets in
the cloud, relying on remote data storage mechanisms, computational algorithms,
hardware, virtualization techniques, and web-based access [56]. Nonetheless, some-
times trust cannot be established or, even if it can, it may not be enough to make the
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customer comfortable. Hence, additional means are expected to be developed in order
to increase security confidence in the cloud business. In fact, trust is also important in
other distributed systems, such as Peer-to-Peer (P2P) and sensor networks [34]. This
section contains a discussion on security issues related with reputation, compliance
and legal issues, auditability, computer forensics, confidentiality and privacy, and
anonymization.

4.8.1 Reputation

The cloud operation mandates sharing assets among several users. Hence, activities
and behaviors of cloud stakeholders affect each others reputation, an issue known as
reputation isolation [33, 71] or fate-sharing [17, 86]. For example, a user may sub-
vert a system, in turn disrupting services to other users. Moreover, all of them benefit
from the security expertise concentration that cloud computing offers, depending on
the signed SLAs, consequently sharing the same infrastructure and fate. In 2009,
Amazon EC2 was subverted by spammers who caused blacklisting of many internal
IP addresses, which resulted in major service disruptions [17]. A second noteworthy
incident occurred in the same year, in which federal agents seized data centers suspi-
cious of facilitating cyber-crime. Many cloud customers, namely companies, without
knowledge of the suspicions, had business disruptions, halts, or even complete clo-
sures. Therefore, hardware confiscation, a result from applying law-enforcement, is
an issue named e-discovery, by which data disclosure and data loss are major risks
[39].

4.8.2 Compliance and Legal Issues

The most clear legal issue stems from the abstraction and multi-location properties
of clouds. Several cloud providers have data centers spread all over the world for
providing geographic redundancy. However, many countries do not allow data to
leave country boundaries. If such happens, to which country jurisdiction does the
data falls under when an incident takes place? Or who has jurisdiction over data
as it flows across borders? Moreover, can government agencies access the informa-
tion as it changes jurisdiction? Also, can a provider deliver trustable reports of the
customers data health? If served a subpoena or other legal action under a limited
time-frame, how can a customer compel the provider, if even possible, to gather
potential required evidences within the time-frame? According to Refs. [19, 58, 71],
such questions have fuzzy, unclear answers. Additionally, dishonest computation,
accidental resource allocation, availability issues, and data loss constitute possible
violations to SLAs. In any case, compliance issues are at cause. Thus, the risk of
investing in certification, such as industry standards or regulatory requirements, is
high to customers due to failure of providing compliance evidence by providers [33].
Anyhow, public clouds imply that certain kinds of compliance cannot be achieved,
like the security requirement Payment Card Industry (PCI) Data Security Standard
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(DSS) [79]. Other perspective on the compliance and legal topic is related with the
possibility of different alignment interests between cloud stakeholders [19]. Limited
usability, implied, and obliged contractual or unclear terms can pose issues in the
customers service usage context. After the SLA is closed, the customer remains at
the mercy of the provider. Consequently, customers may, or may not, trust particu-
lar providers with basis on the SLAs they offer. SLAs are normally not consistent
amongst different providers, leading to a higher uncertainty in identifying the most
trustworthy providers [43]. In some cases, providers might use subcontractors, to
which costumers have even less control, influence, compliance certainty, and trust
[19], raising a problem known as the transitive nature issue. In such case, who is to
blame when an incident takes place? The provider or the subcontractor? Problems
like this have happened in the past, resulting in data loss. More on the law side,
issues arise when providers must obey government regulations for disclosing data
of lawful interception, which may break the trust chain created with customers and
originate conflicting points. For example, the USA PATRIOT Act (UPA) conflicts
with the Personal Information Protection and Electronic Documents Act (PIPEDA)
and Data Protection Directive in Canada and Europe, respectively. Law acts have
nonetheless been published to protect individual privacy and business secrets; but
some might not be in accordance with the newly cloud requirements. The Electronic
Communications Privacy Act (ECPA) of 1986 and UPA of 2001 are examples of
acts that fail to protect data being disclosed to government entities. The Fair Credit
Reporting Act (FCRA) of 1970, the Cable Communications Act (CCA) of 1984, the
Video Privacy Protection Act (VPPA) of 1988, the Health Insurance Portability and
Accountability Act (HIPAA) of 1996, and the Gramm-Leach-Bliley Act (GLBA) of
1999 are other examples of acts that fail to protect data being disclosed to private
entities. Thus, such out-of-date acts are inapplicable to cloud scenarios, as of 2010
[115].

4.8.3 Auditability

The answer to the question of the provability of data deletion is very relevant to
a company retention policy [19]. Moreover, how can a customer be assured that
data was really deleted or that security mechanisms are really being applied? Is
trusting the provided reports, if any, enough? Auditability enables assessing the
security requirements by putting an additional layer above virtualized guest OSes
[2]. To this end, methodologies are necessary to analyze service conditions, monitor
intrusions, accesses, record logs with detailed descriptions of what happens, and other
events [39]. Nevertheless, cloud providers may not be willing to allow conducting
audit operations [33]. Mutual auditability may provide a collaborative approach to
be sure of each others trustworthiness, improving incident response and recovery.
Customers can delegate auditing to third-party entities, leaving those responsibilities
in the hands of specialized personnel. Auditability hastens blame attribution in case
of search or seizure incidents, which can be vital to the cloud stakeholders, so that
law enforcement agencies do not overreach when carrying out their duties during
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data collecting procedures in data centers [17]. In fact, data might be forced to be
kept within jurisdictional bounds so as to be valid in court if necessary. Nonetheless,
businesses may not often like the fact that agencies might try to get their data via
the court system, overlooking some laws and potentially peeking into the company
secrets [115]. In any case, auditability methods are hampered by the abstraction issue
(data is not physically on a single or fixed set of servers), and some of those methods
are not privacy-preserving capable, pointing out research interests in this area [112].

4.8.4 Computer Forensics

Computer forensics is a particular form of auditing that has emerged in recent years
to fight against cyber-crime. The main goal is to determine digital evidence by means
of analysis techniques [99]. But clouds push and spread data further back into the net-
work and servers, rather than purely being on a physical computing device. Therefore,
investigative services and mechanisms also face the abstraction issue. According to
[44], it is possible to comply with forensics with adequate access to the data, but
more difficult in clouds. Private clouds are surely easier to analyze than public ones,
because servers, applications, databases and other resources are more easily enumer-
ated [99]. From the user perspective, forensics raise concerns in terms of data seizing
and data disclosure, compromising confidentiality and privacy, while for the party
conducting the forensics activities, the cloud stack exhibits several challenges. Key
evidence may reside in web browsers history and caches, and other artifacts [20],
which are remote to the cloud and hard to get, posing difficulties in collection, colla-
tion and verification tasks. Finding out what a user did from the beginning to the end of
a service disruption is hard [99]. Virtualized platforms may also give rise to unsound
forensic data and encryption schemes employed by customers and providers, pri-
vacy protecting acts, and time-consuming procedures to gain legal authority, also
make of cloud forensics a difficult task to achieve. Moreover, the lack of validation
for disk images in a scenario demoted of cryptography techniques may pose as a
potential problem. Evidence acquisition is, therefore, a forefront security issue in
cloud forensics [32, 99]. Computer forensics requires solid trust layers, not only at
the provider and customer sides, but also in the court. A jury or a judge of a legal
action ultimately has to decide whether or not the evidence presented is believable,
reliable and trustworthy enough.

4.8.5 Confidentiality and Privacy

From the customer standpoint, malicious sysadmins constitute one of the major
threats in clouds because of their privileged access, raising trust barriers [91]. A
sysadmin is able to install all sorts of software and access VMs. For example, XenAc-
cess allows running a user level process in Domain0 that directly accesses VMs
memory contents at runtime. Other more sophisticated security attacks, such as cold
boot attacks and hardware tampering, can be carried out for the same outcome. A
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malicious sysadmin can further remove security-specific kernel modules, like fire-
walls and anti-viruses, making cloud systems vulnerable [117].

4.8.6 Anonymization

Anonymization can cut semantic links of the data to their owners, to overcome
trust issues, while preserving the provider capability of charging resource usage in
a proper and reliable manner [54]. Enterprises have actually felt increased pressure
to anonymize their data until proper, trustable privacy mechanisms are in place [19].
For example, in the search marketplace, Google modifies the last IP address byte of
logged searches after 9 months, and deletes it after 18 months. It also anonymizes
cookie information, a process called generalization, which can guarantee reasonable
privacy protection [100]. Anonymized data is retained for internal purposes. Even
though anonymization is a difficult task, efforts have been carried out to address it
in clouds [10, 54]. Nonetheless, de-anonymization attacks have been designed too.
A family of attacks targeting social networks includes the active, the passive, and
the semi-passive attacks, which breach edge privacy of a group of individuals [6].
Another study proposed an algorithm with 12 % de-anonymization error rate on an
online photo-sharing website by only using network topology information [73]. De-
anonymization attacks on dynamic social networks have also been studied, which
used correlation techniques [29] to derive information about users. A curious de-
anonymization attack targeting health records resulted in identifying the governor,
at the time, of the Massachusetts state in the USA. It was proved that innocuous and
neutral data injection, such as gender and birth-date, on anonymized data can lead
to information leakage [92].

4.9 Other Security Issues

This subsection discusses security issues that either are not classified according to
the taxonomy defined in Sect. 3.6 or that may fall in various categories. A discussion
of security issues related with virtualization and web, governance, and unknown
threats is included below.

4.9.1 Virtualization and Web

This specific topic includes only the cloud malware injection attack [55]. It consists
in injecting malicious services or VMs into the cloud, serving any particular purpose
of the attacker. The attack is initiated by injecting a service into the SaaS or PaaS
models; or a VM into the IaaS model. Secondly, the cloud system must be tricked
to treat the service or VM validly. Ultimately, authentic user requests are redirected
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to the malicious instance and the code written by the attacker is executed, which can
compromise the overall security of the system.

4.9.2 Governance

Governance issues consist in losing administrative, operational and security controls.
In cloud environments, the lock-in issue might end up in a governance problem. As
discussed earlier in Sect. 3.4, interoperability between clouds still faces security and
standardization issues, namely when it comes to protocols, data formats and APIs.
As a result, customers might become hostages of the provider of their choosing with
regard to their data, becoming vulnerable to a few issues, namely the impossibility of
data migration, price increases, reliability and security problems, service termination,
or even providers going out of business [2, 39]. Standardized APIs would allow
customers to deploy SaaS applications and have copies of the same data across
multiple providers, mitigating the problem of a cloud provider having all copies in
case of going out of business. Having perfect interoperability could lead to a race-
to-the-bottom condition in terms of cloud pricing, resulting in flattening the profit
for providers [2]. Nonetheless, it is normally argued that, on the one hand, customers
may not adopt low-cost services because QoS and security properties do matter for
them and, on the other, new possibilities to integrate hybrid clouds both on-premises
and on-premises would arise. Moreover, besides the data locality issue, customers
also face losing control over redundancy, file systems, other configurations related
with storage and computation and, more importantly, security, namely at the physical
level in the IaaS model [19].

4.9.3 Unknown Threats

The CSA finds unknown risk profile as one of the top threats to cloud computing [25],
resembling zero-day vulnerabilities, earlier discussed in Sect. 4.5. Many companies
might overlook security issues if the outcome benefits outweigh the risks taken. In
this scenario, unknown risks arise when security matters are posted in background
or in hold, or are low prioritized. Furthermore, the CSA finds information about who
is sharing a cloud infrastructure to be pertinent to assess security risks, in addition to
network intrusion logs, redirection attempts, and other types of logs. This is a prime
example of why security within cloud environments must be upheld as high priority,
for there is always the possibility of an unknown threat and risk [113].

5 Summary of Cloud Security Issues

The review of the literature presented in the previous sections shows that security
concerns are focused on the new characteristics of cloud environments. Although
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their unique and innovative nature brings new challenges to the IT industry and
academia, some already prevalent issues in IT also affect clouds. Because clouds
are accessed via the Internet, all the known issues from the latter are inherited by
clouds. Some may be amplified if the cloud business model and pricing model are
explored. Furthermore, virtualization, which is not a technology that emerged with
clouds but an independent component that preceded clouds, got boosted up with the
fuzz around cloud computing, being now one of the main cloud characteristics and of
extreme importance. However, it enlarges the VM-to-VM attack surface because of
VMM vulnerabilities, commonly known as cross-VM attacks. Several studies focus
on this topic alone, some showing the malicious exploitability of popular cloud
solutions and, henceforth, raising alarms for this topic. The fact of sharing a network
medium and physical devices might be a major decision factor for cloud customers
not adopting cloud solutions. As a consequence, the provider-customer trust bridge
might get smaller if auditability is not possible to conduct. Further, the possibility of
computer forensics seizing a data center to carry out their duties and the existence
of out-of-date acts also contribute to the discussion of cloud security. Outsourcing
IT duties to third-party cloud providers is, therefore, an issue yet to overcome.

Figure 3 contains a timeline summarizing most of the studies described in this
chapter by indicating in what years they were published and the underlying issue
category. In addition, the studies provided by organizations that are considered pio-
neering in the field are also included. By observing the figure, it is perceivable
that both the industry and academia started to study the cloud computing environ-
ments and its security state soon enough. Its analysis also shows that the research
in 2011 was proliferating, with many studies on the virtualization, networking, web,
and hardware resources, access and trust categories. The trust studies, however, are
mostly related with de-anonymization, pointing out research directions for applying
anonymization in clouds. A deeper analysis uncovers an increase in the scope of
issues discussed throughout the studies. In other words, in the initial years, studies
focused on single issues. From then on, academia started working on understand-
ing the wider security scope of clouds by studying more issues on single studies.
For instance, the study in [19] from 2009 is included in three categories, while [41]
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Fig. 3 Timeline exhibiting the date of publication the several studies on the cloud security subject,
structured according to the categories used along the chapter
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is included in five categories in 2011. Although this conclusion stands true for the
sample of studies presented in the chapter, it is believed that other studies might also
study the wide security scope of cloud systems.

6 Conclusions

In the last few years, the emergence of cloud and cloud computing related technolo-
gies changed the distributed systems paradigms, mainly due to the proliferation of
virtualization. Clouds integrate virtualization techniques with modern IT, to allow
building an elastic pool of resources that can be seamlessly delivered on-demand to
costumers. These resources are normally managed remotely through self-serviced
administration interfaces and billed using a pay-per-use model. These appealing fea-
tures attract attentions from all over the industry and academia. A potentially very
dangerous community is also drawn in, which is intrigued by the innovative opera-
tion of clouds and the data they hold for storage or processing purposes, posing as
a threat to the overall business model. Enterprises changed how their IT investment
is done, allowing cloud providers to boost underlying markets by creating a panoply
of cloud solutions. As a consequence, data centers have been increasingly becoming
more popular, spreading out the buzzword of cloud computing to the edges of the IT
world. In order to make a completely secure investment out of clouds, it is of utmost
importance and absolutely required to address the identified security issues, so as to
allow a greater number of cloud native applications and products to be developed.
Nonetheless, cloud technology and some of its security issues are relatively new,
making some of the already existing solutions directly inapplicable.

Throughout this chapter, an extensive survey on cloud security issues was pre-
sented, discussing issues of several domains in the cloud. The literature on the subject
was analyzed in the chapter, in which a review of each study was conducted to deter-
mine their goal and select the contents required to cover all topics. In addition, basic
concepts of the cloud security were also included in the chapter in order to provide the
fundamentals to understand the chapter. The studies analyzed emphasize the severity
of the security issues related with virtualization techniques. The VM-to-VM attack
surface was dramatically increased with the emergence of clouds, embracing now a
large number of prominent security issues of cloud environments.

The analysis of the literature reflects a clear interest of researchers to address the
cloud and cloud computing security issues. Many studies point out how critical it
is to put effort in devising new security measures in order allow the development
and adoption of cloud related technologies. In the meanwhile, cloud users might
not be able to take full advantage of cloud applications in a fail-safe computing
environment. History has proved that security should be a forefront priority and that
the awareness on this area is partially motivated by issues and events faced along the
way, which seems to apply in this case also.
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Secure Data Sharing in the Cloud

Danan Thilakanathan, Shiping Chen, Surya Nepal and Rafael A. Calvo

1 Introduction

Cloud systems [1, 2] can be used to enable data sharing capabilities and this can pro-
vide an abundant of benefits to the user. There is currently a push for IT organisations
to increase their data sharing efforts. According to a survey by InformationWeek [3],
nearly all organisations shared their data somehow with 74 % sharing their data
with customers and 64 % sharing with suppliers. A fourth of the surveyed organisa-
tions consider data sharing a top priority. The benefits organisations can gain from
data sharing is higher productivity. With multiple users from different organisations
contributing to data in the Cloud, the time and cost will be much less compared
to having to manually exchange data and hence creating a clutter of redundant and
possibly out-of-date documents. With social networking services such as Facebook,
the benefits of sharing data are numerous [4] such as the ability to share photos,
videos, information and events, creates a sense of enhanced enjoyment in one’s life
and can enrich the lives of some people as they are amazed at how many people are
interested in their life and well-being. For students and group-related projects, there
has been a major importance for group collaborative tools [5]. Google Docs pro-
vides data sharing capabilities as groups of students or teams working on a project
can share documents and can collaborate with each other effectively. This allows
higher productivity compared to previous methods of continually sending updated
versions of a document to members of the group via email attachments. Also in
modern healthcare environments, healthcare providers are willing to store and share
electronic medical records via the Cloud and hence remove the geographical depen-
dence between healthcare provider and patient [6]. The sharing of medical data allows
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the remote monitoring and diagnosis of patients without the patient having to leave
their house. In one particular scenario, a patient can connect sensors to monitor their
ECG to detect any heart problems [7]. They can then run an app on a smartphone
device which receives ECG data from the sensors via Bluetooth. The app can then
periodically send ECG data to the Cloud. Any authorised doctor or nurse can then
get the ECG data via the Cloud without having to visit the patient hence saving costs
and time. Therefore, data sharing becomes such a useful feature to implement in
Cloud-based environments.

The Cloud however is susceptible to many privacy and security attacks [8, 9].
As highlighted in [10], the biggest obstacle hindering the progress and the wide
adoption of the Cloud is the privacy and security issues associated with it. According
to a survey carried out by IDC Enterprise Panel [11] in August 2008, Cloud users
regarded security as the top challenge with 75 % of surveyed users worried about
their critical business and IT systems being vulnerable to attack. Evidently, many
privacy and security attacks occur from within the Cloud provider themselves [12] as
they usually have direct access to stored data and steal the data to sell to third parties
in order to gain profit. There are many examples of this happening in the real world
as highlighted in [13]. In today’s world, there is a strong need to share information to
groups of people around the world. Since the Cloud is riddled with so many privacy
issues, many users are still apprehensive about sharing their most critical data with
other users.

Some of major requirements of secure data sharing in the Cloud are as follows.
Firstly the data owner should be able to specify a group of users that are allowed to
view his or her data. Any member within the group should be able to gain access
to the data anytime, anywhere without the data owner’s intervention. No-one, other
than the data owner and the members of the group, should gain access to the data,
including the Cloud Service Provider. The data owner should be able to add new
users to the group. The data owner should also be able to revoke access rights against
any member of the group over his or her shared data. No member of the group should
be allowed to revoke rights or join new users to the group.

One trivial solution to achieving secure data sharing in the Cloud is for the data
owner to encrypt his data before storing into the Cloud, and hence the data remain
information-theoretically secure against the Cloud provider and other malicious
users. When the data owner wants to share his data to a group, he sends the key
used for data encryption to each member of the group. Any member of the group can
then get the encrypted data from the Cloud and decrypt the data using the key and
hence does not require the intervention of the data owner. However, the problem with
this technique is that it is computationally inefficient and places too much burden
on the data owner when considering factors such as user revocation. When the data
owner revokes access rights to a member of the group, that member should not be
able to gain access to the corresponding data. Since the member still has the data
access key, the data owner has to re-encrypt the data with a new key, rendering the
revoked member’s key useless. When the data is re-encrypted, he must distribute the
new key to the remaining users in the group and this is computationally inefficient
and places too much burden on the data owner when considering large group sizes
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that could be in excess of millions of users. Hence this solution is impractical to
be deployed in the real-world for very critical data such as business, government
and/or medical related data. In this article, we review existing literature on methods
of achieving data sharing in the Cloud that is both secure and efficient.

The rest of this article is organised as follows. Section 2 provides a summary of
the existing related literature surveys. Section 3 gives a brief review of some security
related definitions and concepts. Section 4 discusses the privacy issues of Cloud com-
puting and what is currently being done to solve those issues. Section 5 provides an
in-depth discussion on key management in the Cloud. Section 6 provides a thorough
discussion on secure data sharing techniques in the Cloud. Section 7 will review and
provide an analysis on the literature. Section 8 concludes the review article.

2 Related Work

This section aims to present a summary of existing review articles related to secure
data sharing in the Cloud. The review articles and surveys presented in this section
do not focus specifically on secure data sharing in the Cloud, rather the main require-
ments that will enable it. The study of secure data sharing in the Cloud is fairly new
and has become increasingly important with the advancements and growing popu-
larity of the Cloud as well as the growing need to share data between people. We
categorise the existing review articles in two aspects: data sharing and Cloud security.

There have been a number of reviews on security and privacy in the Cloud.
Xiao and Xiao [14] identifies the five concerns of Cloud computing; confidentiality,
integrity, availability, accountability, and privacy and thoroughly reviews the threats
to each of the concerns as well as defense strategies. Chen and Zhao [15] outlines
the requirements for achieving privacy and security in the Cloud and also briefly
outlines the requirements for secure data sharing in the Cloud. Zhou [16] provided
a survey on privacy and security in the Cloud focusing on how privacy laws should
also take into consideration Cloud computing and what work can be done to prevent
privacy and security breaches of one’s personal data in the Cloud. Wang et al. [17]
explored factors that affect managing information security in Cloud computing. It
explains the necessary security needs for enterprises to understand the dynamics of
information security in the Cloud. Wang [18] carried out a study on the privacy and
security compliance of Software-As-A-Service (SaaS) among enterprises through
pilot testing privacy/security compliance. They then carry out analysis work on the
measurements to check whether SaaS complies with privacy and security standards.
The method does not however take into account other Cloud models such as Platform-
As-A-Service (PaaS) and in particular Infrastructure-As-A-Service (IaaS), as needed
for data sharing. Oza et al. [19] carried out a survey on a number of users to determine
the user experience of Cloud computing and found that the main issue of all users was
trust and how to choose between different Cloud Service Providers. This is also high-
lighted in [12] as it states, “Although researchers have identified numerous security
threats to the Cloud, malicious insiders still represent a significant concern.” There

http://dx.doi.org/10.1007/978-3-642-38586-5_4
http://dx.doi.org/10.1007/978-3-642-38586-5_6
http://dx.doi.org/10.1007/978-3-642-38586-5_7
http://dx.doi.org/10.1007/978-3-642-38586-5_8
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are many examples [13] of insider attacks such as Google Docs containing a flaw that
inadvertently shared user documents, MediaMax going out of business in 2008 after
losing 45 % of stored client data due to administrator error, Salesforce.com leaking
a customer list and falling victim to phishing attacks on a number of occasions. It’s
clear from many of the reviews, that the Cloud is very susceptible to privacy and
security attacks and currently there is on-going research that aims to prevent and/or
reduce the likelihood of such attacks.

The importance of data sharing and the need to ensure privacy and security is
discussed in a number of existing articles. Saradhy and Muralidhar [20] review the
impact of the Internet on data sharing across many different organisations such as
government agencies and businesses. They classify data sharing into data dissemi-
nation, query restriction, and record matching. They also provide a framework for
secure and useful sharing of data on the internet. Butler [21] describes the issues
of data sharing on the Internet where sharing information can allow users to infer
details about users. This is useful as it raises awareness to organisations that the
data they choose to share with the public can still raise privacy issues and does not
guarantee the confidentiality of its users. Mitchley [22] describes the benefits of data
sharing from a banking perspective and highlights the privacy issues still affecting
it. Feldman et al. [23] discuss the important benefit of data sharing in terms of public
health, in particular for education and professional development. Geoghegan [24]
discuss a list of organisations that effectively and secure share information via the
Cloud. However, it doesn’t discuss the methodologies the organisations use to secure
data or the downside of these organisations. There is also literature that focus on one
aspect of security as well as data sharing; access control. Access control can be used
to authorise a subset of users to view confidential data provided they have the right
permission. Sahafizadeh and Parsa [25] survey a number of different access con-
trol models and evaluates its effectiveness. The survey however, is limited to only
software systems and does not take into consideration Cloud systems.

Table 1 shows a summary of the related work. The table categorises the related
work in two aspects; Cloud security and Data sharing. The table depicts whether the
related work addresses the threats, defense strategies and requirements related to the
Cloud or data sharing. The table also depicts whether the related work addresses the
impact of the Cloud and/or data sharing in real-world scenarios.

The aim of this paper is to present a comprehensive review of private and secure
data sharing in Cloud computing.

3 Privacy Issues in the Cloud

3.1 Privacy Issues

Privacy has many definitions in literature. Some examples of the different definitions
of privacy are “being left alone”, “the control we have over information about our-
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Table 1 Summary of related work

Cloud Data Threats Defense Requirements Impact
security sharing strategies on society

Xiao an Xiao [14] Y N Y Y N Y
Chen and Zhao [15] Y Y Y N Y Y
Zhou [16] Y N Y Y Y Y
Wang et al. [17] Y N N Y Y Y
Wang [18] Y N N Y Y N
Oza et al. [19] Y N Y N Y Y
Saradhy and Muralidhar [20] N Y Y Y Y Y
Butler [21] N Y Y N Y Y
Mitchley [22] N Y Y N N Y
Feldman et al. [23] N Y N N N Y
Geoghegan [24] N Y N N N Y
Sahafizadeh and Parsa [25] N Y N N Y Y

Y yes, N no

selves” and also “the claim of individuals, groups, or institutions to determine for
themselves when, how, and to what extent information about them is communicated
to others” [26] to name a few. The Organization for Economic Cooperation and
Development (OECD) [15] defines it as “any information relating to an identified
or identifiable individual (data subject)”. The American Institute of Certified Public
Accountants (AICPA) and the Canadian Institute of Chartered Accountants (CICA)
in the Generally Accepted Privacy Principles (GAPP) standard [15] is “The rights
and obligations of individuals and organizations with respect to the collection, use,
retention, and disclosure of personal information.” From these definitions it is clear
that a person has some level of control of what they want to disclose about them-
selves and want to keep the rest of their information kept secret. Privacy should not
be assumed to have the same meaning as confidentiality. Confidentiality is allowing
only authorised user’s to gain access to that information and no-one else. We briefly
explain the need of privacy and confidentiality in a number of fields.

Privacy and Confidentiality of data in Healthcare: In the context of healthcare,
patients reveal their health-related information to healthcare professionals in order to
diagnose and treat illnesses [27]. The Health Insurance Portability and Accountability
Act (HIPAA) [28] provides federal protection of an individual’s personal health
information and gives individual’s rights to their information. The HIPAA Privacy
Rule provides protection of patient’s personal health information and how external
entities such as doctors and nurses can gain access to the patient’s data with the
patient’s consent. As [27] argues, since the patient decides to share their data with
one or more healthcare professionals, their data is no longer private, but confidential.

Privacy and Confidentiality of data in Social Networking: Social networking
has changed the lives of today’s generation. There are many social networking sites
with millions of users communicating with each other. Some examples are Facebook,
Twitter, MySpace, Blogger, Flickr, digg, YouTube and the list goes on. Internet
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privacy has been determined as the “right to be left alone” [29]. The technology that
is built to support social networking does not effectively support privacy and may
even sell personal information about the individual to third parties and it is mainly up
to the individual to disclose information while maintaining privacy. The individual
needs to make sure that they do not unknowingly disclose personal information
about themselves. Simply disclosing their age, suburb and nationality is enough for
malicious users to identify the person. Facebook had undergone scrutiny in the past
for not strengthening its privacy measures on user profiles as private photos could
still be viewed by non-private viewers through a friend-of-a-friend by simply having
a friend comment on it [30].

Privacy and Confidentiality of data in Government: Nearly all governments
collect information about its citizens and residents such as education, finance, gender,
loans, earnings, medical costs, criminal offences and so on [31]. Governments also
release data to the open public for its citizens to view. This may not guarantee the
privacy of its citizens as some user may be able to infer information about a particular
user through government data. In the United States for example, the Privacy Act of
1974 aims to protect an individual’s privacy [32]. According to the Act, individuals
have the right to see information the government has about them, modify or remove
incorrect information, and also sue the government for violations of the Act including
but not limited to, unauthorized access of personal information. Governments need
to keep data private from other governments too [33] as the results can be devastating
if information is leaked such as the WikiLeaks controversy [34].

Privacy and Confidentiality of data in Education: Schools usually collect all
students personal and health information. These include name, phone, address, con-
tact details, finance details, medical history and family history to name a few. It is
usually strongly implied that schools keep this information confidential and private
[35]. Failure to keep student personal information confidential can result in safety
consequences for the student.

Privacy and Confidentiality of data in Corporations: Major businesses and
organisations also require privacy and confidentiality of their data. Leakage of sensi-
tive information can result in revenue loss for a company even to the point of shutting
down.

3.2 Types of Attacks on the Cloud

There are a number of types of privacy and security attacks in the Cloud. The fol-
lowing contains a summary of the common types of attacks that may occur in the
Cloud.

• XML Signature Wrapping Attacks—Using different kinds of XML signature wrap-
ping attacks, one can completely take over the administrative rights of the Cloud
user and create, delete, modify images as well as create instances [36].
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• Cross site scripting attacks—Attackers can inject a piece of code into web applica-
tions to bypass access control mechanisms. Researchers found this possible with
Amazon Web Services [36] in November 2011. They were able to gain free access
to all customer data, authentication data, tokens as well as plaintext passwords.
• Flooding Attack Problem —Provided a malicious user can send requests to the

Cloud, he/she can then easily overload the server by creating bogus data requests
to the Cloud [37]. The attempt is to increase the workload of the Cloud servers by
consuming lots of resources needlessly.
• Denial-of-Service Attacks—Malicious code is injected into the browser to open

many windows and as a result deny legitimate users access to services.
• Law Enforcement Requests—When the FBI or government demand a Cloud Ser-

vice Provider access to its data, the Cloud Service Provider is least likely to deny
them. Hence, an inherent threat to user privacy and confidentiality of data.
• Data Stealing Problem—A term used to describe the stealing of a user account

and password by any means [37] such as through brute-force attacks or over-
the-shoulder techniques. The privacy and confidentiality of user’s data will be
severely breached. A common mechanism to prevent such attacks is to include an
extra value when authenticating. This value can be distributed to the right user by
SMS and hence mitigate the likelihood of data confidentiality issues.

3.3 The Motives of a Malicious User

While there is many literature on what can be done to secure a system against attack-
ers, very little discusses the types of attackers and their motivations for carrying out
such attacks. In reality, there are many different types of attackers with different
reasons to attack users [38, 39]. The following contains some examples.

• To steal valuable data—Hackers love to steal data as some data stored in the
internet are valued millions of dollars. With access to valuable data, they can then
generate revenue, for example, WikiLeaks [34].
• To cause controversy—Some attackers purely love the thrill and excitement of

causing chaos and the internet, and similarly the Cloud, is one of the best mediums
to target mainly because of the popularity of the internet as well as it being more
likely to steal data over the internet in comparison to a personal computer system.
• To get revenge—Former workers who were recently stripped of their position at

an organisation may express their dissatisfaction by hacking the organisation’s
network. When an organisation makes use of the Cloud, this becomes all too easy
for the former employee and there have been many cases of this happening in the
real-world. For instance, there was the case of a former employee who managed
to get access to the Cloud provider’s server and deleted an entire season of a
children’s TV show [12].
• To help—A hacker, in contrast, may also try to help an organisation by identifying

the security flaws in their system. A hacker may be confident enough to bypass
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the existing security protocol and implant his or her own mechanisms to expose
the protocol.
• To prove intellect and gain prestige—Attackers may also want to show off their

skills and gain prestige among their social skills if they were able to hack a large
organisation with solid security mechanisms. Some hackers make a career out of
hacking organisations.
• Are just curious—Some hackers are curious to learn something about a company

and/or organisation. These kinds of hackers don’t usually have malicious intent as
they may not be aware of breaking security rules however it does not mean these
hackers are less dangerous whatsoever.

3.4 Examples of Real World Issues

There are many examples of real world privacy and security issues that have affected
the Cloud. These issues have provided a barrier to the worldwide adoption of the
Cloud. We present these issues as a list.

• In 2007, Salesforce.com leaked customer contact lists after an employee revealed
the list to a phisher, and in turn allowed scammers to target phishing attacks against
Salesforce customers [40].
• In April 2011, Sony was involved in a massive security blunder that potentially gave

away 100 million credit card numbers. Hackers claimed to have stolen millions of
credit card numbers from Sony’s PlayStation Network [41].
• Google revealed in June 2011 that hackers from China stole passwords and

attempted to break into email accounts to steal information [42]. More than
100 people were affected and included senior government officials. People started
to argue whether this, and the Sony incident was start of the downfall of Cloud
computing [43].
• Hotmail and Yahoo Mail users were also targetted in phishing attacks [44, 45]. The

attacks involved a user either clicking a malicious link in the email or even viewing
the email itself which would then run malicious code and attempt to compromise
the user’s account.
• Google Docs contained a flaw that inadvertently shared user docs with unautho-

rised users [13]. Other users could access and edit docs without the Google docs
owner permission.
• There was also the issue of MegaUpload leaving its millions of legitimate users in

cyber-limbo [46]. MegaUpload was a site where people could share files. Unfor-
tunately due to the amount of illegal content such as pirated films and television
shows, the site was forced to shut down in early 2012.
• A Distributed Denial-of-Service (DDoS) attack on Amazon Web Services forced

many companies to shut down temporarily, such as Bitbucket [47].
• Facebook was the target of phishing attacks in early 2012 which attempted to steal

user accounts and learn financial information [48]. Once accounts were stolen, the
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user’s profile would be locked out and the profile picture would change. In fact,
Facebook has been the target of a number of phishing attacks such as Ramnit [49]
which affected upto 45,000 users.

Each of these attacks contributes heavily to user suspicion and trust of storing sen-
sitive data in the Cloud. From this list, it is clear why users are apprehensive about
storing their most sensitive data in the Cloud and in order to gain trust of using the
Cloud to store critical data, mechanisms need to be implemented to guarantee data
is kept both confidential and secure from unauthorised users.

3.5 Recommended Guidelines for Private and Secure Cloud

According to [50], the above issues may have the following impacts on the Cloud:
Governance—Organisations usually have standards, practices, protocols, poli-

cies and procedures which employees must abide by and this can cover application
development, testing, implementation, monitoring and so on. When an organisation
makes use of Cloud services, there is always the possibility that employees bypass
these rules, as there is a lack of organisational rules regarding the Cloud.

Compliance—Refers to an organisation’s responsibility to operate in agreement
with established laws, regulations, etc. There are a number of privacy and security
laws within different countries, states, and so on and when using the Cloud, one has
to consider whether they are likely to breach any privacy or security law as data
stored in the Cloud is usually stored in multiple locations around the world, at times
without the knowledge of the user.

Trust—It is a well-known fact that when a user or organisation chooses to out-
source their data to the Cloud, they relinquish full control of their data and provide a
high level of trust to the Cloud provider. As discussed in the introduction as well as
in the next section, most data privacy and security attacks come from insider attacks.
The Cloud provider usually has direct access to data and hence is more likely to steal
data for illegal purposes. In terms of trust, there is also the issue of data ownership
such as who owns the data, and contracts specifying whether the Cloud has some or
no access to parts of its data.

Architecture—The architecture of the Cloud needs to be designed in a way to
prevent privacy and security attacks. For instance, IaaS Cloud providers can provide
Virtual Machine Images to consumers. An organisation which makes use of these
images, may store very critical data. An attacker may examine the images to see
whether they leak information. An attacker may also supply a corrupted virtual
machine image to users and hence steal confidential data. It is important that the
architecture of the Cloud is developed such that it ensures privacy and security as
attackers are always on the lookout for security holes in Cloud architecture.

Identity and Access Management—As data sensitivity and privacy is becoming
an ever-increasing issue of organisations, the identity and authorisation framework
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present in the organisation may not extend into the Cloud and malicious users may
be able to gain unwarranted access to data they are not allowed to.

Software Isolation—With multi-tenant Cloud computing architectures, computa-
tions for different consumers are carried out in isolation even if the software remains
in a single software stack. Applications running in the Cloud are susceptible to attack
and compromise and hence isolation is needed to prevent such attacks.

Data Protection—Data stored in a public cloud usually reside with other data
from other organisations. When an organisation places their sensitive data in a public
cloud, they must account for the possible privacy and security attacks by ensuring
proper access control mechanisms such as encryption. Since data is stored “in the
open”, this provides a world of opportunities for malicious users to steal data. Similar
concerns exist when data is in transit.

Availability—As defined in the NIST Security and Privacy Guidelines [50], avail-
ability is the extent to which an organisation’s full set of computational resources is
accessible and usable. Attacks such as Denial-of-Service attacks, server downtime,
natural disasters affect availability and can affect stored data and more importantly
causes downtime which affects an organisation greatly.

Incident Response—An incident response is an organised method of dealing with
the consequences a security attack. The Cloud containing many layers such as appli-
cation, operating system, network, database and so on, and a log is generated of any
event as part of its intrusion detection system. Such complexity in its layers means
it will take many hours to identify an attack in the Cloud.

4 Protection from Privacy and Security Attacks

In this section, we discuss what is currently being done to protect and/or mitigate the
privacy and security attacks on the Cloud.

Currently, there is on-going research on how to protect the confidentiality and
security of data stored in the Cloud. Cavoukian [51] proposes implementing security
as a service in the Cloud using a discretion algorithm and also implementing an
intrusion detection system for the Cloud. Sabahi [52] argues the need for a flexible
and user-centric identity management such that in the future a user will not have
to re-enter credentials for a website and can rely on an identity service to manage
website access.

In order to protect a user’s data confidentiality, some form of access control needs
to be implemented in the Cloud. Access control should allow a user to choose who
can view his data and who shouldn’t. Access Control Lists (ACLs) were originally
used [53], however, it was not effective as it was too coarse-grained and was not
scalable; one of the primary features of the Cloud.

An alternative and effective access control technique is encryption. Encrypting
data ensures data is protected from unauthorised users. There are two types of encryp-
tion; symmetric and asymmetric encryption. In symmetric encryption, a key is used
to encrypt the data to make it virtually unreadable. The same key is also used to
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Fig. 1 Asymmetric encryption

convert the unreadable ciphertext to its original plaintext. This key must be kept
confidential with the data owner. In asymmetric encryption, a public and private key
is used to encrypt and decrypt data. A user encrypts the data using another person’s
public key. The other person then uses his private key to decrypt the data. The public
key can be broadcast to the world but the private key must remain confidential with
the user.

When involving data in the Cloud, encryption thus becomes crucial. Many works
in literature suggest the need for encrypting data in the Cloud in some form or another.
Huang et al. [13] states that encryption must occur in transit, at rest and on backup
media. Gentry [54] proposes the use of homomorphic encryption to keep data secure
and confidential. With homomorphic encryption, it is possible to perform operations
such as querying and searching on encrypted data without ever having to decrypt the
data and hence exposing privacy. Yao et al. [55] propose a system called ‘TrustStore’
which encrypts and partitions data on the client side and sends each partition to
different Cloud storage providers. This greatly enhances the confidentiality of data
as the chance of compromising two or more storage providers is low. However, it
doesn’t handle the case of data sharing and collaboration, which is the focus of this
paper.

When considering data sharing and collaboration, simple encryption techniques
do not suffice, especially when considering key management. To enable secure and
confidential data sharing and collaboration in the Cloud, there needs to first be proper
key management in the Cloud. This will be explained in detail in a later section.

A few research problems currently exist such as how do we manage and distribute
keys for each granted user? How do we revoke their rights from accessing the data?
Once a user is revoked rights, is it possible for a user to rejoin the group with the
same rights?
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We now discuss and review literature based on key management in the Cloud,
which will later follow on to data sharing and collaboration.

5 Secure Data Sharing in the Cloud

In this section, we discuss the growing need for data sharing and the benefits of data
sharing via the Cloud. We list the requirements of data sharing in the Cloud followed
by the traditional approach to sharing data via the Cloud and why this isn’t effective.
We also discuss the key management problem and review a number of works that
address this problem. We then review recent works that aim to provide private and
secure data sharing in the Cloud and discuss the latest techniques used to achieve this.

5.1 Why Data Sharing is Important

Data sharing is becoming increasingly important for many users and sometimes
a crucial requirement, especially for businesses and organisations aiming to gain
profit. Historically, many people viewed the computer as “impersonal giants” who
threatened to cut jobs of many people through automation. However, in recent times,
it has been welcomed by a huge number of people as it has become significantly
social [56]. It is thus not surprising that more and more people are demanding data
sharing capability on their phones, computers and even recently Smart TVs.

People love to share information with one another. Whether it is with friends,
family, colleagues or the world, many people benefit greatly through sharing data.
Some of the benefits include:

• Higher productivity: Businesses get more work done as well as making collabo-
ration with peers much more efficient and hence is key to satisfying their business
goals. Hospitals also benefit from data sharing and this has led to the lowering of
healthcare costs [57]. Students also benefit when working on group projects, as they
are better able to collaborate with members and get work done more efficiently.
• More enjoyment: Many people of any age, gender or ethnicity can connect with

friends, family and colleagues to share their experiences in life as well as catch up
with others via social networking sites such as Facebook or MySpace. Employees
and enterprise users can share their experiences through sites like Yammer. People
can also share videos on YouTube or photos on Flickr, which can provide greater
enjoyment with some people. In the past, connecting to a loved one in a different
country was not possible except through letters. Hence social data sharing gener-
ally provides people with a rich experience as the sharing of personal information
can provide people with deeper and stronger relationships.
• To voice opinions: Some people prefer to share information to the world in order to

voice an opinion. Many people want to be heard and use social networking sites to
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promote their opinion, which was not possible unless they formed protests. People
are now using social networking sites such as Facebook, Twitter and YouTube to
raise awareness about real issues in the world. Although, some campaigns have led
to violent protests, online campaigns usually inform people of issues and encour-
age people to help a cause.

Data sharing is becoming increasingly prevalent in many industries and organisations.
Hospitals are now benefitting from data sharing as this provides better, safer care
of patients. There is now no need to repeat medical history every time a new health
professional is consulted which means no more unnecessary tests. Hence, the health
professional gets a more complete picture of medical history [57]. There is also a
strong focus for the sharing of research data [58]. According to Feldman et al. [59],
there is growing support for the sharing of research data in order to accelerate the pace
of scientific discovery. Such sharing will allow for more rapid translation of science
to practice. Financial institutions also benefit from data sharing and benefits include
better customer support and better understanding of the needs of the customer [60].
Shared data can be used to improve modeling, analysis and risk tools.

With the advancements in Cloud computing, there is now a growing focus on
implementing data sharing capabilities in the Cloud. With the ability to share data
via the Cloud, the number of benefits increases multifold. As businesses and organ-
isations are now outsourcing data and operations to the Cloud, they benefit further
with the ability to share data between other businesses and organisations. Employees
also benefit as they can share work and collaborate with other employees and can
also continue working at home or any other place such as the library. They don’t need
to worry about losing work as it is always in the Cloud. With social users, the abil-
ity to share files, including documents, photos and videos with other users provides
great benefit to them. The shutdown on the MegaUpload website where people could
upload and share files with other people in the Cloud left millions of users around
the world devastated [46]. The amount of illegal contents such as pirated films and
full television shows forced the website to be shut down. This exemplifies the strong
need for data sharing in the Cloud.

However, the main problem with data sharing in the Cloud is the privacy and
security issues. As discussed in Sect. 4, the Cloud is open to many privacy and
security attacks, which make many users wary of adopting Cloud technology for
data sharing purposes. The work done to prevent the privacy and security issues of
the Cloud as discussed in Sect. 4.2, is not sufficient enough when considering data
sharing aspects. We next discuss the main requirements for secure data sharing in
the Cloud and then review literature on securing data sharing in the Cloud.
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5.2 Requirements of Data Sharing in the Cloud

To enable data sharing in the Cloud, it is imperative that only authorised users are
able to get access to data stored in the Cloud. We summarise the ideal requirements
of data sharing in the Cloud below.

• The data owner should be able to specify a group of users that are allowed to view
his/her data.
• Any member of the group should gain access to the data anytime without the data

owner’s intervention.
• No other user, other than the data owner and the members of the group, should

gain access to the data, including the Cloud Service Provider.
• The data owner should be able to revoke access to data for any member of the

group.
• The data owner should be able to add members to the group.
• No member of the group should be allowed to revoke rights of other members of

the group or join new users to the group.
• The data owner should be able to specify who has read/write permissions on the

data owner’s files.

We now look at the privacy and security requirement of data sharing in the Cloud.
Achieving these requirements in the Cloud architecture can go a long way to attracting
large numbers of users to adopting and embracing Cloud technology.

• Data Confidentiality: Unauthorised users (including the Cloud), should not be able
to access data at any given time. Data should remain confidential in transit, at rest
and on backup media. Only authorised users should be able to gain access to data.
• User revocation: When a user is revoked access rights to data, that user should not

be able to gain access to the data at any given time. Ideally, user revocation should
not affect other authorised users in the group for efficiency purposes.
• Scalable and Efficient: Since the number of Cloud users tends to be extremely

large and at times unpredictable as users join and leave, it is imperative that the
system maintain efficiency as well as be scalability.
• Collusion between entities: When considering data sharing methodologies in the

Cloud, it is vital that even when certain entities collude, they should still not be
able to access any of the data without the data owner’s permission. Earlier works of
literature on data sharing did not consider this problem, however collusion between
entities can never be written off as an unlikely event.

5.3 Traditional Approach

A trivial solution to data sharing and collaboration in the Cloud involves a data owner
distributing encryption keys to every user he authorises. Each user that has authorised
access can then get the encrypted data from the Cloud and decrypt the data using the
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supplied key. This ensures that no unauthorised user gets access to data even if he
manages to download the ciphertext from the Cloud as he does not possess the key
for decryption.

This solution however, is not both efficient and effective. Once the data owner
decides to revoke a user from accessing their data, one trivial solution would be for
the data owner to decrypt the data and re-encrypt the data again, this time with a new
key and distribute this new key to the remaining users in the group. This can become
extremely costly and places a huge burden on the data owner when considering
group sizes in excess of thousands to millions of users. Furthermore, as members
of the group continually join and leave, continually re-encrypting data and sending
re-encryption keys to a group of this size becomes impractical for the data owner
and infeasible to implement in the real world. Currently, there is ongoing research
on this problem.

Zhao et al. [61], suggests a progressive elliptic curve encryption scheme (PECE)
where a piece of data is encrypted a number of times using multiple keys and later
decrypted using one key. Data sharing involves one user, say Alice, encrypting her
data using her private key and storing the encrypted data to the Cloud. Another user,
say Bob, sends a request for data access permission by sending his public key to
Alice. Alice sends a credential to the storage provider for re-encryption of data and
sends a credential to Bob to decrypt the data. This is an effective technique as it keeps
data confidential as data is encrypted through the entire stages thus never allowing
a malicious user to view the plaintext data. This technique also does not allow the
permission bearer, in our case Bob, to share the file owned by the permission holder,
in our case Alice, with other users. The main problem however with this technique is
that it requires the data owner to be online at all times and hence makes it inefficient
for everyday users. This technique also assumes the private key of the Cloud provider
is shared with the data owner. Realistically, no system administrator would want to
share their keys with users and thus making it impractical to be deployed.

5.3.1 The Need for Key Management in the Cloud

Key management is anything you do with a key except encryption and decryption
[62] and covers the creation/deletion of keys, activation/deactivation of keys, trans-
portation of keys, storage of keys and so on. Most Cloud service provider’s provide
basic key encryption schemes for protecting data or may leave it to the user to encrypt
their own data.

Either way, there is a need to encrypt data that is involved in the Cloud. But how
do we handle the keys that are used for encryption? Where should the keys be stored
and who has access to those keys? How do we recover data if keys are lost? Both
encryption and key management are very important to help secure applications and
data stored in the Cloud [63]. Especially in recent times, there has been a strong
need for Cloud providers to adopt a robust key management scheme for their ser-
vices. However, there are still key management issues affecting Cloud computing as
described in [64]. We discuss the 3 requirements of effective key management below.
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• Secure key stores: The key stores themselves must be protected from malicious
users. If a malicious user gains access to the keys, they will then be able to access
any encrypted data the key is corresponded to. Hence the key stores themselves
must be protected in storage, in transit and on backup media.
• Access to key stores: Access to the key stores should be limited to the users that

have the rights to access data. Separation of roles should be used to help control
access. The entity that uses a given key should not be the entity that stores the key.
• Key backup and recoverability: Keys need secure backup and recovery solutions.

Loss of keys, although effective for destroying access to data, can be highly dev-
astating to a business and Cloud providers need to ensure that keys aren’t lost
through backup and recovery mechanisms.

Tim Mather [65] states that key management in enterprises today are broken and
that key management in the Cloud is a failed model that is neither effective nor
scalable. What cloud computing needs are standards. Fortunately there are a number
of standards of key management in the Cloud and is briefly described below.

• OASIS Key Management Interoperability Protocol (KMIP)—Used to define a sin-
gle, comprehensive protocol for communication between encryption systems and
enterprise key management systems [66, 67]. KMIP is becoming a widely accepted
standard in industry and are looking to implement it within their frameworks.
• NIST SP 800-57—Provides general guidelines on key management, the recom-

mended types of encryption schemes and protection requirements as well as infor-
mation of key recovery [68].
• IEEE 1619.3 Key Management—Covers storage encryption and key management

mainly for IaaS storage [64]. The standard has been disbanded since December
2010.
• ISO/IEC 11770-5:2011—Specifies key establishment mechanisms for multiple

entities to provide procedures for handling cryptographic keys used in symmetric
and asymmetric encryption algorithms [69].
• Other standards include ISO 11568-2:2012 [70], and IETF KeyProv.

Bruce Schneier [63] quotes “Key management is the hardest part of cryptography
and often the Achilles’ heel of an otherwise secure system”. Pate and Tambay [63]
describes that since technology is so broad as it spans various operating systems, stor-
age, encryption and key management, virtualization and VM mobility and Cloud,
key management solutions in the Cloud needs to be broader. Luther [62] on the
other hand, states that key management is harder than cryptography where cryp-
tography all boils down to math, key management involves technology, people, and
processes. He states that strong encryption is nearly impossible to beat compared to
key management which is not as robust.

5.3.2 Review of Works on Key Management

Lei et al. [71] illustrated the need for proper key management in the Cloud envi-
ronment. A Cloud Key Management Infrastructure (CKMI) is proposed which con-
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tains a Cloud Key Management Client (CKMC) and Cloud Key Management Server
(CKMS). The protocol includes objects which contain keys and certificates, etc,
the operations upon them such as creation, deletion, retrieval and updating of keys,
certificates, and also attributes related to the object in question such as the object
identifier. The method is effective for proper key management however, if the server
is broken, all the user’s data is lost and there is no proper backup and recovery
mechanism, a key requirement of key management as described above.

Huang et al. [13] worked to build on top of the Leakage Resilient Authenticated
Key Exchange (LR-AKE) first proposed by Fathi et al. [72] and proposed the LR-
AKE Cluster mode protocol for effective key management. The LR-AKE involves
the user remembering a password while additionally storing a high-entropy secret on
the client machine to allow communication between different servers. In the LR-AKE
Cluster mode, the client generates authentication secrets for each server and partial
data keys. Each pair authenticates and communicates with each other to combine
partial keys to reveal full data keys when user requests. The main weakness with this
protocol is that if any one of the servers or the client fails, the data is lost as the keys
used to access the data will not be available. The LR-AKE Cluster+ mode builds on
the LR-AKE Cluster mode, where aside from the user personal password, the client
chooses a random password (256 bits long) and another device (e.g., a USB drive)
stores this random password as well as the authentication secrets for added security
and higher availability. Secrets are required from both parties of the communication
and hence data still remains information-theoretically secure and confidential. One
of the drawbacks to this approach is that it requires the maintenance of a number of
servers and the client, which adds unwanted complexity when trying to attract large
number of users to the Cloud.

Sanka et al. [73] proposed capability lists for effective key management and data
access where the data owner does not have to be online at all times. The model
involves using a capability list where the data owner creates a list containing an entry
for each user and the permissions for file access and stores this list in the CSP. When
a user requests access to a file, he requests access to the file directly to the CSP,
hence data owner does not have to be online at all times and only needs to be online
when registering new users or revoking users from the list. The model is secure
and confidential against the Cloud and unauthorised users since they never know
the contents of the encrypted data since the key is a shared symmetric key between
the data owner and user. The main issue with the model however, is that it assumes
the CSP will not alter the capability list. The CSP has access to the unencrypted
capability list and can maliciously alter or shut out files from users.

Bennani et al. [74] proposes a model which replicates the database in the cloud n
times where n represents the number of roles. When a role is revoked access rights,
the corresponding database is removed. Changing a roles access rights leads in the
worst case to the creation from scratch a new view and re-keying the correspond-
ing database. One of the main problems with this model is that it is infeasible to
implement since it introduces high redundancy and hence is not efficient.
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Table 2 Summary of literature on key management in the Cloud

Method Data/Key Data owner Confidentiality preserved Single point
redundancy online at all times from CSP of failure

Lei et al. [71] N N Y Y
Huang et al. [13] Y N Y N
Sanka et al. [73] N N N N
Bennani et al. [74] Y N Y N

Y yes, N no

5.3.3 Discussion

The Table 2 shows a summary of the existing literature based on key management in
the Cloud. The works that were reviewed had a strong focus on preventing the need
for the data owner to be online at all times. Many of the works that were reviewed
also had a strong focus on preventing the Cloud from viewing any of the plaintext
at all times. However, in terms of achieving proper key management in the Cloud,
some form of redundancy had to be introduced in some of the works.

Proper key management in the Cloud can lead to more secure and confidential
sharing of data in the Cloud. A poor key management system can lead to the com-
plete unreliability of the Cloud and can also lose trust from its consumers. Hence
it is imperative that more research needs to done in achieving a more robust key
management for the Cloud not only to attract more consumers and build trust but
also to provide a foundation for secure and private data sharing in the Cloud.

5.4 Recent Approaches

In this section, we provide a review on current works of literature on enabling secure
and confidential data sharing in the Cloud.

5.4.1 Attribute-Based Encryption

Attribute-Based Encryption (ABE) is one effective and promising technique that is
used to provide fine-grained access control to data in the Cloud. Initially, access to
data in the Cloud was provided through Access Control Lists (ACLs) however, this
was not scalable and only provided coarse-grained access to data [53]. Attribute-
Based encryption first proposed by Goyal et al. [75] provides a more scalable and
fine-grained access control to data in comparison to ACLs.

Attribute-Based Encryption is an access control mechanism where a user or a
piece of data has attributes associated with it. An access control policy is defined and
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if the attributes satisfy the access control policy the user should be able to get access
to the piece of data.

There are two kinds of ABE [53], which are described as follows.

• Key-Policy ABE (KP-ABE): The access control policy is stored with the user’s
private key and the encrypted data additionally stores a number of attributes asso-
ciated with the data. A user can only decrypt the data if the attributes of the data
satisfy the access control policy in the user’s key. The access control policy is
usually defined as an access tree with interior nodes representing threshold gates
and leaf nodes representing attributes.
• Ciphertext-Policy ABE (CP-ABE): Essentially the converse of KP-ABE. The

access control policy is stored with the data and the attributes are stored in the
user’s key.

ABE for Data Sharing and Collaboration

ABE is also used for data sharing and collaboration works. Tu et al. [76] made use
of CP-ABE in the context of enterprise applications and also developed a revocation
mechanism that simultaneously allows high adaptability, fine-grained access control
and revocation. The department assigns users a set of attributes within their secret
key and distributes the secret key to the respective users. Any user that satisfies the
access control policy defined by the data collaborator can access the data. When a
user is revoked access rights, the data is re-encrypted in the Cloud rendering the
revoked user’s key useless. The scheme is proven to be semantically secure against
chosen ciphertext attacks against the CP-ABE model. However, the scheme is not
elegant in the case of user revocation since the updating of ciphertexts after user
revocation places heavy computation overhead even if the burden is transferred to
the Cloud.

Li et al. [77] leverages ABE in the context of the sharing of personal health records
(PHR) in the Cloud. Their framework consists of a public domain consisting of users
who make accesses on professional records such as doctors, nurses and medical
researchers, and also personal domain, which consist of users who are personally
associated with the data owner such as family and close friends. Role attributes are
assigned to the users in the public domain that represents their professional role and
they retrieve their secret keys from an attribute authority. This is effective as the data
owner need not be online at all times. In terms of access control, data owners specify
role-based fine-grained access control policies for their PHR files. Using role-based
access policies greatly reduces key management overhead for owners and users as
the owner does not have to manage keys for each individual user.



64 D. Thilakanathan et al.

Fig. 2 Key-policy attibute-based encryption

5.4.2 Proxy Re-encryption

Proxy Re-encryption is another technique that is fast becoming adopted for enabling
secure and confidential data sharing and collaboration in the Cloud.

Proxy Re-encryption [78] allows a semi-trusted proxy with a re-encryption key to
translate a ciphertext under the data owner’s public key into another ciphertext that
can be decrypted by another user’s secret key. At no stage will the proxy be able to
access the plaintext. Researchers have utilized proxy re-encryption in relation to the
Cloud and in particular for secure and confidential data sharing and collaboration in
the Cloud.

We demonstrate a basic Proxy Re-encryption scheme with the diagram below.
A user, say Alice, encrypts her data m, using her public key. When she wants to
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Fig. 3 Ciphertext-policy attribute-based encryption

Fig. 4 A basic proxy re-encryption scheme

share the data with another user, say Bob, she sends the encrypted data to a proxy.
The proxy then converts the data encrypted under Alice’s public key into data that is
encrypted under Bob’s public key and sends this to Bob. Bob can now use his private
key to decrypt the ciphertext and reveal the contents.

Proxy Re-encryption for Data Sharing and Collaboration

A number of works in literature have propositioned proxy re-encryption for enabling
secure and confidential data sharing and collaboration in the Cloud.

Tran et al. [79] uses the idea of Proxy Re-encryption scheme where the data
owner’s private key is divided into two parts. One half is stored in the data owner’s
machine while the other is stored in the Cloud proxy. The data owner encrypts the
data with half his private key, which then gets encrypted again by the proxy using
his other half of the key. Another user who has been granted access rights will then
have the same key divided with different parts. One half will be kept on the granted
user’s machine and the other half stored on the Cloud proxy. The user who has access
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rights can then retrieve the data as the proxy will decrypt the ciphertext with half the
user’s private key in the proxy and then decrypt again on the user’s side to retrieve
the full plaintext. When the data owner wishes to revoke a user from accessing the
data, he simply informs the Cloud proxy to remove the user’s key piece. The main
strength with this scheme is that it doesn’t require re-encryption if a user’s rights
are revoked and hence saves on computation costs, especially when considering the
large number of users in groups. As with the PECE scheme described above [61],
this scheme doesn’t allow outsiders to view the original plaintext at any point as the
data remains in an unreadable format in the Cloud. Only users with granted access
rights can view the original plaintext. However, the main problem with this scheme
is that of collusion attacks; if a revoked user and the proxy collude, that user then has
access to the other entire users private key in the group. Also, the proxy may suffer
from too many encryption and decryption operations. The model also assumes that
the data owner has already given permission to a number of users to access the data.

5.4.3 Hybrid ABE and PRE

ABE and Proxy Re-encryption have also been used in combination with each other
to provide extra security and privacy for data sharing and collaboration in the Cloud.
A number of works in literature are taking advantage of combining the power of the
two schemes to provide a more robust and guarantee further trust in the data owner
for the secure sharing of data in the Cloud.

Yu et al. [80] was one of the first works, which combined ABE, Proxy Re-
encryption and lazy encryption schemes for Cloud privacy and security. The scheme
works by data owner encrypting his data using a symmetric key and then encrypting
the symmetric key using a set of attributes according to KP-ABE scheme. A new user
joins the system when the data owner assigns an access structure and its correspond-
ing secret key and distributes this to the new user. To revoke a user, the data owner
determines the minimum number of attributes, which will never satisfy the revoked
user’s access structure and update these as necessary. All the remaining users secret
keys will also be updated. Due to the heavy burden of the data owner which may
require him to be online at all times to provide key updates, proxy re-encryption is
introduced to allow the Cloud to carry out these tasks. Hence most of the computa-
tional overhead is delegated to the Cloud. The data owner’s data is kept secure and
confidential at all times as the Cloud is only exposed to the ciphertext and not the
original data contents.

Yang and Zhang [81] also proposed a combination of the ABE scheme and Proxy
Re-encryption scheme to enable secure data sharing in the Cloud. The model involves
a data owner, say Alice, encrypting data d with a random key k. Alice then determines
another random value k1 and using access control policy pol, encrypts k1 using ABE.
Alice then computes k2 using operations on k and k1, ie, k2 = k ∗ k1 and encrypts
with her public key using proxy re-encryption. The two keys (ABE key and proxy
key) and the encrypted data are then stored in the Cloud. Using an authorisation
list, if an authorised user exists, he can then obtain the proxy key which is then re-
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encrypted with the user’s key. Using this, he decrypts the ABE key, then calculates k,
ie, k1 ∗ k2 and finally obtains the decrypted file. This technique ensures data is kept
confidential against the Cloud and from any unauthorised users. In the scenario that
a user is revoked access rights, the data owner simply informs the Cloud to remove
that user’s entry in the authorisation list and hence is computationally efficient.
However, this scheme does not deal with the scenario where a revoked user rejoins
the group with different access privileges. The revoked user still has the decryption
keys corresponding to ABE and hence in theory can regain access to data he is not
allowed to.

Liu et al. [82] proposed a clock-based proxy re-encryption scheme (C-PRE) and
combined CP-ABE to achieve fine-grained access control and scalable user revo-
cation. In C-PRE, the data owner and the Cloud share a secret key and this key is
used to calculate the PRE keys based on the Cloud’s internal clock. The Cloud will
re-encrypt the ciphertext with the PRE keys. Each user is associated with a set of
attributes and an eligible time which determine how long the user can access the
data. The data itself is associated with an access control structure by CP-ABE and
also has an access time. When a user requests file access, the Cloud determines the
current time using its internal clock and then uses the shared key to calculate PRE
keys in time format for all the attributes in the access structure. The PRE keys are
then used to re-encrypt the ciphertext. Only users whose attributes satisfy the access
control structure and whose eligible time satisfies the access time can decrypt the
data. The main benefit with this technique is that the re-encryption of all the data
is delegated to the Cloud instead of the data owner and hence is efficient from the
data owner’s perspective. The user revocation problem is also solved since the data
can only be accessed if the user’s attribute satisfies the access control structure and
their eligible time satisfies the access time. One problem with this technique though,
is that data is re-encrypted every time a user makes an access request. Even though
the re-encryption is delegated to the Cloud, it is still not a very efficient solution
especially when considering very large data sizes.

5.4.4 Discussion

The Table 3 shows a summary of the existing literature based on secure and confi-
dential data sharing in the Cloud. Many of the works reviewed had a strong focus
on preventing collusion attacks as well as researching ways for the data owner to
be online only when required. In terms of user revocation, some of the reviewed
literature showed fast methods of user revocation where revocation involves simply
removing a key for instance. Other works required the data to be re-encrypted and
the keys to be re-distributed in a secure method and this mainly occurred with works
that used ABE techniques.

Data sharing and collaboration in the Cloud is still currently a strong focus of
research today and in particular many works are focusing on solving the user revo-
cation problem as well as ways to manage the sharing and collaboration of large data
sizes.



68 D. Thilakanathan et al.

Table 3 Summary of literature on secure and confidential data sharing

Method ABE PRE Likelihood of User Data owner
collusion attacks revocation online all times

Zhao et al. [61] N N N F Y
Tu et al. [76] Y N N S N
Li et al. [77] Y N N F N
Tran et al. [79] N Y Y F N
Yu et al. [80] Y Y N S N
Yang and Zhang [81] Y Y N F N
Liu et al. [82] Y Y N S N

Y yes, N no, F fast, S slow

6 Future Directions

In this chapter, we have reviewed literature on ways to provide a secure environment
where a data owner can share data with members of his group while preventing any
outsiders from gaining any data access in case of malicious activities such as data loss
and theft. However, throughout the chapter we assume that members of the group
will not carry out malicious activities on the data owner’s data.

Auditing and Accountability in the Cloud is a potential for future research in the
context of data sharing in the Cloud. As discussed in Sect. 1, many users, in particular
organisations and enterprises, benefit from data sharing in the Cloud. However, there
is always a likely chance that members of the group can carry out illegal operations
on the data such as making illegal copies and distributing copies to friends, general
public, etc in order to profit. A future research direction would be to find ways for a
data owner to hold accountable any member that carries out malicious activities on
their data.

Another research direction would be to give the data owner physical access control
over his data. Instead of accountability, the data owner can create a set of access
control rules on his data and send the data along with the access control policy. In
this way, any member with access to the data can only use the data in such a way
that abides by the access control policy. If a member attempts to make illegal copies
of the data, the access control policy should “lock” the data to prevent the member
from doing so.

Also, since data stored in the Cloud are usually stored and replicated in different
geographical locations around the world, it is crucial that the legal jurisdictions are
honored and followed. A potential research direction would be to find ways to store
and process data in a way that does not breach the privacy and security laws of the
region.
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7 Summary

Data Sharing and Collobaration in the Cloud is fast becoming available in the near
future as demands for data sharing continues to grow rapidly. In this chapter, we
presented a review on enabling secure and confidential data sharing and collabora-
tion using Cloud computing technology. We examined definitions related to Cloud
computing and privacy. We then looked at privacy and security issues affecting the
Cloud followed by what is being done to address these issues.

We then discussed why data sharing in the Cloud is important and the traditional
approach to data sharing in the Cloud. We discussed key management in the Cloud
and how proper key management leads to more secure and confidential data which
can aid secure and private sharing of data in the Cloud. We reviewed current state-of-
the-art literature related to key management in the Cloud. We explained the different
techniques, namely ABE and PRE that are currently used to enable secure data
sharing in the Cloud. We also reviewed current state-of-the-art literature in relation
to secure and confidential data sharing in the Cloud and gave a brief overview on the
future of data sharing in the Cloud where the data owner could have more control
over the usage of their data.
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Adaptive Security Management in SaaS
Applications

Mohamed Almorsy, Amani Ibrahim and John Grundy

1 Introduction

Despite the potential benefits, cost savings and revenues that can be gained from
adopting the cloud computing model, a downside is that it increases malicious attack-
ers’ interest and ability to find vulnerabilities to exploit in cloud software and/or
infrastructure. In addition, the cloud model is still not fully mature and a lot of issues
that impact the model’s credibility and pervasiveness are still open. These include
vendor lock-in, multi-tenancy and isolation, data placement and management, ser-
vice portability, elasticity engines, SLA management, and cloud security, which are
well known open research problems in the cloud computing model [1].

Cloud consumers consider security as a major concern that hampers their adoption
of the cloud computing model [2]. This is because: (1) enterprises outsource the
security management of their cloud-hosted assets to a third party (cloud provider)
that hosts their IT assets. This leads to the well-known loss of control problem [3],
where cloud consumers do not have security control on their outsourced assets; (2) co-
existence of different tenants’ assets in the same location and using the same instance
of a software service. This makes them unaware of the soundness of service security
and what security controls are used to safeguard each tenant’s data and ensure no data
confidentiality breaches exist; (3) the lack of security guarantees in the Service Level
Agreements (SLAs) between cloud consumers and cloud providers. Most existing
SLAs focus on reliability, availability and performance of services rather than security
[4]; and (4) hosting valuable enterprise assets on publicly accessible infrastructure
increases the possibility of attacks and interest of attackers to exploit vulnerabilities
in such services to achieve benefits (such as compromising one tenant’s data by other
tenants who may be competitors).
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From the cloud providers’ perspective, security requires a lot of expenditure (e.g.,
security solutions’ licenses), resources (security is a resource intensive aspect), and
is a difficult problem to master due to its complexity (in terms of number of services,
stakeholders, security solutions, etc.). However, ignoring or delaying the improve-
ment of security in the cloud computing roadmap will not meet expected revenues
and take-up. Thus, cloud providers have to understand consumers’ concerns and seek
out new security solutions that resolve such concerns.

Finally, from the security vendors’ perspective, developing different security adap-
tors to integrate with different cloud services is a big headache. The development of
a security management framework helps mediate between cloud services and secu-
rity controls. Such a framework should integrate with security solutions through a
common security interface (thus vendors will have to develop only one adaptor),
and at the same time integrates with the cloud services to be secured using runtime
software instrumentation approaches.

Security management systems help in capturing and defining enterprise asset
security, enforcing specified security details, monitoring the security status of these
assets, and improving security to meet target security objectives that may also change
overtime according to business needs. The security challenges of the cloud com-
puting model make it too hard to depend on manual approaches that require deep
involvement of stakeholders, either cloud or service providers or service consumers,
to deliver the intended security level. In order to address cloud security challenges,
we have identified five main areas we need to consider in order to deliver an adaptive
security management framework for the cloud computing model.

• Cloud computing: We need to study the cloud computing model characteristics
and define the main factors that contribute to the cloud computing security problem.
We need to identify the key requirements that should be addressed when developing
such a security management model for the cloud computing model. This issue was
discussed in previous chapters of this book;
• Security management: We need to study the existing security management efforts

and standards. We need to identify the key limitations of these efforts when applied
to the cloud computing model, and which one(s) to use or extend when addressing
the cloud computing model;
• Security analysis: We need to determine the main security analysis tasks; what are

the existing security analysis efforts in the web applications security analysis area;
and how far these efforts support automation of the security analysis task. More-
over, we need to know how these efforts are extensible to support the discovery of
existing as well as new vulnerabilities that emerge at runtime;
• Security engineering: We need to capture, inject, and update cloud services’

security for different tenants at runtime taking into consideration different SaaS
multi-tenancy models. We need to study the existing security engineering efforts;
identify the key limitations of these efforts that arise from applying these tech-
niques to the cloud services; and how they fit with the multi-tenancy require-
ments. Moreover, we need to know how much automation is possible with these
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approaches to facilitate the automated integration of these approaches with the
target cloud services;
• Security monitoring: We need to determine what security monitoring platforms

exist and how these platforms fit into the cloud multi-tenancy model—i.e., how
can we capture different tenants’ security metrics and how can we plug-in security
probes that collect measurements required to assess the security status specified
by different tenants.

The remaining part of this chapter is organized as follows. In Sect. 2, we discuss
the key security management standards, differences, and limitations that fit with the
cloud computing model. In Sect. 3, we discuss key efforts in security analysis (as a
main source of security requirements). In Sect. 4, we discuss key efforts in security
enforcement. In Sect. 5, we discuss key efforts and limitations in security monitoring
area. In Sect. 6, we introduce our proposed solution for the cloud computing security
management problem and the main framework architecture components. In Sect. 7,
we introduce a structure.

2 Security Management Standards

Information security management systems [5–7] are defined as systems that deliver
a holistic “model for establishing, implementing, operating, monitoring, reviewing,
maintaining and improving the protection of information assets”. We have identified
two key security management standards. The first one is the Federal Information
Security Management Act introduced by the National Institute of Standards and
Technology–NIST-FISMA [5]. The second one is the International Organization
for Standardization and the International Electro-technical Commission–ISO/IEC—
ISO27000 [6]. Below we summarize these two standards.

2.1 NIST-FISMA Standard

NIST-FISMA was originally declared as an e-Government Act in 2002 [5]. The
FISMA standard delivers the guidelines to develop an agency-wide security man-
agement program that help in categorizing information systems, capturing security
objectives, enforcing specified security, and monitoring the security status of agency
assets. The standard includes a set of guidelines and standards that help implementing
the information security management program as follows:

• Standards for categorizing information and information systems by mission
impact—i.e., the impact of a security breach on a given information system on
the assigned security.
• Standards for minimum security requirements for information and information

systems. Based on the security categorization of the information systems, a set
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of minimum security requirements and security controls baseline is selected from
the set of the available security control baselines—i.e., if an information system
is assigned a low security impact, this means that the low impact security require-
ments and controls baseline is selected and should be enforced by the security
experts.
• Guidance for selecting appropriate security controls for information systems. Dif-

ferent information systems may have different natures that may require using
specific rather than common security controls.
• Guidance for assessing security controls in information systems and determining

security control effectiveness. This guideline defines how to select the security
controls to be assessed, the method of the assessment, metrics that could be used,
and how the assessment could be conducted.
• Guidance for the security authorization of information systems. This guideline

specifies who should be responsible for authorizing the security management plan
developed including how the identified risks are addressed /mitigated.
• Guidance for monitoring the security controls and the security authorization of

information systems. This guideline defines, for each security controls’ family
(FISMA standard divides the security controls into a set of 17 security controls
families), the set of security metrics that should be measured to monitor the security
status of a given system, the frequency of applications, nature of the metric, formula
of the metric, unit of measure, etc. (Fig. 1).

2.2 ISO27000 Standard

The ISO27000 standard [6, 8] provides a model to guide the definition and operation
of information systems security management. The ISO27000 targets all types of
organizations other than federal agencies as intended in the FISMA standard. The
ISO27000 standard has a series of security standards that address different areas in
the information systems security management framework as follows:

• ISO 27001: This standard gives an overview of the specification of any ISMS
that is based on ISO27000 standard. It shows how the ISMS standard is aligned
with the Plan-Do-Check-Act (PDCA) management model. It summarizes the key
terminologies existing in the security management process and gives a summary
of security controls objectives that should be operated.
• ISO 27002: This standard focuses on security controls’ implementation guidance

to help organizations during the ISMS implementation, reviewing and authoriza-
tion phases. It shows how these phases could be done to address different security
targets including Human Resources, physical security, communication security,
access control, etc.
• ISO 27003: This standard gives guidance on implementation of different ISMS

phases including planning processes, do processes, check processes, and act
processes phases.
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Categorize Information
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FIPS199

Select Security Controls

FIPS200 / SP800-53

Controls Implementation

SP800-70

Security Assessment

SP800-53A

Security Authorization

SP800-37

Security Monitoring

NIST SP 800-137

Fig. 1 NIST-FISMA main phases, flow, and standards

• ISO 27004: This standard addresses the ISMS measurements and metrics that
could be used, stakeholders and responsibilities, measurement operations, data
analytics of the measurement results, and further improvement actions that could
be taken.
• ISO 27005: This standard addresses the security risk management process. It

details a methodology for information security risk management including risk
analysis, treatment, and acceptance.
• ISO 27006: This standard provides guidelines to help organizations in the accredi-

tation process of ISMS certification. It documents the key requirements that should
be satisfied and how they can be addressed (Fig. 2).

2.3 Differences Between NIST-FISMA and ISO27000

We have determined that there are a lot of similarities exist between ISO27000
and NIST-FISMA standards. This includes the general approach, phases of security
management, complexity of both standards to implement and satisfy, relatively sim-
ilar concepts, and both provide a list of security controls (NIST specifies links to
ISO27000 security controls). However, we found a set of key differences between
them as well. NIST-FISMA targets federal agencies while ISO27000 target com-
mercial organizations; however, there is no problem in applying NIST standard to
commercial organizations. NIST-FISMA focuses mainly on one or more IT systems.
On the other hand, The ISO27000 has organizational-wide focus. NIST uses IT
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Fig. 2 ISO27000 main phases, flow, and standards

systems’ categorization as a selector to decide the set of security controls (baseline)
to apply, while ISO27000 assumes that the set of security controls provided in the
standard are available to be picked up and used according to the situation. In our
opinion, this helps in the security controls selection phase by minimizing the scope
of security controls to select from (minimize the possibility of error or missing secu-
rity). Moreover, this security controls baseline could be customized later according
to identified and assessed security risks.

2.4 Security Management Standards and the Cloud Computing
Model

Both ISO27000 and NIST-FISMA standards assume that the assets (i.e., IT systems)
owner has full control over the security management process of their assets—i.e.,
these assets are mostly hosted internally inside their network perimeter or at least they
can specify and monitor the security of their assets if hosted on a service provider.
Thus both standards, in terms of their current specifications, do not fit well with
the cloud computing model and the multi-tenancy model where tenants do not have
any control on their outsourced assets where service consumers do not have any
participation in securing the cloud services . This is a well-known security problem
with the cloud computing model known as the “loss-of-control” problem. Multi-
tenancy adds a new, complex dimension to the loss-of-control security problem.
These security management standards are not designed to take into consideration the
service sharing concept introduced by multi-tenancy—i.e., how to capture, enforce,
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Fig. 3 Information security
management main phases

and monitor service security status for different tenants given that these security
requirements may change overtime. Moreover, the set of service tenants evolves at
runtime. New tenants may register to use the service at runtime. At the same time,
other tenants may unregister from the service.

2.5 Rethinking About Security Management Standards

From this analysis of current security management standards, we need to rethink
security management systems by considering three key phases: defining security,
enforcing security, and monitoring and improving security, as shown in Fig. 3.

• Defining Security: This task focuses on how to identify IT assets to be secured
and how to categorize them according to their importance, how to capture different
stakeholders’ security objectives and goals, how to identify security threats, vul-
nerabilities and attacks, and how to identify the security requirements and controls
that mitigate these (identified) security risks and satisfy these (specified) security
objectives.
• Enforcing Security: This task focuses on how to implement and configure the

specified security controls and how to integrate these security controls within the
target IT systems that need to be secured, how to manage changes required to
effect new security updates resulting from new business needs and new security
risks.
• Monitoring and Improving Security: This task focuses on how to capture stake-

holders’ security metrics, how to generate necessary security probes that can col-
lect measurements of security controls and IT system status, how to analyse these
results, and how to improve the operated security to improve the security status to
match the specified stakeholders’ security objectives.
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In the next sections, we discuss each of these building blocks with detailed analysis
of the existing efforts and their key limitations, taking into consideration key cloud
security challenges, especially service outsourcing and multi-tenancy dimensions.

3 Security Analysis

Possible system threats and vulnerabilities represent a key source of security require-
ments. Security analysis approaches usually depend on (1) static techniques that are
applied directly to the system source code. This includes pattern matching: searching
a “pattern” string inside the source code and the instances where patterns occurred;
(2) Dynamic techniques introduce faults in order to test the behaviour of the system
under test. Some knowledge about the system is required; and (3) Hybrid techniques
that use both static and dynamic analysis techniques to achieve high accuracy and
detect complex vulnerabilities.

Attack Analysis is a security analysis area that targets identifying possible attack
paths required to achieve a specific attack goal on a target system entity. Chinchani
et al. [9] propose an approach to represent a possible attack vector on a given target
component. The approach is based on modelling a system as a set of entities (targets).
These targets are connected to each other if there is a physical link. Each target has a
set of information it processes (keys). If the attacker does not know this information
then there will be a cost to get it. Thus the attack vector reflects the set of entities that
an attacker has to go through in order to reach his target. This approach was introduced
as a replacement of attack graphs (action-centric) that suffer from the state explosion
problem. Sheyner et al. [10] propose an automated approach to generate an attack
graph required to achieve a given attack goal. Their approach is based on creating
a network model that reflects all atomic attacks existing in each node. They used
a modified version of model checking that can generate all possible combinations
of possible paths (not only paths that violate or satisfy a given property). They
specify the attack goal as CTL expression. The CTL expression is the negation of
the attacker objectives. Hewett and Kijsanayothin [11] introduce another approach
for formal attack analysis that focuses on hosts rather than on network entities. This
is another approach to mitigate the state explosion problem arising from using attack
graphs. Ou et al. [12] introduce an approach for attack graph generation based on
logic-programming. This approach represents attack scenarios as a set of data-logs
and associated rules.

Threat Analysis is the second side in the security analysis triangle that aims to
identify possible threats on a given system using the set of identified vulnerabilities or
attack graphs and the system architecture details. We may conduct threat analysis on
high level system architecture before the system exists using a set of common known
weaknesses in the underlying technologies used. Yee et al. [13] introduce an auto-
mated approach for threat identification based on a predefined set of expert-defined
rules. Given a UML diagram of the target system along with the set of vulnerabili-
ties existing in a given program, it applies the rules to identify the possible system
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threats. The approach has a lot of limitations related to the system model and the
threat identification rules. Measuring the attack surface of an application is another
approach for threat analysis. Manadhata and Wing [14] propose a metric for system
security based on system attack surface. This approach is based on calculating entry
and exist points and the communication channels used. Abi-Antoun and Barnes [15]
propose an approach that looks for security flaws in a given system based on the
Microsoft STRIDE model. They introduce a set of rules that can be used to identify
and decide the possibility of a given threat based on checking rules related to the
preconditions of a discovered vulnerability and the existence of sufficient security
controls.

Vulnerability Analysis Existing vulnerability analysis efforts are mostly designed
to analyse against specific vulnerability types, such as SQL Injection and Cross-Site
Scripting. Jimenez et al. [16] review various software vulnerability prevention and
detection techniques. Broadly, static program analysis techniques work on the source
code level. This includes pattern matching that searches for a given string inside
source code, tokens extracted from source code, or system byte code e.g., calls to
specific functions. NIST [17] has been conducting a security analysis tools assess-
ment project (SAMATE). A part of this project is to specify a set of weaknesses
that any source code security analysis approach should support including SQL Injec-
tion, XSS, OS command Injection, etc. They have also developed a set of test cases
that help in assessing the capabilities of a security analysis tool in discovering such
vulnerabilities. Halfond et al. [18] introduce a new SQL Injection vulnerability iden-
tification technique based on positive tainting. They identify “trusted” strings in an
application and only these trusted strings can be used to create certain parts of an SQL
query, such as keywords or operators. Dasgupta et al. [19] introduce a framework for
analysing database application binaries to automatically identify security, correct-
ness and performance problems especially SQLI vulnerabilities. They adopt data and
control flow analysis techniques as well as identifying SQL statements, parameters,
tables and conditions and finally analyse such details to identify SQLI vulnerabili-
ties. Martin et al. [20] and Lam et al. [21] introduce a program query language PQL
that can be used to capture definition of program queries that are capable to identify
security errors or vulnerabilities. A PQL query is a pattern to be matched on execu-
tion traces. They focus on Java-based applications and define signatures in terms of
code snippets. This approach limits their capability to locate vulnerability instances
that match semantically but not syntactically. Wassermann and Su [22] introduce an
approach to finding XSS vulnerabilities based on formalizing security policies based
on W3C recommendation. They conduct a string-taint analysis using context free
grammars to represent sets of possible string values. They then enforce a security
policy that the generated web pages include no untrusted scripts. Jovanovic et al. [23]
introduce a static analysis tool for detecting web application vulnerabilities. They
adopt flow-sensitive, inter-procedural and context-sensitive data flow analysis. They
target identifying XSS vulnerabilities only. Ganesh et al. [24] and Kieyzun et al. [25]
introduce a string constraint solver to check if a given string can have a substring with
a given set of constraints. They use this to conduct white box and dynamic testing
to verify if a given system is vulnerable to SQLI attacks. Bau et al. [26] perform an
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analysis of black-box web vulnerability scanners. They conducted an evaluation of
a set of eight leading commercial tools to assess the supported classes of vulnera-
bilities and their effectiveness against these target vulnerabilities. A key conclusion
of their analysis is that all these tools have low detection rates of advanced and
second-order XSS and SQLI. The average percentage of discovered vulnerabilities
is only 53 %. Their analysis shows that these tools achieve 87 % in detecting session
management vulnerabilities and 45 % in detecting cross site scripting vulnerabilities.
Kals et al. [27] introduce a vulnerability scanner that uses a black-box to scan web
sites for the presence of exploitable SQLI and XSS. They do not depend on a vul-
nerability signature database, but they require attacks to be implemented as classes
that satisfy certain interfaces. Balzarotti et al. [28] introduce composition of static
and dynamic analysis approaches, “Saner”, to help validating sanitization functions
in web applications. The static analysis is used to identify sensitive sources/sinks
methods. Dynamic analysis is used to analyse the identified suspected paths.

4 Security Enforcement

4.1 Security Engineering

Software security engineering aims to develop secure systems that remain dependable
in the face of attacks [29]. Security engineering activities include: identifying security
objectives that systems should satisfy; identifying security risks that threaten system
operation; elicitation of security requirements that should be enforced on the target
system to achieve the expected security level; developing security architectures and
designs that deliver the security requirements and integrates with the operational
environment; and developing, deploying and configuring the developed or purchased
security controls. Approaches typically focus on security engineering during system
design. Misuse cases [30] capture use cases that should not be allowed and may
harm the system operation. UMLSec [31] extends UML with a profile with set
of stereotypes to annotate design elements with security requirements. UMLSec
provides a comprehensive UML profile but it was developed mainly for use during
the design phase. SecureUML [32] provides a meta-model to design RBAC policies
of a target system. Both approaches are tightly coupled with the software system
design models.

4.2 Adaptive Application Security

Adaptive application security is another key area in security engineering that focuses
on enabling a given system to adapt its security capabilities at runtime. Extensible
Security Infrastructure [33] is a framework that enables systems to support adaptive
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authorization enforcement through updating in memory authorization policy objects
with new low level C code policies. It requires developing wrappers for every system
resource that catch calls to the resource and check authorization policies. Strata
Security API [34] hosts systems on a strata virtual machine. This enables interception
of system execution at the instruction level based on user security policies. The
framework does not support securing distributed systems and it focuses on low level
policies again specified in C code. Serenity [35] enables provisioning of appropriate
security and dependability mechanisms for Ambient Intelligence systems at runtime.
Security attributes are specified on system components at design time. At runtime
the framework links such Serenity-aware systems to the appropriate security and
dependability patterns. Serenity does not support dynamic or runtime adaptation for
new unanticipated security requirements. Morin et al. [36] propose a security-driven
and model-based dynamic adaptation approach enabling applications to reflect the
specified context-aware AC policies. Engineers define security policies that take into
consideration context information. Whenever the system context changes, the tool
updates the system architecture to enforce the suitable security policies.

4.3 Multi-tenancy Security Engineering

Multi-tenant security engineering is a new branch of security engineering. Cai
et al. [37] proposed an approach to transform existing web applications into multi-
tenant SaaS applications. They focus on the isolation problem by analyzing applica-
tions to identify required isolation points that should be handled by the application
developers. Guo et al. [38] developed a multi-tenancy enabling framework based
on a set of common services that provides security isolation and performance isola-
tion. Their security isolation pattern considers the case of having different security
requirements (for authentication and access control only). However, it depends on
the tenant’s administration to manually configure security policies, map tenant’s
users and roles to the application’s predefined roles. Pervez et al. [39] developed a
SaaS architecture that supports multi-tenancy, security and load dissemination. Their
architecture is based on a set of services that provide routing, logging, security. Their
proposed security service delivers predefined authentication and authorization mech-
anisms. No control by service consumers of the security mechanisms is supported
and no isolation is provided between the authentication and authorization data of
different tenants. Menzel et al. [40] proposed a model driven approach and language
to specify security requirements on web services and web applications composed
of web services. Each application instance (and its services) is deployed on a VM.
They assume that web applications are composed of web services only, and that
multi-tenant security is maintained through using VMs for each tenant (the simplest
case of supporting multi-tenancy).
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5 Security Monitoring and Improving

NIST [41] characterizes security metrics into three types: (i) Implementation metrics.
These metrics are intended to demonstrate progress in implementing information
security solutions and related policies and procedures; (ii) Effectiveness/efficiency
metrics. These metrics are intended to monitor if the implemented security con-
trols are implemented correctly, operating as intended and meeting the desired out-
comes. Effectiveness focuses on the robustness of the security controls while effi-
ciency focuses on the capability of the security controls to mitigate the security
objectives; (iii) Impact measures are used to articulate the impact of IT security
on missions including cost savings, and public trust. Existing efforts in information
security measurements and monitoring focus on proposing guidelines or processes
to be followed when defining metrics and collecting measurements. Chandra and
Khan [42] introduce steps to identify the required security metrics in a given system.
This includes specify metric requirements, identify vulnerabilities, identify software
characteristics, analyse security model, categorize security metrics, specify security
metric measures, design metric development process, develop a security metric, and
finalize the metric suite. Similar efforts have been introduced for the cloud [43].

6 A Collaboration-Based Cloud Security Management
Framework

6.1 Aligning NIST-FISMA with the Cloud Computing Model

To build our adaptive model-based cloud computing security management approach,
we found it crucial to base such an approach on well-known and well-defined security
management standards, such as ISO27000 or NIST-FISMA. However, such security
management standards are far from covering the full complexity of the cloud com-
puting model and mainly multi-tenancy and outsourcing of IT assets. In this Section,
we introduce our proposed alignment of the NIST-FISMA standard to fit with the
cloud computing model, enabling cloud providers and consumers to maintain their
security management processes on cloud platforms and services. This framework, as
summarized in Table 1, is based on improving collaboration between cloud providers,
service providers and service consumers in managing the security of the cloud plat-
form and the hosted services. Below we explain how we aligned each phase of the
NIST-FISMA standard with the cloud computing model.

Service Security Categorization

Each service (SJ ) hosted on the cloud platform can be used by different tenants. Each
service tenant (Ti), or cloud consumer (CC) owns their information only in the shared
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service (SJ ). The tenant is the only entity that can decide/change the impact of a loss
of confidentiality, integrity and availability on their business objectives. Each tenant
may assign different impact levels (Low, Medium, or High) to security breaches of
their information. NIST has introduced a new project that proposes a new model for
security management of the cloud computing model–FedRAMP [44]. In FedRAMP,
the cloud provider specifies the security categorization of services delivered on their
cloud platform. However, this is not sufficient as the cloud provider does not have
sufficient knowledge about the impact of information security breaches on their
tenants’ business objectives. Our approach enables cloud consumers to be involved
in specifying the security categorization of their information. Moreover, our approach
enables both scenarios where we can consider the security categorization (SC) per
tenant or per service. The security categorization of the service is calculated as the
maximum of all tenants’ categorizations:

SC(Ti) = {(confidentiality, impact),

(integrity, impact),

(availability, impact)} ∈, Impact{Low, Medium, High} (1)

SC(Sj) = {(Confidentiality, Max(∀Ti(impact))),

(Integrity, Max(∀Ti(impact))),

(Availability, Max(∀Ti(impact)))} (2)

Security Control Selection

The selection of the security controls to be implemented in protecting tenants’ assets
has two steps: (a) baseline security controls selection—the FISMA standard pro-
vides a catalogue of security control templates categorized into three baselines (low,
medium and high). Based on the security categorization of the tenant or the service we
select the initial baseline of controls that are expected to provide the required level of
security specified by tenants. (b) tailoring of the security controls baseline—we tailor
the security controls baseline identified to cover the service possible vulnerabilities,
threats, risks and the other environmental factors as follows:

1. The service risk assessment process

• Vulnerabilities Identification—this step requires being aware of the service
and the operational environment architecture. We consider the involvement
of the service provider (SP) who knows the internal structure of the provided
service and the cloud provider (CP) who knows the cloud platform architec-
ture.
• Threat Identification—the possible threats, threat sources and capabilities on

a given service can be identified by collaboration among the SPs, CPs, and
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CCs. CCs are involved as they have the knowledge about their assets’ value
and know who may be a source of security breaches.
• Risk Likelihood—based on the capabilities of the threat sources and the nature

of the existing vulnerabilities, the risk likelihood is rated as low, medium or
high.
• Risk Level (Risk Exposure)—based on the risk impact (as defined in phase

1) and risk likelihood we drive the risk level as (Risk Level = Impact X
Likelihood).

2. The security controls baseline tailoring process
Based on the risk assessment process, the selected security controls baseline can
be tailored to mitigate new risks and fit with the new environment conditions
(scoping of the security controls) as follows:

• Identify the common security controls; the cloud stakeholders decide on which
security controls in the baseline they plan to replace with a common security
control (either provided by the CPs or by the CCs);
• Identify critical and non-critical system components; the SPs and CCs should

define which components are critical to enforce security on it and which are
non-critical (may be because they are already in a trusted zone) so no possible
security breaches;
• Identify technology and environment related security controls; used whenever

required, such as wireless network security controls;
• Compensating Security Controls—whenever the stakeholders find that one

or more of the security controls in the tailored baseline do not fit with their
environment conditions or are not available, they may decide to replace such
controls with a compensating control;
• Set Security controls parameters—the last step in the baseline tailoring process

is the security controls’ parameters configuration, such as minimum password
length, maximum number of unsuccessful logins, etc. This is done by collab-
oration between the CPs and CCs. The outcome of this phase is a security
management plan that documents service security categorization, risks, and
the tailored security controls baseline.

Security Controls Implementation

The security plan for each tenant describes the security controls to be implemented by
each involved stakeholder based on the security control category (common, service
specific). The common security controls implementation is the responsibility of the
common control provider who may be the CPs (in case of internal security controls)
or the CC (in case of external controls). The service-specific security controls imple-
mentation is the responsibility of the SPs. Each stakeholder must document their
security controls implementation configuration in the security management plan.
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Security Controls Assessment

Security controls assessment is required to make sure that the security controls
implemented are functioning properly and meet the security objectives specified.
This step includes developing a security assessment plan that defines: what are the
security controls to be assessed; what are the assessment methods to be used; and
what are the security metrics for each security control. The results of the assess-
ment process are documented in a security assessment report. This step may result
in going back to the previous steps in case of deficiency in the controls implemented
or continuing with the next steps.

Service Authorization

This step represents the formal acceptance of the stakeholders on the identified risks
involved in the adoption of the service and the agreed on mitigations. The security
plan and security assessment plan are the security SLA among the involved parties.

Monitoring the Effectiveness of Security Controls

The CPs should provide security monitoring tools to help the CCs in monitoring the
security status of their assets. The monitoring tools should have the capability to
capture the required security metrics and report the collected measures in a security
status report either event-based or periodic-based. The results of the monitoring
process may require re-entering the SMP to handle new unanticipated changes.

6.2 Security Automation

After aligning the FISMA standard with the cloud model we adopted a set of security
standards to help improving the framework automation and its integration with the
existing security capabilities, as shown in Fig. 4 and examples listed in Table 2.

• Common Platform Enumeration (CPE) [45]: The CPE provides a structured nam-
ing schema for IT systems including hardware, operating systems and applications.
We use the CPE as the naming convention of the cloud platform components and
services. This helps in sharing the same service name with other cloud platforms
and with the existing vulnerabilities databases such as NVD [46].
• Common Weakness Enumeration (CWE) and Common Attack Pattern Enu-

meration and Classification (CAPEC) [45]: The CWE Provides a catalogue of
the community recognized software weaknesses. The CAPEC provides a cata-
logue of the common attack patterns. Each attack pattern provides a description
of the attack scenario, likelihood, knowledge required and possible mitigations.
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Fig. 4 A class diagram of
the adopted security standards
and their relationships
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We use the CWE and CAPEC as a reference for the cloud stakeholders during the
vulnerabilities identification phase.
• Common Vulnerability and Exposure (CVE) [45]: The CVE provides a dictionary

of the common vulnerabilities with a reference to the set of the vulnerable products
(encoded in the CPE). It also offers vulnerability scoring that reflects the severity of
the vulnerability. We use the CVE to retrieve the know vulnerabilities discovered
in the service or the platform under investigation.
• Common Configuration Enumeration (CCE) [45]: The CCE provides a struc-

tured and unique naming to systems’ configuration statements so that systems can
communicate and understand such configurations. We use the CCE in the security
controls implementation phase. Instead of configuring security controls manually,
the administrators can assign values to security control templates’ parameters. Our
framework uses these configurations in managing the selected security controls.

Table 2 Formats of the adopted security standards

Standard Format Example

CPE cpe:/part: vendor : product: cpe:/a:SWINSOFT: Galactic:1.0:
version : update : edition: language update1:pro:en-us

CVE CVE-Year-SerialNumber CVE-2010-0249
CWE CWE-SerialNumber CWE-441
CAPEC CAPEC-SerialNumber CAPEC-113
CCE CCE-softwareID-SerialNumber CCE-17743-6
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6.3 Cloud Security Management Framework Architecture

Our framework architecture consists of three main layers: a management layer, an
enforcement layer, and a feedback layer. These layers, shown in Fig. 5, represent the
realization of the ISMS phases.

• Management layer: This layer is responsible for capturing the security specifi-
cations of the CPs, SPs, and CCs. It consists of: (a) The security categorization
service used by the hosted services’ tenants to specify security categorization
of their information maintained by the cloud services; (b) The collaborative risk
assessment service where all the cloud platform stakeholders participate in the
risk assessment process with the knowledge they possess. (c) The security con-
trols manager service is used to register security controls, their mappings to the
FISMA security controls’ templates, and their log files structure and locations. (d)
The security metrics manager service is used by the cloud stakeholders to register
security metrics they need to measure about the platform security. (e) The multi-
tenant security plan (SLA) viewer service is used to reflect the tenant security
agreement. This shows the tenant-service security categorization, vulnerabilities,
threats, risks, the selected mitigation controls and the required metrics. (f) The
multi-tenant security status viewer. This reflects the current values of the security
metrics and their trends.
• Enforcement layer: This layer is responsible for security planning and security

controls selection based on the identified risks. The selected security controls
are documented in the security management plan. The implementation service
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Fig. 5 Our collaboration-based security managmenet framework architecture
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then uses this plan to maintain security control configuration parameters and the
mapping of such parameters to the corresponding security controls.
• Feedback layer: This layer has two key services. The monitoring service is respon-

sible for collecting measures defined in the security metrics manager and storing
it in the security management repository to be used by the analysis service and by
the multi-tenant security status reporting service. The analysis service evaluates
the collected measures to make sure that the system is operating within the defined
boundaries for each metric. If there is a deviation from the predefined limits, the
analysis service will give alerts to update the current configurations.

7 Usage Example

To demonstrate the capabilities of our cloud computing security framework and our
prototype tool implementing this framework we introduce a motivating example,
shown in Fig. 6, that happens in any SaaS delivery platform.

Consider SwinSoft, a software house developing business applications. Lately,
SwinSoft decided to develop a multi-tenant SaaS application “Galactic-ERP”. During
the development of Galactic, SwinSoft used some of the external services developed
and deployed on GreenCloud (a cloud platform that will host Galactic as well) and
BlueCloud (a cloud platform hosting some business services). In the meanwhile,
SwinSoft has got two tenants (Swinburne and Auckland) who are interested to use
Galactic service. Both tenants have their own business as well as their own security
requirements. Both of them are worried about the loss-of-control problem arising
from the adoption of the cloud model. They would like to maintain their own security
requirements on their cloud hosted assets.

The first step in our approach is to register the Galactic ERP service in the cloud
platform service repository so that it can be used by the CCs. This step can be done
either by SWINSOFT or by GC. In this step we use the CPE name as the service ID,
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Fig. 6 Motivating example
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Fig. 7 Registering a service (top) and tenants (bottom)

Fig. 7 (top). A new tenant, Auckland, can register their interest in using the Galactic
service. Then Auckland will be granted a permission to manage the security of his
information maintained by Galactic service. The same is done by Swinburne, Fig. 7
(bottom). Now Auckland and Swinburne can use our framework to maintain their
SMP on their assets as follows:

1. Service Security Categorization: The Swinburne security administrator speci-
fies the impact level of losing the confidentiality, integrity, and availability of
their data maintained by the Galactic ERP service. The same will be done by the
Auckland security administrator, as shown in Fig. 7 (bottom). Whenever a new
tenant registers their interest in a service and defines their security categoriza-
tion of data processed by the service (or any of the existing tenants update his

Fig. 8 Security controls baseline with controls’ status
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security categorization), the framework will update the overall service security
categorization.

2. Security Controls Selection: GC as a cloud provider already publishes their
security controls database. Swinburne and Auckland can register their own secu-
rity controls using the security controls manager service. Based on the security
categorization step, the framework generates the security controls’ templates
baseline. This baseline identifies the security controls’ templates that are: satis-
fied (matches one of the registered security controls), missing (does not match
registered security controls), and duplicate (more than one matched control),
shown in Fig. 8.

(a) The Service Risk Assessment Process: Galactic vulnerabilities are identi-
fied for the first time by SWINSOFT with the help of GC who know the
architecture of the service and the hosting cloud platform. Both SWINSOFT
and GC have the responsibility to maintain the service vulnerabilities list up
to date. The framework enables to synchronize the service vulnerabilities
with the community vulnerabilities database–NVD. Each CC—Swinburne
and Auckland—should review the defined threats and risks on Galactic and
append any missing threats. The framework integrates with the CWE and
CAPEC databases to help stakeholders in identifying possible vulnerabilities
whenever the service does not have vulnerabilities recorded in the NVD.

(b) The controls baseline tailoring process: The CCs decide which security
controls in the baseline they plan to replace with common security con-
trols provided by the CP or the CC, as shown in Fig. 8. Then SWINSOFT,
Auckland, and Swinburne select the critical service components that must
be secured. Swinburne and Auckland define their security controls’ para-
meter configurations. The security controls provided by the cloud platform
can only be reviewed.
The final outcome of this step is a security management plan that documents
the service security categorization, vulnerabilities, threats, risks, and the tai-
lored security controls to mitigate the identified possible security breaches,
as shown in Fig. 9.

3. Security Controls Implementation: Each stakeholder implements the security
controls under their responsibility as stated in the security plan and the security
controls configurations as specified before.

4. Assessing the implemented security controls: The controls to be assessed and the
objectives of the assessment are defined by GC, Auckland and Swinburne, and are
documented in the tenant security assessment plan. The execution of such a plan,
the assessment process, should be conducted by a third party. Our framework
helps in assessing security controls status when using security controls that
integrate with our framework (the framework can understand and read their log
structure). The outcome of the assessment phase is a security assessment report.

5. Service Authorization: Swinburne and Auckland give their formal acceptance of
the security plan, assessment plan, and the assessment reports. This acceptance
represents the authorization decision to use Galactic by the CC.
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Fig. 9 Auckland security management plan

6. Monitoring the effectiveness of the security controls: The framework collects
the defined security metrics as per the assessment plan of each tenant and gener-
ates status reports to the intended cloud stakeholders. A report shows the metrics
status and trends, as shown in Fig. 10.

The procedure we went through in the example above should be applied not only
for published services but also on the cloud platform services themselves. In this
case the CP uses our framework to manage the platform security from a consumer
perspective. We have done this for the Galactic exemplar used above.

8 Discussion

Our approach provides a security management process; a set of standards-based
models for describing platforms, platform services, and services; the security needs
of different stakeholders; known threats, risks and mitigations for a cloud deploy-
ment; and a tool supporting security plan development and partial automation
of a derived security plan. Our approach is comprehensive, supporting all stake-
holder perspectives, and collaborative, allowing different stakeholders to develop a
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Fig. 10 Sample of Swinburne security status report

mutually-satisfying security model. It addresses the multi-tenancy nature of shared
cloud-hosted services when tenants have different security requirements and differ-
ent SMPs. This is achieved by maintaining and managing multiple security profiles
with multiple security controls on the same service. Such controls are delivered by
different security vendors. This enables managing traceability between controls and
identified risks, and identifies which risks are still not fully mitigated.

The security management process (SMP) of a cloud service has two possible
scenarios: either to let each tenant go through the whole SMP as if he is the only user
of the service (tenant-based SMP), or to accumulate all tenants’ security requirements
on a given service and maintain the SMP at the service level (service-based SMP).
The later scenario is more straight forward because cloud stakeholders collaborate
together to secure the cloud platform and their services with one set of security
requirements. The former scenario gives the CCs more control in securing their cloud
hosted asset but it has the following problems: (i) the current multi-tenancy feature
delivered by cloud services enables tenants to customize service functionality but it
does not enable tenants to customize service security capabilities; (ii) the underlying
cloud platform infrastructure, such as the VM OS, does not often support multi-
tenancy. This means that we cannot install multiple anti-viruses or anti-malware
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systems on the same OS and be able to configure each one to monitor specific
memory processes for a certain user. One solution may be to use a VM for each
tenant [40]. However, this work around may not be applicable if the service is not
designed for individual instances usage or if the cloud platform does not support VM
technology.

Whenever the CCs are not interested in following the security standards or require
a light-weight version of our approach, they can leave out as many steps as they want
including security controls implementation and customization, security assessment
and service authorization steps. The mandatory steps are service categorization and
controls selection. Another variation of our framework is to enable CPs to deliver
predefined security versions for the service such as service X with (low, medium,
high) security profile. CCs can select the suitable version based on their security
needs.

9 Adaptive Cloud Computing Security Management

The new cloud security management approach we have introduced in the previous
sections addresses the loss-of-control and lack-of-trust problems by getting cloud
stockholders involved in securing their outsource cloud assets. Our framework is
based on the NIST-FISMA standard after aligning it to fit with the multi-tenant
cloud model. Moreover, it adopts a set of security standards to automate the security
management process. However, our framework lacks two key points: (i) automated
integration of security solutions with the target services at runtime without a need for
service customization or special preparations at service design time; (ii) automated
security analysis of cloud services using an online security analysis service that can
analyse services against such vulnerabilities as well as new vulnerabilities at runtime.

Figure 11 shows a more refined version of our framework using models as
an abstraction approach. Each stakeholder summarizes their information in mod-
els according to their roles. Cloud providers model their platform details, service
providers model their service details, and cloud consumers model their security
model. These models are weaved in secure-system model (integrated model reflect-
ing critical system entities and security details to be applied on these entities). This
model is used to generate a security management plan that guides the configuration
of security controls, integration of security controls within the target critical entities
either in the service or in the cloud model. In our approach we move from top to
bottom in refinement process starting from models to real configurations “Enforce-
ment”. On the other side, we collect measure from the services and security controls
and consolidate such measures into metrics reflecting security status “Feedback”.

Figure 12 shows the high-level architecture of our adaptive-security management
framework that we have been working on over the last three years. This security
framework should be hosted on a cloud platform and used to manage cloud ser-
vices security. Our approach architecture is inspired from the MAPE-K autonomic
computing [47]:
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Fig. 11 General approach

• Management Component
This is a model-based security management component that is responsible for
capturing services and security details where service provider system engineers
model their services architecture, features and behavior and tenants’ security engi-
neers model and verify their own security objectives, requirements, architecture,
and metrics. Both models are then woven together in a tenant secure-system model
that guides the next steps of security enforcement and monitoring.
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Fig. 12 The high-level architecture of our adaptive-security management framework
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• Enforcement Component
This component is responsible for integrating the specified security details speci-
fied by different tenants with the target cloud services. To support flexible security
controls integration with the target services, we developed a common security
interface that defines a set of functionalities to be realized by the security vendors
through a common security controls adaptor. This enables security controls to
easily integrate with our enforcement component which integrates with the cloud
services.
• Monitoring Component

This component is responsible for generating the required security probes for
tenants’ specified metrics (captured in the management layer). These probes are
then deployed in the cloud services to start capturing measures. Moreover, this
component is responsible for collecting the measures from these probes (accord-
ing to metrics specified frequencies) and passing such measures to the analysis
component.
• Analysis Component

The analysis component is responsible for two main tasks: performing security
analysis of the cloud services including vulnerability and threat analysis. The
analysis component analyses the deployed services and their architectures to iden-
tify flaws and security bugs. Such issues are delegated to the security management
component in order to incorporate in the security status reports for tenants as well
as dynamically updating the security controls deployed to block the reported secu-
rity issues. The analysis component also analyse the measurements reported by
the monitoring component against a set of predefined metrics stable ranges—e.g.,
number of incorrect user authentications per day should be less than three trials, so
the analysis component should analyse the reported measures of incorrect authen-
tications. This may also include taking corrective actions to defend against such
probable attack.

10 Future Research Directions

The area of the cloud computing security is relatively new. Many security problems
need to be addressed to promote a trust of the cloud computing model. Here, we
summarize three of the key research problems:

• Data Confidentiality: Service consumers are worried about their assets (data)
security. Thus, they tend to keep their data encrypted while in transmission, storage,
and processing; however, applications need to work on plaintext data. Thus, these
applications will need to decrypt customers’ data on the cloud platform. This task is
prone to attacks from malicious insiders (cloud platform administrators) who have
access to the physical servers and may deploy any malicious software to access
plain data while being processed in memory. It is highly required to find some
approaches that conform that tenants’ data confidentiality cannot be breached by
malicious insiders.
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• Tenant-oriented Security Engineering: Multi-tenant applications are shared
among different service tenants who may be competitors or malicious tenants.
Thus, each tenant is interested in defining their own security requirements and
enforce their own security controls. Moreover, the set of service tenants emerges
at runtime; new customers register to use the service and existing customers may
unregister from using the service. Thus, there is a high need for security engineer-
ing approaches that help in developing cloud services that can capture, enforce, and
integrate different tenants’ security requirements and controls at runtime. This also
requires developing some security standards that both service providers and secu-
rity vendors have to follow in order to facilitate the integration between services
and required security solutions.
• Security SLA: The area of service level agreement becomes one of the hot top-

ics with the wide-adoption of the service outsourcing either as SOA or as cloud
computing. However, most of the efforts in the SLA management focus on how to
negotiate and define SLA terms including availability, reliability, and performance
but not security. Moreover, they focus on how to monitor and avoid violation of
the SLA terms. Thus, there is a big need to security SLA management approaches
that can define security terms to agree on, monitor the realization and satisfaction
of these terms and take proactive and corrective actions whenever needed.

11 Conclusion

In this chapter, we introduced a new cloud computing security management model
based on joint-collaboration between different cloud platform stakeholders according
to who owns the piece of information required to go through the full security man-
agement process. This in turn reflects our proposed alignment of the NIST-FISMA
standard as one of the main security management standards. We also introduced a
usage example of the proposed approach where we have different tenants sharing
the same service instance while each stakeholder would like to enforce his security
requirements on his cloud hosted assets. We discussed our comprehensive, adaptive
security management platform that helps in capturing tenants’ security requirements,
realizing these requirements and integrating security controls with target cloud ser-
vices at runtime, and monitoring the security status of these cloud services according
to the tenants’ security objectives captured in terms of security metrics.
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Smart Resource Allocation to Improve Cloud
Security

Eddy Caron, Frédéric Desprez and Jonathan Rouzaud-Cornabas

1 Introduction

Virtualization is now widely used in modern datacenters. Thanks to mature
software stacks and the widespread availability of plaforms all over the world, the
Cloud is now available for many applications of different kinds. Security and per-
formance are the main goal users want to achieve when porting applications over
IaaS or PaaS platforms. Security has been proven to be sometimes difficult to obtain
[3, 60, 85] and several issues have been raised in public Clouds and public domain
virtualization software stacks. Several different kinds of attacks and security issues
can be observed that may lower the impact of Clouds. On the performance side,
the expectations are higher than what can be actually obtained on today’s public
Clouds. Shared nodes lead to performance degradation that are not appropriate for
high performance applications. Isolation is then a critical issue both for security and
performance concerns.

The purpose of this chapter is to present the limitation of using virtualization tech-
nology as the sole approach to isolate workloads and users within a Cloud. In highly
secured environments, strong isolation is done by unshared resources environment
for two tasks with different security clearance. It is still the strongest defense against
covert channels (and other attacks). But this approach eliminates most of the cur-
rent public and private Clouds but also the way how virtualization is used. With the
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widespread usage of virtualization, the need of strong isolation in such environment
becomes critical.

First, in Sect. 2, we present the micro-architecture of modern computer. We also
present the virtualization limitations and how they can be exploited to attack security
and privacy in the Clouds. We show that the same issue exists for performance and
network isolation. Accordingly, we need a mechanism that can provide such strong
isolation. Then, in Sect. 3, we introduce a method to model Cloud platforms and
applications. Moreover, we introduce a way to let the user express her/his security
requirements to cope with the virtualization limitation we highlighted. We present
how a Cloud Service Provider (csp) can modified its resource allocation software
to take into account these requirements. Moreover, as these requirements induce
fragmentation within the Cloud platform, we introduce algorithms that reduce it. In
Sect. 5, we introduce a Big Data use case and show how the resource allocation can
improve both security USDA and privacy within Clouds. Moreover, we highlight
the trade-off between isolation security requirements and platform consolidation.
Finally, we go beyond isolation requirements and present our roadmap toward a new
software in Cloud Middleware Platform (cmp) to do smart resources allocation and
self-configuration of security appliances based on security requirements.

2 Micro-Architecture: Where Virtualization Failed

Since the last few years, the complexity of physical machines’ hardware topology
has increased dramatically [15]. The number of cores, shared caches, and memory
nodes have completely changed the micro-architecture of computers. From a simple
CPU architecture during the Pentium era, we have now access to complex multi-
core, multi-level caches that can be specific to a core, shared between some or all.
Symmetric Multithreaded Processors (smp)1 brings another level of hierarchy. smp
is a mean to share the resources of a core between multiple logical processors.

With the increasing number of cores, scalability becomes a major issue. To
address it, modern processors use non-uniform interconnects.2 This technology is
called Non-Uniform Memory Access (numa) architectures. But memory is not the
only resources to be accessed through these non-uniform interconnects, Input/Ouput
Devices accesses are done in a similar manner (Non-Uniform Input/Output Access—
nuioa). In this type of architecture, some cores have faster access than others to some
i/o devices and memory banks [24]. For example, Fig. 1 shows the inner architectural
components of five modern platforms. As one can see, depending on whether the
data is stored in a directly connected memory bank or in a remote one, the access to
it will need to passthrough one (or more) cpu. The same is true for the i/o devices.
Accordingly, the placement of tasks on cpu. and their related data on memory banks
is critical to exploit performance on these modern architecture.

1 HyperThreading in Intel processor.
2 HyperTransport for AMD and QPI for Intel.
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(a)

(c)

(d)

(e)

(b)

Fig. 1 Interconnection of processors (P), memory (M) and i/o chipsets in some modern architec-
tures [24]: a four AMD Istanbul processors; b four AMD Magny-Cours processors; c and d two
Intel Westmere-EP processors; e four Intel Nehalem-EX processors

For instance, Fig. 2 presents a simple but yet already complex topology of a
computer based on one Intel Core i7-2620M. Each core has two Processing Unit
(pu) thanks to SMP. The two pus of a core share two caches (L1 and L2) and all the
cores and pus share a global cache (L3). The size of the caches is increasing with the
level from 32 KB for the first one to 4,096 KB for the third. A more complex topology
is presented in the Fig. 3, it is the hierarchical topology of a computer based on two
AMD Opteron™ 6164 HE. As one can see, there are three level of cache. Two are
dedicated to a core (L1 and L2) and one is shared (L3) between all the cores of a
numa Node. All the caches have different size from 64 KB to L1 to 5,118 KB for
L3. Moreover, each socket groups two numa Nodes. Each numa Node and sockets
have a direct access to a part of memory banks.

The inner-topology of computer has a large impact on performance depending
where the different process of an application are placed. For example, the dma
throughput can decrease by up to 42 % when accessing a gpu from a distant numa
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Fig. 2 Micro-architecture
of computer with Intel Core
i7-2620M

node. Thus, exporting the topology to the vm is critical. Virtualized numa (vnuma)
is already available [3]. But there is not a one-to-one mapping between virtual and
physical numa. Indeed, some physical numa can be shared through two vnuma by
vms and two numa can be aggregated into one vnuma. Accordingly, performance
optimization can be buried by the vnuma not really providing the same kind of
hardware connections it exposes.

2.1 Covert Channel

Nowadays, virtualization is used to guarantee a strong isolation between tenants
sharing an infrastructure. This means that virtualization is used to prevent interference
between vms but also to avoid data exfiltrating across vm boundaries.

As presented in the previous section, a vm can share, with other vms, a numa
and a set of memory banks, i/o devices and caches without being able to know with
whom. But contrary to the memory and cpu, the micro-architectural component
are not properly virtualized in modern platform. Therefore, the sharing of micro-
architectural components can be used as covert channels to leak information between
concurrent vms. In non-virtualized multi-process contexts, it has been demonstrated
that isolation does not protect against a wide variety of side-channel attacks that
can be used to extract sensitive data such as cryptographic keys [85]. “Access-
driven” attacks are the most efficient way to build such attacks. These attacks exploit
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Fig. 3 Micro-architecture of computer with dual-AMD Opteron™ 6164 HE



108 E. Caron et al.

micro-architectural components such as caches. In [83], authors present new work on
the creation of covert channels of communication between virtual machines through
the L2 cache processors. They focus on the L2 caches even if other covert channels
exist. Their goal is to quantify the rate of leakage through this channel. In previous
work [60], three channels were studied: memory (0.006 bps), disk (0.0005 bps), and
L2 (0.2 bps). The L2 cache is slow but effective enough to steal cryptographic keys
for example. The purpose of [83] is to see if they can optimize the speed. In experi-
mental testbeds, they were able to reach a rate of 223.71 bps. On Amazon ec2, they
were able to reach to get a flow between 1.27 and 10.46 bps. Other studies of covert
channels within Clouds have been made in [52, 84].

Following the studies presented in [3, 60] applies the same approach to build a
scenario where a malicious vm is able to extract the private ElGamal decryption key
from a co-resident vm running GnuPG. To do it, the attacker monitors the usage of
shared micro-architectural components to extract information about the key. More-
over, contrary to other attacks on micro-architectural components, the one presented
in [85] does not rely on smp. Indeed, in modern public Clouds such as Amazon ec2
and Microsoft Azure, smp is disabled as cache-based covert channel attacks are easy
to build [42]. For example, L1 caches that are dedicated to one core are the easiest
way to create covert channels [57] between vms.

In [81], authors present a new inter-vms attack in the Cloud. Unlike previous
works, they do not use the L2 cache cpu but the memory bus. This new channel
allows them not to be limited to a set of cores sharing a cache but they can reach
the entire physical machine. To do this, they observe the memory bus contention as
covert channel. They are able to create a covert channel with a bandwidth of 746.8
bps (+/− 10.1) on their architecture. In Amazon ec2, most of the time they are able
to reach a bandwidth of 343.5 bps (+/− 66.1) and 107.9 bps (+/− 39.9) in the worst
case. This improvement is at least a factor of 10 with approaches via the L2 cache.

2.2 Noisy Neighbors: Performance Interference

Virtualization is also used in Cloud Computing to provide performance isolation
between multiple tenants. With a perfect performance isolation, no performance
interference between two vms must exist. Thus, noisy vm will have no impact on the
performance of other vms. Hypervisors implement resources allocation algorithms
that fairly shares resources between different vms. But these algorithms focus only
on cpu time and memory capacity and do not take into account other resources [7].
Furthermore, current hardware virtualization does not provide mechanisms to limit
micro-architectural components usage.

In the previous section, we have shown that the lack of strong isolation with
virtualization and in particular on micro-architectural components can lead to covert
channel. But with the lack of strong isolation and in particular on micro-architectural
components, the performance of a vm can suffer from interference coming from
another one running on the same hardware. In [76], authors show that the performance
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loss can be up to 80 % on a cache-sensitive benchmark because of the behavior of
a collocated vm. But others works have shown the same type of performance loss
can be achieved by attacking shared memory [8] and [48]. Away from performance
interference due to the lack of strong isolation on single computer, several works have
studied the strong performance interference in Cloud Computing platforms [58, 62,
78]. As one can expect, all the shared resources (compute, storage and network) in
Clouds are affected by interference issues.

The effectiveness of such interference could lead to a new class of attacks called
Resource-Freeing Attacks (rfa) in [76]. “A resource-freeing attack leverages these
observations of contention to improve a vm’s performance by forcing a competing
vm to saturate some bottleneck resources”. The purpose of such attack would be
to create interference that leads a vm to starve due to its inability to access specific
micro-architectural components and thus freeing other resources. Accordingly, the
vm that launches the attack could used these resources to boost its performance.
Authors of [76] have shown they can gain a performance boost of up to 60 % in lab
and 13 % on Amazon ec2.

2.3 Detection of Covert Channel

Amazon provides a service that dedicates physical machines to an user: dedicated
instances. But this service comes with a high price. Cloud Service Providers could
also monitor the cache miss and memory access to detect cross-vm attacks. Ref-
erence [84] continuously monitors memory access latencies and generates alarms
when anomalies are detected. But memory probing incurs high performance over-
head. Moreover, their approach has a high false positive rate.

valid [12] is a specific language for security assurance. The goal is to verify
the respect of security properties i.e. to detect violations of them. The language can
express security goals such as isolation and generally express security properties
based on information flow. Their purpose is to verify the configuration of a virtual
infrastructure to find the bad configuration that could lead to the rupture of a safety
property. For example, they want to be able to detect if a firewall misconfiguration
of a virtual machine would allow someone to access a service which it should not.
In [12], they introduce three security properties: correctness operational (check that
the service is available and has been correctly deployed), failure resilience (very
close to the concept of redundancy), and isolation (from a network flow point of
view). For isolation, they offer to check the isolation of a service or a group of
services. Their definition is consistent with the concept of security zone of Amazon
ec2, which brings together a group a set of virtual machine sharing the same rules
of firewall. To allow the exchange of information, they have added to their model
guardian which verifies whether an information flow between two services is allowed.
In principle, a guardian is very close to the concept of the firewall. Accordingly, their
approach is limited to detect isolation faults in network and is not able to do it for
micro-architectures.
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These approaches are limited to detect such attack on known channels. Further-
more, it is not possible to block the attack neither than protecting against attacks on
unknown covert channels that can arise due to new micro-architectural design.

2.4 Improving Isolation Within a Physical Machine

As we have presented in Sect. 2.1, it is possible to create covert channels between
vms by using the lack of proper virtualization of micro-architectural components.

In [59], authors propose to improve the isolation of virtual machines while mini-
mizing the loss of consolidation. In the worst case, protecting against covert channels
between vms leads to place a single virtual machine per physical machine. Accord-
ingly, consolidation of the infrastructure is enormously damaged and the platform is
largely underutilized. The approach presented in [59] consist in offering better refine-
ment within this isolation. They propose two algorithms: cache hierarchy aware core
assignment and page coloring based cache partitioning. Indeed, one risk factor in
terms of covert channels between virtual machines is the Last Level Cache (llc) in
multi-core processors and the memory. This attack can lead to leakage of data but
also affect the availability of virtual machines. Their placement algorithm takes into
account the problem of cache and allows to assign virtual machines on cores that do
not share the same cache. It limits the risk of breaking the isolation between virtual
machines without having to use multiple physical machines. A similar method is
proposed for the memory using page coloring. But their approach introduces a very
large overhead that renders it inapplicable on real world Cloud platforms.

In [72], authors propose a protection that allows the hypervisor to counter attacks
on cpu caches. Their approach applies to the llc but not to the cache closest to the
processor indeed they are too small (L2 or L3 cache but not L1). In addition, their
approach does not take into account the case where 2 vms share a core i.e. (smp) ,
because in this case it is impossible to guarantee anything. Their approach has an
overhead equivalent to 3 loss of memory and cache. In addition, it brings an overhead
of 5.9–7.2 % in terms of computation. Accordingly, it causes less overhead than [59].
Other works around software mechanisms to increase performance isolation exist for
other resources: disk [28], memory bandwidth [77], and network [63].

For the cryptographic key issue, numerous publications exist on covert channel
resistant algorithms [54, 56]. But these algorithms are slower than the classic ones.
For the noisy neighbors problem, several works [10, 19] have studied how scheduling
algorithms can detect two applications with conflicting resources usage patterns and
schedule them so they do not share resources. But they do not prevent such attacks.

The NoHype concept [35, 71] consists in removing the virtualization layer while
retaining the key features enabled by virtualization. Indeed, a malicious tenant can
attack [37, 49, 80] the virtualization layer i.e. the hypervisor and inspect the memory
thus leaking confidential information e.g. cryptographic keys or modify the software
running inside another vm. NoHype has some limitations: one vm per core, memory
partitioning and i/o devices virtualization are done by the hardware. Accordingly, it
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is not possible with their concept to share a core or to do over-provisioning. They
limit covert channel by enabling one vm per core but as we have show, other covert
channels exist within the micro-architecture components. Moreover, they are nots
able to do fair sharing on i/o and memory bus. Thus the performance isolation
between vms with NoHype remains weak.

2.5 Network Isolation

On Cloud, network access is critical. It’s true that a vm is useless if it is not able
to communicate with others services or to be accessed by clients running inside
or outside the Cloud. But as the physical machines, network resources are shared
between the tenants of a Cloud. As for the physical machines, a strong isolation is
critical to provide performance and security isolation. Similarly to cross-vm attacks, it
has been demonstrated in [9] that detecting co-residency and creating covert channel
on a network is possible.

Performance Isolation The state of the art techniques for network-level isolation
in Ethernet-based networks rely on VLANs and Class of Service (cos) tags. But these
techniques do not scale on Clouds. Indeed, the number of VLANs is limited to 4096
and most switches support 8 cos when they support them. Furthermore, VLANs do
not provide any performance isolation.

OpenFlow [43] and NOX [27] provides scalable and easier to use approaches.
But they require to change all the networking devices that do not support Open-
Flow. OpenNebula as OpenStack are able to use OpenFlow to create isolated virtual
networks.

Bandwidth reservation mechanisms such as rsvp and mpls- te are limited to
enforce static performance isolation. They can not be disabled when no congestion
is happening and thus are not able to allow best-effort use of unused bandwidth.
Max-min fair allocation is a good candidate to provide performance isolation but it
is limited to a proper tcp stack. In Clouds, tenants can modified their networking
stack thus a network isolation mechanism can not trust it. Performance isolation can
also be done through Virtual Machines Placement algorithms [14, 36, 79] that take
into account the bandwidth requirement and migrate vm if a network contention
happens. These works only focus on performance isolation and can not be used to
improve network security.

qcn is a new Ethernet standard for congestion control in datacenter networks
[30]. By using qcn, a switch can send congestion feedback to sender thus it could
fix the issue. But qcn feedback can not been send between subnets. Accordingly,
this approach is not adapted for Clouds.

In [63], authors present their approach named Seawall to provide performance
isolation between tenants. Seawall is using rate controllers at end hosts thus provid-
ing a decentralized and scalable service. Moreover, Seawall is based on a software
thus avoiding dependency with hardware functionality. Seawall does not provide fair-
ness between network flows but between vms. This approach avoids that a vm with
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multiple parallel network flows grabs all the network resources. But Seawall focus
on performance isolation and does not provide secured isolation between different
tenants.

Packet Filtering Network isolation can be done through filtering packets when
they leave and enter a vm. By putting such mechanism at the hypervisor level,
a malicious vm can not temper it. HostVLAN [53] segregates networks accord-
ing to logical network id associated with mac addresses. This approach permits to
avoid encapsulation of network packet or rewriting part of the packet. To prevent
attacks using source-mac-address spoofing, the source mac address in each packet
is checked before it is transmitted on the network. If a spoofing is detected, the packet
is dropped. But HostVLAN can not isolate networks that span on multiple domains.
OpenNebula also provides network security mechanisms [68]. But they are limited
to firewall at the hypervisor level.

Overlay Networks A well studied approach to improve security on virtual net-
work is to use overlay networks. Overlay network is a method for building a network
on top of another one. The three main goals of overlay networks on Clouds are to
provide an abstraction layer that isolates the virtual network from the shared physical
environment on top of which it runs, to be independent of the physical characteristics
of the underlying network, and to be independent of the physical location. All the
overlay network approaches are running a service within the vm or at the hypervisor
level that encapsulates the network packets. The main drawback of overlay networks
is the overhead it adds into packet processing in the hypervisor and sometimes in the
network appliances.

Project violin [34] connects vms from different subnets to a virtual lan. The
physical links are emulated through UDP tunneling and the switches are emulated
by a central service. The vnet project [70] proposes a similar approach but the
tunneling is done with tcp and supports ssl. vnet remains centralized but can
create direct connections between vms. vnet/u approach [70] is running within a
vm. Accordingly, the tenant is responsible to create a virtual network within its vms.
The Cloud provider does not have any way to control this virtual network. Moreover,
if the vm is compromised, the whole overlay network could be compromised too.
vnet/p approach [82] focuses on creating a high performance overlay network and
does not provide security mechanisms. ipop[23] proposes a mechanism to create a
virtual network upon a Peer-to-Peer (p2p) overlay thus avoiding centralization related
issues. ipop supports encrypted p2p links and vpn tunnels. ViNe [75] is based on a
set of virtual gateways that create a virtual network spanning multiple datacenters.
Communications between the virtual gateways can be encrypted with ssh tunnels
but there is no security between the vm and the switches. vans [6, 39] is similar to
violin and vnet but proposes a distributed architecture. They do not propose any
encryption mechanism.

To conclude, overlay networks can be either managed by the user (inside the vm)
or by the provider (at the hypervisor level). Both managements have pros and cons. If
done by the user, he must know how to setup such network and is responsible of the
security of his network. If one vm is compromised, the whole network security can
be compromised too. But, it is easier for an user to create a network that spans over
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several Clouds. If done by the provider, the creation and management of the overlay
network is totally transparent for the user. Moreover, by placing the overlay network
component at the hypervisor level, the network security remains even if the vm is
compromised. Studies have shown that overlay networks operate at the hypervisor
level have better performance by avoiding to add another layer of abstraction. But
creating a cross-Clouds network requires that the different providers share a common
way to manage and operate the networks and are agree to share these interfaces with
others.

2.6 Discussions

As we have shown in this section, the micro-architecture of modern platforms is
evolving very fast. From a single cpu processor few years ago, we have now access
to massively parallel platforms with complex hierarchy of micro-architectural com-
ponents.

The current trend of security in Clouds is to use virtualization as the sole mech-
anism to enforce security and performance isolation between users and their vms.
But the lack of proper isolation of micro-architectural components lead to the ability
of creating covert channels between these vms. It has been shown that it is possible
to use these covert channels to extract sensitive informations such as cryptographic
keys. But the security isolation is only one fold of a two folds issue. Performance
isolation is also critical for Clouds. Indeed, if a vm is not able to efficiently use its
available resources due to a noisy neighbor, it can lead to availability issue. As we
have shown, a vm can applied such noisy neighbor behavior to slowdown a collo-
cated vm. That leads the collocated vm to release resources and the vm who launches
the attacks is able to extract more performance from the Cloud.

We have shown that providing mechanisms to detect such attacks is still an open
issue with only few works proposing to analyze the network configuration and none
being able to do it for the micro-architectural components. Even if few papers propose
solutions to enforce a better isolation where micro-architectural components are
shared, these mechanisms are introducing high overload.

Furthermore, we have shown that the lack of proper security and performance
isolation is the same for the network than for micro-architectural components. Several
works exists to extend the network protocol to increase the security and performance
isolation between multiple virtual networks sharing the same hardware. But some
are dedicated toward performance isolation whereas other to security. Moreover,
some such as OpenFlow require specific hardware. The current trend is to either
used overlay networks or OpenFlow approach. But they all have trade-off between
usability, security and performance isolation.

As we have shown depending of the micro-architectural components shared
between vms, it is more or less effective to create covert channels. The same is true
for performance isolation and for network isolation. The sharing (or not) of micro-
architectural components and networks brings to complex security and performance
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trade-offs. Providing the tenant with the ability to specify the level of sharing his
vms can accept for both network and micro-architectural components would give
the ability to the user to configure the quality of isolation for each of his vms. In the
rest of the chapter, we propose an approach to provide adaptable isolation. We show
how it can be ported to any resource management system at node level (hypervisor)
and at Cloud level.

3 Modeling Platforms and Application for Resource Allocation

In the previous section, we show that using virtualization for security and perfor-
mance isolation is not enough. Furthermore, mechanisms that enhance the quality
of isolation through more control are leading to a large overhead. Through smart
allocation of resources to virtual machines, it is possible to have strong isolation.
Indeed, if competing workloads are not sharing the same resources, covert channels
can not be created and noisy workloads are not interfering with others. But running
each vms on dedicated hardware is not possible as it dramatically reduces consolida-
tion. By taking into account isolation within the allocation mechanism, it is possible
to reduce covert channel while keeping a good consolidation of the platform. But,
before being able to allocate resources to a workload on a distributed system, we
need to model both.

3.1 Distributed System

A distributed system can be seen as a set of nodes (physical machines), network
devices (routers, switch, etc.) and network links. Nowadays, the network devices
are physical machines that provide specialized services i.e. packet routing, packet
filtering, etc. Distributed system models already exist such as adage [38] or the
one proposed in [33]. There are also models that describe the hierarchy of a single
Physical Machine (pm) such as hwloc [15]. Some standardization efforts was done in
the Open Grid Forum through the glue Workging Group (wg). The aim of this wg
is to provide a model which is expressed via a schema independent of information
system implementations. The schema will define the set of attributes and attribute
semantics, the relationship between the attributes and the syntax for attribute values
where applicable [4]. Cloud modelization exists too for example CloudML [25] is
a description language designed for Cloud environment that expresses resources,
services, and requests in an integrated way.

For the isolation requirement, we need such fine grain model. Indeed, if we only
have a model of the distributed system, we would be able to express the need of
isolation between different vms on different physical machines or clusters. But,
this approach can reduce the usability and consolidation of the distributed systems.
Indeed, a vm can block all the resources of a physical machines for others vms
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whereas it needs just a subset of the resources. It is not an issue if the user wants
dedicated clusters or other blocks of the distributed systems. But if we have given to
the user the capacity to express finer grained policy, it would have used it. It will be
possible to have a good enough isolation for the vm without blocking all the resources
of the physical machines if we were able to have a fine grain placement that takes into
account the inner hierarchy of the physical machines. On the contrary, a fine grained
model of a single physical machines will have expressiveness for the inner hierarchy
but will lack it for the distributed systems. Thus, we need both types of models to
be able to express requirements at every levels of the hierarchy of the distributed
systems. But as we want to describe large scale distributed systems, we want to
keep the two models separated for the sake of scalability. Indeed, performing search
and modifications on large models is compute intensive and slow. Consequently, the
distributed system models will provide links to each inner pm model.

3.1.1 Modeling Micro-Architectural Components

As we have presented at the beginning of Sect. 2, the architecture of modern Physical
Machines (pm) is evolving fast and becomes more and more complex. Furthermore,
with the increase usage of accelerators such as Intel Many Integrated Core Archi-
tecture or gpu, the physical machines are heterogenous. But to efficiently allocate
resources to workloads, we need a common model that abstracts physical machines.

Obtaining models of virtualized platforms is indeed a challenge and several studies
have tried to solve it for recent hypervisors. In [41], the authors study the overhead
of different hpc applications over virtual machines to show their advantages and
drawbacks. In [32], a basic model of two popular state-of-the-art virtualization plat-
forms, Citrix XenServer 5.5 and vmware esx 4.0, has been presented to be used
for application performance prediction. In [73], using the vConsolidate benchmark,
the authors show that modeling a virtualized environment requires to model the
contentions between visible resources (cores, memory capacity, i/o devices, etc.),
model the contentions of invisible resources (shared microarchitecture resources,
shared cache, shared memory bandwidth, etc.), and finally model the overhead of the
hypervisor. In [5], a careful attention to the network communication model within
a datacenter is presented using virtual networks. It allows to get predictable data
transfers.

hwloc provides a fine grained model of the processors and cache topology within
a physical machine. It has been shown to be useful to allocate mpi processes and
taking into account the inner hierarchy of pm. The processors are hierarchically
linked based on their sharing of caches, memory or memory banks. As we have
shown in Sect. 2, covert channels can arise from the sharing of micro-architectural
components. Accordingly, we need a model that describes them. Using this model,
we will be able to take into account micro-architectural components when allocating
resources. By doing so, we will be able to share (or not) the micro-components
between multiple workloads.
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But, Virtual Machines can use other type of resources on a pm, mainly Input/Output
(i/o) devices. The hwloc description has already been extended to include other
resources such as gpu. Our model is based on hwloc description. But it is extended
to include i/o devices such as hard drive disk and network cards. A description of
the model is presented in Fig. 4. Each node in the model presents a device e.g. Core
and can have parameters e.g. Frequency. Some nodes such as cpu are representing
a set of devices and can also have parameters. The arrow represents a link between
two devices. Through this model, we are able to represent both the amount of each
resources the workload running in the vms will used and the inner architecture of
the pms. We have all the information required by an allocation mechanism to select
resources for each vm. Moreover, it is easy to extend the model to represent new
architecture platforms and devices. Thus our model is able to adapt in advance the
hardware without the need of creating a new one. Finally, by providing such abstract
representation of the inner hierarchy of a pm, the allocation algorithm will be able
to easily cope with new platforms without the need of in-depth modification.

Distributed System Model

We want to model the hierarchy of links and switches within a Cloud distributed
between multiple datacenters. But we also want to model the geographical hierarchy
of the Cloud and its datacenters. As for the pm, all the distributed systems do not share
a common hierarchy. Thus, we need a model that can be adapted to those different
hierarchies if we want to be able to model a large set of distributed systems. Moreover,
we want to be able to extend our model to not only contain the physical hierarchy but
also the functional hierarchy. A functional hierarchy describes a hierarchy that is not
related to hardware resources but to other criteria such as geographical location. For
example, a functional hierarchies can be used to divide a platform into availability
zone that does not share the same backup components.

Not all the datacenters have the same network hierarchy. Conventional archi-
tectures rely on treelike network configuration built from expensive hardware. The
current trend [2, 26] in Cloud’s datacenter network is to go away from these expen-
sive hardware. By using commodity network switches and/or physical machines for
switching packets, it is possible to build more flexible datacenters for a cheaper price.
Accordingly, the network topology is constantly evolving.

The same behavior is true for Clouds. For example, Amazon ec2 is distributed in
8 geographical regions with multiple datacenters with different bandwidth between
each. Microsoft Azure is also distributed in 8 geographical locations but they are not
the same and the network linking them is different between the one of Amazon ec2.

As for the pms, we need a common model to describe all the datacenters and
Clouds. What we want to describe is the network and functional hierarchy between
the pms. Moreover, the description will be use by the resources allocation mecha-
nisms thus it must contain all the information they required. And, as for the pm, the
datacenter and the Cloud network hierarchies are evolving. The description must be
able to easily adapt to them. The model presented in Fig. 5 is able to do that.
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Fig. 4 Inner model of a pm

All the pms are part of at least one group. Both pms and groups are called nodes in
the model. A group can be seen as a network shared between all its nodes. A group
can be part of other groups and so on. Moreover, each pm and group can be part of
a set of functional groups. Our model can be seen as a tree but with multiple roots.
In most of the case, the roots are connected through links. Links are no more than a
group.
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Fig. 5 Distributed system model

Each node contains concise information about its resources. For the pms, this
information describes the quantity of static resources and free resources e.g. 4 cores
and 2 free (not used) cores. For the other nodes, this information describes the
aggregated quantity of resources of all the children nodes e.g. a cluster has 200 cores
and 20 are not used. Moreover, all the nodes except pms contain unit capacities.
Unit capacities present the largest block of resources available on at least one single
children. For example, a cluster with 200 cores and 20 free cores will also have a
core unit capacity of 4 if the largest number of free core on at least one of its pm is 4.

Grid’5000 Example When we want to model a new distributed system, we first
need to describe its hierarchy. For the Grid’5000 platform [16], the physical hierarchy
is the following one from the higher level (roots) to the pms: Link, Site, Cluster, pm.
Figure 6 presents how our model can be used to describe a platform hierarchy such
as the one of Grid’5000. Each pm are part of a cluster. Each cluster are part of a site.
And the sites are connected one to another through links. Moreover, as Grid’5000
is distributed at an international scale, the model also contain these geographical
aspects (in red). Figure 7 describes a part of Grid’5000 platform using our model.

Amazon ec2 Example As for Grid’5000, before modeling Amazon ec2 or any
other Clouds distributed between multiple datacenters, we need to describe its hier-
archy. The physical hierarchy is the following one from the higher level (roots) to the
pms: Link, Region, Zone, Cluster, Rack, pm. Figure 8 presents the distributed sys-
tem model for a Cloud hierarchy. As datacenters are geographically distributed, we
express these functional aspects within the model. This is very important as for laws
reason, we need to have access to these informations when placing Virtual Machines.
Figure 9 presents a description of a part of the Amazon ec2 Cloud using our model.
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Fig. 6 Hierarchical model of Grid’5000 platform

Linking the Two Models

The distributed system model contains very concise information about resources
contained in a pm. Indeed, it is required to keep this genericity to avoid to have a
model too complex. If the model was too complex, it will be hard to work with it and
the algorithm that manipulates it will grow in complexity and thus in computation
time. However, we need a reference to the fine grained model of the inner hierarchy of
each pm. Indeed, it is required to have a way to access this inner model when needed
e.g. when an isolation requirements asks for isolation inside a pm. Thus, there is a
single link between each pm of the distributed system model and an instance of the
inner model specific to the pm. As Clouds and Grids have a heterogeneity limited to
few tens of hardware compositions, these inner model are instantiated from a small
set of inner descriptions.
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Fig. 7 Grid’5000 platform model

3.2 Application

As for distributed systems, we need a model to describe the applications. On Clouds,
an application is a set of virtual resources that executes a workload. Currently, an
application is a set of Virtual Machines linked through Virtual Networks. It can also
include some Virtual Storage.

ovf [55] is a standard for describing the deployment organization of a set of vir-
tual images. Its target infrastructure is the Cloud. ovf can be extended to support
most of these resources requirements [22]. dadl (Distributed Application Descrip-
tion Language) [47] is a language description of distributed applications. It can
describe applications needs. Its target infrastructure is the Cloud. Close to dadl
aims, Pim4Cloud dsl is a component-based approach to model software deploy-
ment in the Clouds. It can be used to help the application designer to deploy his
application in the Clouds [13].

But neither can be used to express the complex composition of virtual resources
that composed the applications and the non-functional requirements on them such as
the isolation requirement. We need a model that is able to represent both thus giving
the ability to the user to express their isolation requirements on each part of their
workloads.
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Fig. 8 Description of a cloud hierarchy using our model

The model we proposed here is oriented toward the description of applications
built from Virtual Machines, Virtual Storage, and Virtual Networks but it can be
extended to support more components e.g. load balancers. In addition, the model
also includes non-functional requirements such as isolation ones. Figure 10 presents
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Fig. 9 Amazon ec2 platform model

our application model. The description of a Virtual Network (Network) is minimalist:
its name, its type e.g. InfiniBand or ip and optionally a list of ips affected to it.

The description of a Virtual Machine is divided into three modules:

Virtual Image (Image) it describes a filesystem. The based parameters of an
Image are: Name, Path e.g. to the file that contains the file system and its size. On
Amazon ec2, Virtual Image are called ami for Amazon Machine Image.

Template it describes the resources requirements of the vm. It has at least the
following parameters: Name, Number of core (core), and memory Size (memory).
Each template is linked to at least one Image (the one that contains the Operating
System of the vm). But a template can be linked to a set of Image e.g. a data
storage inside a file. Moreover, a template is linked to at least one Virtual Network
(Network) but can be linked to several of them. On Amazon ec2,part of Templates
are called Instance Types but the link between an Instance Type and an ami is
only done when a vm is requested. Thus, a Template is the combination of an
Instance Type and an ami.

VM it describes a single Virtual Machine. It is linked to one and only one template.
The vm is an instantiation of the linked template. A template can be instantiated
multiple times. This multiple instantiation is represented by a number on the
arrow between the vm and Template modules. On Amazon ec2, a vm is called an
Instance.
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Fig. 10 Application model

Modern Cloud applications are also using Virtual Storage such as remote block
storage and databases. Accordingly, our model is able to describe them. A Virtual
Storage is composed of a type e.g. block, key-value or relational database and a size.

Our application model also contains a special module called composition. A com-
position contains a set of modules (a subset or all of the application modules). It is
used as a easy way to create links between groups of modules and/or single modules.
For example, a set of Templates is using the same set of Images.

The Requirement module allows a user to express the non-functional requirement
on its application. Here we focus on isolation requirement. The isolation requirements
are described by the Requirement module. This requirement can be linked to a vm,
a template or an Image. It can also be linked to a composition. It is also possible to
link requirement to a Virtual Network or a Virtual Storage. It can be used either for
performance or security isolation. Moreover, the requirement module is not limited to
User’s Isolation Requirements but can described other one such as profile isolation,
template isolation or redundancy that are not presented here.

A Requirement takes between three and four parameters: an objective, a type, a
level whereas in the distributed system or in the pm hierarchy and a list of users if
needed. The objective is the requirement name e.g. User Isolation. For the Isolation
Requirement, the types are:

Alone : the user requests to be strictly alone;
Friends : the user only accepts to share resources with a set of users;
Enemies : the user never wants to share resources with a set of users;

Using the isolation requirements, a user can request to never share L2 cache with
other users, to allow sharing of pms with a set of users he trust e.g. from the same
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Fig. 11 Virtual cluster model

company and to never share a cluster with another user he do not trust and/or who is
known to be a noisy neighbor.

Example: Virtual Cluster In this chapter, all the experimentations have been
done using the modeled application described in Fig. 11: Virtual Cluster. It is a
simple cluster description: a set of frontal vms, a set of storage vms and a set of
computing vms. The frontal vms are connected to a public network (public) such as
Internet. All the vms are interconnected through a private network (private). Each
template is linked to an operating system Image. Moreover, the storage Template is
also linked to another Image that acts as storage filesystem. The three templates of
the application are part of a composition. An User’s Isolation Requirement is applied
to this composition. In this application example, we do not use the module Virtual
Storage as we built a dedicated virtual storage out of virtual machines. The storage
part could be replaced by a Virtual Storage module if the Cloud Service Provider has
such storage offer.

3.3 Discussions

With the distributed system we have proposed in Sect. 3.1 and the application model
introduced in Sect. 3.2, we are able to describe both the platform and the applications
that run on it. The purpose of these models is to ease the resources allocation process
and takes into account both hardware and non-functional hierarchy. As we have
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shown, in Sect. 2, it is required to know the hierarchy of a platform to avoid sharing
hardware components that could lead to covert channels. But allocating dedicated
resources to each vm is dramatically decreasing the consolidation of a platform and
not all workloads required it. We have shown that our application model allows a
user to express his isolation requirements on all the parts of his application. In the
next section, we show how all these informations are used to allocate resources to
applications.

4 Resource Allocation with Security Requirements

To help guide the placement of virtual machines, the main approach is to use con-
straints which reflect the goals expressed by the user and the entity that operates
the infrastructure. By expressing the placement problem as Constraint Satisfaction
Problems (csp), it is possible to use a solver to resolve it. Constraints can repre-
sent different goals such as energy saving [51]. But solving large problems is time
consuming thus using a decentralized and hierarchical approach can increase the
computation of a solution [20, 21].

The principle of using a linear program or a linear system to solve the problem
of placement of virtual machines in the Cloud with constraints has been studied
numerous times as in [64, 74]. The constraints can modelize numerous goals such as
performance and availability [33]. These goals are then translate into collocation and
anti-collocation constraints. As for the csp approach, linear program approaches do
not scale. To improve the performance of placement algorithm, hierarchical represen-
tation allows to reduce the search space [33]. As numerous works propose algorithms
that takes into account constraints in vm placement, [46] propose a method of com-
parison and evaluation of these different algorithms. In [69], the authors present an
approach for sharing cluster resources among competing sequential and parallel jobs.
The connection between nodes and datacenters is sometimes taken into account like
in [11, 44], and [18].

Avoiding cache and processor resource contention through scheduling algorithms
is a well studied approach [10, 45, 86]. At the cluster level, numerous works have
also been done [40, 67]. The purpose of these approaches is to increase performance
isolation between processes.

The current issue is to have efficient and scalable algorithms that are able to
work at the scale of multi-datacenters Cloud infrastructure. (csp) or linear program
approaches do not scale well. Indeed, placing vms on Clouds can be formalized as a
multi-dimensional bin-packing. Therefore, the complexity of solving such problem
is NP-Complete. Heuristics allow to have almost optimal solutions with a reduced
complexity. In this chapter, we propose to use such heuristics. They are able to
take into account isolation requirements while placing vms on a multi-datacenter
Clouds or any infrastructures described through the distributed system model. But
our models are not dedicated toward heuristics. They could also be used by csp or
linear program approaches.
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4.1 User Isolation Requirement

The purpose of the user isolation requirement is to enforce isolation between users.
As previously stated, the isolation requirement has two goals:

• increasing the security of a user by reducing the number of covert channels e.g.
L2 cache;
• avoiding interference from noisy neighbors e.g. another application that has the

same behavior on constraint resources such as cpu cache or network links.

The requirement has a scope where it applies i.e. a level in the hierarchy of the
distributed systems. For example, if the requirement’s scope is pm, it will apply to all
the level below the pm e.g. numa and socket and at the pm level. As we previously
say, the isolation requirement has three different types: alone, friends and enemies.

First, we propose an algorithm that verifies if a node of the distributed system can
fulfill a given isolation requirements. Secondly, we propose an algorithm that verifies
if the placement of a vm on a node does not contradict the isolation requirements
of already placed vms. The same algorithms can be used for the placement of vm
inside a pm by modifying the lowest level of hierarchy from pm to Core.

Verify if a node respects a requirement Algorithm 1 checks if a node cur Node
and all its children fulfill an user isolation requirement req. In this algorithm, the
set of users for the isolation requirement’s type F RI E N DS and E N E M I E S are
represented as a bit vector. A bit i is set to 1 if the user with the id i is part of the set
and 0 if it is not the case. Each node also contains a list of users (nodeusers) that are
already using its resources. This list is also represented as a bit vector.

The Algorithm 1 is divided in three main sub function. Each algorithm check the
requirement if its type is respectively AL O N E , F RI E N DS or E N E M I E S.

Algorithm 1 Checks if a node cur Node and all its children fulfill an isolation
requirement req requested by user user : I solation()

Require: cur Node, req , user
if reqtype = AL O N E then

return IsolationAlone(cur Node, req, user)

else if reqtype = F RI E N DS then
return IsolationFriends(cur Node, req, user)

else if reqtype = E N E M I E S then
return IsolationEnemies(cur Node, req, user)

end if

Verify if a vm can be accepted on a node But it is not enough to verify if a node
respects an isolation requirement of a vm. We also need to check if the requirements
of the already placed vms on the node will be respected if the new vm is placed there.
To simplify this verification, when a new vm is started on a node, its requirements
are translated into two user lists (allowedUser and deniedUser ) and one boolean
alone that are stored as variables on the node. In practice, if a friend user List is
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expressed by the vm it is added to the allowedUsers list and the same is done
with an enemies user List in the deniedUser . Moreover, if the vm has a isolation
requirement with the type alone, the boolean alone on the node is set to true.

4.2 Heuristics

BestFit

Algorithm 2 provides a way to select a pm where a vm can be placed following the
bestfit approach. The isolation requirements are taken into account using concepts
introduced previously. Algorithm takes into account the hierarchy. It applies the
sorting algorithm at each level of the hierarchy. First, it sorts all the root of the
distributed systems and selects the best fitting one. Then it does the same with each
child of the best fit node. Recursively, it reaches a subset of pms e.g. the pms belonging
to a cluster that fits the capacity and isolation requirements and returns this list. The
list can be then sorted. It uses a Breath First Search approach (bfs) to navigate
through the distributed system hierarchy.

BestFit with Properties

The second Algorithm designed called BestFit with properties is a variant of Algo-
rithm 2. But contrary to the previous one, it starts to use best fit only when it reaches
a level in the hierarchy that is equal to the higher level expressed by the isolation
requirements designed by a max Level Requirement variable. Thus, it will iterate
through all the branches of the tree at the beginning. By doing so, the algorithm is
able to choose the best fit node at a specific level in the hierarchy and is not limited
to the children of the best fit node of each level. Unless the higher level expressed by
isolation requirements is the higher level of the hierarchy, the algorithm will iterate
through more nodes but it can find a best fit nodes that are behind a non best fit
nodes. For example, an application specified an isolation requirements at the cluster
level. If using the first version of the best fit hierarchy-aware algorithm, it will select
a cluster in best fit site. With this algorithm, it will iterate through all the sites and
all the clusters belonging to each site. It will then select the best fit cluster.

5 Use-Cases: Virtual Clusters on Clouds

To study the impact of isolation on performance and consolidation, we have done
numerous experimentation with MapReduce as our case of study. We defined three
levels of isolation:
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Algorithm 2 BestFit algorithm for an instance of the template vmt on a set of nodes
nodeList : Best Fit ()
Require: list Node, vmt

f i t Nodes ← ∅

for all cur Node ∈ list Node do
if isAllow(cur Node, vmtuser ) then

if checkCapacity(cur Node, vmt) then
check Req ← true
for all req ∈ vmtrequirements do

check Req ← check Req ∧ Isolation(cur Node, req, vmtuser )

end for
if check Req then

f i t Nodes ← f i t Nodes
⋃

cur Node
end if

end if
end if

end for
sort ( f i t Nodes)
if si ze( f i t Nodes) > 0 then

if f i t Nodes[0]level = PM then
return f i t Nodes

else
for all cur Node ∈ f i t Nodes do

next Fit Nodes ← Best Fit (cur Nodechildren, vmt)
if size(next Fit Nodes) > 0 then

return next Fit Nodes
end if

end for
end if

else
return ∅

end if

1. No isolation: the workload shares a MapReduce cluster with other workloads.
2. vm isolation: a set of vms run a dedicated MapReduce cluster for the workload.

The VMs have no isolation requirements.
3. Host isolation: as for vm isolation, the workload runs in a dedicated cluster.

Furthermore the vms are deployed with an isolation requirement expressing to
be alone at the pm level.

5.1 Scenarios

We create 11 experimentation scenarios with different combinations of isolation lev-
els.3 For all the scenarios, we have 3 users with a MapReduce workload

3 Each scenario has been launched 10 times, the results presented here are the average of these
executions
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Table 1 Level of isolation per user for each scenario

User 0 User 1 User 2
Isolation # of VMs Isolation # of VMs Isolation # of VMs

1 1 21 1 21 1 21
2 1 14 1 14 2 7
3 2 7 2 7 2 7
4 1 21 1 21 1 21
5 1 14 1 14 2 7
6 2 7 2 7 2 7
7 1 14 1 14 3 7
8 2 with user 1 7 2 7 2 with user 1 7

3 with user 2 3 with user 0
9 1 14 1 14 3 7
10 2 7 2 7 3 7
11 3 7 3 7 3 7

(hadoop-blast workload). For each user, the workload is launched 3 times. The
scenarios are summarized in Table 1, the number of vms is the number of vms that
compose the MapReduce cluster where the workloads of the user are running. The
first three scenarios do not take into account isolation requirements while all the other
do. We have used OpenNebula [66] as IaaS Cloud middleware and a customized ver-
sion of Haizea [50, 65] to allocate resources to vms and take into account isolation
requirements.

In Scenarios 1 and 4, all the workloads are launched on a shared MapReduce
cluster composed of 21 vms. In Scenarios 2 and 5, the workloads of the user 0 and 1
are launched on a shared MapReduce cluster composed of 14 vms and the workloads
of the user 2 are launched on a dedicated MapReduce cluster composed of 7 vms. In
Scenarios 3 and 6, each user runs his workloads on a dedicated MapReduce cluster
composed of 7 vms. In Scenarios 7 and 8, the user 0 never shares a physical machine
with user 2. In Scenarios 7, user 0 and 1 share a MapReduce cluster of 14 vms and
user 2 has a dedicated MapReduce cluster composed of 7 vms. In Scenario 8, each
user runs his workloads on a dedicated MapReduce cluster composed of 7 vms.
Moreover, due to the isolation requirements, the vms of the user 1 can be on the
same physical machines than the ones of the user 0 or 2. In Scenarios 9 and 10, the
user 2 never shares a physical machine with other users. In Scenario 9, user 0 and 1
share a MapReduce cluster of 14 vms and user 2 has a dedicated MapReduce cluster
composed of 7 vms. In Scenario 10, each user runs his workloads on a dedicated
MapReduce cluster composed of 7 vms. In Scenario 11, each user never shares a
physical machine with other users and they all have a dedicated MapReduce cluster
composed of 7 vms.
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5.2 Experimentation Platform

We use Grid’5000 to run our experimentation. Each scenario has been ran 10 times.
We use a set of six homogeneous physical machines linked through a 1 Gb/s network.
Each of the physical machines have 2 AMD Opteron™ 6164 HE 1.7 GHz for a total
of 24 cores and 48Gb of memory. One physical machine is used as OpenNebula
controller and Virtual Machine image repository. The five others host the Virtual
Machines.

We use OpenNebula 3.2 for our experimentation on Debian Squeeze 64bit. For
every experimentation, we use MySQL as a backend for OpenNebula. Indeed, SQLite
has been shown to be slower than MySQL. OpenNebula is setup to use non-shared
file system (scp between the controller and the other physical machines). We use
kvm as hypervisor. Moreover, we install ebtables4 to isolate the network of each user
or setup a shared isolated network for 2 or 3 users. This isolation is only for security
purposes, there is no network performance isolation in this experimentation. When
we use Haizea as a scheduler, it is a modified version that takes into account our
isolation requirements. Moreover, it is modified to implement a ranking algorithm
(bestfit) based on resources used on each physical machine and has been extended
to support OpenNebula 3.X api.

Each time we launch an occurrence of a scenario, we reinstall all the physical
machines from scratch. The installation and configuration of OpenNebula is done
from the source. It is automated by a Chef script.5 The same is done for the MapRe-
duce cluster. We use hadoop 0.20.2 for hadoop File System and MapReduce on a
Debian Squeeze 64bit. The MapReduce workload is a hadoop blast application.6

5.3 Results

Deployment

The first step of each experimentation is to deploy a set of vms on which the MapRe-
duce cluster(s) are instantiated. Figure 12 shows the amount of seconds it takes to
deploy all the vms linked to an user. As under some scenarios, the vms are shared
between multiple users, the deployment time is the same. For example for the sce-
narios 1 and 4, the deployment time is the same for the three users. For the scenarios
2 and 5, the scenario is the same for the user 0 and 1.

The deployment time is ranging between 300 s and 380 s for between 7 and 21
vms. The deployment time does not change a lot when the number of vms to deploy

4 The ebtables programs is a filtering tool for a Linux-based bridging firewall. http://ebtables.
sourceforge.net/
5 http://wiki.opscode.com/display/chef/About
6 http://salsahpc.indiana.edu/tutorial/hadoopblast.html

http://ebtables.sourceforge.net/
http://ebtables.sourceforge.net/
http://wiki.opscode.com/display/chef/About
http://salsahpc.indiana.edu/tutorial/hadoopblast.html
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Fig. 12 Deployment completion time for each scenario and users
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Fig. 13 Normalized deployment completion time for each scenario and users

increase. For example, in the scenario 5, deploying 14 vms only takes 10 s more than
deploying only 7.

OpenNebula and Haizea have almost the same deployment time. Furthermore,
our modified version of Haizea does not take longer to compute a placement and
deploy the virtual machines than the default OpenNebula scheduler. Indeed, most
of the deployment time is due to the network transfer between the Cloud controller
and the other physical machines. As all the vms are deployed concurrently there is a
contention on the network link of the Cloud controller. This contention is the slowing
factor.

Figure 13 presents (in seconds) why it is interesting for a MapReduce as a Service
(mraas) provider to deploy a cluster shared by multiple users. Indeed, as we say
earlier, the deployment time is weakly linked to the number of vms. Thus, at shown
in the Fig. 13, deploying 21 vms for three users reduces the amount of deployment
time per user. Indeed, it almost divides by three the deployment time that we would
had if we have deployed a 7 vms cluster for each user.

To conclude, in term of deployment time, it is cheaper to deploy a large MapRe-
duce cluster for multiple users than to deploy a dedicated small MapReduce cluster
for each user.
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Fig. 14 Contextualization completion time for each scenario and users

Contextualization

After deploying the virtual machine, the contextualization process downloads,
installs and setups the MapReduce cluster and the hadoop-blast workload. As
for the deployment time, the contextualization time is weakly linked to the number
of vms. Figure 14 shows the completion time (in seconds) of the contextualization
process for each user under each scenario. The only improvement is during the sce-
nario 11 when each user has dedicated physical machines. As for the deployment
time, this is due to the network contention.

Figure 15 shows (in seconds) why it is interesting for a mraas provider to share
a large MapReduce cluster between multiple users. Indeed, as most of the contextu-
alization can be done in parallel without concurrency, it is cheaper to contextualize
large cluster for multiple users than small cluster dedicated to each user.
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Fig. 15 Normalized contextualization completion time for each scenario and users
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Fig. 16 MapReduce completion time for each scenario and users

Performance

Figure 16 shows the completion time7 (in seconds) for each user under each scenario.
Shared clusters with concurrent workloads do not impact the performance. The size
of the MapReduce clusters does not have a big impact on performance too. The only
real impact that can be seen based on the experimentation is when the MapReduce
clusters are running on dedicated physical machines. For the scenarios 7, 9, 10 and
11, the user 2 has dedicated physical machines to run his MapReduce cluster due to
the isolation requirements. In these scenarios, the completion time of the user 2 is
decrease of 300 s in average.

Figure 17 shows the decrease of completion time in percentage in comparison of
the average of completion time for the three users. The size of the MapReduce cluster
and the number of workloads that shares the MapReduce cluster produce an increase
or decrease of 10 % on the completion time. But the isolation of the MapReduce
cluster on dedicated physical machines improves the performance by up to 25 %
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Fig. 17 Normalized MapReduce completion time for each scenario and users

7 The completion time of the MapReduce workload is the sum of execution time of three hadoop
blast workload.
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Fig. 18 Number of vms per host for each scenario

in comparison of workloads that run on a shared MapReduce cluster (scenarios 7
and 9) or on shared physical machines (scenario 10).

To conclude, the main factor to increase the performance is the physical isolation
of workloads. Thus, the decrease of the performance on shared MapReduce cluster or
on shared physical machines must be due to contention on memory channels and/or
on processor caches.

Consolidation

We use two metrics to evaluate the consolidation of the overall Cloud platform. The
first one is the amount of vms per physical machine. The Cloud Provider wants to
maximize the number of vms per physical machine. Indeed, if he can run more vms
on the same platform, he can increase the amount of money he earns. The second
metric is the amount of hosts used by a user. The Cloud Provider want to balance
its platforms. Therefore, if the users can be spread equally between all the physical
machines, it is easier to do the balance.

Figure 18 shows the number of vms per physical machines for each physical
machine under each scenario. As one can see by comparing the scenarios 1, 2, 3 and
the scenarios 4, 5, 6, our modified version of Haizea (with a bestfit) is doing better
than the default OpenNebula scheduler. As predicted, the isolation requirements
impact the number of vms per physical machine as some vms can not be placed
on all the physical machines. The worst case is the scenario 11 where each user
has dedicated physical machines. When one user has dedicated pms (scenarios 7, 9,
10), it is not as bad as for the scenario 11 but the overall consolidation decreases in
comparison of the scenario where there is no isolation requirement. The scenario 8 is
a special case as it is the only one where there is isolation requirements but one of the
users can share physical machines with the other two. In this case, the consolidation
is the same than under the scenario where there is no isolation requirement.

Figure 19 allows to understand the decrease of consolidation. Indeed, when there is
no isolation requirement, all the vms of each user are balanced between the 5 physical
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Fig. 19 Number of hosts used per user for each scenario

machines. But with isolation requirement, this balance is reduced to between 1 and
3 physical machines. The only exception is for the scenario 8 where the user 1 can
shared physical machines with the other two. In this case, the user 1 has vms on all
physical machines.

To conclude, as we predict earlier, the isolation requirements have an impact on
the overall consolidation of the platforms. Moreover, it is more interesting to have
small groups of adversary users than users that want dedicated physical machines.
With a large number of users with only few adversary users, the consolidation of the
platform can remain good.

5.4 Analysis

Based on our MapReduce experimentation, we have demonstrated that the isolation
requirements must be billed to the users by the IaaS provider. Moreover, the billing
must be per adversary. Each time, a user declares another user as an adversary, he
must paid an extra fee. Furthermore, when a user wants dedicated physical machines,
he must be billed for all the resources he blocks for other users and not only for the
resources he actually uses.

For mraas provider, it is more interesting to isolate his users on different vms
than on different physical machines. Indeed, it will cost more for him to isolate his
users at the physical level as the IaaS provider will billed for that. But the increase
of performance when using dedicated physical machine can be interesting for some
users who are ready to pay more for better performance.
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6 Conclusion

In this chapter, we have presented how new micro-architectural components and
networks can be used to leak information from and to degrade performance of others
users on a Cloud. Even if it is not presented here, the same is true for storage [29].
Covert channels and noisy neighbors attacks are due to the sharing of resources
between users and the lack of proper isolation between resources. Protection methods
exist but they bring a large overhead or only partially protect users against such
attack. Accordingly, a general purpose approach to regulate the sharing of resources
is required. Furthermore, as there is a trade-off between security, performance and
consolidation, we present an approach that gives the power of selecting the proper
level of resource sharing to the users. Isolation requirements give such capacity to the
user. The selection of proper quality of isolation could be guided by an application that
has an in-depth knowledge of the trade-off between the different kinds of isolation,
performance and consolidation. For example, given a budget, an application and a
sla, e.g. a throughput, it would be possible to select the proper quality of isolation.

First, we have motivated the introduction of new models to formalize both Cloud
infrastructures and applications running on it. The Cloud infrastructure model is
divided into two models: one for the inner architecture of each physical machine
and one for the distributed system. Furthermore, we show that both are hierarchical
platforms and thus provides models that are able to take into account this hierarchy.
Our model does not focus on the physical hierarchy, it is also possible to formalize
the functional hierarchy, e.g. the geographical location. The IaaS Clouds provide
three types of resources: compute, storage, and network. The application model we
have introduced allows to formalize any application using a composition of these
resources. Moreover, the model allows to put isolation requirements on a subset or
all resources that compose an application.

Using both models, we have shown how a classic resource allocation algorithm
can be extended to support these isolation requirements. In this chapter, we focused
our presentation on how to modify computing resource allocation algorithms. We
showed that taking into account these requirements has an impact on performance
and consolidation. Therefore, the study of this trade-off must be extended to extract
a proper model representing it. The isolation must be billed depending of the level
at which the user requests it. Indeed, requesting to be isolated alone at the cluster
level and only using one physical machine will left all the other physical machines
idle. Such waste of computing power must be billed to the user. Therefore, a billing
model that takes into account isolation requirements must be proposed. To be fair,
this model must be based on extended studies of the trade-off and reflects the real
loss of consolidation.

In this chapter, we only presented how to modify computing algorithms. But
network and storage allocation algorithms must also be modified in the same way
to provide an end-to-end integration of isolation requirements within the Cloud
infrastructure. As for computing resources, different levels of isolation and trade-offs
exist and must be studied. But to improve the isolation and avoid to lose too much
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consolidation, compute, storage, and network, co-allocation algorithms must be pro-
posed. Indeed by allocating all resources through a single algorithm, it will be possible
to improve the sharing of resources and the way they are allocated.

We have focused on taking into account hardware isolation requirements. But soft-
ware isolation requirements such as protection mechanisms [1] exists. By expressing
the availability of such mechanism through the functional aspects of the distributed
system model, our model can easily represent them and resource allocation algo-
rithms can be modified to take them into account. Moreover, the formalization of
requirements in the application model is flexible enough to express these kind of
requirements. Accordingly, there is no fundamental change to do to support new
requirements. We will have a large base of isolation mechanisms (hardware and soft-
ware). Accordingly, we will need to classify them based on their quality of isolation
and the related trade-offs. This classification is required to help the user select the
proper isolation mechanisms.

As we have shown through resource allocation, it is possible to increase the
quality of isolation between users. Such isolation does not require any configuration
of the hardware resources. The allocation process is enough. By taking into account
software isolation for the compute, storage, and network isolation, a configuration
process will be required. It will be automatically configured based on the isolation
requirements. For example, if a vlan isolation is required, all the vms of a user
must be put into this vlan. Therefore, the hypervisor must create a virtual network
card that takes into account such requirement. Accordingly, the resource allocation
algorithms must collaborate with self-configuration mechanisms that will automati-
cally configure isolation mechanisms. Our models already support the expression of
isolation requirements that go further than hardware isolation. The next step will be
to create self-configuration mechanisms that are able to to take into account software
isolation requirements.

For example, the virtual cluster application presented in Sect. 3.2 can be modi-
fied to include network isolation requirements. The modified application model is
presented in Fig. 20. There are two compute isolation requirements: one hardware
and one software. The hardware one states that all vms must never share numa
with vms from others users. This requirement does not require configuration. The
software one states that all the hypervisors where the vms are deployed must have
Mandatory Access Control mechanisms such as [1]. As all access control mech-
anisms, mac requires policy. Accordingly, a proper policy must be sent to all the
hypervisors selected and loaded by the mac mechanism before the deployment of
the vms. The network private ip is connected to all the frontal, compute, and storage
vms. This network has a network isolation requirement: overlay with ssl. Therefore,
at deployment time, a suitable overlay mechanism must be selected and configured
for each vm. This overlay must be able to create encrypted tunnels between all the
vms. ipop [23] is a good candidate. For the network private storage ip, the isolation
requirement asks for vlan isolation. Accordingly, an available vlan id must be
selected and configured for each storage vm. If required, network applicances must
also be modified to configure the vlan.

http://dx.doi.org/10.1007/978-3-642-38586-5_3
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Fig. 20 Virtual cluster model with compute and network isolation requirements

In this chapter, we have focused our study on Infrastructure as a Service Clouds
and application using them. But Platform as a Service (PaaS) and Software as a
Service (SaaS) platforms should also benefit from enhanced isolation mechanisms.
Running PaaS or SaaS on top of an IaaS Cloud that supports isolation requirements
will be a first step but it is not enough. Taking isolation requirements directly at the
PaaS and SaaS level should be better. At the IaaS level, the isolation requirements
presented in this chapter should be used. At the PaaS level, Operating System isolation
could be used as the one presented in [17]. For example, Java Virtual Machines are
known to have isolation weakness [61]. By isolating each user in a dedicated jvm and
controling interaction between them using a mac mechanism, it could be possible
to enhance the isolation. Others mechanisms could be used as a modified jvm with
mac mechanism to control interaction inside a jvm. At the SaaS layer, a mechanism,
such as the one presented in [31], must be included into the software to control the
interaction between the users and their data. Futhermore, all these mechanisms must
collaborate to provide an in-depth security spanning through the 3 layers. The same
kind of modification of resource allocation and studies of trade-off must be done.
The goal would be an integration of isolation requirements in the three layers.

By proposing a general purpose mechanism that is able to take into account
isolation requirements for resource allocation and configuration and that is able to
manage the three layers of Clouds and make them collaborate, we will be able
to propose an in-depth and end-to-end isolation. We plan to apply the roadmap
we highlighted in this section and thus provide such functionality in a near future.
Furthermore, thanks to our general purpose models, other can take into account and
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implement isolation requirements (or other security requirements) in their Cloud
stacks. Therefore, our approach can be the foundation of an eco-system of Clouds
with enhanced and easy to use security.
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1 Introduction

In order to guarantee security properties, such as confidentiality and integrity,
cryptographic mechanisms provide encryption and signature of data, but protec-
tion is required to control the data accesses. The recent attacks on Facebook and
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Twitter1 show that the protection must not be limited to the infrastructure i.e. the hosts
and the guest virtual machines. Indeed, those attacks rely on a poor control of the
information flows within the application i.e. the flows between the Java objects shar-
ing the same Java Virtual Machine. Indeed, Java privilege escalations are achieved
through intermediate objects leading to indirect flows within the JVM that violate
the confidentiality or the integrity of the system.

Discretionary Access Control (DAC) is fragile since the end users have the respon-
sibility to define the permissions on their own resources. In contrast with the DAC
approach, the Mandatory Access Control (MAC) can guarantee security properties.
A MAC policy is outside the scope of the end-users. Thus, even the root privi-
lege does not permit to compromise the security. In practice, a reference monitor
enforces a MAC policy by capturing the interactions, e.g. the system or method
calls, and deciding if they satisfy the policy. However, the MAC approaches are cur-
rently poorly supported for the IaaS, the PaaS and the SaaS Cloud systems. Indeed,
several hard problems face the security officer aiming at using MAC approaches.
First, the security officer has to use different languages for defining the MAC poli-
cies at the different levels. Second, the majority of existing MAC solutions poorly
control the indirect flows and do not support an advanced property mixing several
direct and indirect flows. Third, the MAC solutions are complex to manage since
generally millions of rules are required to control the flows at the different levels of
the Cloud environments. Finally, the MAC solutions poorly support the heterogeneity
of systems e.g. MS Windows and Linux operating systems.

This chapter presents the PIGA-Cloud solution facing the different problems of
the MAC approach. PIGA-Cloud guaranties advanced properties associated with
multiple direct and indirect flows. An in-depth MAC protection controls the flows
between the guest virtual machines and the host, the internal flows of a guest but
also the flows between Java objects and the network flows. This chapter shows how
to integrate PIGA in various environments such as Unix or MS Windows machines,
Java applications and Clouds. PIGA-Cloud extends the direct access MAC policies of
SELinux [1] and sVirt [2] to the Java Virtual Machine and to MS Windows providing
thus an advanced protection of IaaS, PaaS and SaaS Clouds. Our approach simplifies
the administration of the direct access policies while preventing against millions of
remaining vulnerabilities.

In contrast with PIGA-OS and PIGA-Virt [3] that only consider the operating
system level, PIGA-Cloud goes further since it supports dynamic management of
virtual machines, monitoring of the information flows within the applications and
heterogeneity of the system. Thus, PIGA-Cloud enforces the security of both IaaS
Clouds using virtual operating systems and PaaS or SaaS Clouds, including the appli-
cation level. PIGA-Cloud is the first extensible in-depth end-to-end MAC protection
that can be used for securing various environments. That chapter demonstrates that
it is possible to integrate PIGA in every Node/Virtual Machine/Java Application
of a Cloud as well as in every Linux or MS Windows Client. Obviously, the PIGA

1 http://www.forbes.com/sites/andygreenberg/2013/02/15/facebook-hacked-via-java-vulnerability
-claims-no-user-data-compromised/

http://www.forbes.com/sites/andygreenberg/2013/02/15/facebook-hacked-via-java-vulnerability-claims-no-user-data-compromised/
http://www.forbes.com/sites/andygreenberg/2013/02/15/facebook-hacked-via-java-vulnerability-claims-no-user-data-compromised/
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approach can be easily extended to other components such as a PHP virtual machine,
.NET framework and hardware.

The PIGA approach is integrated in the OpenNebula [4] infrastructure but it
supports any Cloud infrastructure since it is independent of the virtualization mech-
anisms. First, the chapter explains how PIGA-Cloud deploys the VMs and sup-
ports their migration through consistent security policies controlling the direct flows.
PIGA-Cloud extends the notion of direct MAC policies available in SELinux to the
Java and MS Windows systems. First, Security Enhanced Java (SEJava) is able to
monitor the direct flows between Java objects. Second, Security Enhanced Windows
(SEWindows) controls the direct flows of a MS Windows Operating Systems. Thanks
to the PIGA-Shared reference monitor, PIGA-Cloud can guarantee a large range of
security properties inside and between the guests (Linux or MS Windows guests),
but also between the objects of a Java application. Thus, an end-to-end protection
is provided from a MS Windows/Linux Client to (1) IaaS heterogeneous Clouds
running Linux and MS Windows VMs and (2) PaaS and SaaS Clouds including Java
applications.

PIGA-Cloud simplifies the work of the security officer. Indeed, it provides tem-
plates of rules answering a large range of security requirements. The security officer
easily creates a PIGA policy by instantiating those templates with the security con-
texts defined in the existing direct access control policies (SELinux, sVirt, SEJava,
SEWindows…). Thus, only a couple of PIGA rules monitors millions of potential
vulnerabilities in IaaS, PaaS and SaaS Clouds.

The chapter is organized as follows. The Sect. 2 describes the state of the art related
to the protection of Cloud environments. Section 3 presents the global architecture
of PIGA-Cloud including the proposed model contrasting the direct and advanced
activities. The Sect. 4 describes the three levels of protection controlling the direct
activities inside an operating system, between the virtual machines and inside the Java
applications. Section 5 presents the PIGA approach with a use-case that addresses
the administration of the Cloud through a Web service and proposes advanced pro-
tections again covering the operating systems at the nodes and the client sides, virtual
machines and Java applications. Section 6 explains the lessons learned and defines
the future works. Section 7 concludes the chapter and summarizes the advantages
of PIGA-Cloud for controlling advanced activities through a unified and extensible
approach.

2 State of the Art and Motivation

Security is a major issue for Clouds [5–8]. Indeed, the security perimeter becomes
blurred between Intranet and Internet. In addition, the attack surface increases due
to virtualization as shown by the results of the ANR security challenge [9]. The
authors of [10] emphasize the importance of controlling access in public Clouds.
This control should be mandatory [11] since the discretionary access control under
the responsibility of the end user is fragile and can not guarantee confidentiality
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or integrity properties. Mandatory control is achieved by a reference monitor [12]
placing protection policies away from users and administrators of the machines.
In practice, the policy must be defined by the operator of the Cloud infrastructure.
However, the difficulty is to address the complexity of the different levels of policy
that are required to support an in-depth protection that controls the information flows
within operating systems, between the virtual machines and within the applications.
For example, [13] proposes an architecture to provide a mandatory access control
for Web applications. They use policies for SELinux and Xen Security Modules
to enforce a mandatory access control inside and between Virtual Machines. So,
multiple MAC policies are requested using millions of rules. However, they can not
express advanced security properties including the control of multiple direct and
indirect activities. Finally, they do not control the flows within the Web application.

Thus, a dedicated language is required to express advanced security properties
dealing with confidentiality and integrity. That language must be extensible and
be able to cover three different levels of systems for controlling the flows within
the operating systems and the applications but also between the virtual machines.
That chapter reuses the PIGA language [3] to support advanced controls of the
information flows for (1) the operating systems of both the nodes of the Clouds
and the Clients, (2) the different guest Virtual Machines sharing the same node
and (3) the objects running inside an application such as a Java application. That
common language addresses the problem of complexity of the different MAC policies
since it enforces through a couple of rules the prevention of millions of malicious
activities. Moreover, the protection supports the heterogeneity of the different levels.
For example, the same properties can support heteregeneous operating systems such
as e.g. MS Windows and GNU/Linux.

3 PIGA-Cloud Description

3.1 Global Architecture

PIGA-Cloud offers a mandatory protection through three protection levels:

• Operating systems: protection of the resources of an operating system, either the
host’s or the Virtual Machine’s (VM) resources
• Virtual Machines: protection of a host against the VMs and of the VMs against

one another
• Java applications: protection inside a Java Virtual Machine (JVM)

PIGA-Cloud architecture, presented in Fig. 1, uses security contexts to identify the
various entities/resources (process, file, virtual machine, Java object…) and a shared
reference monitor (PIGA-Shared) to control the operations between these security
contexts (SELinux, sVirt, SEJava, SEWindows).
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Fig. 1 PIGA-Cloud

The objective of SELinux, sVirt, SEJava and SEWindows is to control a direct
flow corresponding to a source security context accessing a target security context
scs → sct . Let us give an informal definition of a direct flow: if a source scs writes
the target sct , then there is a direct flow scs > sct . If a source scs reads a target sct ,
then there is a direct flow scs < sct .

Let us now define informally an indirect flow. If there is a causal closure of two
direct flows scs1 > sct and sct > scs2, i.e. there is a shared context sct and the
first flow scs1 > sct starts before the second flow sct > scs2 ends, then there is an
indirect flow scs1 >> scs2, see [14] for more details. PIGA controls indirect flows
scs1 >> scs2 but also guarantees advanced properties associated with several direct
and indirect flows. Thanks to such advanced properties, PIGA significantly eases
the policy administration and helps to improve the security. However, PIGA requires
(1) security contexts associated to the controlled entities and (2) direct access control
policies between these contexts.

SELinux can protect an operating system, either the one of the host or of a guest
virtual machine. SELinux uses direct mandatory policies that minimize the privileges
of the processes regarding the system resources. The PIGA-Shared reference monitor
adds advanced properties to SELinux.

SELinux/sVirt can secure VMs with direct access policies, while being inde-
pendent of the hypervisor (KVM/Qemu, Xen, VMWare…). In order to cope with
virtual machines’ migrations, PIGA-Cloud associates a unique security context to
each virtual machine and ensures that the contexts are consistent within the Cloud
infrastructure. However, sVirt controls only direct information flows between a VM
and the host. Thus, PIGA-Shared adds advanced security properties to sVirt. Later
sections show how a PIGA property can prevent millions of illicit activities allowed
by SELinux/sVirt.
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SEJava aims to protect Java applications running in a Cloud environment. SEJava
adds the concept of security contexts to Java objects and controls the flows inside
the JVM through a direct policy. Nonetheless, just like SELinux, SEJava cannot
prevent indirect flows. PIGA-Shared removes this limitation and offers an advanced
protection of the Java objects running inside a JVM.

SEWindows controls the direct flows between the processes and the resources
available in a Microsoft Windows Operating System. Again, SEWindows adds the
concept of security contexts to the MS Windows entities and controls the direct flows
inside a MS Windows Operating System. SEWindows, associated with PIGA rules,
guarantees an advanced protection of a MS Windows OS.

PIGA-Shared guarantees the advanced security properties for each kind of secu-
rity context and direct policy (SELinux, sVirt, SEJava, SEWindows). PIGA-Shared
receives the requests for the interactions scs → sct coming from each direct ref-
erence monitor (SELinux, sVirt, SEJava, SEWindows) and sends back decisions
(allow/deny) depending on the PIGA properties. Thus, PIGA-Shared adds advanced
controls to any existing direct reference monitor.

3.2 Model

Mandatory Security Contexts

A mandatory security context sc is an association between a label and a resource/en-
tity. Depending on the kind of protection, a mandatory context can represent:

• a virtual machine: a KVM process and its disk images
• a resource on the system: a process or a file
• a resource in the JVM: a Java object

PIGA-Cloud uses the notion of mandatory security context, i.e. a security reference
designating an entity. Any kind of notion of MAC security contexts fits. For example,
the SELinux or GRsecuritry contexts are supported and several labeling methods
are proposed for MS Windows and Java based systems showing the extensibility
of the approach. A security context is the label of a resource/entity including a
set of attributes. Thanks to this notation, the MAC rules are independent of the
name/placement/path of the resources/entities. Theses MAC rules can control a direct
or advanced activity.

Direct Activity

A direct activity scs → sct is an operation done by the source security context
scs on the target context sct . An operation can be either a system call (read, write,
execute…) or an action inside the JVM (method invocation, field access). A direct
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activity is a flow scs > sct or scs < sct whether the activity is a write-like or
read-like operation.

For instance, the reading of Firefox configuration (firefox_config_t) file
by the Firefox application (firefox_app_t) will be represented as follows :

# direct activity
firefox_app_t -{read}-> firefox_config_t
# read -like flow
firefox_app_t < firefox_config_t

Advanced Activity

An advanced activity is a combination of direct activities. It can be a sequence
sc1 ⇒ scn that is a transitive sequence of interactions sc1 → sc2; . . .; scn−1 → scn .
Such a sequence corresponds with an indirect information flow sc1 >> scn when
there is a transitive closure of operations causally linked [14] i.e. sc1 > sc2 > . . . >

scn−1 > scn . In practice, an indirect flow corresponds to a sequence of operations
leading to information sharing or leaking. For instance, a virtual machine process
scs−vm1 can share data with the process of another virtual machine scs−vm2 by using
a shared resource scs−host1.

Let us give an example of an advanced activity. The firefox application can first
read the Firefox configuration file and then write its content to a web socket. Thus,
there is an indirect flow from the Firefox configuration to a web socket when those
two direct flows are causally related.

# Advanced activity
firefox_app_t -{read}->firefox_config_t ;

firefox_app_t -{write}-> web_socket_t
# Indirect information flow associated with two

causally related direct flows
firefox_config_t > firefox_app_t > web_socket_t
firefox_config_t >> web_socket_t

4 Direct Mandatory Protection

This section describes the mechanisms controlling the direct activities for the three
considered protection levels. Each level defines (1) a notion of mandatory security
context and (2) a model controlling a direct MAC policy. The advanced mandatory
protection model, PIGA, is described in Sect. 5.
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4.1 Protection Inside an Operating System

Protecting resources, inside an operating system, controls the direct activities occur-
ring on both the host and the guest virtual machine. Fewer works deal with the
integration of a MAC protection within the kernel of an operating system. For the
Linux kernel, several propositions are available. GRsecurity is a kernel patch that
provides a MAC protection. One of the most mature is the SELinux operating sys-
tem [15]. That solution provides Type Enforcement [16] available at the scale of the
whole operating system.

In the context of MS Windows systems, few works deal with the MAC enforce-
ment. First of all, Core Force [17] provides the first implementation of a MAC for
the MS Windows XP kernel. MS Windows Vista and MS Windows 7 kernels asso-
ciate each resource with an integrity level. However, MS Windows 7 kernel does
not support Type Enforcement. MS Windows Mandatory Integrity Control (MIC)
available on Windows 7 is a limited style of MAC protection. PIGA-Cloud proposes
SEWindows [18], a MAC mechanism for the MS Windows operating system, with
Type Enforcement.

With SELinux or SEWindows, a security context/label identifies each process/file.
A SELinux/SEWindows policy defines all the allowed direct interactions, where an
interaction is an operation (a system call) between two contexts. The kernel captures
the interactions and guarantees that the policy is satisfied. Thus, if a process is
compromised, the attacker will not obtain more permissions and the impact of the
attack is therefore limited.

SELinux

Security Contexts
A security context is a label including three attributes: a user, a role, and a type. With
SELinux, each user is associated to a SELinux user associated with several roles.
Each role grants the access to a set of SELinux types. The access control rules define
the set of operations (system calls) that are allowed between the SELinux types. The
following listing shows some associations between process/files and their contexts:

/etc/shadow: system_u:object_r:shadow_t
/usr/bin/apache: system_u:object_r:apache_exec_t
apache process: system_u:system_r:httpd_t

In this example, the system services or resources have the system_u identity.
Passive resources have the object_r role. Processes providing system service have
the system_r role. The type of the file including hashed passwords is shadow_t,
apache binaries are apache_exec_t and web server processes are httpd_t.

Direct mandatory protection
A SELinux access control policy defines all the allowed direct activities of an

operating system (for instance, the operating system of a VM) resulting in millions
of rules. SELinux enforces the least privilege principle for each process.
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This listing shows a extract of a SELinux policy:

#users definition and roles associations
user root roles { sysadm_r staff_r user_r }
user system_u roles { system_r }
#types definition
type passwd_t;
type httpd_t;
[...]
#association between roles and types
role sysadm_r types passwd_t;
role system_r types httpd_t;
[...]
#definition of rules between types
allow passwd_t shadow_t:file { open getattr read }
allow httpd_t apache_exec_t:file { open getattr read

execute }
[...]

This policy allows several direct operations. For example, a process executing a
passwd_t binary can read the /etc/shadow_t file. A httpd_t process can
execute an apache_exec_t binary. However, a compromised web server becom-
ing root cannot read /etc/shadow since it does not have the passwd_t type.

SEWindows

This section describes the principle of SEWindows. A driver captures the system
calls in order to control the direct flows between a source and a target. Each entity of
the system (process, file, pipe) is associated with a security context. In contrast with
SELinux, SEWindows computes dynamically the security contexts in a portable
manner. For example, the security context for the C:\Windows\System32\
cmd.exe file is system_u:object_r:systemroot|system32|cmd_
exec_t.

Our driver captures the system calls by hooking the System Service Dispatch Table
(SSDT) containing the references for the system calls. The driver verifies that the
system calls satisfy a direct policy. The driver denies a system call that does not
satisfy that direct policy. Otherwise, the driver allows the access and sends a request
to the PIGA-Shared reference monitor see Sect. 5 before allowing the execution of
the corresponding system call.

Further details on SEWindows can be found in [18].

4.2 Protection of Virtual Machines

A virtual machine running on an hypervisor includes a process (a Qemu/KVM
instance) and a set of files (configuration files and virtual disks). Most of the research
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on security for virtualization [19, 20] focus on hardening the hypervisor but do not
provide access control mechanisms between VMs. [21] uses a dedicated hypervisor
to encrypt the data and the network transmission. GuardHype [22] and [23] verifies
the integrity of the hypervisor itself or the integrity of the kernel and of the critical
applications. sHype [24] brings Type Enforcement to control the inter-vm commu-
nications. In [25], the authors propose to improve the isolation of virtual machines
while minimizing the loss of consolidation. The approach [25] offers a better iso-
lation. To do this, they use memory page coloring. But their approach introduces a
very large overhead that does not fit with real world cloud platforms.

In contrast, our approach consists in reusing and extending the MAC sVirt solution
in order to isolate the virtual machines from the host system. sVirt is an extension for
SELinux that uses categories to monitor direct interactions between virtual machines,
so that:

• the virtual machine is isolated from the host system: if a VM is attacked, only a
restricted access to the system is granted
• virtual machines are isolated from one another: a VM cannot interact with the

files/processes of the other VMs.

The main issue with sVirt is that it doesn’t handle the migrations between several
hypervisors. Thus, two different virtual machines can have the same category and
therefore malicious interactions are allowed.

PIGA-Cloud offers a designation service that provides unique and consistent
security contexts for the VMs. Therefore, a VM can migrate from a source host H1
to a target host H2, while keeping its security context.

Security Contexts

PIGA-Cloud uses the static labeling service provided by sVirt to assign a unique
context to the process executing the image and to the files holding the image’s file
system. With the current implementation of sVirt, a context consists of a SELinux
label (user:role:type) and a category (cx : cy). The following listing shows
some of the SELinux/sVirt labels:

# Subjects
system_u:system_r:svirt_t: KVM process
system_u:system_r:virtd_t: libvirtd daemon
# Objects
system_u:object_r:svirt_image_t: read/write image file
system_u:object_r:virt_image_t: read only image file

(VM not running)
system_u:object_r:virt_content_t: read only image file

(shared disks)
system_u:object_r:svirt_etc_t: XML configuration files

On the other hand, categories can isolate virtual machines from each others: a
source process can interact with a target entity only if the target’s categories are a
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subset of the source’s categories. For instance, a process labeled with c0, c5 will only
be able to access entities labeled with c0 or c5, with the c0, c5 pair or without any
category. sVirt’s contexts become as follows:

# Subjects
system_u:system_r:svirt_t:s0:c1 ,c5: VM1 ’s KVM process
system_u:system_r:svirt_t:s0:c2 ,c10: VM2 ’s KVM process
# Objects
system_u:object_r:svirt_image_t:s0:c1,c5: VM1 ’s image

file
system_u:object_r:svirt_image_t:s0:c2,c10: VM2 ’s image

file
system_u:object_r:svirt_image_t:s0: shared image file

The PIGA-Cloud designation service has been integrated to OpenNebula using
the libvirt library. In the proposed implementation, the OpenNebula’s drivers are
responsible for choosing the contexts and putting them in libvirt’s configuration files.
Therefore, the designation preserves the context chosen for the first instance when
the VM is suspended or migrated through the XML configuration file of sVirt. The
listing 1 shows how the system_u:system_r:svirt_t:s0:c1,c8 security
context of a VM’s process is associated to the system_u:object_r:svirt_
image_t:s0:c1,c8 security context of the VM’s files.

<seclabel type=’static ’ model=’selinux ’>
<label >system_u:system_r:svirt_t:s0:c1 ,c8 </label >
<imagelabel >system_u:object_r:svirt_image_t:s0:c1 ,c8

</imagelabel >
</seclabel >

Listing 1 Extract of the configuration used to deploy a VM

The designation service is fully transparent since PIGA-Cloud, e.g. through an
integration to OpenNebula, chooses which contexts can be assign to the images
through a dedicated database.

This database of the designation allows to know which contexts have already been
given and to which VMs they are associated. Thus, when a new VM is launched,
the designation assigns an unused context to the VM from the database. Thus, the
OpenNebula drivers deploy transparently a consistent labeling all along the life-cycle
of a VM.

The following listing shows the ps and ls commands after a VM deployment: the
contexts are properly assigned to both the processes and images.

[root@node1 ~]# ps auxZ | grep one -186
system_u:system_r:svirt_t:s0:c1 ,c8 oneadmin 7901 17.3

[...]
[root@node1 ~]# ls --scontext /one/var /186/

images/disk.0
system_u:object_r:virt_image_t:s0:c1 ,c8 /one/var /186/

images/disk.0

When a VM migrates, the designation maintains the chosen label on the new host.
The following result is thus obtained after a migration.
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[root@node2 ~]# ps auxZ | grep one -186
system_u:system_r:svirt_t:s0:c1 ,c8 oneadmin 6110 17.3

[...]
[root@node2 ~]# ls --scontext /one/var /186/ images/disk

.0
system_u:object_r:virt_image_t:s0:c1 ,c8 /one/var /186/

images/disk.0

Direct Mandatory Protection

Through SELinux/sVirt, several VMs run on the same node while being isolated from
each other, but they can be also allowed to share a same image file. For instance with
isolation, when a process with an unauthorized label (system_u:system_r:
svirt_t:s0:c1,c3) attempts a malicious access to (system_u:object_r:
svirt_image_t:s0:c1,c2), SELinux stops the interaction, as presented in
listing 2. Then, OpenNebula informs the user that the VM couldn’t be launched (c.f.
listing 3). This is the expected behavior since a malicious process tried to get an illegal
access to an image file. Thus, SELinux/sVirt protects against both confidentiality and
integrity violations of the image file.

type=AVC msg=audit (1321711900.859:169931): avc:
denied { read write }

for pid =1796 comm="kvm" name="disk .0" dev=dm -5 ino
=7471710

scontext=system_u:system_r:svirt_t:s0:c1 ,c3
tcontext=system_u:object_r:virt_image_t:s0:c1 ,c2

tclass=file

Listing 2 SELinux stops malicious direct accesses

error: Failed to create domain from
/one/var /127/ images/deployment .0

error: internal error process exited while connecting
to

monitor: kvm: -drive file=/one/var /127/ images/disk.0
,if=none ,id=drive -ide0 -0-0,format=raw: could not open
disk image /one/var /127/ images/disk .0: Permission

denied

Listing 3 OpenNebula cannot launch the malicious VM

Thanks to SELinux/sVirt, PIGA-Cloud monitors the direct information flows
between the VMs. It is then possible to (1) stop the direct flows between a VM
and image files, (2) allow two VMs to share a same image file, and (3) send the
SELinux requests to the shared reference monitor PIGA-Shared in order to get a bet-
ter protection. The Sect. 5 explains how the shared monitor PIGA-Shared guarantees
advanced security properties inside a VM and between VMs.
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4.3 Protection Inside a JVM

In order to protect PaaS and SaaS solutions, Java applications have to be controlled.
However, a satisfying mandatory access control is really missing for the Java Virtual
Machine.

Solutions exist to control the flows inside the JVM. JAAS is an API to provide
access control based on stack inspection (SBAC). However this API must be called
explicitly by the developer in the application, limiting thus its use and effectiveness
[26, 27]. A mandatory access control inside the JVM is developed in [28, 29].
However, they use coloration that limits the supported security properties and affects
the performances. [30] proposes a similar approach with the same limitations.

Security Enhanced Java (SEJava) is a novel mandatory model controlling the direct
interactions between the Java objects sharing the JVM. SEJava provides a reference
monitor to intercept all the operations occurring inside the JVM. With SEJava, the
source and target security contexts are Java objects. Java objects interact through
method calls and attribute accesses. SEJava uses JVMTI (Java Virtual Machine Tool
Interface) in order to intercept the interactions between Java objects. Thus, the SEJava
reference monitor controls all the operations on the Java objects. This reference
monitor guarantees a direct MAC policy between the Java objects.

Security Contexts

With SEJava, a security context is based on the object type, that is to say on the name
of the object class. For instance, L java/ io/File; is the label of the java.io.File
class.

Direct Mandatory Protection

In order to define a direct policy, SEJava needs to define the permissions between
the security contexts. To do so, SEJava reuses the operations defined by the Java
specifications:

• method calls: invocations
• attribute accesses: read or write

package se.java; // Java’s package to which the
usecase belong

public class UseCase {
public static void main(String args []) {

Guest guest = new Guest(); // An object with
restricted

privileges
Admin admin = new Admin(); // An object

owning a secret
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Storage f = new Storage (); // An ordinary
Java object

// The Admin’s "secret" is copied to a shared
data

f.Write(admin.GetSecret ());

// The content of this shared data is then
copied as Guest’s

secret guest.SetSecret(f.Read());

// From this execution point:
// An instance of Guest knows the "secret" of

an Admin’s
instance

// The confidentiality of Admin’s secret
field is thus
violated.

}
}

Listing 4 Example’s source code

The listing 4 shows a basic example using three Java objects:

• Guest is an unprivileged user. The class has a private field and get and set methods
to handle it.
• Admin is a privileged user, inheriting from Guest.
• Storage is a Java object with a read and a wri te method.

# [allow/deny] signature --{ permission }--> signature
# Allows Usecase to create new instances of Guest ,

Admin and Storage
allow Usecase --{ main invoke <init > }--> Admin
allow Usecase --{ main invoke <init > }--> Guest
allow Usecase --{ main invoke <init > }--> Storage
# Main has to be able to invoke methods from Storage
allow Usecase --{ main invoke Read }--> Storage
allow Usecase --{ main invoke Write }--> Storage
# Main is allowed to invoke GetSecret on Admin
# but not SetSecret on Guest (see commented rule)
allow Usecase --{ main invoke GetSecret }--> Admin
allow Usecase --{ main invoke SetSecret }--> Guest

Listing 5 Extract of a SEJava direct policy

The listing 5 presents an extract of the SEJava policy associated with this program.
This policy limits the operations that can be done by the application. Here, the policy
allows three kinds of activity:

• the first three rules allow the main() function from class Usecase to instantiate the
classes Admin, Guest and Storage
• the two next rules allow main() to read and write the Storage instances
• the two last rules allow main() to read the Admin secret and write the Guest secret
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# decision (signature , id) --{ permission }-->
(signature , id)

ALLOW (Usecase , 552) --{ main invoke <init > }-->
(Guest , 480)

ALLOW (Guest , 480) --{ <init > invoke <init > }-->
(Guest , 480)

ALLOW (Usecase , 552) --{ main invoke <init > }-->
(Admin , 056)

ALLOW (Admin , 056) --{ <init > invoke <init > }-->
(Admin , 056)

ALLOW (Admin , 056) --{ <init > invoke <init > }-->
(Admin , 056)

ALLOW (Usecase , 552) --{ main invoke <init > }-->
(Storage , 912)

ALLOW (Storage , 912) --{ <init > invoke <init > }-->
(Storage , 912)

ALLOW (Usecase , 552) --{ main invoke GetSecret }-->
(Admin , 056)

ALLOW (Usecase , 552) --{ main invoke write }-->
(Storage , 912)

ALLOW (Usecase , 552) --{ main invoke read }-->
(Storage , 912)

ALLOW (Usecase , 552) --{ main invoke SetSecret }-->
(Guest , 480)

Listing 6 SEJava’s decision

The listing 6 shows the SEJava logs generated during a program execution. The
three objects are properly instantiated, due to the first three rules of listing 5. Likewise,
the Admin secret can be written in Storage and Guest can read the Storage.

SEJava can stop an abnormal program execution. Indeed, any behavior unspecified
in the policy (for instance the writing of Admin’s secret) would be denied. This
mechanism can block real program flaws, such as the CVE-2012-1723 flaw.2

However, an indirect flow between Admin and Guest, going through Storage, can
be noticed. This flow violates the confidentiality of the Admin’s secret and should
therefore be forbidden. SEJava cannot stop the indirect flows. PIGA-Shared can
prevent such a threat as described in the next section.

5 Advanced Mandatory Protection

Mandatory Access Control solutions with monitoring of direct activities require
intricate configurations. Moreover, these solutions cannot control advanced activities
such as indirect flows or combined activities. The configuration of a full system can
entail millions of rules. Therefore, guaranteeing security objectives, e.g. integrity

2 http://www.symantec.com/connect/blogs/examination-java-vulnerability-cve-2012-1723

http://www.symantec.com/connect/blogs/examination-java-vulnerability-cve-2012-1723
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or confidentiality of particular resources, is very difficult. In Cloud Computing, this
problem becomes even harder due to shared resources and possible migrations of
machines, resources or services.

The PIGA approach, developed in [14] and [31], eases the mandatory protection
approach while covering a large set of security properties.

PIGA reuses existing direct access control policies, like SELinux, SEWindows,
sVirt or SEJava. MAC policies become simpler, i.e. less precise, due to PIGA guar-
anteeing advanced properties by itself. Besides, PIGA allows to check indirect flows
with intermediate contexts and, even more, monitoring all kind of malicious activi-
ties including associations of various direct and indirect activities. In practice, PIGA
is able to prevent millions of potential vulnerabilities that a direct mandatory policy
cannot block. A PIGA policy requires few instantiations of security properties in
practice. For example, PIGA-OS [9] significantly strengthens an operating system
with a dozen of rules only.

Different reference monitors already control direct flows. Thus, PIGA just adds
other mandatory controls and is not an alternative to neither SELinux/SEWindows
nor SEJava. It improves and simplifies existing mandatory protections. Therefore,
the PIGA approach allows us to reach our objectives, i.e. simplify the administration
of mandatory policies while guaranteeing a large set of security properties.

5.1 PIGA Properties

In order to satisfy advanced properties, PIGA uses (templates) of advanced secu-
rity properties expressed using the dedicated Security Property Language (SPL). In
practice, a security officer simply provides the right MAC security contexts for these
templates in order to define instances of advanced security properties. Let us present
only three examples of template while more than ten templates are supported and
newer ones can easily be defined to cover specific security needings.

A first template guaranties the integrity for a set sc1 of target security contexts
regarding a set sc2 of source security contexts. It is an advanced property since it can
prevent any direct > or indirect flow >>.

define integrity( sc1 in SCS, sc2 in SCC )
[ ¬(sc1 > sc2)

AND
¬(sc1 >> sc2) ];

A second template guaranties the confidentiality for a set sc1 of target security
contexts regarding a set sc2 of source security contexts. This advanced property
prevents any direct or indirect reading of the target security contexts.

define confidentiality( sc1 in SCS, sc2 in SCC )
[ ¬(sc2 > sc1)

AND
¬(sc2 >> sc1) ];
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A third template was designated specifically during the security challenge [9] to
cover a large range of threats associated with interpreted executions of downloaded
scripts. That advanced property prevents a source security context sc1 from writing
into a target security context sc2, e.g. a downloaded script, then executing a target
security context sc3, e.g. a binary shell interpreter, in order to read the created file
sc2, e.g. executes the shell script. It is a very powerful property since it only prevents
the latter interaction, i.e. the reading, when it is suspicious, i.e. temporal relationships
−then− > define the malicious activity.

define dutiesseparationbash( sc1 in SC )
[ Foreach sc2 in SCC , Foreach sc3 in SC,

¬ ( (sc1 →wri te sc2) -then -> (sc1 →execute sc3) -then -> (
sc3 →read sc2) ) ];

Once the required templates have been properly designed, the security officer
simply provides the satisfying parameters using the relevant MAC security contexts.
Thus, he easily defines an efficient protection using a couple of advanced properties
as shown in the sequel.

5.2 PIGA Global Architecture

PIGA-Cloud uses the mandatory access control policies of each Cloud component
in order to control advanced activities. Figure 2 describes the global process used
to analyze the security properties and the deployment of PIGA policies. The PIGA
policies are required for the control of advanced activities. [32] proposes a distributed
access control architecture. Their goals are the same as ours but they do not demon-
strate that their approach is applicable on real Cloud environments. Furthermore,
their approach is limited to express classical access control rules and can not express
advanced security policies as supported with our language. Other works such as [33]
only apply these concepts to web services.

The security administrator defines, with the SPL language, the set of PIGA security
properties that must be enforced on the three levels of protection. A use case and
some examples of security properties are given in the following sections.

In order to analyze the respect of these security properties, the PIGA compiler uses
the set of direct mandatory access control policies of each Node/Virtual Machine/-
Java software and it computes a set of activity graphs. In an activity graph, a node
corresponds to a security context and an edge corresponds to the set of allowed oper-
ations. Thus, an edge in the graph is associated to a direct activity, and a path in the
graph is associated to an indirect activity (a particular case of advanced activity). A
combination of several edges and paths corresponds to an advanced activity.

The compiler analyzes the graphs and enumerates the set of advanced activities
that violate the required security properties. Each forbidden activity is added to
a database of malicious activities. This database is deployed on the PIGA-Shared
monitor in order to control the activities and prevent a malicious activity on each
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Fig. 2 PIGA-Cloud : analysis and deployment of security properties

level of the Cloud. As shown in Fig. 1, this reference monitor, written in Java, is
executed on a dedicated host and it is himself protected with SELinux.

During the execution of the Cloud, PIGA-Shared receives activity requests from:

• SELinux hosts
• Virtual Machines, i.e. each Linux VM that includes SELinux or each MS Windows

VM that includes SEWindows [34]
• Java Virtual Machines

PIGA-Shared allows an operation when it does not end any malicious activity of the
database. Otherwise, this operation is denied. Thus, PIGA-Shared ensures that the
components of the Cloud do not violate any of the required properties.

5.3 Use-Case

Figure 3 shows the use case explained in the following sections. In this exam-
ple, a Cloud administrator connects to a web-service, running on a Linux node,
through Firefox running on a MS Windows node. SEWindows is installed on the MS
Windows node and SELinux on each Linux nodes. The web-service is a Java
application protected with SEJava. This web-service allows the administrator to
update the /etc/shadow file of each node of the Cloud. The administrator can
add/modify/delete user accounts on the host running the web-service and the web-
service can deploy the update on each node. In this architecture, each node is a Virtual
Machine running in a QEMU/KVM process and being protected with SELinux/sVirt.
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Fig. 3 PIGA-Cloud:use case example

5.4 Advanced Protection Inside an Operating System

The first objective of PIGA-Shared is to control the activities for the operating systems
of the hosts or the operating systems running in the VMs. By using our property
templates with SELinux contexts, it is possible to control advanced activities and
thus provide advanced system protection.

The following listing gives an example of instantiation of the property templates
for host systems and virtual machines:

integrity( $sc1 :=" user_u:user_r:user.*_t", $sc2
:=".*:.*:.* _exec_t" );

integrity( $sc1 :=" user_u:user_r:user.*_t", $sc2
:=".*:.*:.* etc_t" );

confidentiality( $sc1 :=" user_u:user_r:user.*_t", $sc2
:= system_u:
object_r:shadow_t );

confidentiality( $sc1 :=" user_u:user_r:user.*_t", $sc2
:= system_u:
object_r:memory_device_t );

dutiesseparationbash( "user_u:user_r:user.*_t" );

The first two rules ensure the integrity of executables and system configura-
tion files against the user. The two following rules ensure the confidentiality of
the /etc/shadow file and the /dev/mem device (that allows a direct access to
the physical memory). Finally, the last rule prevents a user process to download
and run a script interpreter that reads the downloaded script in order to execute it.
In our use case, those two properties prevent an illegal reading of /etc/shadow
or /dev/mem for ordinary users. Thus, only the required system services, e.g. the
Cloud management service, can read the confidential data.
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This last property is very interesting because it does not prevent the download of
files, or the execution of interpreters. This rule only prevents the interpretation of
scripts that have been downloaded. Of course, it is possible to define a less restrictive
property. For example using only the Firefox web browser context as parameter will
only limit the execution of downloaded scripts for Firefox. With that later property,
the Cloud administrator would be protected only against the vulnerability of his web
browser.

5.5 Advanced Protection for the Microsoft Windows Operating
System

Let us give two examples of the confidentiality template in order to protect
the Cloud officer using a MS Windows Client.

confidentiality( $sc1 :=".*:.*: opera_t",$sc2 :=".*:.*:
firefox_t" );

confidentiality( $sc1 :=".*:.*: firefox_t",$sc2 :=".*:.*:
opera_t" );

Let us imagine that the Cloud officer uses Opera to access the Cloud management
service and Firefox to access social networks. The Cloud officer wants to forbid
information flows between these two browsers. The first property prevents any flow
from Firefox to Opera. The second one prevents any flow from Opera to Firefox.

Starting from a direct policy, PIGA pre-computed respectively 111 and 99 illegal
activities for the first and second properties.

Let us give an example of those pre-computed illegal activities.

system_u:system_r:firefox_t -( file { create write } )
->

system_u:object_r:systemroot_file_t ; system_u:
system_r:firefox_t -(

file { execute } )-> system_u:object_r:adobearm_exec_t
;

system_u:system_r:adobearm_t -( file { execute getattr
read } )->

system_u:object_r:systemroot_file_t; system_u:system_r
:adobearm_t -(

file { create setattr write } )-> user_u:object_r:
user_home_opera_t

; system_u:system_r:opera_t -( file { execute getattr
read } )->

system_u:object_r:user_home_opera_t ;

Listing 7 Illegal indirect flow from Firefox to Opera

Firefox writes data on the MS Window filesystem. Then, Firefox executes
Adobearm. The Adobearm process reads the same filesystem and copies data to
the user_home_opera_t directory. Finally, Opera reads or even executes data
coming from the user_home_opera_t.
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The direct policy enables each direct interaction. However, it cannot prevent the
indirect flow firefox_t >> opera_t associated with the causal closure of the
direct flows:

firefox_t > systemroot_dir_t > adobearm_t >
user_home_opera_t > opera_t

Listing 8 Causal closure of the direct flows

Obviously, that causal closure could be prevented simply by forbidding some of
the direct interactions through a modification of the direct policy, e.g. one can prevent
Adobearm from writing the user home directory through the direct policy. However,
such a modification of the direct policy can prevent the applications from running
or even from securing the system, e.g. the Adobe process cannot update the Opera
directory in order to correct some security issues associated with the Adobe tools. In
the considered indirect flow, the risk is associated with some corrupted data coming
from Firefox being transmitted to Opera. Such threats are classical since they could
be associated with Firefox executing a JavaScript exploit attempting to compromise
indirectly other components, e.g. Opera reading the corrupted data.

PIGA-Shared

In practice, the PIGA monitor gets the requests, i.e. the traces of the requested system
calls, from the driver in order to compute on-line the system activities. If a system
activity matches with a pre-computed illegal activity, then the PIGA monitor sends
a deny for the corresponding system call.

Let us give an example for two requests associated with the beginning of the
previously considered illegal activity.

type=AVC msg=audit(begin =[129648732304525985] ,
end=[,]) avc : granted { write } for pid =3884
com="% programfiles %\ firefox\firefox.exe" ppid =1960

path ="% systemroot %"
scontext=system_u:system_r:firefox_t
tcontext=system_u:object_r:systemroot_dir_t tclass=

file

Listing 9 Firefox requesting to write into the system root directory

type=AVC msg=audit(begin =[.............41343] ,
end =[]) avc : granted { read execute getattr } for pid

=1880
com="% programfiles %\ adobe\adobearm.exe" ppid =160 path

="% systemroot %"
scontext=system_u:system_r:adobearm_t
tcontext=system_u:object_r:systemroot_dir_t tclass=

file

Listing 10 Adobearm requesting to read into the system root directory
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type=AVC msg=audit(begin =[.............25985] ,
end =[.............87541]) avc : granted { write } for

pid =3884
com="% programfiles %\ firefox\firefox.exe" ppid =1960

path ="% systemroot %"
scontext=system_u:system_r:firefox_t
tcontext=system_u:object_r:systemroot_dir_t tclass=

file

Listing 11 End of Firefox writing into the system root directory

type=AVC msg=audit(begin =[.............41343] ,
end =[.............98312]) avc : granted { read execute

getattr }
for pid =1880

com="% programfiles %\ adobe\adobearm.exe" ppid =160 path
=""% systemroot %"

scontext=system_u:system_r:adobearm_t
tcontext=system_u:object_r:systemroot_dir_t tclass=

file

Listing 12 End of Adobearm reading into the system root directory

The two conditions of a causal relationship between two interactions are sat-
isfied: (1) systemroot_dir_t 0.9 and 0.10 is a shared context between the
Firefox and the Adobearm interactions and (2) the beginning of the first interaction
(.............25985) 0.9 is lower than the end of the second interaction (.............98312)
0.12. Thus, PIGA-Monitor detects a causal relationship between the two interac-
tions corresponding to the system activity firefox_t > systemroot_dir_t
> adobearm_t. So, PIGA monitor starts the reconstruction of the considered ille-
gal activity.

When the latest interaction occurs, i.e. opera_t requesting to read a file in
user_home_opera_t written by adobearm_t, PIGA monitor denies the cor-
responding system call. It is an efficient property since Opera can read safe files from
user_home_opera_t but is prevented from reading files written by Firefox.

5.6 Advanced Protection of Virtual Machines

One of the PIGA-Cloud objectives is to control flows between a VM and its host,
but also between VMs.

In [13], the authors propose an architecture for protecting web applications. They
use a mandatory access control within and between VMs (Virtual Machines). How-
ever, they are limited to one node and can not express advanced properties that would
include processing an information flow corresponding to a causal closure of direct
flows crossing intermediate resources. Rueda et al. [35] analyze multiple SELinux
policies. But again, as in [13], they have only one node hosting multiple VMs and do
not take into account the deployment or migration of VMs. Finally, the approach is
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limited to the analysis and does not protect the system. In [36], the authors decom-
pose a complex policy in several layers. They control the interactions within and
between VMs. However, they do not offer a language to express advanced properties
and again cannot control the indirect flows.

In order to control flows between a VM and a host, properties are proposed using
security contexts associated to the virtual machines. It is then possible to control
the advanced activities between the KVM processes (the VMs) and the host. The
following rule can prevent a QEMU/KVM process to execute a binary that is not the
QEMU binary, the system libraries or the QEMU libraries:

trustedpathexecution( $sc1:= system_u:system_r:svirt_t
, $TPE:= {
".*:.*:.* qemu_exec_t", ".*:.*:.* lib_t",

".*:.*:.* lib_qemu_t"
} )

This rule can prevent accessing the host binaries from the running KVM process, for
instance, a binary shell interpreter. Additional rules guaranteeing the host confiden-
tiality and integrity have already been defined.

It can sometimes be necessary to share disks or resources between several virtual
machines. To monitor the activities occurring between VMs, a new attribute has
been added to the VMs’ SELinux contexts, so that it becomes possible to identify
the machines. Contexts can therefore be represented as follows:user_u:role_r:
type_t:vm_i, where vm_i is the VM’s id. Thus, the following rule ensures the
confidentiality for the /etc files of VM1 towards the users of VM2:

confidentiality(user_u:user_r:user.*_t:vm_2 , system_u:
object_r:
etc_t:vm_1);

The following listing shows a sequence of activities that would violate the previous
property using a NFS sharing:

system_u:object_r:etc_t:vm_1 -( { write } )-> system_u
:object_r:
nfs_t ; system_u:object_r:nfs_t -( { read } )->

system_u:
object_r:user_t:vm_2

In order to guarantee the confidentiality property, PIGA will deny the last opera-
tion of this sequence. PIGA-Shared can therefore authorize legitimate sharing while
preventing malicious ones.

5.7 Advanced Protection Inside a JVM

PIGA-Shared also allows a more efficient protection of the Java applications.
In the example depicted in Sect. 4.3, an indirect activity, leading to a confidentiality

violation of the secret object Admin regarding the object Guest, was computed
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by PIGA. This activity being composed of several interactions, it is not possible to
block it using SEJava. However, thanks to PIGA-Shared, a confidentiality property
can be instantiated to block this flow:

confidentiality(system_u:java_r:guest_j , system_u:
java_r:admin_j);

By using this property, the secret of Admin will be thus written in the shared
object Storage, but PIGA-Virt will prevent the copy of the secret from the shared
Storage by Guest. The confidentiality of the Admin secret will be then satisfied.

A similar rule guaranties the confidentiality of Guest:

confidentiality(system_u:java_r:admin_j , system_u:
java_r:guest_j);

These two rules allow PIGA to find four malicious activities that could violate
the confidentiality of Admin and of Guest. These four indirect activities are depicted
in the following listing:

#Sequences leading to confidentiality violation of
Admin

system_u:java_r:usecase_j -( getSecret { invoke } )->
system_u:
java_r:admin_j ; system_u:java_r:usecase_j -(

addSecret {
invoke } )-> system_u:java_r:guest_j

system_u:java_r:admin_j -( addSecret { invoke } )->
system_u:java_r
:storage_j ; system_u:java_r:guest_j -( getSecret {

invoke } )
-> system_u:java_r:storage_j

#Sequences leading to the confidentiality violation of
Guest

system_u:java_r:usecase_j -( getSecret { invoke } )->
system_u:
java_r:guest_j ; system_u:java_r:usecase_j -(

addSecret {
invoke } )-> system_u:java_r:admin_j

system_u:java_r:guest_j -( addSecret { invoke } )->
system_u:java_r
:storage_j ; system_u:java_r:admin_j -( getSecret {

invoke } )
-> system_u:java_r:storage_j

This protection prevents the threats within that Java application used as a Web
gateway for the Cloud management service. Indeed, that Java application collects
all the passwords into the shared storage. Thus, a guest user can access the shared
storage only when the admin secret is not available into the shared storage. That
advanced property prevents the exploits within the Java objects. Thus, a malicious
user logged as guest into the Cloud management service cannot get the secrets of the
Cloud administrator.
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Table 1 Properties analysis result

Name Host VM Java
Centos/SELinux/sVirt Gentoo/SElinux JVM 7

Graph Nb contexts 2897 577 210
of interactions Nb operations 1 879 063 17684 960

integrity 0 0
integrity 74 30

Properties confidentiality 145 718 86 268
confidentiality 100 468 65 648

PIGA dutiesseparationbash 103 747 632 14 629 680
trustedpathexecution 8 715
confidentiality 4

5.8 Policy Analysis

This subsection outlines the results of the PIGA policy for the three protection layers,
the policy is composed of the rules previously presented:

#Properties at hosts and virtual machines level (level
1)

integrity( $sc1 :=" user_u:user_r:user.*_t", $sc2
:=".*:.*:.* _exec_t" );

integrity( $sc1 :=" user_u:user_r:user.*_t", $sc2
:=".*:.*:.* etc_t" );

confidentiality( $sc1 :=" user_u:user_r:user.*_t", $sc2
:= system_u:
object_r:shadow_t );

confidentiality( $sc1 :=" user_u:user_r:user.*_t", $sc2
:= system_u:
object_r:memory_device_t );

dutiesseparationbash( "user_u:user_r:user.*_t" );

#Property at hosts level (level 2)
trustedpathexecution( $sc1:= system_u:system_r:svirt_t

, $TPE:= {
".*:.*:.* qemu_exec_t", ".*:.*:.* lib_t",

".*:.*:.* lib_qemu_t"
} )

#Property at JVM level (level 3)
confidentiality(system_u:java_r:guest_j , system_u:

java_r:admin_j);

Table 1 shows for each property the number of illegal interactions / sequences /
compositions of sequences. PIGA will block all these illegal activities.

Thus, with only one rule, PIGA can detect and forbid millions of illegal activities.
For example, the dutiesseparationbash property for a Linux host prevents around
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100 millions of malicious activities. For the JVM, few illicit activities are prevented
due to the simplicity of the considered Java application.

6 Lessons Learned and Future Works

More and more vulnerabilities affecting systems are presented in the news. Indeed, the
number of levels in the information is increasing. For example, Cloud environments
add new levels, such as virtualization of operating systems, that need dedicated
protections.

For instance, Java was the target of multiple attacks in the previous months. For
instance, the CVE-2012-17233 is a recent flaw that has been exploited in July 2012.
Companies such as Facebook and Twitter were also victims of attacks based on Java
vulnerabilities.

Moreover, the ANR security challenge [9] demonstrated that the PIGA approach
is more efficient that other solutions based on virtualization. Indeed, the other com-
petitors presented solutions based on virtualization that were unable to protect a
whole system as well as PIGA-OS.

Consequently, the ANR security challenge proved that only an in-depth MAC
protection is truly efficient to protect a system. This result can be extended to Cloud
environments. Indeed, a Cloud does not reduce the attack surface but instead makes
it larger since all the levels involved in the Cloud architecture need to be protected.
Therefore, all the physical hosts present in the Cloud need to be protected with an
appropriated MAC protection. The guest virtual machines running operating systems
also need protection. Finally, the application level, for instance the Java objects
running inside a Java VM, has to be monitored.

However, the experiments done during the ANR security challenge show that
the classic MAC implementations, such as SELinux, SEWindows or SEJava cannot
efficiently protect a system, since they are only able to control direct activities.
Furthermore, these solutions are complex to use since they need very large policies
that are difficult to formalize.

The results obtained with PIGA prove that it is possible to simplify the definition
of the security requirements for a system. PIGA-Cloud extends the approach to cover
all the levels of a Cloud environment, but also to provide an end-to-end guarantee,
thus simplifying the definition of a security policy.

In practice, PIGA-Cloud protects the system against millions of vulnerabilities
remaining in classical direct MAC policies.

Future works deals with the adaptation of SEJava for the Dalvik virtual machine.
Thus, a secure PIGA-Android Client will be proposed controlling the Linux system
and Java applications since advanced protections are really missing for Android.
Therefore, an end-to-end security could be offered for PIGA-Android clients access-
ing PIGA-Cloud services.

3 http://www.symantec.com/connect/blogs/examination-java-vulnerability-cve-2012-1723

http://www.symantec.com/connect/blogs/examination-java-vulnerability-cve-2012-1723
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Currently, the weakness of the solution is that the approach does not enable to
combine different security systems, such as Discretionary Access Control, Manda-
tory Access Control and methods using cryptography. The Seed4C project4 aims at
addressing these issues. For this purpose, the security language will be extended to
support the specificity of DAC, cryptography and network security tools. A dedicated
middleware will be proposed for deploying the security requirements regarding the
Cloud cartography and the available security tools.

7 Conclusion

To summarize, an in-depth mandatory access control can improve the protection of
Cloud environments. Activities are controlled at different levels, i.e. at the host and
guest levels for an IaaS Cloud and at the application level, e.g. Java, for PaaS or SaaS
Clouds. PIGA-Cloud ensures a consistent labeling of the guest virtual machines
during their life cycle including migrations and suspensions. The PIGA approach
eases the definition of advanced properties monitoring several direct and indirect
flows while supporting a large set of confidentiality/integrity properties. PIGA-Cloud
reuses existing direct mandatory policies, e.g. SELinux and sVirt. Moreover, the
SEWindows and SEJava approaches allow to control direct flows within a MS Win-
dows host and between Java objects. Through its unified language PIGA-Cloud
eases the administration of an in-depth protection facilitating thus the Cloud security
administration. Albeit our approach is independent from the Cloud environment,
PIGA-Cloud has been integrated and evaluated for OpenNebula. A use case shows
the advanced protections supported by PIGA-Cloud. The flows between the guest
virtual machines are efficiently controlled. Advanced properties within a MS Win-
dows or Linux guest are proposed. Our use case shows also that the advanced controls
of Java objects and MS Windows Clients allow a safe end-to-end administration of
the Cloud through a classical Web browser and Java gateway.
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Identity Management in Cloud Systems

Ginés Dólera Tormo, Félix Gómez Mármol and Gregorio Martínez Pérez

1 Introduction

Identity management systems are of paramount importance to provide authentication
and authorization based on end user identities trying to preserve privacy, while at the
same time enhancing interoperability across multiple domains. Traditional identity
management systems allow end users, to some extent, to manage their personal
information for accessing certain services.

However, cloud computing brings a different perspective related to the end users’
interests. New risks arise, especially due to the fact that the number of devices acting
in the system grows exponentially [48]. In this regard, some kind of attacks could be
more dangerous and the number of malwares to be considered and malicious users
that could potentially join the system increases.

Additionally, end users are more concerned about how their data is managed,
where it is located and who can access it. In this sense, cloud computing is changing
some of the basic assumptions. As a result, any service in the cloud is exposed to
trust, security and privacy threats that can compromise the identity of end users.

Improving the end users experience while offering certain novel identity-related
features has been recently achieved by means of applying advanced identity manage-
ment systems. These systems are designed to deal with authentication and authoriza-
tion processes, enabling Single Sign-On and methods to exchange end users infor-
mation between different entities and/or domains. By establishing trust links among
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different providers, end users are granted to securely access different resources or
services using a single identity, yet preserving end users privacy.

A lot of work has been done in this area, improving and adapting this kind of
systems to different needs. A wide variety of identity management systems have
been proposed to fulfill different requirements of particular environments or to deal
with different challenges that certain contexts pose [18]. However, due to the variety
of features offered by the different identity management systems, it is not trivial to
determine which approach fits better in a given context.

Based on requirements and threats related to the cloud computing model, our
main contribution is to present different identity management approaches, in order
to analyze and compare how they fit in the cloud context. The questions these systems
leave open and the ongoing work in this regard are described as well afterwards. We
also provide a set of recommendations to be taken into consideration when designing
or deploying any identity-based service in a cloud environment.

The remainder of the document is organized as follows. Section 2 presents some
working groups, standardization activities and on-going international projects aimed
to analyze identity-related challenges raised by current and forthcoming technolo-
gies. Section 3 presents some representative use cases on the field of identity man-
agement for cloud computing in order to help the reader to contextualize subse-
quent sections. Section 4 describes a set of requirements and threats to be taken
into account when working with identity management systems. Section 5 presents a
comprehensive survey on the most relevant identity management solutions existing
nowadays applicable to cloud computing. Each approach is analyzed, showing its
advantages and limitations. Finally, an extensive comparison of all these solutions
is provided. Section 6 sketches some foreseen practical and realistic scenarios of
application of advanced identity management techniques within the scope of cloud
computing, while Sect. 7 extracts the current research challenges to be addressed
in order to reach the aforementioned envisioned practical scenarios. To conclude,
Sect. 8 presents some final remarks depicting the main findings of our research work.

2 Related Work

This section presents a set of related works in the field of identity management. It
describes working groups, standardization activities and international projects whose
objective is to identify, analyze, and describe identity management challenges and
pending issues.

The OASIS Identity in the Cloud Technical Committee (OASIS IDCloud TC) [41]
works to address the security challenges posed by identity management in the context
of cloud computing. Its main goal is to collect and harmonize definitions, terminolo-
gies and vocabulary of Cloud Computing, and develop profiles of open standards for
identity deployment, provisioning and management. Definition of protocols, APIs
or implementations is out of scope of this TC.
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OASIS IDCloud TC collects use cases to help identify gaps in existing Identity
Management standards, and investigate the need for profiles to achieve interoperabil-
ity within them, with a preference for widely interoperable and modular methods.
Additionally, it works with standards bodies to recommend changes to existing stan-
dards trying to close current gaps. Use cases categories include identity infrastructure
establishment, identity management, authentication, authorization, accountability
and attribute management, security tokens, governance and audit and compliance.

The National Strategy for Trusted Identities in Cyberspace (NSTIC) [55] is a
White House initiative to work with both public and private sectors in order to
improve the privacy, security, and convenience of sensitive online transactions. It
offers a collaborative vision to create the standards, policies, guidelines and rec-
ommendations needed for interoperable trusted credentials that would dramatically
reduce identity theft and fraud online.

NSTIC introduces the so-called Identity Ecosystem, aimed at protecting end users
privacy by helping them to verify that the websites they browse are legitimate, avoid-
ing fake sites designed to steal personal information. Furthermore, it enforces service
providers to follow a standard set of best practices in order to ensure end users that
their personal data will be fairly handled, that they are informed on how their data
will be used, and to enable them meaningful choices, while accountability features
are deployed. For example, service providers would be required to collect and share
the minimum amount of information necessary for authentication.

Additionally, the Kantara Initiative [36] is committed to help in driving policies
and technical interoperability in order to verify trust in the identity-based experience
of end users, Relying Parties and Federation Operators. Additionally, it works col-
laboratively to solve harmonization and interoperability challenges among identity-
enabled enterprise, Web 2.0 and Web-based applications and services. The goal of
this activity is to provide public and private sector organizations with uniform means
of relying on digital credentials issued by a variety of identity providers in order to
advance trusted identity and facilitate public access to online services and informa-
tion.

Moreover, the Simple Cloud Identity Management (SCIM) specification suite
[28], developed under the IETF, is designed to ease the use of identity management
in cloud-based applications and services. SCIM seeks to build upon experience with
existing schemas and deployments, placing specific emphasis on simplicity of devel-
opment and integration, while applying existing authentication, authorization, and
privacy models. Its intent is to reduce the cost and complexity of user management
operations by providing a common user schema and extension model, as well as
binding documents to provide patterns for exchanging this schema using standard
protocols.

In turn, Identity Commons [33] is a community of groups working on developing
the identity and social layer of the web. Its main purpose is to support, facilitate, and
promote the creation of an open identity layer for the Internet, in such a way that
control, convenience, and privacy for the individual are improved.

The main objective of the Web Identity Working Group [60], developed by the
World Wide Web Consortium (W3C), is to provide Web developers with a secure
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and uniform access to elementary cryptographic operations, session state infor-
mation, and authentication credentials for devices and applications like browsers.
Web Identity Working Group aims to produce specifications that have wide deploy-
ment amongst end users, adopting, refining and extending existing practices and
community-driven draft specifications.

Furthermore, Attribute-based Credentials for Trust (ABC4Trust) [1] is a research
project funded by the 7th Research Framework Programme (FP7) of the European
Union as part of the Trust and Security Program. The goal of ABC4Trust is to address
the federation and interchangeability of technologies that support trustworthy yet pri-
vacy-preserving Attribute-based Credentials (ABC). ABC enhances classical trust-
worthy credentials, which normally do not respect privacy and reveal more informa-
tion than required by the service. This project defines a common, unified architecture
for ABC systems to allow comparing their respective features and combining them
on common platforms, in order to deliver open reference implementations of selected
ABC systems.

Likewise, PrimeLife [49] is another European Union project funded by its 7th
Framework Programme. The main objective of the project is to bring sustainable pri-
vacy and identity management to future networks and services. This project addresses
challenges related to end users digital interactions over the Internet, which involve
leaving a life-long trail of personal data. PrimeLife advances the state of the art in
the areas of human computer interfaces, configurable policy languages, web service
federations, infrastructures and privacy-enhancing cryptography.

Finally, Secure Widespread Identities for Federated Telecommunications (SWIFT)
[53] is also a European Union funded project within the 7th Framework Programme.
The project leverages identity technology, building a cross-layer identity manage-
ment framework as a key to integrate service and transport infrastructures for the
benefit of end users and providers. It focuses on extending identity functions and
federation to the network while addressing usability and privacy concerns for end
users. SWIFT prepares the grounds for a new dimension of business dynamics allow-
ing a fast entry of new players while expanding the business of existing ones.

Table 1 summarizes the related work presented in this section.

3 Identity Management Usecases

This section will present some use cases on the field of identity management for
cloud computing. In cloud environments, there could be several use cases identified
regarding identity management, ranging from straightforward ones, such as those
introducing common SSO concepts, to very complex scenarios, including for instance
government provisioning or mobile customers.

The goal of this section is to present those use cases defining representative identity
management scenarios which could help the reader to identify requirements, threats,
features and challenges that these scenarios raise. This will establish the grounds to
better understand the forthcoming sections. The use cases described here are inspired
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Table 1 Overview of related work

on the Identity in the Cloud Use Cases working draft [51], which provides a set of
use cases examining the requirements on identity management functions applied to
the cloud.

3.1 UC01: Federated Single Sign-On and Attribute Sharing

There are numerous cloud services in the Internet offered by many different cloud
service providers which, in turn, belong to many different domains. It is considered
common for end users to have an account for each of these cloud services they want
to use, having also different credentials for each of them. For example, they have to
create a new account, protected by a specific username/password for accessing some
resources or services offered by a given cloud service provider.

Federated Single Sign-On is a process that allows end users to access multiple
services having a unique set of credentials. Once end users have been authenticated
in their home domain, they do not need re-authentication for accessing different ser-
vices, even if such services belong to external domains. Additionally, these services
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Fig. 1 Graphical representation and process flow of UC01

may also require retrieving users’ information to provide the service or to perform
some access control process.

Users’ information is usually represented as attributes, such as age, country,
postal address, etc. Again, to avoid users indicating such attributes for each ser-
vice they want to use, identity management systems are planned in such a way that
the service providers could recover the required attributes from their home domain,
i.e., from their unique account, as long as a trust relationship exists between the
querying domain and the domain providing such requested information. In this way,
authentication and attributes could be asserted if they have been issued by a trusted
party, although mechanisms to exchange such kind of information have to be defined
(Fig. 1).

3.1.1 Process Flow

1. End user wants to access a service offered by a service provider
2. The service provider requires end users to be authenticated
3. End user is authenticated in her home domain
4. Home domain asserts user authentication
5. The service provider requires user attributes to offer the service
6. Home domain asserts user’s attributes
7. End user accesses the service

3.2 UC02: Attribute Aggregation and Operations

End users usually have their attributes spread over multiple information sources,
maintained by different providers in different domains. For example, academic infor-
mation could be managed by their university, while information related to their postal
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address could be managed by their city hall and their credit card information is man-
aged by their bank.

Although different information sources could mean different contexts, end users
may want to present attributes maintained by different domains to the same cloud
service provider at the same time. Furthermore, end users may want to perform some
operations over the attributes in order to present just the required information to
access a service. In this way, they could present some claims based on the attributes,
but no the attributes themselves.

Service providers need to validate the received claims, for instance to check
whether they (or the attributes they refer) are still valid. On the other hand, end
users may want to present self-asserted attributes, describing some information about
them, although such information is not asserted by a relying party (Fig. 2).

3.2.1 Process Flow

1. End user is asked by a service provider to present certain attributes, which could
belong to different sources, in order to access a service

2. End user gathers attributes from different sources. Optionally, end user makes
operations based on that attributes to claim the required information

3. End user sends the required attributes or the generated claims to the service
provider

4. Service provider validates the attributes or claims
5. End user accesses the service

Fig. 2 Graphical representation and process flow of UC02
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3.3 UC03: Identity Privacy in Shared Environment

Cloud service providers usually require end users attributes either to provide the
cloud service itself (e.g. online shopping services require the postal address to send
the purchased items), to perform access control (e.g. on-line film services may require
the age of the end user to provide horror movies) or to provide customized services
(e.g. a website showing different aspects according to the user language).

However, both end users identities and end users attributes are considered private
information, and only reliable parties should gain access to them. In this way, end
users identities must be hidden and they may give their explicit consent before any of
their attributes is released. Furthermore, end users should release no more information
than the strictly required by each cloud service provider, so they may want to choose
which attributes will be released for each interaction with the cloud services.

To enable end users to achieve such a process, they do not only need the appropri-
ate tools which allow selecting their attributes, but end users should be also properly
informed about the service they want to interact, e.g. level of trustworthiness, fulfill-
ment of privacy policies, etc. In this way, they can take the appropriate decision of
allowing or not the service to obtain its attributes (Fig. 3).

3.3.1 Process Flow

1. A service provider requires end user attributes to provide a service
2. End user is informed that the service provider wants to access her attributes. In

this step, detailed information of the service provider is shown to the end user
3. End user gives her explicit consent to release her attributes. Additionally, the end

user selects the attributes which will be released

Fig. 3 Graphical representation and process flow of UC03
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4. The service provider gets end user attributes
5. The service provider supplies the service based on the obtained attributes

4 Requirements and Threats

In a so demanding context, as is the case of cloud computing, identity management
systems need to provide a set of features and give a minimum of guarantee that
they properly fulfill the required behavior. Based on the described use cases, this
section studies the main functional requirements as well as security threats to be
considered when designing and deploying a new identity management system for
cloud computing, or when selecting a currently existing one.

4.1 Requirements

Requirements have been grouped into three main categories according to their rela-
tion within the context of identity management systems, entitled (1) general require-
ments, which describes essential functionality that is expected from any identity-
related system; (2) user-centric capabilities, which encompasses requirements related
to the control offered to the end users for inferring in the interaction between dif-
ferent providers; and (3) information management functionalities, which defines the
allowed operation that the end users have when they present information to a third
party.

• General requirements:

R1 Confidentiality and integrity: Since any identity management system makes
use of sensitive information, they must assure that such information is shared
only between appropriate entities. Additionally, they must guarantee that the
information remains valid and complete even when is exchanged between
different parties. In this way, identity management systems have to use secure
communications channels and deploy the appropriate measures in order to
ensure confidentiality and integrity of the information.

R2 Single Sign-On: There are multiple services deployed in the Internet, belong-
ing to many different domains, each of them managing their own set of cre-
dentials. A key requirement for the usability and security of any identity
management system is to allow users of a domain to access applications
hosted in another domain using the credentials of the domain they originally
belong to. From the end users perspective, it is desirable to benefit from a
SSO mechanism, avoiding having an account for each service they want to
access.

R3 Logging and Auditing: Logging and auditing discourage attackers since their
attempt to subvert the system will be recorded and/or they will leave a trail
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which can be further tracked back to them. Moreover, if something unexpected
happens, the lack of logs can result in significant difficulties while dealing
with the occurred failure. Identity management systems must incorporate
an effective logging and auditing mechanism able to trace relevant events
happened in the system. This requirement guarantees that an end user or
entities cannot deny having performed an operation or initiated a transaction,
i.e., non-reputation is provided. To achieve this, the identity management
systems may trace sent and received messages and audit (part of) their content,
as well as internal operations.

R4 Strong authentication: Authentication mechanisms based on shared secrets
such as common username-password authentication, do not offer enough
protection avoiding impersonation or identity theft. In identity management
systems, authentication mechanisms guaranteeing certain level of security
need to be deployed, such as those based on biometric techniques or digital
certificates, enhancing the level of security of the whole system.

R5 Justifiable parties: An identity management system must make its end users
aware of the party with whom they are interacting while sharing information,
and give certain indications about the level of reliability this party has. In
turn, the relying party should also be able to confirm that the information
presented by an end user is reliable, for instance if it has been validated by
an authority.

• User-centric capabilities

R6 End user consent: When an identity provider needs to release some personal
information about an end user, for instance when requested by a service
provider to access a given service, the end user should be able to explicitly
approve whether such information could be released or not. For example, the
identity provider should show a confirmation page when some attributes are
requested to permit the end users to decide if they want to continue, or not,
with the transaction.

R7 Control of accumulated data: End users of identity management systems
usually release some of their information to other entities, sometimes to enable
another entity to manage their information on their behalf. Yet, the end users
should be able to control which information each entity has about them, and
to know how this information is being secured and protected. This is the
case when the attributes of the end user are directly managed by the end user
instead of by an identity provider.

R8 Usability: One of the main objectives of identity management systems is to
ease any identity-related process to end users. This could not be achieved if
end users are required to complete complex procedures, manage complicated
tools or have advanced technical knowledge in order to interact with services.
Instead, identity management systems should provide user-friendly interfaces
and intuitive procedures when any identity-related functionality is presented
to them.
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R9 Off-line mode: Once an end user has authorized a transaction, the exchange of
information between entities might be done without the intervention of the end
user. Furthermore, if an attribute of the end user changes, the service provider
should be able to get the updated value without needing interaction of the end
user. For instance, a magazine service provider requires the postal address of
their subscribed end users to send a printed version of their magazines and an
end user makes use of her town hall identity provider to reveal her address.
If the end user changes her address, it would be desirable that the magazine
service provider automatically gets the new end user postal address without
requiring the end user in such a process.

• Information management functionalities:

R10 Attribute aggregation: End users usually have multiple digital identities
depending on the context they are involved. These identities could belong
to different identity providers, each of them managing different kind of
information. For instance, academic information of a given end user could be
managed by the identity provider of her university, while information about
her credit card is managed by the identity provider of her bank. Any user-
centric identity management system should allow the end users to aggregate
attributes from their different identities in order to present a combined set
of claims to a given service provider at once.

R11 Attribute revocation: Some of the end users’ attributes are not permanent
but they can change throughout time or have an expiration time. Furthermore,
the attributes could be revoked either by the identity provider which issued
them or by the end user, for instance if she wants to cancel an account.
When a service provider gets an end user’s attribute, it should be able to
check whether such attribute is still valid or not.

R12 Self-asserted attributes: End users’ attributes usually need to be issued by
an authority such as a trustworthy identity provider, in order to prove its
validity. However, in some cases may be necessary to allow the end users to
issue their own attributes if proving the validity of them is not mandatory. For
instance, some service providers could require some non-critical attributes,
such as hobbies, language or country, just to provide a customized service.

R13 Minimal disclosure information: The end users should be able to selec-
tively reveal as less information as possible in the credentials presented to
the service provider. For example, if an end user wants to make use of her
driver license to prove she is older than 21, she should be able to extract
a claim just related to her birth date without including the rest of informa-
tion. Otherwise the service provider could gain all the other information
contained in the driver license. Furthermore, the end users should be able to
generate new valid claims based on others valid claims in order to prove that
they fulfill a policy without revealing attributes. For instance, an end user
should be able to prove that she is older than 21 making a verifiable claim
based on her birth date but without actually revealing her birth date.
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4.2 Threats

Identity management systems are exposed to a number of threats that can compromise
its behavior when malicious users or entities try to subvert the system. We classify
the threats into the next three categories:

• Trust threats: Identity management systems are aimed to simplify the end user
experience by creating considerable trust complexity for both service providers
and identity providers. They require an infrastructure where all the involved parties
must be trusted for specific purposes depending on their role. However, if one of
the parties acts maliciously, then the rest of the participants could be exposed
to different risks. Identity management systems need to deploy mechanisms to
allow entities to trust each other although in some scenarios the trust conditions
could introduce some threats [17, 24, 25] if they have not been properly taken into
account.

• Security threats: Any communication system is exposed to different risks which
can compromise the security of the whole system. Malicious users are constantly
coming up with new ways to attack any system, focusing their efforts on exploiting
vulnerabilities of those systems. This is especially relevant for systems managing
identity-related information, due to the fact that they potentially manage sensitive
information [39]. Identity management systems need to avoid any threat which
allows an attacker to affect negatively the system, from stealing information of the
end users or acting on their behalf, to interfere in the communication or interrupt
services.

• Privacythreats: Privacy is a desired feature of any communication system. End
users usually want to keep the information of their digital identities secret. How-
ever, having information about the end users is increasingly being considered more
and more valuable [38]. Furthermore, some organizations do not need to know the
real identities of their end users, but they want to collect the behavior of each of
them. Identity management systems have to deploy mechanisms to preserve end
users’ privacy. That includes (1) anonymity, where a service cannot know the real
identity of an end user, (2) unlinkability, where a service provider cannot link dif-
ferent end user’s accesses and (3) untraceability, where an identity provider cannot
know the services that one of its end users has accessed.

5 Evaluation of Identity Management Approaches

In this section we introduce identity management standards, technologies and solu-
tions which allow end users to manage their personal attributes required for accessing
certain services. We analyze these approaches highlighting benefits and drawbacks
of each in regards to the previously presented requirements. Finally, we summarize
our analysis with a comparative table.
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5.1 SAML

SAML [44], short for Security Assertion Markup Language, is an XML-based open
standard which defines a framework for exchanging authentication, entitlement and
attribute information between entities. In general terms, it allows entities, usually
identity providers, to make assertions regarding the identity of end users to other
entities, usually a service provider.

The first version of SAML (SAML 1.0) was adopted as an OASIS standard in
November 2002. Since then, a minor revision (SAML 1.1) was made in November
2003, and a major revision (SAML 2.0) was made in March 2005, which is the most
widespread version. Several organizations are offering support to SAML 2.0, being
Shibboleth [20] the reference solution for this standard.

In the common workflow of SAML, as shown in Fig. 4, an end user wants to access
a service from a service provider, but this service provider needs to authenticate the
end user and obtain some attributes about her. The authentication process, instead of
being performed by the service provider, is delegated to the identity provider, which
is in charge of managing the user’s identity.

To this end, the service provider redirects the end user to her identity provider
along with a SAML Authentication Request. The identity provider asks the end user
for her credentials, for instance with the usual username/password form, although
other authentication methods could be used. Once the identity provider validates the
authentication, it redirects the end user back to the service provider along with a
SAML Assertion indicating that the end user has been authenticated.

At this point, the service provider may request some attributes of the end user
sending SAML Attribute Query messages directly to the identity provider. Since the
end users do not have to manage their attributes but they are managed by the identity
provider, this solution is usually easy to use and no technical knowledge is required
from the end users.

Nevertheless, end users are not aware of which attributes are being released. In
fact, it is hard for them to control the information that a given identity provider
accumulates about them. Even though some implementations allow defining some

Fig. 4 SAML general workflow
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attribute release policies, they are also managed by the identity provider. Additionally,
end users are not asked for consent before releasing their attributes.

Each identity provider is also in charge of managing the trust relationships with the
service providers. The assertions indicating authentication and attributes are digitally
signed by the identity provider, in such a way that their validity could be verified
by the service provider. However, there is no option for the end users to present
self-asserted attributes to a service provider. Furthermore, even though some SAML
identity providers allow obtaining attributes from different information storages, an
end user could not present assertions from different identity providers at the same
time.

The issued assertions make use of pseudonyms preserving the end user’s privacy.
That is, the service providers do not know the end user’s real identity. However,
the identity provider could trace all end users accesses since it has to generate an
assertion each time they need to access a service provider. Additionally, end users
should initialize the transaction to allow the service provider get attributes, making
the offline mode requirement hard to achieve.

One of the main purposes of SAML is providing a SSO mechanism for accessing
different service providers with a unique account [15]. Hence, if the unique password
of an end user is stolen, the thief could gain access to such services providers on behalf
of the end user. Furthermore, a malicious service provider could redirect the end users
to a fake identity provider, presenting a similar aspect to the original one, asking for
inserting username and password, in order to steal passwords if they do not realize
it is a malicious website (the so called “phishing attack” [34]).

5.2 OpenID

OpenID [50] is an open technology standard which defines a decentralized authen-
tication protocol in order to allow end users to sign in to multiple websites with the
same account. The original OpenID authentication protocol was developed in May
2005, and its current 2.0 version is maintained by the OpenID community since 2007.

With over one billion OpenID enabled end user accounts and over 50,000 websites
accepting OpenID, this standard is nowadays widespread in the Internet. It is sup-
ported from several large organizations such as AOL, Google, Microsoft, VeriSign
and Yahoo!, among many others [46]. Yet, OpenID is not owned by anyone, but the
OpenID Foundation in in charge of assisting the community.

When end users create an account in an OpenID provider (i.e. identity provider)
they receive an identifier as a URL or XRI. Then, when they access a website which
requires authentication and supports OpenID (i.e. relying party or service provider)
they may enter their identifier in order to be redirected to their OpenID provider, as
shown in Fig. 5. It is worth mentioning that this identifier is usually unique for each
end user (e.g. alice.myopenid.net). Therefore, the service provider could trace the
end user accesses, since they always use the same identifier.
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Fig. 5 OpenID general workflow

Being in the OpenID provider, end users could make use of their unique user-
name/password to perform the authentication process. After checking the end user’s
credentials, the OpenID provider shows a confirmation page, where the end user could
verify and select the information which will be released to the service provider. That
is to say, end users can check or uncheck the attributes to be released; yet, they cannot
make claims based on such attributes.

Finally, end users are redirected back to the service provider, which now can have
the requested information about the end users, but neither their password nor their
real identity. As commented, the end users’ information is managed by the OpenID
provider, which makes the system easy to use although requires the user to be online
to perform a transaction. Additionally the users can hardly control the information
that the OpenID provider gain about them. Furthermore, the OpenID provider could
trace end users’ accesses since it establishes direct communication with the service
provider each time the end user needs to provide an authentication assertion or release
some attributes [30].

Even though the attributes are issued by an OpenID provider, the service provider
cannot determine the reliability of such an OpenID provider. Since the framework
is aimed to distributed environments, where no Certification Authority should be
implied, any entity could become an OpenID provider, just implementing the OpenID
protocol [26]. The end users can therefore present self-asserted attributes whose
validity does not have to be validated by the service provider. However, end users
cannot aggregate attributes from different OpenID providers.

The OpenID protocol also presents some security issues [16]. Similarly to the
previous standard, if the password of an end user is stolen, the thief could access all the
services accepting OpenID on behalf of the end user. Furthermore, a malicious service
provider could redirect end users to a fake OpenID provider in the authentication
process simulating the real end users’ OpenID provider to steal their password.
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5.3 OAuth

OAuth [29] is an IETF specification which defines a protocol in order for clients
to access server resources on behalf of a resource owner. It provides a process for
end users to authorize third-party accesses to their server resources without sharing
their credentials. The first specification of the OAuth protocol dates from December
2007, although that version was updated on June 2009 to address the session fixation
attack [37] and published as RFC 5849 [27] in April 2010.

Currently, there is a working draft in progress of OAuth 2.0 which is being sup-
ported by several companies, such as Facebook, Google and Microsoft. OAuth 2.0
is not backward compatible with OAuth 1.0, although the latter is also extendedly
supported by several services providers such as LinkedIn, MySpace, Twitter and
Yahoo! [45].

In the common workflow of the protocol, as depicted in Fig. 6, an end user wants
to share some of their private resources which are maintained in a server (i.e. identity
provider), like photos or documents, with a client (i.e. service provider) without
revealing any password to such client.

To achieve this process, end users access the client website, which requests the
end users’ resources. Since the client supports OAuth, the end users may select the
identity provider where the resources will be obtained from. At this point, the client
requests a set of temporary credentials from the identity provider, and once received
the end user is redirected to the identity provider with those temporary credentials.

End users can now see their identity provider website, where they could perform
the common username/password authentication process without revealing their cre-
dentials to the client. After performing the authentication process, the end user is
asked to grant (or deny) access to the client for getting some of their resources.

Despite its several advantages, this solution does not allow either attribute aggre-
gation between different sources, nor making claims based on attributes, but just
releasing them. In fact, the end users cannot choose which attributes will be released,
just permit or deny the access to a set of them. Furthermore, the granularity of the set

Fig. 6 OAuth general workflow
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of attributes or resources to be released depends on the OAuth server. For example,
an end user might need to share a whole photo album even if she just wants to share
one picture from it.

If the end users approve the request, they are redirected back to the client website,
indicating the temporary credentials identifier, informing that they have completed
the authorization process. Then, using its temporary credentials, the client requests
a set of token credentials to the OAuth server, which will be used for requesting the
resources.

Once the client has the set of token credentials, the communication is directly done
with the OAuth server without requiring the user to be online. Using this process, the
OAuth server hides the real identity of the end user to the client. However, the OAuth
server can trace end user’s accesses since it communicates with all the services the
user wants to make use of.

By establishing a direct communication between OAuth server and client, this
solution lets the OAuth server revoke attributes if they are not valid any more, but
on the other hand it is difficult for the users to invalidate the granted authorization
if they do not want it any more. At most, users could establish some expire period
when they confirm the authorization.

Additionally, the client does not know how much can trust in an OAuth server
and the validity of the provided attributes. This protocol makes no attempt to verify
the authenticity of the server. This solution is mainly focused on allowing access
to resources, where the validity of the resources does not have to be validated by
an authority. In this sense, this solution allows self-asserted attributes, although it
depends on the functionality offered by the OAuth server.

Similar to the previous solutions, this approach is easy to use, since it just shows
some user-friendly web pages, although controlling the accumulated data is hard
to achieve since it is managed by the OAuth server. It also has similar security
problems regarding stolen passwords, since the same account is used for accessing
different services. In the same line a malicious client could redirect the end users
to a fake OAuth server in the authentication process trying to steal their passwords.
Additionally, OAuth 2.0 tokens are not signed, which tends to simplify the protocol
although it must rely on SSL/TLS channels to establish a secure communication,
making this protocol vulnerable to Man-in-the-middle attacks [8].

5.4 Cardspace

Windows CardSpace [13, 40], also known as its codename InfoCard, is the Microsoft
client or Identity Selector for the Identity Metasystem [35]. Although in February
2011 Microsoft decided not to ship this project any more, it is worth describing this
solution since it provides the basis for future technologies such as U-Prove [47].

Taking into consideration that the end users may have different identities depend-
ing on the context where they are interacting, the challenge of this approach is to
allow the end users to create, use, and manage their diverse digital identities in an
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understandable and effective way. For instance, at work end users might have a dig-
ital identity assigned by their employer while they maintain a private digital identity
in MySpace.com to share some music content.

The idea behind Windows CardSpace is that end users could manage their digital
identities, and their related attributes, in a similar way that they manage their cards in
their wallets. In this sense, when end users are requested to present some information
about them, they open their Identity Selector (their wallet), select one of their cards
which contains the requested information, and present it to the requester. The Infor-
mation Cards are usually issued by trustworthy entities, in order for the requester to
verify the validity of the information contained.

To achieve such a process, as summarized in Fig. 7, the requester (i.e. relying
party or service provider) supplies some requirements to the end user, such as which
claims it expects. The Identity Selector shows the cards which fit the requirements
to the end user. Once the end users select a card, the Identity Selector requests to the
issuer of this card (identity provider) a security token containing the needed claims.
Security tokens are signed to check the identity of the identity provider, establishing
this way trust relationships. Finally, the Identity Selector sends the security token to
the requester, which could be validated making use of the signature.

Windows CardSpace is entirely agnostic about the format of the security token [4].
For this reason, CardSpace can work with any digital identity system, using any type
of security token, including X.509 certificates, Kerberos tickets, SAML assertions,
etc.

In contrast to the previous solutions, the information of end users is managed
by the end users themselves. The user could see all the information contained in an
Information card which eases controlling the accumulated data. Furthermore, since
the end user selects the information card to be sent, there is an explicit user consent,
which also means that the interaction with the user is needed.

Fig. 7 CardSpace general workflow
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However, end users need to manually hold their cards, for instance by installing
the cards in their devices. Hence, if the users move to another device they need to
carry their cards with them in order to install such cards in the new device in use.
This presents further difficulties if the end users want to make use of their cards in
a public computer. Additionally, the implementation of reference is integrated with
Microsoft Windows, which makes hard to be used in others operating systems, or
devices, such as mobile phones.

Although Cardspace could make recommendations about the card to make use
of, it is the user who needs to check the information to be released and decide how
trustworthy the service provider is. In addition to that, the end user can neither select
which attributes inside a card will be released, nor aggregate attributes from different
cards, nor make claims based on attributes. The whole card is presented instead.

This solution allows the end user to create personal cards, as if they were issued
by a self-identity provider. They usually include personal information such as name,
addresses or phone numbers, which does not have to be verified. However, in this case
a service provider could trace users’ accesses, since the self-issued identity provider
uses the same private key for each service provider to sign the tokens.

Moreover, the identity provider generates the user claims each time the user
accesses a service in order to form the security tokens. In this way, the identity
provider could not directly know the service the user is accessing, but it could trace
which identity cards are being used and when. Furthermore, even though by default
the service provider’s identity is not revealed by the Identity Selector to the identity
provider, when a token is requested, the identity provider might require knowledge
of the service provider’s identity before issuing the requested token (e.g. for creating
a Kerberos ticket for that specific service) [2].

When some attributes need to be revoked, the identity provider just has to stop
honoring request for security tokens made with this card. If the users want to revoke
a card (e.g. from a stolen laptop) they should contact the identity provider. However,
self-issued cards could not be revoked, and users should contact each service provider
asking for not accepting the self-issued cards.

In order to avoid impersonation, the username/password mechanism for authenti-
cation is replaced by using the information card. However, how to acquire information
cards is not defined, but it depends on the identity provider. In this sense, if the iden-
tity provider does not provide the appropriate measures, the information cards could
be stolen and the user could be impersonated [21].

On the other hand, the Information card does not have to contain sensitive data,
such as credit card number, but it is maintained in the identity provider, and is released
in the security token instead. Additionally, CardSpace improves how websites prove
their identity to the users by introducing higher-assurance certificates. These certifi-
cates also enable a way for those users to learn the level of assurance a site is offering,
which could help them to take decisions about whether to trust a given website.
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5.5 Higgins

Higgins is an open source identity framework designed to enhance the end user expe-
rience, by integrating identity profiles and social relationships information across
multiple sites. The firsts versions of Higgins [19] (Higgins 1.0 and Higgins 1.1),
released on 2008, offer an Identity Selector service for the Identity Metasystem. The
latest version, Higgins 2.0, is still under development and is planning to implement
a Personal Data Service (PDS).

A PDS is a cloud-based service that works on behalf of the end users, giving them
a central point for controlling their personal information. It not only manages end
users’ attributes, but it also manages data flows to external businesses and to other
end users’ PDS.

As shown in Fig. 8, the functionality and workflow of Higgins is similar to
Microsoft CardSpace, but in contrast to it, the cards in Higgins are maintained by a
hosted service, outside the devices of the end users. Hence, the Identity Selector of
Higgins is mainly a thin client that only implements the end user interface, while the
core functionality is performed by the hosted service. In this way, the end users could
make use of different devices to access their cards without having to carry them.

However, the end users need a specific piece of software installed in their device
as a client application, such as a plugin in the web browser, to make use of the
Identity Selector. There are implementations for different operating systems and
some intuitive card selectors available, but since the end users need to directly manage
their cards, using this solution is not trivial for inexpert users.

Higgins introduces a new kind of Information Card, namely the relationship cards
(r-cards) [56]. These cards allow an end user to establish a data sharing relationship
between an identity provider and a relying party. In this way, the relying party could
directly request end user’s attributes to an identity provider without interacting with
the end user, but the end users control the authorization to their data.

Fig. 8 Higgins general workflow
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Either issuing specific credentials for a service provider as CardSpace does, or
interacting directly with the service provider through a relationship card, the identity
provider could trace users’ accesses. Furthermore, the hosted Identity Selector should
be placed in a server that the end users really trust, since it not only can trace all their
interactions with the different relying parties, but also it is in charge of managing
and storing all their identities information.

Regarding user consent, minimal information disclosure, attribute aggregation
and revocation requirements, this solution presents similar issues to the CardSpace
solution previously presented, since both are based on Information cards.

5.6 U-Prove

U-Prove [47, 57] is a cryptographic technology which presents a type of credential
or token to encode end users’ attributes in such a way that the issuance and the pre-
sentation of such tokens remains unlinkable. U-Prove was developed by Credentica
in 2006, acquired and maintained by Microsoft since 2008.

The U-Prove technology makes use of Zero-knowledge proof methods [22, 23] to
issue the tokens. Zero-knowledge proof is a way for an end user to prove possession
of a certain piece of information without revealing it. That is, an end user can provide
an assertion containing a set of attributes revealing nothing beyond the validity of
such an assertion and the attributes. In this sense, this method offers the same level
of security as X.509 certificates, with additional privacy protecting features.

In a similar way than end users manage Information cards, they may manage
U-Prove tokens, as depicted in Fig. 9. These tokens are obtained from different iden-
tity providers, which prove the validity of such tokens. Therefore, when a service
provider requires some end users’ attributes, the end users could present one of their
tokens, with the peculiarity that the identity provider is not involved in this process.

Fig. 9 U-Prove general workflow



198 G. Dólera Tormo et al.

That is, the identity provider and the service provider do not have to establish any
communication between them.

Furthermore, even if the service provider is the same entity than the identity
provider, the identity of the end user presenting the token could not be revealed, due
to the fact that the token does not provide information regarding the issuance process
which could be traced.

In this solution, the users control their information by themselves, which raises
some disadvantages in terms of usability as previously commented when presenting
other solutions (i.e. CardSpace and Higgins). On the other hand, end users could
decide which of the attributes contained in a token will be released, without presenting
the whole token, achieving part of the minimal disclosure information requirement.

However, it does not allow making claims about an attribute without revealing
the attribute, for instance in order to prove that the value of an attribute is within a
certain range. Although some mechanisms have been proposed to solve this issue
[6], they are not efficient. In a similar way, combining tokens or attributes issued by
different identity providers, in order to present a set of aggregated attributes at the
same time to a relying party, is not available in this solution.

Although U-Prove tokens do not reveal the real identity of the end users, the
service provider could trace different accesses of a given end user due to the fact that
her tokens present the same public key and signature. This could be solved if the
identity provider issues many different tokens to the end user with the same attributes
[47], but this solution could be impracticable for large scenarios.

Attribute revocation is available for the users if they contact the service provider to
invalidate one of their attributes. Nevertheless, revocation from the identity provider
side is hard to achieve and it is an open research question for this technology. Due to
the fact that the identity providers are not involved when the end users present a token,
the user could be presenting a token even though it has been already revoked by the
identity provider. Ordinary Certificates Revocation Lists (CRL) cannot be used since
they would break the unlinkability capability of this solution. Some solutions based
on unlinkable blacklists have been proposed [7] although they are not practical for
large blacklists.

5.7 Idemix

Idemix, short for Identity Mixer [32], is an anonymous credential system follow-
ing the protocols described by Camenisch and Lysyanskaya [9] in order to allow
the end users to control the dissemination of personal information and preserving
their privacy. Idemix has been developed at IBM Research and the first design and
implementation document [10] dates from 2002.

Idemix makes use of Zero-knowledge proof methods to generate credentials.
Similar to U-Prove, an end user can obtain credentials containing attested attributes
from identity providers, and prove to a service provider the validity of such attributes
without revealing any other information. The credentials are maintained by the end
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Fig. 10 Idemix general workflow

users in such a way that the identity provider is not required when presenting or
validating some users’ attributes.

In contrast to U-Prove, Idemix fulfills the selective disclosure of attributes require-
ment. As shown in Fig. 10, Idemix not only allows the end users to select which
attributes will be released to a service provider, but it also has the ability to prove
inequalities, such as the value of a birth date attribute being less than today’s date
minus 21 years without disclosing that birth date attribute value. Idemix could also
prove that two attributes have the same value without disclosing that value. However,
it neither allows attribute aggregation from different identity providers.

In addition, Idemix tokens are self-blindable. In this way, the end user could
transform the token so that they look different each time they need to present and prove
some attribute. Therefore, the service provider could not trace end user’s accesses.
However, this makes the issue of attribute revocation even harder to achieve, which
in this case is not available neither for end users, nor for identity providers.

The specification of Idemix presents the usage of short-term claims to replace the
revocation behavior. That is, using claims with short expiration time so they need to
be renovated every so often. However, although this alternative is valid for certain
scenarios, it presents some drawbacks regarding a real revocation mechanism, and
some research is currently underway to solve this issue.

5.8 Discussions

This section summarizes the features and limitations of the previously described solu-
tions regarding the requirements presented in Sect. 4.1. Although all solutions fulfill
some essential requirements, such as Single Sign-On, confidentiality and integrity
requirements, one of the main conclusions is that there is not an ideal approach ful-



200 G. Dólera Tormo et al.

filling all the requirements. Instead, selecting the most appropriate solution depends
on the features of the scenario and the desired behavior.

In general, solutions which do not allow end users to directly control their infor-
mation are easier to apply, such as SAML, OpenID and OAuth, since the identity
providers are in charge of managing such information on their behalf. However,
these solutions are based redirections of the end users whenever authentication is
required, and this authentication is usually based on username/password. Hence,
they are exposed to impersonation if a malicious service provider redirects the end
users to a fake identity provider.

On the other hand, although systems which allow end users to control their infor-
mation usually present user-friendly interfaces, they often require end users to install
and manage some applications, and maintain their credentials manually. On the con-
trary, they use stronger authentication mechanisms, avoiding impersonation.

Additionally, some of the presented systems could be exposed to other security
threats, such as the Man-in-the-middle attack, or session related attacks [39] if they do
not deploy the appropriate counter-measures. SAML and OpenID standards indicate
that the messages must be digitally signed and uniquely identified, to avoid malicious
users to modify or replace an assertion, although OAuth just relies on the SSL/TLS
channel to exchange messages so no vulnerability establishing such channel could
compromise the security of the whole system. CardSpace and Higgins protect the
assertions (i.e. tokens indicating authentication statements or attributes) using sig-
natures and a secure communication channel. However, how to acquire Information
cards depends on the identity provider, which could raise some security risks if it
does not take possible vulnerabilities into consideration.

Regarding privacy, SAML and OAuth make use of pseudonyms to hide the real
identity of the end users, but they do not support minimal disclosure information. In
other words, the end users could hardly decide which attributes will be exchanged.
Yet, OpenID, CardSpace, Higgins and U-Prove do allow the end users to select which
attributes will be released, though service providers could trace end user accesses
since they use the same pseudonym to access different services or even to access
the same service several times. Idemix has the ability of selecting the attribute to
be disclosed [3], while presenting each service provider a different identifier, being
really hard for them to trace end users accesses. Furthermore, Idemix could make
claims based on attributes, so the attributes are not revealed but information based
on them instead.

In order to preserve privacy, some systems avoid direct communication between
service providers and identity providers, so the latter could not trace end users’
accesses. However, that could result in a tough implementation of other features or
requirements. For example, OAuth and Higgins issue authorization tokens to allow
the service providers to directly access the user information under certain conditions,
instead of sending the information directly into the token. Hence, the identity provider
and the service provider could exchange information even if the end users go offline.

Furthermore, in solutions like U-Prove or Idemix, where end users can present
attributes without involving the identity provider, attribute revocation is hard to
achieve. Additionally, since the identity provider cannot trace end users accesses,
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and the end users are completely anonymous to the service provider, it is difficult to
provide these systems with accurate audit mechanisms.

Nevertheless, some of the defined requirements are not properly managed by
any of the presented systems, like attribute aggregation. Thus for instance, SAML,
OpenID and OAuth are focused on having a unique identity provider for managing
all identity-related information of the end users, so attribute aggregation is not con-
templated. In turn, CardSpace, Higgins, U-Prove and Idemix support credentials and
attributes from different identity providers, for instance, having an Information card
from each of them. However, they do not allow presenting information asserted by
different providers at the same time.

It is also worth mentioning other trust aspects. Identity management systems
assume that trust relationships are established, so they usually require the end users
attributes to be asserted by a reliable entity (e.g. a trustworthy identity provider).
OpenID, CardSpace and Higgins allow end users to assert self-attributes without
requiring them to be validated by a trusted party, which could be useful for non-
critical scenarios. However, all the presented identity management systems need
additional considerations when deployed on more dynamic environments. Addition-
ally, although end users could approve transactions before releasing any private data
in some of the systems, they are not informed about the reliability of the service
provider. That is to say, whether the service provider is trustworthy enough to obtain
their sensitive information or to provide the expected service.

Table 2 presents a comparative of the current identity management solutions,
showing how these solutions meet the aforementioned requirements.

6 Visionary Thoughts for Practitioners

This section sketches the envisioned practical and realistic scenarios of application
of advanced identity management techniques within the scope of cloud computing.

In the field of cloud computing, new risks are continuously emerging due to
the fact that the number of devices acting in the system is growing exponentially.
In other words, the more devices deployed in the system, the more harmful some
kind of attacks could be. Furthermore, the number of malwares is also dangerously
increasing, since more malicious users could join the system, and new kind of attacks
arise.

Although we are talking about a “new” technology or concept, most of the chal-
lenges related to cloud computing are not actually new. That is, cloud computing
is not something really new, but it rather consists of an integration of technologies
related to other contexts, such as multi party computation [5], distributed systems
[54], etc. Therefore, some challenges, such as privacy, secure data management, net-
work accessibility, etc. can be handled in the same way as they have been managed
in other contexts.
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Table 2 Comparative of current identity management solutions within the context of cloud com-
puting

Req. SAML OpenID OAuth CardSpace Higgins UProve Idemix

R1 Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

R2 Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

Successfully
achieved 

R3 IdPs could log
end users 
accesses 

OpenID 
providers could 
log end users 
accesses 

OAuth server 
could log end 
users accesses 

IdPs could log
end users 
accesses 

IdPs could log
end users 
accesses 

Hard to achieve 
efficient 
auditing due to 
the offered 
unlinkability 
properties 

Hard to achieve 
efficient 
auditing due to 
the offered 
unlinkability 
properties 

R4 Authentication 
mechanism 
depends on the 
IdP, although 
username/pass
word is usually 
used 

Authentication 
mechanism 
depends on the 
IdP, although 
username/pass
word is usually 
used 

Authentication 
mechanism 
depends on the 
OAuth server, 
although 
username/pass
word is usually 
used 

Information 
cards provide a 
strong 
authentication 
mechanism  

Information 
cards provide a 
strong 
authentication 
mechanism 

Authentication 
based on 
cryptographic 
techniques 

Authentication 
based on 
cryptographic 
techniques 

R5 Static trust 
relationships 
are supposed 
between IdP 
and SP 

RPs do not 
know the 
reliability of 
the IdPs. IdPs 
and users do 
not know the 
reliability of 
the RPs either 

RPs do not 
know the 
reliability of 
the IdPs. IdPs 
and users do 
not know the 
reliability of 
the RPs either 

IdPs cannot 
prevent the 
user from 
sending cards 
to 
untrustworthy 
sites. Users 
cannot know 
how reputable 
a site is 

IdPs cannot 
prevent the 
user from 
sending cards 
to 
untrustworthy 
sites. Users 
cannot know 
how reputable 
a site is 

IdPs cannot 
prevent the 
user from 
sending cards 
to 
untrustworthy 
sites. Users 
cannot know 
how reputable 
a site is 

IdPs cannot 
prevent the 
user from 
sending cards 
to 
untrustworthy 
sites. Users 
cannot know 
how reputable 
a site is 

R6 Do not ask for 
user consent 

Explicitily ask 
for user 
consent before 
releasing any 
user's attribute 

Explicit user 
consent before 
releasing any 
user's attribute 

The user 
selects the 
information 
card to be sent. 

The user 
selects the card 
to be sent. 

The user 
selects which 
attributes will 
be released 

The user 
selects which 
attributes will 
be released 

R7 Directly
managed by the 
IdP, not by end 
users 

Directly
managed by the 
IdP, not by end 
users 

Directly
managed by the 
IdP, not by end 
users 

End users store 
and manage 
their 
Information 
cards by 
themselves 

End users store 
and manage 
their 
Information 
cards by 
themselves 

End users store 
and manage 
their attributes 
by themselves 

End users store 
and manage 
their attributes 
by themselves 

R8 Do not require 
technical 
knowledge, 
information is 
managed by the 
IdP 

Do not require 
technical 
knowledge, 
information is 
managed by the 
IdP 

Not required 
technical 
knowledge. 
Friendly web 
pages are 
usually shown 

Requires end 
users to 
manually 
manage their 
different 
identities. They 
even need to 
make backup 
of the cards 

End user needs 
to install 
applications. 
Similar to 
Cardspace, it is 
not trivial for 
inexpert users 

Requires end 
users to 
manually 
manage their 
attributes. It is 
not trivial for 
inexpert users 

Requires end 
users to 
manually 
manage their 
attributes. It is 
not trivial for 
inexpert users 

R9 Offline mode is 
not defined in 
the standard 

User 
interaction is 
needed 
tocomplete the 
information 
exchange 
process 

Information 
exchange is 
directly done 
between the 
parties  once 
the 
authorization 

End users 
interaction is 
needed toshare 
their 
information 

Using R-cards 
the information 
exchange could 
be done 
without end 
users 
interaction 

End users 
interaction is 
needed toshare 
their 
information 

End users 
interaction is 
needed toshare 
their 
information 

(continued)
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Table 2 Continued
token is issued

R10 Attribute 
aggregation 
between 
different IdPs is 
not available 

No attribute 
aggregation 
between 
different 
sources 
available 

Not attribute 
aggregation 
between 
different 
sources 
available 

Not attribute 
aggregation 
availalble. Just 
one 
Information 
card is selected 

Not attribute 
aggregation 
availalble. Just 
one 
Information 
card is selected 

Not available Not available

R11 When attributes 
are revoked in 
the IdP, they 
are not valid 
anymore and 
hence not 
released to the 
SPs 

When attributes 
are revoked in 
the IdP, they 
are not valid 
anymore and 
hence not 
released to the 
SPs 

When attributes 
are revoked in 
the IdP, they 
are not valid 
anymore and 
hence not 
released to the 
SPs. However, 
the user can 
hardly 
invalidate an 
authorization 
token after 
being issued 

When a card is 
revoked, the 
IdP stops 
grantingrequest
s for security 
tokens made 
with this card. 
End users 
should contact 
their IdPs to 
revoke cards. 
Self-issued 
cards could not 
be revoked 

When a card is 
revoked, the 
IdP stops 
grantingrequest
s for security 
tokens made 
with this card. 
End users 
should contact 
their IdPs to 
revoke cards. 
Self-issued 
cards could not 
be revoked 

End users 
could revoke 
tokens,but 
onlymanually 
by contacting 
each SP. 
Furthermore, 
for IdPs it is 
hard to revoke 
tokens 

Neither 
available for 
end users nor 
for issuers due 
to the 
unlinkability 
properties this 
solution offers 

R12 Not self-
asserted 
attributes 
option 
available 

All the 
attributes could 
be self-asserted 
since no CA 
should be 
implied 

Depends on the 
IdP and on the 
scenario 

User could 
create self-
asserted 
attributes 

User could 
create self-
asserted 
attributes 

Available if 
complemented 
with CardSpace 
or Higgins 

Available if 
complemented 
with CardSpace 
or Higgins 

R13 Once 
authenticated, 
the Service 
Provider is able 
to request any 
attribute 
allowed by the 
IdP. Hence, the 
Service 
Provider could 
get attributes 
which are not 
required 

The end users 
could select the 
attributes 
which will be 
released when 
asked for the 
user consent 

The user could 
decide the 
information 
which will be 
released. But 
the granularity 
depends on the 
OAuth server 

When the user 
sends a card, 
all the 
information of 
the card is sent. 
The user 
cannot select 
which 
attributes inside 
this card will 
be released 

When the user 
sends a card, 
all the 
information of 
the card is sent. 
The user 
cannot select 
which 
attributes inside 
this card will 
be released 

The end users 
could select the 
attributes 
which will be 
released 

The end users 
could select the 
attributes 
which will be 
released and 
claims based 
on those 

Requirement successfully fulfilled                Requirement partially fulfilled                Requirement not fulfilled 

However, cloud computing does bring a different perspective related to the user
interests: Can third parties get access to my data? When and why they cannot obtain
my data? It is my data protected against intrusion and lost? The distributed architec-
ture of the cloud makes it harder to answer these questions. It is not only a technical
issue, it is more related to the “cloud” concept, and the trust that users place in this
concept. Cloud computing is changing some of the basic assumptions. The one to
one model client-server is no longer conceivable. Now, it is Client-Cloud-Server
for legal, contractual, technology, data protection and privacy considerations. Addi-
tionally, data can be easily distributed among different countries and jurisdictions
requiring the application of different points of view of all these aspects.

Cloud computing leaves lot of questions unresolved, most of them related to
the fact that users cannot know where their data is geographically located. They
cannot know who to trust, or how secure the data handling is. Privacy implications
of cloud computing include: jurisdiction, third party access, security safeguards,
limitations on use and retention, and demonstrating/verifying compliance. There is
not a universally agreed definition of privacy; privacy is contextual. Perspectives
on privacy are influenced by culture, economics, society, politics, religion, history,
experience, education, etc. Furthermore, identifying what “personal data” is can be
also a hard issue.
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There are other issues focused on enterprises. The enterprises’ internal data now
could be moved outside the bounds of the company, increasing the need for secure
collaborations. Additionally cloud-based environments make policies harder to man-
age, since it is difficult to answer who has access to what. An issue we should not
neglect as well is how organizations using cloud computing can ensure compliance
with the laws and regulations that they are subject to.

Cloud service providers should be able to assure that tenants’ compliance and
security policies are consistently managed and enforced. The identities may need to
be governed or managed by geographical locations to enforce regional compliance
policies. In the same way, every action that affects a resource being governed by a
compliance policy must be recorded. The consumers of the cloud are responsible for
the security and integrity of their own data, even when it is held by a (cloud) service
provider.

In addition to that, industry and government do not always perceive risks in the
same way; therefore, solutions are not equally taken into consideration. On the one
hand, industry can see risks as business risks, that is, taking security measures into
consideration costs money, so the equilibrium point between not taking security
measures at all (zero costs, but maximum risk) and covering all the security issues
(maximum cost, minimum risks) should be found. On the other hand, government
must avoid any kind of risk, since risks could derive in threats for identity, which may
affect the national security. Sometimes solving these issues is not a technical question,
but rather a legal one. Additionally, governments may establish clear responsibility
lines, which is not a trivial issue in cloud environment. Both industry and government
should promote security as an integral part of the technology, not as an extra cost.

Standards can help to address these baseline issues, and could establish the basis
for systematic assessment of identity management requirements for cloud systems.
They separate technical aspects from legal aspects, describing taxonomy of categories
that allows an easier understanding by vendors and customers alike, entailing good
practice around category requirements. Common categories emerge from regulations
across geographies. Within these categories, regional and national governments have
their own identity requirements. However, from regulators’ point of view, there are
so many standards development, so they do not know where to focus their efforts.
They also see a lack of appropriate expertise.

Creating standards or specifications is not an easy task. Currently, we see a lot of
concurrent specifications with the same objective, for instance securing assessing,
certifying and accrediting cloud solutions. As a result, it is difficult not only to
know what we should use, but also some of these specifications contradict each
other. Consequently, we cannot follow all of them simultaneously, and it could be a
nightmare to try to map these specifications.

Another point to take into account regarding standardization is the implementa-
tion of these standards. Usually, standards define how the outcome looks like, but no
how to reach it. Therefore, sometimes they are difficult to develop. One of the objec-
tives is also to provide a standards-based framework that will help business process
engineers, IT analysts, architects, and developers to implement privacy and security
policies in their operations. The PMRM (Privacy Management Reference Model)
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[42] provides a guideline for developing operational solutions to privacy issues. It
also serves as an analytical tool for assessing the completeness of proposed solutions
and as the basis for establishing categories and groupings of privacy management
controls.

Cloud computing has to consider current technologies too in order to benefit from
them. PKI infrastructures have been used in several solutions until now, and it is
a model which has been well accepted for authentication and adapted to different
requirements. In the same way, this model is desirable in cloud computing. Organiza-
tions, governments and citizens will be eager to use their identities for authentication
[58]. Actually, many states are deploying national electronic IDs, so the objective
now is looking for ways to leverage existing ID infrastructures.

Authentication (you are who you say you are) is not enough to achieve emerging
objectives, so it has been complemented with authorization (you are allowed or not
to perform a certain action). XACML [43] is a standard for defining access control
policies, which allows fine granularity. Furthermore, it defines a protocol to query
for authorization decisions, which allows externalizing authorization management.

The distributed nature of cloud computing permits multiple Identity Providers
authentication and authorization services, each of one using different identity cre-
dentials, representation and formats, and all of this should be integrated in the same
“cloud” concept.

7 Future Research Directions

This section will extract the current research challenges to be addressed in order
to reach the aforementioned foreseen practical scenarios. Many of the challenges
that cloud computing brings are already handled, such as virtualization [14], feder-
ated identity [39], remote data storage accesses [31], etc. But others have not been
considered so much yet.

There are still so many unresolved questions regarding data ownership and its
access. Cloud computing relieves management of distributed data among different
organizations, domains or even countries. In this sense, users’ privacy, personal data
management and users’ rights become more important and they should be carefully
considered.

Due to the user-centricity and privacy-preserving features offered by identity man-
agement systems, they are becoming a key element in cloud computing environments.
Current researches are especially focused on systems based on zero-knowledge
proofs, due to the multiple possibilities they may offer. However, as shown in previous
sections, some essential features or requirements are still missing in these systems.

Furthermore, on systems based on zero-knowledge proofs, audit and privacy seem
to be opposed features. A main goal of identity management systems is to preserve
users’ privacy by hiding their real identity and interactions, but at the same time they
should incorporate effective auditing mechanisms to guarantee that end users cannot
deny having performed an operation [59]. Hence, it is a current challenge to define
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how providers can discourage attackers by recording their actions without tracing
end users operations.

There are on-going works taking into consideration this issue [11]. They make use
of advanced cryptography techniques extending the anonymous credentials in such
a way that the anonymity could be broken under certain conditions. For instance, the
identity of a given end user is hidden unless an external and trustworthy inspector
(e.g. a government agent) considers that the end user has had a malicious behavior,
like committing fraud.

In the same line, since end users could present assertions without requiring involv-
ing the identity providers, ordinary Certificates Revocation Lists (CRLs) cannot be
used, making efficient attribute revocation hard to achieve. Although some solutions
have been already proposed they tend to be impracticable for large systems, and this
issue is still an open research question today.

As shown in Sect. 5.8, attribute aggregation is a requirement not properly fulfilled
by any of the analyzed solutions. There are some research documents, like [12],
proposing solutions for this challenge. Those solutions are usually based on adding
an intermediate element in charge of collecting attributes from different providers,
but they require end users to manually link their different accounts somehow. Fur-
thermore, how to integrate this kind of solutions within identity management systems
based on zero-knowledge proofs, or how they could be adapted to cloud environment
has not been still properly faced.

Deployment of cloud computing depends on the features offered to end users to
manage their information. End users would be more reluctant to use cloud computing
services if they lose the capability of controlling their private information. In this way,
user consent is not only a matter of allowing end users to approve whether to continue
or not a transaction, but also on defining transitive permission to third parties to access
their information. Moreover, identity management in cloud computing is not only
authentication any longer, but it also includes authorization. In this sense, existing
authorization mechanisms have to be improved or adapted to take into account the
dynamicity of cloud computing.

The main difference between traditional systems and cloud computing is that
confidentiality based on encryption is hardly possible, and the inexistent user control
on the physical level. This affects directly to approaches based on electronic Identity
Cards (eID), which now must be “cloud compatible”. For instance, how can cloud
fit in projects like STORK [52], which consists of an interoperability framework on
top of national eID infrastructure, it is a question that still needs to be answered.

Additionally, identity management systems are usually based on trust relation-
ships between entities or domains. Trust management is an important aspect of iden-
tity management, since it defines security boundaries. In this sense, not only service
providers could validate end users’ attributes, but also end users (or identity providers
acting on their behalf) could determine whether the receiver of their personal infor-
mation is trustworthy.

However, due to the heterogeneity and dynamicity of cloud computing, trust
relationships based on strong contracts, such as SLAs (Service-Level Agreement)
establishment, is no longer an option for many scenarios, and more adaptable methods
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need to be applied. In this regard, reputation systems propose an efficient alternative
to handle this issue, although they need to take into account the risk and threats raised
by cloud computing. Reputation systems make use of past experiences to calculate
a level of trust for a given service, determining whether the service is asserted to be
reliable.

8 Conclusion

Identity management systems have been proved to be secure and efficient in diverse
contexts and scenarios. By establishing trust relationships between providers and
domains, identity management systems offer a huge range of features both for end
users and for organizations regarding controlling and exchanging identity-related
information in a privacy-aware way.

Due to the user-centricity and privacy-preserving features offered by identity
management systems, they are becoming a key element in cloud computing environ-
ments. Cloud computing integrates technologies and concepts from other fields, such
as multi party computation, distributed systems, federation, etc. Therefore, some of
the raised challenges have been already tackled in other contexts, where identity
management systems have been widely accepted.

Nevertheless, cloud computing brings a different perspective related to the end
users interests, which results on new risks for end users identities. Additionally, end
users are more concerned about how their data is managed, where it is located and
who can access it. In this sense, cloud computing is changing some of the basic
assumptions.

In this document we extract essential requirements as a result of analyzing different
use cases and scenarios related to the cloud. As main contribution we have presented
representative identity management standards, technologies and approaches in order
to highlight the benefits and drawbacks of each of them with regard to the previously
presented requirements. An analysis and comparison have been conducted to describe
how each of these systems fits in a cloud computing environment.

We have shown that there is not an ideal approach fulfilling all the requirements,
which emphasizes all the unsolved questions these systems leave. In this way, select-
ing the most appropriate solution depends on the features of the scenario and the
desired behavior.

In general, this document draws the envisioned practical and realistic scenarios
of application of advanced identity management techniques within the scope of
cloud computing. Finally, current research challenges to be addressed and ongoing
work are presented, together with a description of working groups, standardization
activities and international projects aimed to identify, analyze, and describe identity
management challenges and pending issues.



208 G. Dólera Tormo et al.

References

1. ABC4Trust. Attribute-based credentials for trust. European union funded project of the 7th
framework programme. [Online]. Available: https://abc4trust.eu/

2. Alrodhan WA, Mitchell CJ (2007) Addressing privacy issues in CardSpace. In: Proceedings of
the 3rd international symposium on information assurance and security (IAS ’07), Manchester,
UK, pp 285–291

3. Ates M, Buccafurri F, Fayolle J, Lax G (2012) A warning on how to implement anonymous
credential protocols into the information card framework. Int J Inf Secur 11(1):33–40

4. Bertocci V, Serack G, Baker C (2008) Understanding windows CardSpace: an introduction to
the concepts and challenges of digital identities. Addison-Wesley, Reading

5. Bogdanov D, Niitsoo M, Toft T, Willemson J (2012) High-performance secure multi-party
computation for data mining applications. Int J Inf Secur 11(6):403–418

6. Brands S (2000) Rethinking public key infrastructures and digital certificates: building in
privacy. MIT Press, Cambridge

7. Brands S, Demuynck L, De Decker B (2007) A practical system for globally revoking the
unlinkable pseudonyms of unknown users. In: Proceedings of the 12th Australasian conference
on information security and privacy, ACISP’07. Springer

8. Callegati F, Cerroni W, Ramilli M (2009) Man-in-the-middle attack to the HTTPS protocol.
IEEE Secur Priv 7(1):78–81

9. Camenisch J, Lysyanskaya A (2001) An efficient system for non-transferable anonymous cre-
dentials with optional anonymity revocation. In: Birgit Pfitzmann (ed) Proceedings of the
international conference on the theory and application of cryptographic techniques: advances
in cryptology (EUROCRYPT ’01), Springer-Verlag, London, UK, pp 93–118

10. Camenisch J, Van Herreweghen E (2002) Design and implementation of the idemix anonymous
credential system. In: Proceedings of the 9th ACM conference on computer and communica-
tions, security

11. Camenisch J, Krontiris I, Lehmann A, Neven G, Paquin C, Rannenberg K, Zwingelberg H
(2011) D2.1 architecture for attribute-based credential technologies. Deliverable of ABC4Trust
European project

12. Chadwick DW, Inman G (2009) Attribute aggregation in federated identity management. IEEE
Comput Soc 42(5):33–40

13. Chappell D (2006) Introducing windows CardSpace. MSDN, Available: http://msdn.microsoft.
com/en-us/library/aa480189.aspx

14. Christodorescu M, Sailer R, Schales DL, Sgandurra D, Zamboni D (2009) Cloud security is
not (just) virtualization security: a short paper. In: Proceedings of the 2009 ACM workshop on
cloud computing security (CCSW ’09), ACM, New York, NY, USA, pp 97–102

15. Clercq JD (2002) Single sign-on architectures. In InfraSec ’02: proceedings of the international
conference on infrastructure security, Springer, Bristol, UK, pp 40–58

16. van Delft B, Oostdijk M (2010) A security analysis of OpenID. Policies Res Identity Manag
343:73–84

17. Dólera Tormo G, Gómez Mármol F, Martínez Pérez G (2012) On the application of trust
and reputation management and user-centric techniques for identity management systems. XII
Spanish meeting on cryptology and information security (RECSI 2012), San Sebastián, Spain

18. Dólera Tormo G, López Millán G, Martínez Pérez G (2013) Definition of an advanced identity
management infrastructure. Int J Inf Secur 12(3):173–200

19. Eclipse.org, Higgins 2.0 Personal Data Service. [Online]. Available: http://www.eclipse.org/
higgins/

20. Erdos M, Cantor S (2002) Shibboleth architecture DRAFT v05. [Online]. Available: http://
shibboleth.internet2.edu/docs/draft-internet2-shibboleth-arch-v05.pdf

21. Gajek S, Schwenk J, Steiner M, Xuan C (2009) Risks of the CardSpace protocol. Lect Notes
Comput Sci 5735:278–293

22. Goldreich O, Micali S, Wigderson A (1991) Proofs that yield nothing but their validity or all
languages in NP have zero-knowledge proof systems. J ACM (JACM) 38(3):690–728

https://abc4trust.eu/
http://msdn.microsoft.com/en-us/library/aa480189.aspx
http://msdn.microsoft.com/en-us/library/aa480189.aspx
http://www.eclipse.org/higgins/
http://www.eclipse.org/higgins/
http://shibboleth.internet2.edu/docs/draft-internet2-shibboleth-arch-v05.pdf
http://shibboleth.internet2.edu/docs/draft-internet2-shibboleth-arch-v05.pdf


Identity Management in Cloud Systems 209

23. Goldwasser S, Micali S, Rackoff C (1989) The knowledge complexity of interactive proof
systems. SIAM J Comput 18(1):186–208

24. Mármol Gómez F, Martínez Pérez G (2009) Security threats scenarios in trust and reputation
models for distributed systems. Comput Secur 28(7):545–556

25. Mármol Gómez F, Girao J, Martínez Pérez G (2010) TRIMS, a privacy-aware trust and repu-
tation model for identity management systems. Comput Netw 54(16):2899–2912

26. Gómez Mármol F, Kuhnen M, Martínez Pérez G (2011) Enhancing OpenID through a reputation
framework. In: Proceedings of the 8th international conference on autonomic and trusted,
computing ATC11, p 118

27. Hammer-Lahav, E. and Recordon, D., “The OAuth 1.0 Protocol”, Internet Engineering Task
Force (IETF) RFC 5849, 2010.

28. Harding P, Madsen P, Drake TC, Mortimore C (2012) System for cross-domain identity man-
agement: core schema. Internet Draft. draft-ietf-scim-core-schema-00 (SCIM)

29. Hardt D (ed) (2012) The OAuth 2.0 authorization framework. Technical report, IETF. Available:
http://tools.ietf.org/html/draft-ietf-oauth-v2-31

30. Herranz J, Iñigo J, Pujol H (2009) Privacy features of authentication systems. In: Proceeding
of the first workshop on law and web 2.0, Barcelona, Spain. pp 35–46

31. Hoschek W, Jaen-Martinez J, Samar A, Stockinger H, Stockinger K (2000) Data management
in an international data grid project. Lect Notes Comput Sci 1971:77–90

32. IBM Research, Zurich (2010) Specification of the identity mixer cryptographic library
33. Identity Commons. [Online]. Available: http://www.identitycommons.net/
34. Jagatic TN, Johnson NA, Jakobsson M, Menczer F (2007) Social phishing. Commun ACM

50:94–100
35. OASIS Standard (2009) Identity Metasystem Interoperability Version 1.0 (IMI 1.0). Available:

http://docs.oasis-open.org/imi/identity/v1.0/identity.html
36. Kantara Initiative. [Online]. Available: http://kantarainitiative.org/
37. Kolšek M (2002) Session fixation vulnerability in web-based applications. ACROS security,

Available: http://www.acrossecurity.com/papers/session_fixation.pdf
38. Kontaxis G, Polychronakis M, Markatos EP (2012) Minimizing information disclosure to third

parties in social login platforms. Int J Inf Secur 11(5):321–332
39. Maler E, Reed D (2008) The venn of identity: options and issues in federated identity manage-

ment. IEEE Secur Priv 6:16–23
40. Nanda A, Jones MB (2008) Identity selector interoperability profile v1.5. Microsoft

Corp. Available: http://download.microsoft.com/download/1/1/a/11ac6505-e4c0-4e05-987c-
6f1d31855cd2/Identity_Selector_Interoperability_Profile_V1.5.pdf

41. OASIS IDCloud TC. OASIS identity in the cloud TC. [Online]. Available: http://wiki.oasis-
open.org/id-cloud/

42. OASIS Privacy Management Reference Model (PMRM) TC [Online]. Available: http://www.
oasis-open.org/committees/pmrm

43. OASIS Standard. eXtensible access control markup language TC v2.0 (XACML) (2005) Avail-
able: http://docs.oasis-open.org/xacml/2.0/access_control-xacml-2.0-core-spec-os.pdf

44. OASIS Standard: assertions and protocols for the OASIS security assertion markup language
(SAML) version 2.0 (2005).

45. OAuth Community. [Online]. Available: http://oauth.net/community/
46. OpenID Community. [Online]. Available: http://openid.net/community/
47. Paquin C, Thompson G (2010) U-prove CTP white paper. Microsoft Tech Rep
48. Pearson S, Benameur A (2010) Privacy, security and trust issues arising from cloud computing.

In: Proceedings of the second international conference on cloud computing technology and
science (CloudCom), Bristol, UK, pp 693–702

49. PrimeLife. European union funded project of the 7th framework programme. [Online]. Avail-
able: http://primelife.ercim.eu/

50. Recordon D, Drummond R (2006) OpenID 2.0: a platform for user-centric identity manage-
ment. In: Proceedings of the second ACM workshop on digital identity management, Alexan-
dria, VA, USA, pp 11–16

http://tools.ietf.org/html/draft-ietf-oauth-v2-31
http://www.identitycommons.net/
http://docs.oasis-open.org/imi/identity/v1.0/identity.html
http://kantarainitiative.org/
http://www.acrossecurity.com/papers/session_fixation.pdf
http://download.microsoft.com/download/1/1/a/11ac6505-e4c0-4e05-987c-6f1d31855cd2/Identity_Selector_Interoperability_Profile_V1.5.pdf
http://download.microsoft.com/download/1/1/a/11ac6505-e4c0-4e05-987c-6f1d31855cd2/Identity_Selector_Interoperability_Profile_V1.5.pdf
http://wiki.oasis-open.org/id-cloud/
http://wiki.oasis-open.org/id-cloud/
http://www.oasis-open.org/committees/pmrm
http://www.oasis-open.org/committees/pmrm
http://docs.oasis-open.org/xacml/2.0/access_control-xacml-2.0-core-spec-os.pdf
http://oauth.net/community/
http://openid.net/community/
http://primelife.ercim.eu/


210 G. Dólera Tormo et al.

51. Saldhana A, Nadalin A, Rutkowski M (2012) Identity in the cloud use cases version
1.0. Available: http://docs.oasis-open.org/id-cloud/IDCloud-usecases/v1.0/cn01/IDCloud-
usecases-v1.0-cn01.html

52. STORK (Secure idenTity acrOss boRders linKed), European Union funded project of the 7th
framework programme. [Online]. Available: https://www.eid-stork.eu/

53. SWIFT. Secure widespread identities for federated telecommunications. European Union
funded project of the 7th framework programme. [Online]. Available: http://www.ist-swift.
org/

54. Tanenbaum AS, Van Steen M (2001) Distributed systems: principles and paradigms. Prentice
Hall, Upper Saddle River, NJ

55. The White House. National strategy for trusted identities in cyberspace (NSTIC). [Online].
Available: http://www.nist.gov/

56. Trevithick P. Relationship cards. Higgins report, 19 Sept 2009. Available: http://www.eclipse.
org/higgins/documents/relationship-cards.html

57. U-Prove: Microsoft Corporation Technology (2010) [Online]. Available: http://www.
microsoft.com/u-prove
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Data Accountability in Cloud Systems

Ryan K. L. Ko

1 Introduction

This chapter reviews the definitions, existing techniques and standards in the area
of data accountability in cloud computing. It also introduces new research for the
accountability, traceability and auditability of data provenance and history and dis-
cusses the critical problems of cloud security relating to accountability.

In a recent survey by Fujitsu Research Institute [17], it was shown that 88 % of
cloud computing customers surveyed want to know “what goes on behind the scenes”
in clouds. This finding reveals how (1) cloud customers are unhappy with the current
level/lack of accountability and transparency in cloud computing environments, and
(2) the relative lack of solutions which enable cloud providers and users to have an
awareness of “who has touched their data, at where and at what time”, whether “their
data has left a desired boundary/ country”, or even, “how many copies of their files
are present in the cloud at a particular time”.

These questions also expose the relative lack of solutions and techniques for
tracking the derivation history and life cycle of data in clouds [26, 57]. Solving
these holy grails will empower one to truly achieve end-to-end tracking of data
in any distributed, virtualized environments. Such solutions will also enable cloud
providers to ensure high accountability, auditability and trust.

The nature of cloud computing requires users to deposit their information, some-
times critical information, into systems which they may not own or have control
over. This inevitably results in a trust relationship tension between the user and the
cloud service providers (CSPs). The users, who are the owners of the data, will have
concerns over what is happening to their data behind the scenes.

However, since we have no technology to clearly separate the boundaries of data
processing requirements from data ownership and control, we are at this moment,
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faced with a very daunting situation: the lack of the ability to achieve accountability
of our data in the cloud.

1.1 What is Data Accountability in the Cloud?

From a system design perspective, the notion of trust can be increased via reducing
risk when using the cloud. While risk can be greatly mitigated via privacy protection
and security measures such as encryption, they are not enough, particularly as full
encryption of data in the cloud is at present not a practical solution. There is a need
to complement such preventative controls with equally important detective controls
that promote transparency, governance and accountability of the service providers.

Despite accountability being a crucial component of improving trust and confi-
dence [34, 37], current prominent providers (e.g. Amazon EC2/ S3 [1, 18], Microsoft
Azure [8]) are still not providing full transparency or capabilities for the tracking and
auditing of the file access history and data provenance [4] of both the physical and
virtual servers utilized [17]. Currently, users can at best monitor the virtual hardware
performance metrics and system event logs of the services in which they engage.

The cloud computing research community, particularly the Cloud Security Alliance,
has recognized this. In its Top Threats to Cloud Computing Report [10], it listed seven
top threats to cloud computing:

1. Abuse and nefarious use of cloud computing
2. Insecure application programming interfaces
3. Malicious insiders
4. Shared technology vulnerabilities
5. Data loss or leakages
6. Account, service and traffic hijacking
7. Unknown risk profile.

Methods increasing the accountability and auditability of cloud service providers,
such as tracing of file access histories, will allow service providers and users to
reduce five of the above seven threats: 1, 2, 3, 5 and 7. This chapter focuses on such
traceability of data, so that one day, we can achieve true accountability of data in
clouds.

1.2 Key Concepts

Let us begin by defining the bigger picture: trust in the cloud.
In dictionaries, Trust is generally related to “levels of confidence in something or

someone” [33, 55]. Hence, in cloud computing, we can view trust in the cloud as the
customers’ level of confidence in using the cloud. While this ‘level of confidence’
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is subjective, researchers should try to ‘increase confidence’ by mitigating technical
and psychological barriers to confidence in the cloud.

1.2.1 Components of Trust in Cloud Computing

Before mitigating barriers to confidence, we need to understand the main components
affecting cloud trust:

Security [3, 53]—Mechanisms (e.g. encryption) which make it extremely difficult
or uneconomical for an unauthorised person to access some sensitive information.

Privacy [34, 37]—Protection against the exposure or leakage of sensitive data
(e.g. personally identifiable information (PII)).

Accountability [19, 34]—Ensuring that all actors and actions performed on the
information are being ‘accounted for’, i.e. recorded as evidence.

Auditability [1]—The relative ease of auditing a system or an environment. Poor
auditability means that the system has either an absence of, or poorly-maintained logs
and systems that enable efficient auditing of processes within the cloud. Auditability
is also an enabler of accountability. In simpler words, auditability ensures events are
“loggable” while accountability ensures that events deemed important are logged
and not missed.

1.2.2 Preventive Versus Deterrent Measures

Trust components can be also grouped as Preventive Measures or Deterrent
Measures. Security and Privacy are preventive measures, while Accountability and
Auditability act as deterrent measures. This chapter focuses on the Deterrent mea-
sures. Despite the lack of direct ability to stop irregularities from occuring, deterrent
measures are very important.

Deterrent measures act as not only psychological obstacles to commit crime in the
cloud, and also serves as records for post-mortem investigations should any crime
occur. Deterrent measures hence complement preventive measures; both cannot be
applied as standalones without consideration of the other.

2 A Trust-Related Data Accountability Scenario Users Fear

Figure 1 shows a typical trust-related scenario which many potential cloud customers
fear [17]. A customer stores some sensitive data in a file (see Fig. 1 top-left; red
icon) within a virtual machine (VM) hosted by a provider s/he has subscribed to.
Upon uploading the data, failsafe mechanisms within the cloud will typically back
it up, and perform load balancing by creating redundancies across several virtual
servers and physical servers in the service provider’s trusted domain.
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Fig. 1 An example scenario in cloud computing, showing the importance of accountability and
auditability

From the file’s creation to the backup processes, large numbers of data transfers
occur across virtual and physical servers (solid-line arcs; Fig. 1), and several memory
read/write transactions to both virtual and physical memories are involved (dotted-
line arcs; Fig. 1).

If all such transactions and the creation of new duplicate files are logged, moni-
tored and accounted for, we would be able to trace the file history and log the access
history and content modifications, i.e. achieving cloud accountability and auditabil-
ity.

Even if a malicious insider of the CSP attempts to transfer the sensitive file/ data
to a target outside the cloud (e.g. in Fig. 1, ‘via email’), we will be well-equipped to
know when, where, how and what was being leaked, and by whom. This empowers
both the CSP and the consumers, as problematic processes and even insider jobs
may be investigated. This also removes some barriers to confidence in the cloud.



Data Accountability in Cloud Systems 215

Traditional Physical Server

Software 
Applications

Software 
Applications

Software 
Applications

Operating System

Physical Hardware

(a)

(b)

Fig. 2 Logical components of (a) traditional physical server environments versus (b) confederated
virtualised & physical server environments in clouds

3 Complexities Introduced by Cloud’s Elasticity

However, with cloud computing’s promise of elasticity empowered by virtualization
[1, 2], comes several new complexities introduced into the area of accountability.

3.1 Challenges Introduced by Virtualisation

3.1.1 Tracking of Virtual-to-Physical Mapping and Vice Versa

As shown in Fig. 2, clouds are mostly configured like that of Fig. 2b, as compared
to the traditional physical server environments typically found within companies
(Fig. 2a). With the introduction of virtualization, precious server resources can be
utilized more efficiently as they now host more servers, and are able to adapt to
peaks and troughs in usage and bandwidth requirements. However, the addition of
virtualized layers also means that we would not only need to track the events in each
individual virtual server, but also in the physical servers.

Currently, there are only tools (e.g. HyTrust [23]) which are able to log virtual
level logs and system health monitoring tools for virtual machines. There is still a
lack of transparency of (1) the linkages between the virtual and physical operating
systems (OS), (2) relationships between virtual locations and physical static server
locations, and (3) how the files are written into both virtual and physical memory
addresses. These information are currently not available as a single-point-of-view for
the customers. In a recent survey by Fujitsu Research Institute [17], it was mentioned
that a whopping 88% potential cloud consumers are worried about who has access to
their data, and would like to have more awareness of what “goes on” in the backend
physical server. Such surveys have only enhanced the urgency for practitioners and
researchers to quickly address such obstacles to trust.
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3.1.2 Multiple Operating System Environments

With the ease of choosing a myriad of operating systems for virtual machines, comes
the complexity of managing the logging of a very large possibility of operating
systems within the cloud. Enforcing a single operating system for all virtual machines
would solve this issue, but it would make the provider less competitive.

This means that we cannot just focus on system health logging and existing oper-
ating system based logging tools [44], but need a new perspective of logging, as
explained in the following section.

3.1.3 Logging from Operating System Perspective Versus Logging from File
System Perspective

Current tools focus on operating systems and system health monitoring (e.g. cloud-
status.com, [22], etc), but few emphasize on file-system perspective. By the file
system perspective, we mean that we need to trace data and files from the time they
are created to the time they are destroyed.

When we log from a file system perspective, [28] we view data and information
independent from the environmental constraints. This is reflective of the very elastic
nature of cloud computing, and with the transfer of control of data into the providers,
the providers have the mandate to ease the minds of consumers by providing them
the capabilities to track their data just like that in Fig. 1.

3.2 Scale, Scope and Size of Logging

The elasticity concept also increases the need for efficient logging techniques and
a proper definition of scope and scale of logging. By efficient, we mean that the
impending exponential increase in log size has to be manageable, and not quickly
wipe out memory of servers hosting the cloud logging features.

By scale and scope, we need policies that can help to clearly define the areas
which loggers are assigned to log in. For example, a service provider may label
its own network as a safe zone, while its suppliers or mirror sites trusted zones,
and any other network outside of these are labeled as unsafe zones. Zonal planning
will greatly reduce the complexities of network data transfer tracing within a cloud.
Another way of reducing complexity will be the classification of the level of data
abstraction, e.g. crude data, documents, and on a higher level, workflows.
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4 The Cloud Data Accountability Life Cycle

The discussions earlier and the scenario in Fig. 1 have not only revealed the scale
and urgency of the problem but also exposed the need for reduction of complexity.
Having an awareness of the key accountability phases will not only simplify the
problem, but also allow toolmakers to gauge the comprehensiveness of their tool (i.e.
if there are any phases not covered by their product). Phases can help researchers
focus on specific research sub-problems of the large cloud accountability problem.
Consumers can also understand if the cloud accountability tool has a real coverage
of all phases of cloud accountability. These phases are collectively known as the
Cloud Accountability Life Cycle (CALC). We propose CALC as the following
seven phases (see Fig. 3):

• Policy Planning
In the beginning, CSPs have to decide what information to log and which events to
log on-the-fly. It is not the focus of this chapter to claim or provide an exhaustive
list of recommended data to be logged. However, in our observation, there are
generally four important groups of data that must be logged: (1) Event data—a
sequence of activities and relevant information, (2) Actor Data—the person or
computer component (e.g. worm) which trigger the event, (3) Timestamp Data—
the time and date the event took place, and (4) Location Data—both virtual and
physical (network, memory, etc) server addresses at which the event took place.
• Sense and Trace
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The main aim of this phase is to act as a sensor and to trigger logging whenever
an expected phenomenon occurs in the CSP’s cloud (in real time). Accountability
tools need to be able to track from the lowest-level system read/write calls all
the way to the irregularities of high-level workflows hosted in virtual machines in
disparate physical servers and locations. Also, there is a need to trace the routes
of the network packets within the cloud.
• Logging

File-centric perspective logging is performed on both virtual and physical layers
in the cloud. Considerations include the lifespan of the logs within the cloud, the
detail of data to be logged and the location of storage of the logs.
• Safe-keeping of Logs

After logging is done, we need to protect the integrity of the logs prevent unau-
thorized access and ensure that they are tamper-free. Encryption may be applied
to protect the logs. There should also be mechanisms to ensure proper backing up
of logs and prevent loss or corruption of logs. Pseudonymisation of sensitive data
within the logs may in some cases be appropriate.
• Reporting and Replaying

Reporting tools generate from logs file-centric summaries and reports of the audit
trails, access history of files and the life cycle of files in the cloud. Suspected
irregularities are also flagged to the end-user. Reports cover a large scope: virtual
and physical server histories within the cloud; from OS-level read/write operations
of sensitive data to high-level workflow audit trails.
• Auditing

Logs and reports are checked and potential fraud-causing loopholes highlighted.
The checking can be performed by auditors or stakeholders. If automated, the
process of auditing will become ‘enforcement’. Automated enforcement is very
feasible for the massive cloud environment, enabling cloud system administrators
to detect irregularities more efficiently.
• Optimising and Rectifying Problem areas and security loopholes in the cloud

are removed or rectified and control and governance of the cloud processes are
improved.

5 Cloud Data Accountability Layers

Next we address the important question: what data to log? The answer ranges from a
system-level log to a workflow-level audit trail transactional log. Such a range shows
that there are many abstraction layers of data, and a framework is needed to reduce
this kind of ambiguity and increase research focus and impact. As such, we propose
the following layers of accountability in a cloud [26]:

Figure 4 shows the abstraction layers for the type of logs needed for an accountable
cloud.

It is important to note that the focus is on the abstraction layers of logs and not
on architectural layers. Hence, it is independent of virtual or physical environments.
The data and workflow abstraction layers are derived from related works in data and
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workflow provenance [4, 5, 49], and the system layer is derived from related works
in trusted computing platforms [35, 38] and system logging literature [21, 40].

Such explicit definition of layers in Fig. 4 allows us to efficiently identify the
areas of their application and their focus areas. At a glance, the three layers look
deceptively simple, but the problem is more complex than it looks. Each layer has
a slightly different set of sub-components for each different context. Our model
simplifies the problem and makes accountability more achievable. The usefulness of
layers is also analogous to OSI. [58] and TCP/IP [48] networking layers.

Let us now discuss the scope and scale of each layer:

5.1 System Layer

The foundation layer is the system layer. The system layer performs file-centric
logging within the following three components:

5.1.1 Operating Systems

Operating Systems (OS) system and event logs are the most common type of logs
associated with cloud computing at the moment. However, these logs are not the main
contributing factor to accountability of data in the cloud, but a supporting factor. This
is because in traditional physical server environments housed within companies, the
emphasis was on health and feedback on system status and ensuring uptime as server
resources are limited and expensive to maintain. In cloud computing, resources like
servers and memory are ‘elastic’, and are no longer limited or expensive [1, 2]. Hence,
OS logs, while important, are no longer the top concern of customers. Instead, the
customers are more concerned about the integrity, security and management of their
data stored in the cloud [9, 17].

5.1.2 File Systems

Even though the file system is technically part of the OS, we explicitly include it as
a major component in a file-centric system layer. This is because, in order to know,
trace and record the exact file life cycles, we often have to track system read/write

Fig. 4 Abstraction layers of
accountability in the cloud
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calls to the file system. From the system read/write calls, we can also extract the
files’ virtual and physical memory locations, providing more information for further
forensics. The file-centric perspective [41] is also the area which is less emphasized
by current tools.

5.1.3 Cloud’s Internal Network

As clouds are vast networks of physical and virtual servers over a large number
of locations, we need to also monitor network logs within the cloud. Network logs
[46, 47] are logs specific to data being sent and received over the network.

5.1.4 Why System Layer?

One of the key problems of cloud computing environment is the “replay” of a snap-
shot, i.e. a reproduction of the exact state of the cloud at a particular moment and the
machines turned on and off at that instance. With a large number of virtual machines
turned on and off at different time periods, and executing several business applica-
tions at the same time, it is very difficult to replay the exact same snapshot of the
Cloud from the past, e.g. 1 hour ago, so that one can track what actually went wrong
[43]. There needs to be an effective and efficient method to do this, and our current
work on a file-centric system layer logging mechanism across both virtual machines
and physical machines (PMs) fits into the role very well. Such system-layer mecha-
nisms log the resources the VMs use and share when they are turned on. Evidently,
such snapshots cannot be captured in the data and workflow layer as they are too
high-level and dependent on the on and off status of their hosting machines. The only
assured way to track the complete VM changes is actually to track the system layer
of the Cloud.

5.2 Data Layer

The data layer supports the data abstraction and facilitates data-centric logging
through the following components:

5.2.1 Provenance Logger

In order to enable reasoning about the origins, collection or creation, evolution, and
use of data, it is essential to track the history of data, i.e. its provenance. Provenance
information constitutes ‘the foundation for any reasonable model of privacy and
trust’ [20]. It enables validation of the processes involved in generating/obtaining the
data; detection of unusual behavior, e.g. whether data was exposed to faulty hardware
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or software; formulation of better optimization techniques for data clustering, data
evaluation, data caching and data pre-fetching; capturing of temporal and context-
related properties; and more.

While these advantages are very promising, corresponding challenges are equally
difficult to address/overcome. Common challenges include efficiently and effectively
managing the sheer amount of provenance data that has to be maintained; ensuring
consistency and completeness of provenance data; detecting malicious users who
attempt to falsify provenance data; protecting data owner as well as data providers
from exposing sensitive, confidential, proprietary or competitively important infor-
mation indirectly through provenance logs; enabling efficient querying of provenance
data; etc.

The cloud computing domain brings more complexities that require new or
evolved solutions. Considering past and current efforts, cloud computing-based
provenance logging must fulfill the following criteria: (1) be secure and privacy-aware
(to avoid that the logs themselves cannot be tempered with nor are a source for knowl-
edge inference); (2) be (eventually) consistent and complete (similar to the ACID
properties known from database transaction processing); (3) be transparent/non-
invasive; (4) be scalable; (5) avoid exponential explosion of provenance data (e.g.
through the use of summarization techniques); (6) be long-term persistent; (7) allow
for multiple tailored views (to permit access based on roles with different access
privileges); and (8) be efficiently accessible.

5.2.2 Consistency Logger

While current cloud providers typically support a lesser notion of consistency, i.e.
eventual consistency, it is vital to have mechanism to allow for rollback, recovery,
replay, backup, and restore features. Such functionality is usually enabled on the
basis of operational and/or transactional logs, which assist with ensuring atomic-
ity, consistency, and durability properties. Logs have also been proven useful for
media recovery, (time and context-independent) replay, and monitoring of opera-
tional anomalies. While these concepts are well established in the database domain,
cloud computing’s characteristics such as eventual consistency, ‘unlimited’ scale,
and multi-tenancy pose renewed challenges. In addition, secure and privacy-aware
mechanisms must be devised not only for consistency logs but also for their backups,
which are commonly used for media recovery.

5.3 Workflow Layer

The workflow layer focuses on the audit trails and the audit-related data found in
the software services in the cloud. High-level fraudulent risks such as procurement
approval routes, decision-making flows and role management in software services run
within the cloud has to be monitored and controlled. In a service oriented architecture
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[16], services from several sources are composed to perform higher-level, more
complex business functions. The accountability of the services and their providers
within the clouds also have to be managed.

The workflow layer has to ensure proper governance of cloud applications,
empower continuous auditing and manage the accountability of services composed
as business processes via the following components:

5.3.1 Governance in the Cloud

When cloud computing experiences an increase in uptake and usage, there will be
mandated needs for the auditability, proper prevention and tracking of fraudulent
activities, irregularities and control loopholes in the business processes in the cloud.
The workflow layer explores how clouds can achieve high auditability via com-
pliance to regulations such as Sarbanes-Oxley (SOX) [42] and Health and Human
Services Health Insurance Portability and Accountability Act (HIPAA) (e.g. Title
II: Preventing Healthcare Fraud and Abuse) regulations [51], and/ or benchmarking
against information security standards such as the ISO 27000 suite [6, 7].

5.3.2 Automated Auditing

With the promise of high performance computing power from cloud architectures,
the author envisions the realization of automated auditing of financial and business
process transactions in the cloud. Auditability is a prerequisite for such a step. How-
ever, achieving auditability via methods such as continuous auditing [39] within a
highly virtualized environment is a very difficult and complex task. There needs to
be considerations for not only the auditing of the business logic and control flows,
but also the applications implementing them.

5.3.3 Patch Management Auditing

There is even a need for auditing of the management of virtual machine image bug
fixes, patching and upgrades in a cloud environment [32, 54]. The scale of logging
patching and deployment within the cloud environment is massive, and needs to
be highly auditable for proper troubleshooting, playbacks and accountability of the
technical staff performing these activities.

5.3.4 Accountability of Services

When composing services from existing service components, we also face the prob-
lem of trust. With cloud computing, service components are proliferated and their
access is virtualized. This makes composition easier and practical. Meanwhile, the
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source of services may or may not be trustworthy, which presents a major problem
in the cloud platform. This can be explained using the following example.

Let us assume that we are developing a Web portal and we are designing this by
integration of the services into a portal. Some of the services may be malicious (i.e.
from an untrusted zone/ provider or manipulating data passing through). Therefore,
the portal may or may not be a valid software and perform according to the expected
design or according to the contractual agreement. In this scenario, the achievement
of accountability of services can help us to investigate such occasions. We believe
that the logging approach is also applicable to help achieve the accountability of
services. Logging should take care of the following concerns on a component (e.g.
Web service):

1. Input or pre-processing, whether the component takes in more than enough input
to perform the required function. It is usually a sign of maliciousness if the input
is more than what is needed. Additional information from the user may be used
to do something not claimed.

2. Processing, whether the component is designed to actually do what is expected?
Is there any extra and unexpected processing that has occurred in order to produce
the requested result?

3. Post processing, whether the component has deleted the input and the intermediary
results of the processing. Proper actions need to keep the input and the whole
processing confidential and no traces of processing should have been recorded.

Our current logging solution achieves the purpose of deterring the service component
providers from making malicious components and encourages the proper behavior
and execution of the components.

5.4 Policy, Law and Regulations

Policies and laws may require information to be logged on what data items are
processed, accessed, stored or transmitted. We are currently addressing this via asking
the questions: why, when, where, how and by whom.

What: Data classification is important, as in general there will be different policies
and legal rules affecting different classes of data items. Classes to consider might
include non-PII data, anonymised data, pseudonymised data, PII, sensitive PII, and
PCI-regulated data (This last class is determined by the payment card industry).
When a new data item is created (either by a user, or as the result of automated
copying or processing of already-existing data) this creation may need to be logged
together with the classification of the item and/or the policies associated with it. In
addition to records about individual data items, there may be audit needs associated
with higher-level information. For example policy changes should be recorded, and
there may be audit requirements for process flows within and between organizations
in the cloud.
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Why: The OECD’s Purpose Specification and Use Limitation principles legally
restrict the use of PII/sensitive PII to purposes compatible with ones specified before
or at the time of data collection, required by law, or consented to by the data subject.
Therefore, the purpose of a data processing action, and the purposes for which the
processing of a given PII data item is permitted, may need to be recorded.

When: Logs usually include timestamps. Timing information is also necessary
for compliance to laws and policies concerned with data retention: it is necessary to
have a data retention and destruction plan for all data storage systems (Data retention
compliance also requires information to be kept on which records or data items are
duplicates, and on the location of backup copies, to ensure that all copies of an
item can be destroyed). Timing considerations may also reduce the information that
needs to be recorded, as transient data that is only stored for the purpose of the current
transaction and then deleted has minimal privacy implications.

Where: Geographical location matters from a legal point of view—different laws
may apply depending on where information exists, and there are some restrictions
on trans-border data flows. It can be difficult to ascertain within the cloud where
data is, and there may be multiple copies. So the physical location of storage and the
occurrence of cross-border data transfers (for example to partners, sub-contractors,
or cloud service providers) may need to be recorded. A related question is “where
from?”, that is, the source of data. Was PII data collected directly from the data
subject or from a third party provider?

How: Some laws and policies restrict how data is handled. For example, the
processing of PCI-regulated data may require encryption and other safeguards. Infor-
mation on how such data has been handled therefore, needs to be recorded for
auditability. The OECD’s Collection Limitation principle requires PII to be collected
with the knowledge of the data subject where appropriate; if it has been collected
without the subject’s knowledge, this may need to be logged. Similarly, auditabil-
ity may require the logging of unplanned data disclosures and the reasons for them
(internal requests, e-discovery process, compelled by court order, compelled by law
enforcement investigation).

Who: Policies may restrict access to a data item to a particular set of authorized
users, identified either as individuals or by role. There may also be a need to record the
corporate identity of partners or cloud service providers to which data is transmitted,
as part of due diligence about cloud service provisioning, and to assist actions required
by policies if a provider goes out of business or is acquired, or has a data breach.

6 Technical Approaches to Increasing Accountability

With the definition of CALC and the abstraction layers of the type of data to log,
we are primed to create tools and software that will achieve cloud accountability.
Currently, we envision three possible groups of technical approaches:
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6.1 Central Watchdog/ Event Monitoring

In this approach, a watchdog service/ server monitors a certain set of nodes, and
watches over the physical and virtual logs of all layers and stores the logs centrally.
While this is more economical and easier to maintain, such a watchdog service would
undoubtedly be vulnerable to network routing problems, interference or use of false
identities.

6.2 Local File Tracking Embedment

In this approach, we envision that a file is designed to dedicate some of its memory for
storage of bite-sized local logs and provenance data. Currently, this is very difficult
to achieve in current file extensions as they are usually predefined without much
consideration of local logging.

6.3 Domain Segregation

Accountability in cloud computing will be more achievable if there is a clear design
of different domains from the perspective of CSPs or customers. Internal Zones can
depict the CSP’s own network, with Trusted Zones for its Collaborators, and External
Zones for networks outside these two zones. If the data leaves authorized zones, the
event will be flagged.

7 Data Traceability and Accountability Via Data-Centric
Logging

7.1 Most Potential: Centralised Management of Data-Centric Logs

From the three groups of possible approaches, the most promising technique is the
centralised watchdog/ event monitoring approach. This approach is critical, as it
addresses the System Layer of cloud data accountability. With this foundation, we
are primed to achieve the other four layers of cloud data accountability.

Before studying the state-of-the-art, it is important to understand more about
current technologies. It is important for the reader to note that these technologies are
adopted from legacy computing and server architectures, but that does not address
the needs of data accountability direct.
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7.2 Current Technologies and Their Loopholes

7.2.1 User Space File System Call Monitor Overlooking the Kernel Space

In traditional one-system or local area network (LAN) environments, it is common
to find user-space file monitoring tools (e.g. iNotify [29], swatch [21], FAM [45]) to
be widely used for monitoring the single- or multiple-file activities within a single
machine. Tools are also available for monitoring the transfer of packets in networks
(e.g. snort [40]). With large scales and heavy usage of virtualization technologies
in cloud computing, such tools are insufficient to provide an over-arching view for
monitoring files across both virtual machines (VMs) and physical machines (PMs).
Moreover, these applications are usually housed within the user space, leaving them
vulnerable to user space attacks.

7.2.2 File Integrity Checkers/ Intrusion Detectors Not Recording Provenance

File integrity checkers such as TripWire [24] inspect for changes to the files in the
systems by checking against a baseline hash-key database which is regularly updated
with the latest hash keys of the files within a system. Such an implementation is not
scalable for the cloud as there is a high volume of access, i.e. the need to regularly
update the key database is not feasible. Furthermore, these tools do not provide a
history of the file changes. Hence, while they are able to identify which files have
changed, they are unable to explain the history of what actually happened to the files.
Such limitation is not desirable for forensics in the context of the Cloud.

7.2.3 Virtual Environment Monitors Only Monitoring Server Utilisation
and Health

With the rise in adoption of virtualization technologies especially in private clouds,
software such as the HyTrust Appliance [23] are starting to become more prominent.
These tools enable administrators to regulate the access rights and to have an overview
of the activities and consolidation of common system logs for all virtual machines.
However, this visibility of the virtual layer is still not the full transparency requested
by end-users [17] surveyed by the Fujitsu Research Institute (recall Introduction).

When there is mention of monitoring, there is a current emphasis of monitoring
the server performance in Clouds. Such a focus on system monitoring is not totally
aligned to the actual needs of users. Despite having color schemes, visualizations and
attractive dashboards, tools such as VMWare vFabric Hyperic [52] and CloudKick
[15] are still unable to offer the crucial need of monitoring data movements and
transfers in the Cloud.
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7.3 New Breed of Loggers Required

It is now evident from observing the limitations of the state-of-the-art that we need
the following necessary requirements for effective monitoring of data in the Cloud
[26]:

• Transcend VM/ PM—It must be in kernel space, and must be able to transcend
both virtual and physical spaces in the Cloud, providing full transparency of all
operations in the Cloud.
• Provenance—It must provide a full or a summarized/ concise provenance of data

life cycles and transfers in the Cloud. This is also in tandem with the increase in
the emphasis of data governance and accountability.
• Single Auditable View—It must be able to provide a single consolidated report for

inspection.
• Efficient storage—It must be efficient in both short-term storage and long-term

archival.
• Analytics —It must provide auditing features to enable strong analytics and quick

observations of footprints of file activities and transfers.

7.4 Flogger: A Breakthrough in Data Accountability’s System
and Data Layer

7.4.1 Data-Centric Logging from Kernel Space of all Virtual and Physical
Machines

One of the most promising breakthroughs in the kernel-space centralised monitoring
group is Flogger [26–28, 56, 57] by HP Labs Singapore. Flogger, short for File-
Centric Logger, is a novel file-centric logger that can be implemented in both VM
and PM kernels in a non-invasive manner within nodes in the cloud. As such, it is
able to integate seamlessly with security incident and event management (SIEM)
tools such as ArcSight. Flogger is currently deployed in the USA Treasury, USA
IRS, and HP customers located in Grenoble and Shanghai.

7.4.2 Flogger Architecture and Design

Part of the TrustCloud project, Flogger addresses the needs of system layer of cloud
data accountability. Figure 5 shows Floggers and their accompanying components,
and demonstrates the underlying mechanisms capturing file actions and movements
from the underlying kernel space (depicted by the numeric sequence in Fig. 5)
(Fig. 6). A simple example of the resulting file-centric log (in short, “flog”) captured
by both a VM and its host PM is shown in Fig. 7. The typical implementation consists
of the following components (See Fig. 5):
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Fig. 5 How flogger collects data-centric provenance for data accountability from kernel space [26]

• Flogger (Linux)—A Linux Loadable Kernel Module (LKM) running on VM that
intercepts file and network operations and writes the events as VM flogs.
• Flogger (Windows)—A Windows Device Driver running on PM that intercepts

file operations and writes the events as PM flogs.
• Components accompanying Flogger.

– File Sender Client program running on VM which transfers the VM log files
from VM to PM via a direct communication channel.

– File Sender daemon running on VM, which regularly executes the File Sender
Client program.

– File Sender Server program running on host PMs which receives the VM log
files sent by the File Sender Client program.



Data Accountability in Cloud Systems 229

While files are created/ modified/ 
deleted, we know who has 

accessed them, what program has accessed, 
how it was changed, 
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Window 2: 
Example User Application

Fig. 6 Screen capture from a cloud virtual machine, showing how flogger logs file activities while
processes are run

Fig. 7 Sample consolidated file-centric log (flog) extracted from querying the log storage [26]

– Two Database Loader daemons running on PM. The first one regularly loads
the VM log files into a remote database server. The second one regularly loads
the PM log files into the same remote database server.

With these components, we can then view and analyze the consolidated VM and PM
flogs using any database front-end tools or in spreadsheet tools reading CSV/ TSV
files.

7.4.3 How Flogger Collects Cloud Data Accountability Information
from Kernel Space

Flogger captures file-centric logs (a.k.a. flogs) via the following steps (with reference
to the labels in Fig. 5):

Step 1′: Linux Flogger/ Windows Flogger intercept every file access in the VMs. The
Floggers capture the following information (Flog Subset A) (non-exhaustive list):

• VM Accessed file name and full path e.g. /home/users/john/docs/sensitive.txt
• VM File access date/time
• VM IP address
• VM MAC address
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• Machine type i.e. VM or PM
• UID of file owner of the accessed file
• GID of file owner of the accessed file
• UID of process owner who accessed the file
• GID of process owner who accessed the file
• Action done to accessed file e.g. Create, Read, Write, Network Transfer, Delete
• IP address of Destination machine (only applicable to Network Transfer action)
• Packet Content to be sent to the Destination machine (only for Network Transfer

action).

It is important to note that the list in Flog Subset A is not exhaustive and more
attributes can be added to make the system more robust, e.g. more time stamps.

Step 1: Just like VMs, PMs also have Floggers which intercept the PMs file system
calls and then stores them in the Data Store.
Step 2: After the file life-cycle related information are captured, they are sent to
the host PM. The VM Flogger directly sends the captured information (Flog Subset
A) to PM Receiver Daemon via a Communication Channel between VM and PM.
The Communication Channel is special mechanism available on typical hypervisors
which enable a serial cable-like communication between VMs and PMs. It does
not involve networking transfers. Hence, no VM Flogger transfer Flogs to PM File
Sender Servers via network transfers. This increases the security of the transfer of
Flogs.
Step 3: VM File Sender Daemon regularly executes the File Sender Client which
reads the File Access Details (Flog Subset A) and sends them to the PM via the
Communication Channel between VM and PM.
Step 4: PM File Sender Server receives the File Access Details (Flog Subset A) from
VM File Sender Client via the Communication Channel between VM and PM. The
File Sender Server also extracts VM Data Store Address from the File Access Details
(Flog Subset A) and sends it to PM Kernel Module.
Step 5: PM Flogger translates VM Data Store Address to PM Data Store Address
and generates other PM information (Flog Subset B), for example (but not limited
to): PM IP address, PM MAC address, etc.
Step 6: The PM Flogger sends Subset B to PM File Sender Server. Subsets A &
B will give users a consolidated set of information (i.e. Flog) which can pinpoint
the VMs and PMs involved in each file’s life cycle to enable full accountability of
distributed VM and PM architectures, e.g. cloud computing.
Step 7: Within the PM Subnet, the PM Database loader daemons write the joint/
consolidated information (both Subset A & Subset B) to a Data Store e.g. database
for future data mining and reporting. Note that all the consolidation of the Flogs across
PMs into the Data Store take place only in the PM Subnet. Users in the VM Subnet
should have no awareness of these behind-the-scenes steps. It is also noteworthy to
know that we have not decided on the exact short, medium and long term storage of
flogs, as this require another set of I/O experiments against benchmarks and scale.

According to [26], the early prototypes of Flogger were developed and run the
implementation of Flogger on the following operating systems: Flogger (Linux) in
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the Linux Family (CentOS 5.3, Fedora 15, Ubuntu 11.04) and Flogger (Windows)
in the Windows Family (Windows XP Professional SP3, Windows Server 2008 R2).
Flogs generated were also pushed into databases via the DB loaders. Experiments
were conducted against the prominent open-source row-based relational database
PostgreSQL 9.0 and in preparation for data analytical needs over flogs, we also
experimented with the column-store MonetDB.

7.4.4 Tracking Data Provenance by Visualising Flogger Logs

The development of Floggers and the successful consolidation of simultaneously-
generated VM and PM file-centric logs addressed the need for higher Cloud account-
ability and transparency. Visualisations were also created for the exploratory discov-
ery and presentation of notable trends and patterns in the flogs. Visualization needs
for end-users, administrators and regulators are different. For example, cloud service
providers may only offer end-users knowledge about the high-level geography with-
out revealing specific data centers’ locations. End-users can still know if their data
has violated cross-geography policies of data transfers. On the other hand, regulators
may be granted special access accounts to visualize and audit the compliance of full
data flows within the cloud.

Figure 8 shows a compelling example of a malicious insider detected by Flogger
logs: a cloud system administrator stole and renamed a file, then send it across another
instance in the cloud, and finally sending it out of the cloud via email.

Fig. 8 Visualisation of flogger logs showing data provenance of a file which was stolen by a
malicious insider, renamed and then sent out of the cloud by email
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8 Other Approaches

While Flogger is the only technique (to our best knowledge) that achieved data
accountability needs and is used in the real world, there are several other related
efforts from industry, consortia and academia attempting to solve the cloud data
accountability problem.

8.1 Industry, Standards and Consortia Works

Governance, Risk Management and Compliance (GRC) Stack
of the Cloud Security Alliance

Cloud Security Alliance (CSA) is a non-profit organization formed to promote the
use of best practices for providing security assurance within Cloud Computing, and
provide education on Cloud Computing uses [12]. Two projects from the CSA’s
Governance, Risk Management and Compliance (GRC) Stack [13] are very relevant
to our paper [11]:

• CloudAudit [14]—An ongoing API project hosted on Google Code, and aims to
provide the technical foundation to enable transparency and trust in private and
public cloud systems. It is a very simple, very lightweight and easy-to-implement
API without cloud providers having to make a lot of programmatic changes.
• Trusted Cloud Initiative [10]—An initiative which aims to promote education,

research and certification of secure and interoperable identity in the cloud. Most
significant and related to our paper will be their movement towards the certification
of ‘trusted clouds’.
• Cloud Trust Protocol:In mid-2010, at 6th Annual Information Technology Secu-

rity Automation Conference (ITSAC) hosted by the National Institute of Standards
and Technology (NIST), a representative from the technology provider CSC pre-
sented the “CloudTrust Protocol (CTP) with Security Content Automation Protocol
(SCAP)” [25]. The CTP with SCAP was claimed to offer a simple way to request
and receive the fundamental information needed to address cloud transparency. At
the time of writing, the CTP is adopted as a CSA Project but there is no public
release of the proposed tool.

HyTrust Appliance [23]

Recently in industry, HyTrust, a startup focusing on cloud auditing and account-
ability, has released a hypervisor consolidated log report and policy enforcement
tool (i.e. HyTrust Appliance) for VM accountability management in clouds. HyTrust
Appliance addresses the System layer of accountability in the cloud. Despite this, it
focuses only on virtual layers and is not virtual-to-physical complexities.



Data Accountability in Cloud Systems 233

HP Labs: Cloud and Security Lab

Aside from the TrustCloud project mentioned in Sect. 7.4, Pearson [31, 34, 36,
37] and Mowbray [30, 31] aimed to promote privacy protection via procedural and
technical solutions encouraging the increase of accountability in the cloud [34, 37].
Their work on cloud privacy has addressed the high levels of the accountability
layers, and the Flogger work by Ko et al. complement their work with the inclusion
of the lower system layers.

8.2 Academic Research

University of Pennsylvania

Haeberlen et al. [19] assumed a primitive AUDIT with considerations of agreement,
service and timestamps. However, AUDIT did not have a clear explanation of the
scope, scale, phases and abstraction layers of accountability. It is our aim to comple-
ment their work. Their team has also proposed an approach for accountable virtual
machines [19], and discussed a case study on the application to detect cheats in an
online multi-player game Counterstrike. In our opinion, the scenario of a non-cloud
based game was not a practical business scenario for cloud accountability.

Traditional Data and Workflow Provenance Research [49]

From the field of databases, data and workflow provenance research focuses on
recording histories of derivation of final outputs of data at different levels of abstrac-
tion within databases. Provenance research may offer clues to recording logs in the
workflow and data layers of cloud accountability.

9 What All Cloud Practitioners must Consider

Data Processor Versus Data Owner

Every practitioner must be mindful that the nature of cloud computing created a
situation where users place the data they own into systems which they do not own
(i.e. CSP’s cloud services). This has caused the trust relationship tension as mentioned
earlier in Sect. 1, and merits an in-depth investigation into techniques that can enable
the clear and proper allocation of control from the provider and control from the
owner.
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Data Traceability

It would not be long before we experience cloud-wide malware or botnet attacks
which will evade the current monitoring systems. The problem of data traceability
must be overcome, and while doing so, the practitioner has to overcome the problem
of scale of the logs or information collected. Another potential problem is the con-
flicting interests of accountability through data log and audit trail collection, and the
privacy of the data logs themselves. There may be a need to obfuscate or anonymise
certain private data components. For example, the cloud provider may wish to convert
certain user information to cryptographic hash keys.

Cross-Boundary/ Trans-National Data Transfers

National boundaries are harder to enforce in a boundary-less cloud. For example,
Google optimises its file allocation or placements, and does not consider geographical
placements or restrictions for the typical user. This contrasts that of Amazon Web
Services, which allocates cloud computing users and servers by zones (e.g. Asia
Pacific).

The Laws have to Catch Up

While there are concerns about data accountability, the legislations have not caught
up with the realities of the industry. Many companies and users have to resort to
mediation in international settings, and lawmakers are finding it harder to define
what constitutes data in their country and what does not. There is clearly a need for
an innovative internationally accepted cloud computing legislation. Governmental
bodies must control and impose penalties on breach of trust in the cloud, much like
antitrust and privacy protection laws.

10 Holy Grails in Data Accountability in Cloud Computing

This section introduces the challenging but critical problems that have to be addressed
in order to achieve full accountability of data in the cloud.
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Data-Centric Source and Identity Tracking Based on Data Audits

While there is a need for the data to be traced, the next step is to quickly identify the
identities of the people/ organisation/ malware involved. The main actor involved for
each data anomaly or malicious event detected should be quickly identified, despite
the scale of the cloud.

Tracking of Data Outside the Cloud

While techniques such as Flogger are able to detect events within the boundaries of
the cloud, it is unable to track data which are leaving the cloud. Recent breakthroughs
in tracing data outside of clouds have been reported by Tan et al. [50].

International Standards For Data Accountability

While there are standards such as ISO27001/27002 or COBIT, there is no internation-
ally recognised standard which is voted and accepted by all nations. The standards
should enable the situations which involve the ownership, liability of the data and
services in cloud in cross-national situations must also be covered.

11 Conclusion

In this chapter, we introduced the concept and importance of data accountability in
cloud computing. We also discussed about the scope, layers and the life cycle of
data accountability. While several techniques are used in today’s cloud computing
environments, they are not aligned directly to the data centric needs of the cloud
users. The cloud computing service provider must only be processors of data, and
not indirect owners of data like the scenario today.

Due to the criticality of this trust relationship tension, data accountability in the
cloud is a burgeoning research topic. More importantly, it is an important area which
is currently lacking in real-life cloud computing environments. While the Flogger/
TrustCloud project has achieved this, many research areas, such as the data-centric
identity tracking and tracking of data outside of cloud are still unsolved.
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Privacy Preservation over Big Data in Cloud
Systems

Xuyun Zhang, Chang Liu, Surya Nepal, Chi Yang and Jinjun Chen

1 Introduction

Cloud computing and Big Data, two disruptive trends at present, pose significant
influence on current IT industry and research communities [6, 9]. Cloud computing
provides massive computation power and storage capacity which enable users to
deploy applications without infrastructure investment. Coupled with cloud comput-
ing, data sets have become so large and complex that it is a considerable challenge for
traditional data processing tools to handle the analysis pipeline of these data. Gener-
ally, such data sets are often from various sources and of different types (Variety) such
as unstructured social media content and half-structured medical records and busi-
ness transactions, and are of large size (Volume) with fast data in/out (Velocity).The
MapReduce framework has been widely adopted by a large number of companies
and organizations to process huge-volume data sets [11]. Unlike the traditional one,
MapReduce incorporated with cloud computing becomes more flexible, scalable and
cost-effective. A typical example is the Amazon Elastic MapReduce (Amazon EMR)
service [1]. Users can invoke Amazon EMR to conduct their MapReduce computa-
tions based on the powerful infrastructure offered by Amazon Web Services and are
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charged in proportion to the usage of the services. In this way, it is economical and
convenient for companies and organizations to capture, store, organize, share and
analyze Big Data to gain competitive advantages.

However, privacy concerns in MapReduce platforms are aggravated because the
privacy-sensitive information scattered among various data sets can be recovered
with more ease when data and computational power are considerably abundant.
Although some privacy issues are not new, their importance is amplified by cloud
computing and Big Data [9]. With the widely adoption of online cloud services and
proliferation of mobile devices, the privacy concern about processing on and sharing
of sensitive personal information is increasing. For instance, HealthVault [29], an
online health service provided by Microsoft company, is deployed on the Windows
Azure cloud platform [28]. Although these data in such cloud services are usually
deemed extremely sensitive, they usually offer significant human benefits if ana-
lyzed and mined by organizations like disease research centers. As the MapReduce
framework is usually adopted to handle the data in scenarios such as hybrid cloud or
multiple clouds, solutions to the privacy issues in the framework are urgently desired.

Recently, the research on privacy issues in the MapReduce framework on cloud
has commenced. Mechanisms such as encryption [8], access control [35], differen-
tial privacy [36] and auditing [42] are exploited to protect the data privacy in the
MapReduce framework. These mechanisms are well-know pillars of privacy protec-
tion and still have open questions in the context of cloud computing and Big Data [9].
Usually, the data sets uploaded into cloud are not only for simply storage, but also for
online cloud applications, i.e., the data sets are dynamical. If we encrypt these data
sets, processing on data sets efficiently will be quite a challenging task, because most
existing applications only run on unencrypted data sets. Although recent progress
has been made in homomorphic encryption which theoretically allows performing
computation on encrypted data sets, applying current algorithms are rather expensive
due to their inefficiency [17]. Furthermore, data holders and data users in cloud are
different parties in most applications, e.g., cloud health service providers and phar-
maceutical companies. In such cases, encryption or access control mechanisms alone
fail to ensure privacy preservation and data utility exposure. Data anonymization is a
promising category of approaches to achieve such a goal [15]. However, the comput-
ing infrastructure and paradigm has been moving to the MapReduce framework in
order to get scalability, e.g., the newly emerging project Apache Mahout [2]. Thus,
how to achieve privacy preservation and high utility of Big Data in the MapReduce
framework on cloud for mining or analytic applications is still a challenge problem
and needs extensive investigation.

In this chapter, we propose a flexible, scalable, dynamical and cost-effective
privacy-preserving framework based on MapReduce on cloud. The framework is
built on the top of MapReduce, and functions as a filter to preserve the privacy of data
sets before these data sets are accessed and processed by MapReduce. Specifically,
the framework provides interfaces to data holders to specify various privacy require-
ments based on different privacy models. Once privacy requirements are specified,
the framework launches anonymization algorithms of MapReduce version to effi-
ciently anonymize data sets for subsequent MapReduce tasks. Anonymous data sets
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are retained and reused to avoid re-computation cost. Thus, the privacy-preserving
framework handles the dynamical update of data sets as well to maintain the privacy
requirements of such data sets. Besides anonymization, the framework also inte-
grates encryption techniques to cost-effectively ensure the privacy of multiples data
sets that are independently anonymized in terms of different privacy requirements.
Finally, a corresponding prototype system is developed based on our cloud envi-
ronment to implement the framework with the four features discussed above. We
conduct extensive experiments on real-world data sets to evaluation the proposed
framework. Empirical evaluation demonstrates that the privacy-preserving frame-
work can anonymize large-scale data sets and mange the anonymous data sets in a
highly flexible, scalable, efficient and cost-effective fashion.

The remainder of this chapter is organized as follows. The next section reviews
the related work about privacy protection in the MapReduce framework, cloud com-
puting and Big Data. In Sect. 3 we briefly describe the MapReduce framework as
background knowledge. Section 4 formulates the details of the proposed privacy-
preserving framework based on MapReduce. The prototype design and our cloud
environment are presented in Sect. 5. We empirically evaluate the components of the
prototype system in Sect. 6. Finally, we conclude this chapter and discuss our future
work in Sect. 7.

2 Related Work

We briefly review recent research on privacy protection in the MapReduce framework
on cloud.

The Kerberos authentication mechanism [32] is integrated into the MapReduce
framework of Hadoop [18] after the 1.0.0 version. Kerberos is a distributed authen-
tication service that allows a process (a client) running on behalf of a principal (a
user) to prove its identity to a verifier (an application server, or just server) without
sending data across the network that might allow an attacker or the verifier to subse-
quently impersonate the principal. However, access control fails to preserve privacy
because data users can infer the privacy-sensitive information if they access to the
unencrypted data. Roy et al. [36] investigated the data privacy problem caused by
the MapReduce framework and presented a system named Airavat which incorpo-
rates mandatory access control with differential privacy [13]. The mandatory access
control will be triggered when the privacy leakage exceeds the threshold specified
by data providers, so that both privacy preservation and high data utility are ensured.
The privacy disclosure degree is specified via the differential privacy model which
aims to provide means to maximize the accuracy of queries from statistical data-
bases while minimizing the chances of identifying its records. However, the results
produced in this system are mixed with certain noise, which is unsuitable to many
applications that need data sets without noise, e.g., medical experiment data mining
and analysis.
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Encryption is widely adopted as a straightforward approach to ensure data privacy
on cloud against malicious users. Yet the data are definitely not encrypted if they are
processed by applications in cloud computing. Homomorphic encryptions may be
the prospective and promising mitigations to these security problems. A researcher
at IBM announced having developed a fully homomorphic encryption scheme that
allow data to be processed in encrypted form [17]. Even though homomorphic
scheme has eliminated the theoretical obstacle to fully homomorphic encryption,
the immense computational cost still deters it from being put into practice. Special
operations such as query or search on encrypted data sets stored on cloud has been
extensive studied [8, 19, 24], although performing general operations on encrypted
data sets is still quite challenging. Instead of encrypting all data sets, Puttaswamy
et al. [35] described a set of tools called Silverline that can separate all functionally
encryptable data from other cloud application data, where the former is encrypted
for privacy preservation while the later is left unencrypted for application functions.
However, the sensitivity of data is required be labeled in advance. Zhang et al. [47]
proposed a privacy leakage upper-bound constraint based approach to preserve pri-
vacy of multiple data sets by only encrypting part of data sets on cloud. The encryp-
tion and anonymization techniques are combined together in this approach to arrive
at cost-effective privacy preservation. Data sets required encrypting are identified
first, and the rest are anonymized to achieve privacy requirements, with incurring
minimum expense when using these data sets.

Particular to the MapReduce framework, several systems have been proposed to
handle privacy concerns of computation and storage in the framework. Blass et al.
[5] proposed a privacy-preserving scheme named PRISM for the MapReduce frame-
work on cloud to perform parallel word search on over encrypted data sets. PRISM
transforms the problem of word search into a set of parallel instances of private
information retrieval on small datasets. Each instance on a small dataset is efficiently
solved by a node in the cloud during the “Map” phase of MapReduce. Outcomes
of map computations are then aggregated during the “Reduce” phase. Nevertheless,
many cloud applications require the MapReduce framework to conduct tasks like
data mining and analytics over these data sets besides search. Ko et al. [20] proposed
the HybrEx MapReduce model to provide a way that sensitive and private data are
processed within a private cloud while others can be safely extended to public cloud.
Similarly, Zhang et al. [46] proposed a system named Sedic which partitions MapRe-
duce computing jobs in terms of the security labels of data they work on and then
assigns the computation without sensitive data to a public cloud. However, sensitivity
of data is also required be acquired in advance in above two systems. [40] proposed a
service integrity assurance framework named SecureMR for the MapReduce frame-
work. The framework consists of five components and mainly aims at MapReduce
service integrity and preventing denial of service (DoS) attack. Meanwhile, it also
tries to preserve the simplicity, applicability and scalability of MapReduce. But we
mainly focus herein on privacy-preserving issues in our proposed framework. Our
privacy-preserving framework attempts to produce anonymized data sets according
to data holders’ privacy requirements for subsequent MapReduce tasks.
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3 Cloud Systems and MapReduce Preliminary

Cloud computing is one of the most hyped IT innovations at present, having sparked
plenty of interest in both IT Industry and academia. Recently, IT giants such as
Amazon, Google, IBM and Microsoft have invested huge sums of money in building
up their public cloud products, and indeed they have developed their own products,
e.g., Amazon’s Web Services, Google’s App Engine and Compute, and Microsoft’s
Azure. Meanwhile, several corresponding open source cloud computing solutions
are also developed, like Hadoop, Eucalyptus, OpenNebula and OpenStack. The
cloud computing definition published by the U.S. National Institute of Standards
and Technology (NIST) comprehensively covers the commonly agreed aspects of
cloud computing [27]. In terms of the definition, the cloud model consists of five
essential characteristics, three service delivery models and four deployment mod-
els. The five key features encompass on-demand self-service, broad network access,
resource pooling (multi-tenancy), rapid elasticity and measured services. The three
service delivery models are Cloud Software as a Service (SaaS), e.g., Google Docs,
Cloud Platform as a Service (PaaS), e.g., Google App Engine, and Cloud Infrastruc-
ture as a Service (IaaS), e.g., Amazon EC2 and S3. The four deployment models
include private cloud, community cloud, public cloud and hybrid cloud.

Technically, cloud computing could be regarded as an ingenious combination of a
series of developed or developing ideas and technologies, establishing a novel busi-
ness model by offering IT services using economies of scale. In general, the basic
ideas encompass service computing, grid computing, distributed computing, etc.
The core technologies that cloud computing principally built on include web service
technologies and standards, virtualization, novel distributed programming models
like MapReduece, and cryptography. All the participants in the cloud computing
can benefit from this new business model. The giant IT enterprises can not only run
their own core businesses, but also make profit by delivering the spare infrastructure
services to others. Small and medium-size businesses are capable of focusing on
their own core businesses via outsourcing the boring and complicated IT manage-
ment to other cloud service providers, usually at a fairly low cost. Especially, cloud
computing facilitates start-ups considerably, enabling them to build up their business
with low upfront IT investments as well as cheap ongoing costs. Moreover, due to
the flexibility of cloud computing, companies can adapt their business readily and
swiftly by enlarging or shrinking the business scale dynamically, without concerns
about losing anything.

MapReduce is a scalable and fault-tolerant data processing framework that enables
to process huge volume of data in parallel with many low-end commodity computers
[11]. MapReduce was first introduced in the year 2004 by Google with similar con-
cepts in functional languages dated as early as 1960s. It has been widely adopted and
received extensive attention from both academia and industry due to its promising
capability. In the context of cloud computing, the MapReduce framework becomes
more scalable and cost-effective because infrastructure resources can be provisioned
on demand. Simplicity, scalability and fault-tolerance are three main salient features
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of MapReduce framework. Therefore, it is convenient and beneficial for companies
and organizations utilize MapReduce services such as Amazon EMR to process Big
Data and obtain core competiveness.

Basically, a MapReduce task consists of two primitive functions, Map and Reduce,
defined over a data structure named as key-value pair (key, value). Specifically,
Map function can be formalized as Map: (k1, v1) → (k2, v2), i.e., Map function
takes a pair (k1, v1) as input and then output another intermediate key-value pair
(k2, v2). These intermediate pairs will be consumed by Reduce function as input.
Formally, Reduce function can be represented as Reduce: (k2, list(v2)) → (k3, v3),
i.e., Reduce function takes intermediate k2 and all its corresponding values list(v2)

as input and output another pair (k3, v3). Usually, (k3, v3) list is the results which
MapReduce users attempt to get. Both Map and Reduce functions are specified by
data users in terms of their specific applications.

To make such a simple programming model work effectively and efficiently,
MapReduce implementations provide a variety of fundamental mechanisms such as
data replication and data sorting. Besides, distributed file systems like Hadoop dis-
tributed file system [37] are substantially crucial to make the MapReduce framework
run in a highly scalable and fault-tolerant fashion. Recently, the standard MapRe-
duce has been extensively revised into many variations in order to handle data in
different scenarios. For instance, Incoop [4] is proposed for incremental MapReduce
computation, which detects changes to the input and automatically updates the out-
put by employing an efficient, fine-grained result reuse mechanism. Several novel
techniques: a storage system, a contraction phase for Reduce tasks, and an affinity-
based scheduling algorithm are utilized to achieve efficiency without sacrificing
transparency. As standard MapReduce framework lack build-in supports for itera-
tive programming which arise naturally in many applications including data mining,
web ranking, graph analysis, model fitting, and so on, Haloop [7] and Twister [14]
are designed to support iterative MapReduce computation. HaLoop is built on top of
Hadoop and extends it with a new programming model and several important opti-
mizations that include: a loop-aware task scheduler, loop-invariant data caching,
and caching for efficient fixpoint verification. Twister a distributed in-memory
MapReduce runtime optimized for iterative MapReduce computations.

4 Privacy-Preserving Framework Design

4.1 System Overview

To preserve the privacy of data sets processed by data users using MapReduce,
we propose a Privacy-Preserving Framework PPF between original data sets and
user-specified MapReduce tasks. Figure 1 depicts the privacy-preserving framework
based on MapReduce. As shown in Fig. 1, original data sets are stored confidentially
on cloud by data owners, and can never be accessed directly by data users. Then
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Fig. 1 MapReduce framework with privacy-preservation

data holders specify privacy requirements and submit them to the privacy-preserving
framework. The framework is responsible for anonymizing original data sets accord-
ing to privacy requirements. Certain anonymous data sets are retained to avoid re-
computation. Thus, the framework is also responsible for managing the stored data
sets and updating the data when new data join. Data users can then specify their
application logic in MapReduce jobs and run these jobs on the anonymized data sets.
The privacy-preserving framework itself exploits MapReduce jobs to conduct the
computation required in data anonymization. This is plausible and necessary to use
MapReduce to accomplish the computation for in anonymizing and managing these
data sets because data sets are usually of huge volume and complexity in the context
of cloud computing and Big Data.

In order to comply with the features specific to cloud computing and Big Data,
we identify several system requirements that should be satisfied when designing the
privacy-preserving framework as follows.

• Flexible. The framework should provide a user interface through which the
data owners can specify various privacy requirements. Usually, data sets will be
accessed and processed by different data users for different application.
• Scalable. Scalability is necessary for current privacy-preserving approaches,

because the scale of data sets is too large to be processed by existing central-
ized algorithms. So the privacy-preserving framework should be also scalable to
handle data anonymization and managements. Concretely, the data-intensive or
computation-intensive operations in the framework should be executed efficiently
in parallel.
• Dynamical. In cloud computing, most applications accumulate data sets over time,

e.g., cloud health services will receive a large number of information from users.
The scale of such data sets becomes larger and larger, forming Big Data. Hence,
the privacy-preserving framework should handle dynamical data sets, the privacy
and utility of such data sets can still be ensured in time when updates occur.
• Cost-effective. In the pay-as-you-go feature of cloud computing, saving IT cost

is one of the core enablers. Thus, it is also desired for the privacy-preserving
framework to save the expense of privacy preservation as much as possible while
the privacy preservation and data utility can still be ensured.
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Fig. 2 System structure of the
privacy-preserving framework

We design the privacy-preserving framework in terms of the four system require-
ments formulated above. Accordingly, the framework consists of four main mod-
ules, namely, Privacy Specification Interface (PSI), Data Anonymization (DA), Data
Update (DU) and Anonymous Data sets Management (ADM). Based on the four
modules, the PPF can achieve the four system requirements. The system structure
of the framework is depicted in Fig. 2 where the relationships among the above four
modules, MapReduce Framework and cloud infrastructure are described.

As shown in Fig. 2, DA, DU and ADM are the three main functional modules. They
conduct concrete operations on data sets in terms of the privacy models specified
in the PSI module. The DA and DU modules take advantage of the MapReduce
framework to anonymize data sets or adapt anonymized data sets when updates occur.
The ADM module is responsible for managing anonymized data sets in order to save
expense via avoiding re-computation. Thus, ADM utilize cloud infrastructure directly
to accomplish the tasks. Unlike traditional MapReduce platforms, the MapReduce
platform in our research is deployed on top of the cloud infrastructure to gain high
scalability and elasticity. We will discussion the four proposed modules in detail in
following sections.

4.2 Privacy Specification Interface

As to privacy models and protection techniques, privacy-preserving data publishing
research community has extensively investigated on the issues and made fruitful
progress with a variety of privacy models, privacy preserving methods and algorithms
[15]. Usually, original data sets can be accessed and process by different data users for
different purposes, leading to various privacy risks in these scenarios. Moreover, the
privacy requirements of data owners possibly vary over time. As such, a systematic
and flexible privacy specification model is proposed to frame privacy requirements.
We have the following definition on privacy specification.
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Definition 1 (Privacy Specification). The privacy requirements specified by a data
owner are defined as a Privacy Specification (PS). A privacy specification is formally
represented by a vector of parameters, i.e., PS = <PMN, Thr, AT, Alg, Gra, Uti>.
The parameters in the vector are elaborated subsequently.

PMN represents the name of a privacy model. Out of recent proposed privacy
models, we employ three widely adopted privacy models in the privacy-preserving
framework, namely, k-anonymity [38], l-diversity [26] and t-closeness [25].The three
privacy principles provide different levels of privacy-preserving extent. The privacy
principle k-anonymity means that the number of the anonymized records that corre-
spond to a quasi-identifier is required to be larger than a threshold. Otherwise, once
certain quasi-identifiers are too specific that only a small group of people is linked
to them, these individuals are linked to sensitive information with high confidence,
resulting privacy breach. Here, quasi-identifiers represent the groups of anonymized
data records. Based on k-anonymity, l-diversity requires that the sensitive values cor-
respond to a quasi-identifier is not less than a threshold and therefore stricter than
k-anonymity. The strictest is t-closeness, requiring the distribution of sensitive values
correspond to a quasi-identifier to be close that of original data sets.

Parameter Thr is the threshold of the specified privacy model, i.e., k, l and t in the
above three privacy principles.

Parameter AT denotes application type. Data owners can specify the goals of
anonymized data sets, e.g., classification, clustering or general use. If the use of
anonymized data sets is known in advance, anonymization algorithms can produce
anonymized data sets with higher data utility when the privacy are still preserved.
Without knowing the types of applications that consume the anonymized data sets,
the DA module produces anonymized data sets for general use. Different information
metrics will be utilized for different application types [15].

The anonymization algorithms are indicated by the parameter Alg. A variety of
algorithms have been developed for different privacy principles and application types.
Details will be described in Sect. 4.3.

Parameter Gra represents the granularity of the privacy specification. It determines
the scope of the privacy preservation. Usually, only part of original data sets is shared
with data users, and different data users are possibly interested in different part of
Big Data. Moreover, only part of attributes of a data records is considered in the
process of anonymization. Thus, the granularity parameter is quite useful.

The data utility parameter Uti is an optional one. Data owners can specify how
much data utility they allow to expose to data users. In general, privacy and data utility
are two roughly opposite aspects of privacy preservation. When privacy thresholds
are given, most anonymization algorithms usually expose as much as possible. On
the contrary, we can make the data sets anonymous as much as possible if data utility
is fixed.

Above all, the privacy-preserving framework systematically and comprehensively
provides diverse privacy specifications to achieve the flexibility and diversity of
privacy preservation.
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4.3 Data Anonymization

Several categories of anonymization techniques have been proposed, including
generalization [30], suppression [3] and anatomization [41]. Generalization means
that a parent domain value is replaced with its child domain values within its domain
taxonomy tree to preserve privacy. Suppression just simply replaces original values
in a data record with one pre-given symbol, thereby hiding all the information of
the value. Anatomization separates the attribute values and sensitive values with-
out modifying values of attributes, and places them in different locations to enforce
privacy preservation. In the PPF, we utilize generalization for the anonymization
because it is widely investigated and adopted in existing algorithms. Specifically,
four generalization schemes have been proposed, namely, full-domain generaliza-
tion (FG) [22], sub-tree generalization (SG) [16], multi-dimensional generalization
(MG) [23] and cell generalization (CG) [43]. Full-domain generalization makes all
domain values in an attribute generalized to the same level of the taxonomy tree.
Sub-tree generalization requires that either all child domain values or none of a
non-leaf node in a taxonomy tree is generalized. Multidimensional generalization
takes multiple attributes together into account when generalizing domain values.
The aforementioned schemes are global recoding, i.e., if a domain value is general-
ized, all its instances are generalized. Cell generalization, on the contrary, is local
recoding which generalizes identical instances into different levels of domain values.
Roughly speaking, data utility exposed by these four schemes increase in the order:
FG < SG < MG < CG, when the same privacy requirement is given. But note that
the anonymized data sets produced by MG and CG suffers from data exploration
problem, i.e., the anonymized data sets contains inconsistent data. For instance, one
original attribute value can be generalized into two different higher-level values. The
Alg parameter in a privacy specification can indicate which anonymized scheme can
be used to anonymize data sets.

However, most existing anonymization algorithms are centralized, meaning that
these algorithms fail to handle Big Data. Usually, Big Data are so large that they
cannot be fit in the memory in one normal cloud computation node. Hence, they
are usually stored across a number of nodes. Therefore, it is a challenging prob-
lem to anonymize large-scale data sets cloud for existing anonymization algorithm.
Hence, we revise existing algorithms into MapReduce versions, in order to exploit
the MapReduce to efficiently anonymize data sets in a scalable and parallel fashion.

The data anonymizing (DA) module consists of a series of anonymized algorithms
of MapReduce version. Basically, each anonymized algorithm has a MapReduce
driver program and several pairs of Map and Reduce programs. Usually, these Map
and Reduce programs, constituting a MapReduce job, will be executed iteratively
because the anonymization is an iterative process. The standard MapReduce imple-
mentation mainly supports one-pass data processing rather than iterative processing.
As such, we take advantage of a recently proposed MapReduce implementation
named Haloop [7] to deploy our anonymization algorithms. In this way, the DA
module can anonymize data sets efficiently.
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4.4 Data Update

The anonymized data sets are retained on cloud for different data users. So, these data
sets are persistent every time the anonymized data sets are generated. However, the
data sets in applications on cloud are dynamic and increase dramatically over time,
resulting in Big Data. Hence, we have to update original data sets and anonymized
data sets. A straightforward way is to anonymize the already updated data sets from
scratch. From the efficiency perspective, it is usually unacceptable to anonymize
all data sets once an update occurs. Furthermore, the privacy preservation cannot
be ensured according to the analysis in Ref. [34]. Therefore, a better way is to
just anonymize the update part and adjust the already anonymized data sets. For
anonymous data sets, anonymization level is used to describe the degree of privacy
preservation.

Usually, the anonymization level for the already anonymized data sets satisfies
the given privacy requirements. So, new data can be simply anonymized to current
anonymization level when updates occur. But the newly anonymized data sets pos-
sibly violate the privacy requirements because they are likely to be too specific. In
such a case, we have to adjust the anonymization level of the whole anonymized
data sets to ensure the privacy preservation for all data. Another aspect of privacy
preservation is to produce data utility as much as possible to data users when pri-
vacy requirements are satisfied. For data anonymization, an interesting phenomenon
is that for a given privacy requirement, the more data are anonymized, the lower
anonymization level will be. A lower anonymization level means more data utility
can be produced, because the anonymized values are more specific. Consequently,
just anonymizing new data to the current anonymization level is not sufficient even
though this satisfies the privacy requirements definitely. To expose more data utility,
we need to lower the anonymization level of the whole anonymized data sets. As
such, three basic operations are provided in the DU module, namely, update, gen-
eralization and specialization. Generalization is utilized to raise the anonymization
level while specialization is to lower the anonymization level [48].

4.5 Anonymous Data Management

As described in the last section, anonymous data sets are retained for data sharing,
mining and analytics. Another consideration is to save IT expense. In the context
of cloud computing, both computation and storage resources will be charged in
proportion to their usage in terms of the pay-as-you-go feature. In this sense, it is
beneficial to store certain part of intermediate data sets rather than re-compute them
repeatedly. Yuan et al. [44, 45] has extensively investigated the trade-offs between
data storage and re-computation and proposed a series of strategies. There research
demonstrates that retaining a bundle of data sets can significantly reduce overall cost
in cloud systems. Based on their research, anonymous data sets are stored to save
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cost and managed systematically in the PPF. We exploit data provenance [10] to
manage the data generation relationships among these data sets. Data provenance is
commonly defined as the origin, source or history of derivation of some objects and
data, which can be reckoned as the information upon how data was generated [31].
Re-producibility of data provenance can help to regenerate a dataset from its nearest
existing predecessor datasets rather than from scratch.

Retaining a large number of independently anonymous data sets potentially suf-
fers from the privacy breach problems. Since the PSI module provides flexible pri-
vacy specifications, a data set can be possibly anonymized into different anonymous
data sets. As a result, privacy-sensitive information can be recovered from different
anonymous data sets. To address this inference problem in multiple data sets, we
have proposed an approach that incorporates encryption to ensure privacy preser-
vation [47]. Basically, we can encrypt all the anonymous data sets and share them
to specific users. However, encrypting all data sets will incur expensive overhead
because these anonymous data sets are usually accessed or processed frequently by
many data users. So, we propose to encrypt part of these data sets to save privacy-
preserving cost while privacy preservation can still be ensured.

In the privacy-preserving framework, privacy of all anonymous data sets are quan-
tified according to Zhang et al. [47]. Then we carefully select part of anonymous data
sets to encrypt via our proposed approach. In this way, the PPF can achieve cost-
effective privacy preservation.

5 Prototype System and Environment

5.1 Prototype System

We have developed a prototype system for the privacy-preserving based on Hadoop,
an open-source implementation of MapReduce, and the OpenStatck cloud platform.

For the DA module, we have already developed a variety of anonymization algo-
rithms of MapReduce version. Take the sub-tree generalization scheme as an exam-
ple. We have developed a driver program (MRTDS Driver) and three pairs of itera-
tive MapReduce jobs (IGPL Initialization Map/Reduce, IGPL Update Map/Reduce,
Data Specialization Map/Reduce, respectively). Such MapReduce programs can
anonymize large-scale in an efficient and scalable fashion. In the DU module, we
have developed three basic operations based on the MapReduce framework, namely,
MRUpdate, MRGeneralization and MRSpecialization. We also developed privacy
quantification algorithms and heuristic algorithms to determine the anonymous data
sets that need to be encrypted with the minimum privacy-preserving cost in the ADM
module. Together with the SPI module, these three modules constitute the privacy-
preserving framework and achieve the four system requirements as described in
Sect. 4.1.
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Fig. 3 System overview of U-cloud

5.2 Deployment Environment

We develop and deploy the privacy-preserving framework based on our cloud envi-
ronment U-cloud. U-Cloud is a cloud computing environment at University of Tech-
nology Sydney (UTS). The system overview of the U-Cloud system is depicted in
Fig. 3. The computing facilities of this system are located among several labs in
the Faculty of Engineering and IT, UTS. On top of hardware and Linux operating
system (Ubuntu), we install KVM virtualization software [21] which virtualizes the
infrastructure and provides unified computing and storage resources. To create virtu-
alized data centers, we install OpenStack open source cloud environment [33] which
is responsible for virtual machine management, resource scheduling, task distrib-
ution and interaction with users. Furthermore, Hadoop [18] is installed based on
the private cloud built via OpenStack to facilitate MapReduce computing paradigm
and massive data processing. We also deploy the recently developed MapReduce
implementation Haloop [7] on the cloud to support iterative job execution.

6 Experimental Evaluation

In this section, we empirically evaluate the main components of the privacy-
preserving framework via conduction a series of experiments on real-world data
sets. Specifically, we compare the performance of the DA, DU, and ADM compo-
nents with their corresponding existing approaches. The experimental environment
is our cloud platform U-cloud as already described in Sect. 5.2. We use Adult data
set [39], a public data set commonly used as a de facto benchmark for testing data
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Fig. 4 Change of execution time w.r.t. data size: TPTDS versus CentTDS

anonymization for privacy preservation. We also generated enlarged data sets based
on the Adult data set. We describe the experiment results of the three components in
the following subsections.

6.1 Experiment results of Data Anonymization

We compare our approach of data anonymization with a state-of-the-art centralized
approaches proposed in Refs. [16, 30]. We run both approaches on data sets varying
from 50 MB to 2.5 GB. We check whether both approaches can scale over large-
scale data sets and measure execution time to evaluate the efficiency. The change of
execution time with respect to data set size is depicted in Fig. 4. The execution time
of our approach is denoted as TM R , while that of the centralized approach is denoted
as TCent .

From Fig. 4a, it is seen that TCent surges when the data size increases while TMR
increases slightly even though it has a higher start value. The centralized approach
suffers from memory insufficiency when the data size is larger than 500 MB, while
Fig. 4b shows that our approach can still scale over much larger data sets. Hence, the
privacy-preserving framework can significantly improve the scalability and efficiency
compared with existing state-of-the-art anonymization approaches.

6.2 Experiment Results of Data Update

We compare our approach of anonymous data update with a state-of-the-art approach
proposed in Ref. [12]. We run both approach with the number of records in data
update batch ranging from 2,000 to 20,000. We measure the update time to evaluate
the efficiency. The execution time of our approach is denoted as tI while that of the
existing approach is denoted as tE . Figure 5 illustrates how the difference between t1
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Fig. 5 Change of update time w.r.t. the number of update records

and tE changes with respect to the number of data records in an update batch when
K is fixed, where K is the user-specified k-anonymity parameter.

When K is fixed, it can be seem from Fig. 3 that the difference between t1 and tE
becomes bigger and bigger when the number of data records increases. This trend
demonstrates that the privacy-preserving framework can significantly improve the
efficiency of privacy preservation on large-volume incremental data sets over existing
approaches.

6.3 Experiment Results of Anonymous Data Management

We compare our approach of retaining anonymous data sets with the existing
approach which encrypt all data sets. We run both approaches on data sets with
the number of data sets varying from 100 to 1,000. The privacy-preserving monetary
cost is measured to evaluate the cost-effectiveness. The costs of our approach and
the existing one are denoted as CHEU and CALL, respectively. The change of the cost
with respect to the number of data sets is illustrated in Fig. 6 when εd is fixed. The
parameter εd is a user-specified privacy requirement threshold meaning that degree
of privacy disclosure must be under εd .

We can see from Fig. 6 that that the difference between CALL and CHEU becomes
bigger and bigger when the number of intermediate data sets increases. That is, more
expense can be reduced when the number of data sets becomes larger. Thus, this trend
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Fig. 6 Change of privacy-preserving cost w.r.t the number of data sets

means the privacy-preserving framework can reduce the privacy-preserving cost of
retaining anonymous data sets significantly over the existing approach in real-world
Big Data scenarios.

As a conclusion, the evaluation results in the above experiments demonstrate
that the proposed privacy-preserving framework can anonymize large-scale data sets
and mange the anonymous data sets in a highly scalable, efficient and cost-effective
fashion.

7 Conclusions and Future Work

In this chapter, we have proposed a flexible, scalable, dynamical and cost-effective
privacy-preserving framework based on MapReduce on cloud. We have formulated
four basic system requirements for privacy preservation in the context of cloud com-
puting and Big Data. To achieve the four system requirements, we have designed
four modules for the privacy-preserving framework, namely, Privacy Specification
Interface (PSI), Data Anonymization (DA), Data Update (DU) and Anonymous Data
Management (ADM). We also have developed a prototype system for the framework
and deployed it in our cloud environment. Empirical evaluation has demonstrated that
the privacy-preserving framework can anonymize large-scale data sets and mange
the anonymous data sets in a highly flexible, scalable, efficient and cost-effective
fashion.
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Privacy concerns of Big Data on cloud have attracted the attention of researchers
in different research communities. But ensuring privacy preservation of large-scale
data sets still needs extensive investigation. We plan to improve the proposed privacy-
preserving framework comprehensively in the future. Besides, we plan to inte-
grate this privacy-preserving framework with other data processing frameworks that
employ the MapReduce framework as the computation engine, e.g., the Apache
Mahout project that is a data mining library built atop of MapReduce.
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Securing Outsourced Databases in the Cloud

Dongxi Liu

1 Introduction

Cloud database services, such as Amazon Relational Database Service (RDS) and
Microsoft SQL Azure, are attractive for companies to outsource their databases.
In cloud database services, a shared platform (e.g., database server hardware and
software) is provided to host multiple outsourced databases. By using cloud database
services, a client can deploy databases quickly without making the large upfront
investment on proprietary hardware and software. Hence, the cloud database services
can help companies reduce the total cost of ownership on their database management.
Moreover, due to the scalability and elasticity of cloud database services, an enterprise
can dynamically increase or decrease the cloud resources allocated to its databases
according to its business requirements.

For databases deployed into a cloud database service, the service providers have
the privilege to access the databases, since the underlying hardware and software are
under their physical control. Hence, the databases in the cloud might be accessed
improperly by the service providers accidentally or intentionally. The potential of
such improper accesses causes the concern of users about the privacy of their out-
sourced databases. On the other hand, the underlying software of cloud database
services (e.g., hypervisors, operating systems and DBMSs) might be compromised
by attackers. At this case, the privacy of the outsourced databases is also at risk of
being breached. Though attractive, cloud database services may not be fully exploited
if the problem of data privacy cannot be satisfyingly addressed [2].

To protect data in cloud databases, a straightforward approach is to encrypt data
before they are stored. By this way, the service providers or attackers can access
only meaningless ciphertexts. However, after encryption, the databases may not be
efficiently queried. It is not acceptable to decrypt the entire databases before executing
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a query. If a database is large, decrypting the entire database will be unacceptably
slow. In addition, if the decryption is done in the cloud, the encrypted database again
becomes insecure. Ideally, a query should be executed directly over the encrypted
database, producing the encrypted query result, which can only be decrypted by
users.

There have been some encryption schemes and systems proposed to facilitate the
encryption of databases and their queries [3, 7, 9, 16]. In the following, we describe
several requirements for database encryption and query. These requirements are
identified according to the role of databases in information systems. In an information
system, a database may run for a very long period of time. During this period, the
number of records in the database and the stored values may change dramatically. For
example, a table containing staff personal information may contain only a few of staff
records initially and then thousands of records after several years. And moreover, the
staff salaries may increase from a few hundred dollars per week to a few thousand
dollars per week.

R1: The native operations in DBMSs, such as SUM and AVG, should be used
to support the operations on encrypted data, instead of using user-defined functions,
since user-defined functions may not be optimized well by the DBMSs.

R2: The relational data model should be taken to manage encrypted data, and thus
the existing DBMSs can be applied without worrying about their physical implemen-
tations (e.g., column-oriented DBMSs or row-oriented DBMSs).

R3: The providers of cloud database services should not need encryption keys.
Otherwise, the database privacy is not protected against untrusted cloud database
services.

R4: The maximum sum of values in one table column should not be predetermined,
since it is hard to determine for a long-standing database.

R5: The number and range of values should not be required, since they may
increase dramatically when a database runs for a long period of time.
As to be discussed in the next section, the existing works do not satisfy all the
requirements. After discussing the exiting works, we will present an approach that
satisfies all the above requirements.

2 Related Works

In this section, we introduce the security mechanisms deployed in the cloud database
services, and the schemes of querying encrypted databases.

2.1 Security Mechanisms in Cloud Database Services

All cloud database services provide mechanisms to address the security concern of
service users. The basic security scheme in cloud database services is access control
[4]. Since a cloud database service is shared by multiple users, users must correctly
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authenticate themselves to the service to access their own databases. However, the
access control mechanisms cannot completely remove the security concern since
users have to trust the cloud service providers to correctly implement the access
control mechanisms and not to access the databases improperly. In addition, each
cloud database service may provide its specific security scheme, as discussed below.

In the Oracle Database Cloud [14], all data are stored by using Oracle’s Trans-
parent Data Encryption scheme, which encrypts data stored on disk and in backups.
The encryption and decryption of data is performed in the Oracle Database Cloud
and transparent to users. The benefit is that users do not have to do extra work to
encrypt their databases. However, the encryption keys are managed in the Oracle
Cloud, so users must trust the service provider not to decrypt their data improperly.
In the system presented later, the keys are managed by users themselves, so the cloud
service providers cannot decrypt their data at any time.

The Amazon Relational Database Service (Amazon RDS) provides security mech-
anisms at the network level [1]. A user can control network access to his database
by configuring firewall settings. Moreover, Amazon RDS allows database server
instances to run in Amazon Virtual Private Cloud (Amazon VPC), which helps the
isolation of database server instances. The databases in Amazon VPC can be accessed
by the existing IT infrastructure of an enterprise through encrypted IPsec link.

Similarly, the Microsoft SQL Azure service [13] also controls network access to
databases by configuring the SQL Database firewall. The firewall can be configured
at the server level or at the database level. The server level firewall controls machines
which can build connections with the virtual database servers. The database level
firewall controls accesses to certain database instances in the virtual database servers.
The communication with the Microsoft SQL Azure service is encrypted with SSL.

2.2 Related Schemes of Encrypting Database

The CryptDB [16] is a system supporting SQL queries over encrypted databases. This
system needs the extension of existing DBMSs to support homomorphic operations
like SUM and AVG, because the exploited homomorphic encryption scheme [15]
performs multiplication on ciphertexts to get the sum of corresponding plaintexts.
The existing DBMSs cannot natively support multiplication of values in one table
column.

In Ref. [7], a mechanism of supporting aggregate queries is proposed, which is
designed only for column-based databases by encrypting multiple values in one table
column into one ciphertext. Hence, the mechanism in Ref. [7] is not flexible for data
insertion and deletion, since the data to be updated is always packed together with
other data not to be updated.

In Ref. [6, 12], a homomorphic encryption scheme is proposed to be efficient and
practical. But it needs users to determine the maximum sum of plaintexts, which
should not be bigger than the modulus. Otherwise, the scheme is not homomorphic.
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That is, if it is used to encrypt values in a table column, the maximum sum of such
values must be predetermined and it cannot be bigger than the modulus.

An order preserving encryption scheme has been proposed in Ref. [3]. In this
scheme, the ith value in the plaintext domain is mapped to the ith value in the cipher-
text domain, such that the order between plaintexts is preserved between ciphertexts.
The scheme [3] can only deal with plaintexts in a finite domain. That is, the number
of values in the plaintext domain must be known before using the scheme. The cryp-
tographic analysis of the order preserving encryption scheme is performed in Ref.
[5].

The work [2] shows a way of building order preserving polynomials, which are
based on the polynomials proposed by Shamir for secret sharing [17]. In this mech-
anism, the number and range of plaintexts are needed to determine the range of
random coefficients in a polynomial. On the other hand, the evaluation results of
order preserving polynomials may reveal the distribution of plaintexts, since similar
plaintexts are transformed with similar polynomials.

In Ref. [9], an indexing mechanism for range queries is proposed. This mechanism
is not strictly order preserving since two different values may be mapped into the
same bucket, which is used when checking query conditions. The mechanism can
lead to inaccuracy of query results and hence some post-processing is needed to
remove unexpected query results.

3 An Architecture of Managing Encrypted Databases

As discussed before, it is desirable that when protecting databases with encryption,
the existing DBMSs should be applied without change. For this purpose, we describe
an architecture of managing encrypted databases, as shown Fig. 1. In this architecture,
enterprise applications are supposed to be built over databases, which are outsourced
to a public cloud. Since the public cloud cannot be trusted, the outsourced databases
are encrypted for data privacy. Therefore, the database service providers can only
access meaningless ciphertexts. Between the encrypted databases and applications
is a query proxy, which mediates their communication.

When an application issues a database query, the proxy translates it into a new one
that is to be executed over the encrypted database in the cloud. When the query results
are returned from the cloud, the query proxy decrypts them and then forwards the
decrypted results to the application. For the application, the query result is the same as
it directly accesses an unencrypted database. Each query is translated independently
by the proxy. Hence, an enterprise can deploy multiple query proxies to process
queries in parallel, though there is only one query proxy depicted in Fig. 1.

The query proxy maintains some meta data to perform query translation. The
meta data might include databases schemas, encryption keys, and other specific
information needed by cryptographic schemes and system management. Encryption
keys are surely needed for encrypting or decrypting data. Database schemas are
needed when determining the attribute names that are not given explicitly in a query
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Fig. 1 Architecture of man-
aging encrypted databases

statement, as in the query “select * from a staff table”. The order-preserving indexing
scheme to be introduced later needs the sensitivity of input values to be stored in the
query proxy.

The architecture takes a threat model, in which the proxy is deployed into the
administrative boundary of the enterprise. Hence, the untrusted database service
providers cannot access keys and database schemas maintained in the query proxy.
Moreover, the thread model does not allow untrusted service providers to perform
plaintext-chosen attacks, since they do not control the query proxy. The prevention
of plaintext-chosen attacks at the architecture level is required by order-preserving
encryption or indexing schemes [3, 5, 11], since these schemes used for process-
ing range queries leaks order information of plaintexts and hence are vulnerable to
plaintext-chosen attacks.

4 Overview: An Approach with Good Usability

We will introduce an approach of managing encrypted databases. This approach
comprises an order-preserving indexing scheme, a homomorphic encryption scheme,
and how to apply them to encrypt databases and query encrypted databases. The
schemes in this approach satisfy all five requirements discussed in the first section, so
this approach has good usability in protecting databases in the cloud. In the following,
we discuss several types of database queries. The order-preserving indexing scheme
and the homomorphic encryption scheme are applied to deal with different query
types.
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A database query can be an equality query, a range query, an aggregate query or
their combinations. An equality query uses the equality comparison as the filtering
predicate. For example, the query “select staffs whose room number is 405” needs
to compare whether the room number of a staff is equal to 405. A range query filters
records with inequality comparisons, such as the query “select staffs who join the
company from year 2000 to 2012”. An aggregate query generates a value from a set
of data. For example, the query “select salary average of all staffs” is an aggregate
query. These queries can be combined to perform complex query operations. For
example, we can query “select salary average of staffs who join the company from
year 2000 to 2012”.

To support the above query types, the approach encrypts a value (e.g., a field
in a record) with different cryptographic schemes. For supporting equality queries,
a secure hash scheme (e.g., HMAC-SHA1) is used to encrypt the value, such that
the ciphertexts of equal values are still equal. To deal with range queries and the
aggregate queries using MIN and MAX, the order-preserving indexing scheme is
applied. Since this scheme preserves the order of plaintexts, the comparison of two
ciphertexts can determine the order of their corresponding plaintexts. For aggregate
queries of using SUM and AVG operations, the homomorphic encryption scheme
is used to encrypt the value. As a result, the sum or average of ciphertexts can be
decrypted to obtain the sum or average of corresponding plaintext values. Note that
if a column does not support range queries (e.g., a Boolean column), then the order-
preserving indexes of values in this column do not need to be produced; if a column
cannot be summed, instead of using the homomorphic encryption scheme, we can
use AES to encrypt values in this column.

In addition, database schemas may also contain sensitive information. In the
approach, the schemas are anonymised by hashing table names and attribute names
when creating an encrypted database. Since a field in a record can be encrypted into
multiple ciphertexts, the encrypted records have more fields than the corresponding
plaintext records.

5 Order-Preserving Indexing

The order-preserving indexing scheme is used to answer range queries and the aggre-
gate queries using Min and Max over encrypted data. The order-preserving indexing
scheme described in this section is proposed in [11].

5.1 Overview

The order-preserving indexing scheme preserves the order between two plaintext
values. Formally, the order-preserving index scheme is defined below.
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Definition (Order-Preserving Indexing) Suppose k is a secret key, and v1 and v2
are two values. If v1 < v2, then OPI(k, v1) < O P I (k, v2), where OPI(k, vi ) means
the order-preserving index of value vi under the secret key k.

That is, by comparing OPI(k, v1) and OPI(k, v2), we can know the order of
v1 and v2. Thus, when order-preserving indexes are stored in encrypted databases,
they can be compared by DBMSs when executing queries over encrypted data.

Unlike order-preserving encryption schemes [3, 5], our order-preserving indexing
scheme is one-way. That is, from indexes, the original values cannot be recovered
even if the key is known. As a result, the order-preserving indexing scheme is simpler
to design than order-preserving encryption schemes, since the decryption operation
over indexes does not need to be considered.

Our order-preserving indexing scheme is vulnerable to plaintext-chosen attacks,
similar to order-preserving encryption schemes. Suppose an adversary can access an
oracle to choose arbitrary plaintexts to index. Then, given an index i, the adversary
can approximate its plaintext value by the following steps (i.e., binary search).

Step 1: choose an arbitrary value to index
Step 2: compare the index with i

Step 2a: if greater, then choose a smaller value to index
Step 2b: otherwise, choose a bigger value to index;

Step 3: repeat Step 2 until the index is closest to i

To prevent plaintext-chosen attacks, as discussed before, the system architecture is
designed to deploy the query proxy in a trusted domain, where the query proxy
processes queries issued by database applications.

5.2 An Order-Preserving Indexing Scheme

Before introducing the order-preserving scheme [11], we first define the sensitivity
of plaintext values, which indicates the smallest difference between two plaintext
values.

Definition (Sensitivity of Plaintexts) Let V be the set of all plaintext values. The
sensitivity of V is the minimum element in the set {|v1−v2||v1 ∈ V, v2 ∈ V and v1 �=
v2}.

By its definition, the sensitivity is always bigger than 0. Though in the above
definition, all plaintext values are needed to define their sensitivity. Actually, the
sensitivity can be determined by data types or application requirements. For example,
if a field contains integers, then the sensitivity is 1; if a field contains even numbers,
then the sensitivity can be 2; for a field containing salaries of the form d1d2d3 ·
d4d5, where di is a digit, the sensitivity can be 0.01.

The order-preserving scheme described in [11] is build over the expression
a∗ f (x)∗x + b + noise, where a and b are real numbers, f is a function that needs
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to be instantiated, and noise is a random number. For a value v, its index is then
computed by a∗ f (v)∗v + b + noise. Since noise is randomly sampled, the indexing
scheme is probabilistic. That is, indexing one value twice may generate two different
indexes.

To keep the order-preserving property, the following requirements should be sat-
isfied by parameters in the indexing expression a∗ f (x)∗x + b + noise.

• a > 0;
• noise is sampled from the range [0, a∗ f (v + sens)∗(v + sens) − a∗ f (v)∗(v)),

where sens is the sensitivity of plaintext values;
• f (x) > 0 for x �= 0;
• f (x1) ≥ f (x2) for x1 > x2 ≥ 0 or x1 < x2 ≤ 0.

Note that there is no requirement to plaintext values (i.e., their number, their range
and their distribution). The notation nindexsens

[a,b, f ](v) is used to represent the index of
value v, where a, b, f and sens are regarded as secret keys of the indexing scheme.
The following theorem ensures the order-preserving property of the indexing scheme.

Theorem (Order-Preserving Property) Given the sensitivity sens of input values
V, for all v1 ∈ V and v2 ∈ V, i f v1 > v2, then nindexsens

[a,b, f ](v1) > nindexsens
[a,b, f ](v2).

To use the indexing expression nindexsens
[a,b, f ], we need to specify the instances

of f, which must satisfy the parameter requirements to f. The following are several
instances defined and analyzed in [11].

• f (x) = |x |;
• f (x) = x2;
• f (x) = logc(d + e∗|x |), where c > 1, d > 1 and e > 0 .
• f(x) = c∗�|x |/π� + d∗cos(|x |% π + π)+ e, where d > 0, c ≥ 2∗d, e ≥ d, and
�_� and % are the floor and modulo operators, respectively.

These instances of functions f (x) can be composed. For example, by composing the
third and fourth ones, we can get f (x) = logc(d + e∗|g∗�|x |/π�+ h∗cos(|x |%π +
π) + i |), where c > 1, d > 1, e > 0, h > 0, g ≥ 2∗h, i ≥ h. Moreover, the
composite f (x) still satisfies the parameter requirements of the indexing scheme.

An example of order-preserving indexing is shown in Fig. 2. In the example, the
input values are integers from −10 to 10 with the sensitivity 1 and the indexing
expression is 16∗log7(10 + 18∗|x |)∗x + 317 + noise. We can check that the order
between input values is preserved among indexes.

The indexing scheme can be applied to index numeric values directly. To index
strings, we need to convert strings into the numeric values. A simple idea is that
a character in the string is converted into its ASCII encoding. For example, “BC”
is converted to 0x4243. However, this simple idea may not work since strings are
usually compared in the lexical order. For example, the string “BC” is greater than
“ABC”. If “BC” is converted to 0x4243 and “ABC” is converted to 0x414243, then
0x4243 is less than 0x414243, which is not correct. To index strings, our indexing
scheme needs to know the maximum length of strings that will be compared. If the
maximum length of input strings is l and a string has the length n, then (l − n) bytes
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Fig. 2 An Example of order-preserving indexes

of zeros will be padded to the end of the converted integer. For example, if l = 3,
then “BC” is converted to 0x424300. In addition, the sensitivity of input strings is 1
when they are converted into integers.

5.3 Programmability

The order-preserving indexing scheme allows indexing expressions to be pro-
grammed into more complex indexing expressions. In [11], a formal syntax of pro-
gramming indexing expressions is given. Here, we give intuitive explanation on three
programming forms: summation, sequential composition and conditional composi-
tion.

• The summation of indexing expressions is represented as nindexsens
[a,b, f ](v) +

nindexsens
[a′,b′, f ′](v), which produces the index of v as the sum of nindexsens

[a,b, f ](v)

and nindexsens
[a′,b′, f ′](v).

• The sequential composition of indexing expressions is represented as
nindexsens′

[a′,b′, f ′](v); nindexsens
[a,b, f ](v),meaning that v is first indexed by nindexsens

[a,b, f ],
producing an intermediate index, which is then indexed by nindexsens′

[a′,b′, f ′], where
sens′ is the sensitivity of intermediate indexes.
• The conditional indexing expression can be composed in two ways:

– if v > c then nindexsens
[a,b, f ](v) else nindexsens

[a′,b′, f ′](v), where nindexsens
[a,b, f ](c) >

nindexsens
[a′,b′, f ′](c);

– if v < c then nindexs
[a,b, f ](v) else nindexsens

[a′,b′, f ′](v), where nindexsens
[a,b, f ](c) <

nindexsens
[a′,b′, f ′](c).
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Fig. 3 Plaintexts in Gaussian distribution

The first way means that if v is greater than a constant c, then its index is
generated by using the expression nindexsens

[a,b, f ](v), and otherwise, generated
by using the expression nindexsens

[a′,b′, f ′](v). The condition nindexsens
[a,b, f ](c) >

nindexsens
[a′,b′, f ′](c) ensures that nindexsens

[a,b, f ](v1) always generates indexes greater
than nindexsens

[a′,b′, f ′](v2) when v1 > v2, so that the composite indexing expression
still satisfies the order-preserving property. Similarly, the second way means that
nindexsens

[a,b, f ](v) is used to index v if it is less than c; otherwise, nindexsens
[a′,b′, f ′](v)

is used.

Note that these three forms can be mixed in a composite indexing expression. For
example, the true branch of a condition indexing expression can be a summation
expression, while the false branch can be a sequential expression.

The composite indexing expression contains more secret parameters than its com-
ponents. Hence, the programmability of indexing expression increases the robustness
of the indexing scheme since the forms of indexing expressions are no longer fixed
and include more secrets. On the other hand, the programmability of the indexing
scheme gives users the capability to unlink the distributions of plaintext values and
indexes by indexing plaintexts in different ranges with different expressions. As
discussed in [3], it is not secure if the distribution of plaintexts is revealed by the
distribution of ciphertexts. In the following, an example borrowed from [11] is used
to illustrate how programmability is used to hide the distribution of plaintext values.

Suppose the plaintext values is selected from the range [−100, 100] and their
sensitivity is 1. An input value may have 10,000 duplicates. Figure 3 shows the input
values in the Gaussian distribution.

Then, the following indexing program is applied to index the plaintext values. By
using the conditional composition, the plaintext values are divided into 9 ranges, and
processed with different expressions. Figure 4 shows the distribution of the indexes,
which is different from the Gaussian distribution of plaintext values.
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if x > 70 then
7*(log7(621+12*|x |))*x+1*(*(log12(2030+3*|x |))*x+15683

else if x > 40 then
17*(log7(1265+8*|x |))*x+7*(log12(621+12*|x |))*x+11706

else if x > 20 then
25*(log7(6812+78*|x |))*x+17*(log12(1265+8*|x |))*x+8324

else if x => 0 then
30*(log7(9168+38*|x |))*x+25*(log12(6812+78*|x |))*x+6983

else if x > −20 then
25*(log7(7523+73*|x |))*x+30*(log12(9168+38*|x |))*x+6983

else if x > −40 then
20*(log7(8211+31*|x |))*x+25*(log12(7523+73*|x |))*x−6121

else if x > −60 then
12*(log7(4366+13*|x |))*x+20*(log12(8211+31*|x |))*x−3676

else if x > −80 then
5*(log7(6723+7*|x |))*x+12*(log12(4366+13*|x |))*x−93

else
1*(log7(2030+3*|x |))*x+5*(log12(6723+7*|x |))*x−3492

Fig. 4 Distribution of indexes

6 Homomorphic Encryption

Homomorphic encryption allows operations on plaintext values to be performed
through operations on ciphertexts. Thus, if table columns in a database are encrypted
homomorphically, then the aggregate queries of using SUM and AVG can be directly
performed over encrypted table columns by the existing DBMSs.

6.1 Homomorphism

A homomorphic encryption scheme can be fully homomorphic or partially homomor-
phic. In a fully homomorphic encryption scheme, both additions and multiplications
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can be performed over ciphertexts, while in a partially homomorphic encryption
scheme, only additions or multiplications can be performed over ciphertexts.

Fully homomorphic encryption is a dream of cryptographic research. Though
some fully homomorphic encryption schemes have been proposed [8], there is still
no work on the practical applications of these schemes. This is partially caused by the
gap between the cryptographic primitives and practical applications. For example,
in [18], the plaintext values can only be a bit 0 or 1, while the data in practical
applications usually consists of a sequence of bits (e.g., an integer of 32 bits). It is not
efficient to encrypt each bit separately. Consequently, the current fully homomorphic
encryption schemes are not practical enough to be applied to encrypt databases.

Partially homomorphic encryption can be practical. For example, the widely
used RSA is a multiplicatively homomorphic encryption scheme. That is, suppose
v′1and v′2 is the RSA encryption of two plaintexts v1 and v2 with the same public
key. Then, the decryption of v′1 ∗ v′2 with the corresponding private key is the result
of v1

∗v2. However, multiplicatively homomorphic encryption is not useful for per-
forming aggregate queries of SUM and AVG, since these queries need the summa-
tion of plaintext values, not their multiplication. Instead, an additively homomorphic
encryption scheme is more useful for these aggregate queries.

For an additively homomorphic encryption scheme, it is desirable for queries
that the sum of plaintext values can be decrypted from the sum of corresponding
ciphertexts. Thus, in order to get the sum of one table column, the values in the
encrypted column can be added by the existing DBMSs. Some additively homomor-
phic encryption schemes do not satisfy this requirement. For example, in the homo-
morphic encryption scheme [15], the sum of plaintext values is obtained through
the multiplication of ciphertexts. This encryption scheme is used by the database
encryption systems [7, 16], where the existing DBMSs have to be extended to deal
with aggregate queries involving SUM.

The modern encryption algorithms are usually built over finite algebraic structures
enforced by using the modulo operation. However, this finiteness requirement is
harmful for homomorphic encryption over databases. For example, an additively
homomorphic encryption scheme is proposed in [12]; in this scheme, if the sum
of plaintexts is greater than the modulus, then scheme is no longer homomorphic.
Consequently, it is hard to use this scheme in database encryption, since it is hard
to determine the maximum sum of values in a table column for a long-standing
database.

6.2 A Homomorphic Encryption Scheme Without Modulus

We have proposed a generic scheme of defining homomorphic encryption without
using modulo operations [10]. The scheme supports both additive and multiplicative
homomorphism and allows values from an infinite algebraic structure to be encrypted.
Here, we introduce one instance of this scheme.
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Let Enc be the encrypting operation, Dec the decrypting operation and K(n) the
key. Then, given a value v, the encryption Enc(K(n), v) will generate a ciphertext
(c1, . . ., cn), which consists of n subciphertexts c1, . . ., and cn . The parameter n in
a key indicates the number of subciphertexts to be generated. In decryption, the
operation Dec(K(n), (c1, . . ., cn)) will return v. Given another value v′, let Enc(K(n),
v′) = (c1

′, . . ., cn
′). Then, the scheme ensures Dec(K(n), (c1 + c1

′, . . ., cn + cn
′)) =

v + v′ for additive homomorphism.
The multiplication of v and v′ can be decrypted in two steps from the outer product

of (c1, . . ., cn) and (c1
′, . . ., cn

′), which is represented as (c1
∗ c1
′, . . ., cn

∗ c1
′, . . .,

c1
∗cn
′, . . ., cn

∗ cn
′). At the first step, we perform the decryption Dec(K(n), (c1

∗ ci
′,

. . ., cn
∗ci
′)) for i ≤ 1 ≤ n to produce the intermediate ciphertext (v∗c1

′, . . ., v∗cn
′).

At the second step, we get v ∗ v′ from Dec(K(n), (v ∗ c1
′, . . ., v ∗ cn

′)). Specially,
given a real number h, we have Dec(K(n), (h∗c1, . . ., h∗cn)) = h∗v.

In this instance, the key K(n) is a list of n tuples of real numbers, [(k1, s1, t1), . . .,
(kn, sn, tn)], where n ≥ 3, ti �= 0(1 ≤ i ≤ n−1),

∑n−2
i=1 ki �= 0, and kn+sn+tn �=

0. The operation Enc encrypts v into (c1, . . ., cn) by the following steps.

• Let r1, . . ., rn−1 be n − 1 random numbers;
• ci = t∗i ki

∗v + si
∗rn−1 + ti ∗ri for 1 ≤ i ≤ n − 2;

• cn−1 = kn−1
∗ tn−1

∗ ∑n−2
i=1 ri + sn−1

∗ rn−1;
• cn = (kn + tn + sn)

∗rn−1.

The operation Dec decrypts the ciphertext (c1, …, cn) into v by the steps below.
If the keys are correct, we can see the random noises in each subciphertexts are
counteracted, and hence the correct value v is returned. Unlike the methods in [6,
12], we do not use the modulo operation to remove noises, so the presented encryption
scheme can be applied to infinite data ranges.

• L =∑n−2
i=1 ki ;

• S = cn/(kn + tn + sn);
• I = cn−1 − S∗sn−1;
• v =∑n−2

i=1 (ci − S ∗ si )/(L ∗ ti )− I/(L ∗k∗n−1 ∗ tn−1).

The last step of decryption divides different ci − S * si (1≤ i≤ n− 2) with different
secret values L ∗ ti . Thus, if an adversary wants to recover v from ciphertexts in
brute-force, then he needs to guess ti (1 ≤ i ≤ n − 2) for each subciphertexts, in
addition to guessing other secrets si (1≤ i≤ n − 1), L, kn−1

∗ tn−1, and kn + tn + sn .

6.3 Composition of Homomorphic Encryption

The generic scheme in [10] allows multiple instances to be defined. These instances
can be composed into new instances, which are still homomorphic. Briefly, the com-
position can be achieved by encrypting each subcipertext from one instance again
by using the same or another instance.
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Suppose there are two homomorphic encryption instances. The first one has the
key K1(n), the encryption operation Enc1, and the decryption operation Dec1, and
the second one has the key K2(m), the encryption operation Enc2, and the decryption
operation Dec2. For the composition of the first and second instances, a value v will
be encrypted into m*n subciphertexts, as shown below.

• Enc1(K1(n), v) = (c1, …, cn);
• Enc2(K2(m), ci ) = (ci1, …, cim) for 1 ≤ i ≤ n;
• The final ciphertext is (c11, …, c1m,...,cn1, …, cnm).

To decrypt the ciphertext (c11, …, c1m,...,cn1, …, cnm), the following steps are taken.

• Dec2(K2(m), (ci1, …, cim)) = ci for 1 ≤ i ≤ n;
• Dec1(K1(n), (c1, …, cn)) = v.

A composed homomorphic encryption scheme is more robust than its component
instances. Suppose an adversary wants to recover a plaintext from a ciphertext gener-
ated by a composed scheme. Then, in addition to breaking each component instance,
he needs to guess how to split subciphertexts, so that each subgroup of subciphertexts
can be correctly decrypted by using Dec2 into correct intermediate subciphertexts,
which are then decrypted by Dec1.

In the architecture of managing encrypted databases, the database service providers
cannot know whether a ciphertext is generated by a composed homomorphic encryp-
tion scheme, since they cannot access the query proxy. This increases the difficulty
for them to perform brute force attacks on stored ciphertexts.

6.4 Examples of Homomorphic Encryption

We use examples to illustrate the homomorphic encryption instance. The following
key is supposed to be used.

[(6.03,74.99,94.17), (−56.60,13.07,32.45),

(76.11,71.69,34.48), (29.87,32.70,92.80)]

This key consists of four tuples, meaning that a value will be encrypted into a cipher-
text that has four subciphertexts. A key component can be either a positive real or
a negative real. The plaintext values in this example are five reals: 1,384.4, 1,384.4,
345.3, 9,233.9 and 563.21. Using the thomomorphic encryption instance, we get five
ciphertexts listed in Table 1, with each having four subciphertexts.

Note that the first two values are encrypted into different ciphertexts, though they
are the same. The noises used in the encryption are listed in Table 2, with each row
containing the noises for encrypting the corresponding value. They can be used to
verify the correctness of the encryption operation.
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Table 1 Example of ciphertexts

(858839.59014, −2536268.23010, 2119402.922028, 14817.6369)

(848724.37914, −2511656.80840, 3298624.388448, 41558.3676)

(309553.73793, −600157.07450, 4945540.441476, 49011.4665)

(5331366.24729, −16941668.30340, 3738747.931116, 8301.4191)

(407243.945071, −1005986.464300, 2392536.630136, 118441.6584)

Table 2 Example of noises

702.25 102.76 95.37

457.78 791.88 267.48

953.82 922.10 315.45

891.31 531.91 53.43

321.35 569.52 762.32

Applying the decryption operation to the ciphertexts, we can get the correct plain-
texts. Moreover, the sum of plaintext values 12,909.21 can be obtained by decrypting
the following sum of ciphertexts, which is obtained by adding the corresponding sub-
ciphertexts in each ciphertext.

(7755727.899571,−23595736.880700,16494852.313204,232130.5485)

The average of plaintexts 2,581.84 can also be correctly decrypted from the fol-
lowing average of ciphertexts, which is obtained by averaging the corresponding
subciphertexts in each ciphertext.

(1551145.579914,−4719147.376140,3298970.4626408,46426.1097)

7 Translation of SQL Queries

A database schema designed by application developers are created differently in an
encrypted database. We first describe the table structures in an encrypted database
and then introduce how to translate a query from an application into a query that can
be executed over the encrypted database.

7.1 Table Structures

A table designed by application developers may include multiple columns. In the
presented approach, each column is processed independently. Hence, we take a table
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that contains only one column as the example to explain the change of table structures
in the encrypted database. Suppose a table Staff has been designed for an application
with one column Salary. When creating such a table in a database, the query proxy
hashes the table name, such that the table name is meaningless to the untrusted
database service providers.

For the column Salary, the proxy actually creates multiple columns in the
encrypted table. The number of columns depends on the number of subcipher-
texts generated by the homomorphic encryption scheme. Assume the homomorphic
encryption scheme is configured in the query proxy to generate n subciphertexts for
the Salary column. Then, there will be n + 2 corresponding columns created for the
Salary column. The names of these n + 2 columns are obtained by hashing names
SalaryEqIdx, SalaryRngIdx, SalaryEnc1, …., and SalaryEncn . In these names, EqIdx,
RngIdx and Enci are postfixes appended by the query proxy. Figure 5 shows the Staff
table structure designed by application developers and the table structure managed
by the cloud database service, where the notation Sta f f ′ represents the hash of the
name Staff, and similarly for other hashed names SalaryEq I dx ′, Salary RngI dx ′,
SalaryEnc′1, . . ., and SalaryEnc′n .

Note that the n subciphertexts SalaryEnc′1, …, and SalaryEnc′n can be stored
not necessarily in the order of subciphertexts generated from encryption. For exam-
ple, we can store the subcipertexts in the order SalaryEnc′2, …, SalaryEnc′n , and
finally Salar yEnc1′. Moreover, the subcipertexts of one value can be mixed with
the subcipertexts of another value in the same record. Thus, the adversary is hard to
know whether two subcipehrtexts come from the encryption of one value.

When a salary from the database application is being put into the encrypted table,
the proxy produces n + 2 values for the corresponding columns SalaryEq I dx ′,
Salary RngI dx ′, SalaryEnc′1,…, and SalaryEncn ′, by using the hash algorithm
like HMAC-SHA1, the order-preserving indexing scheme and the homomorphic
encryption scheme. The columns SalaryEq I dx ′ and Salary RngI dx ′ are used to
process query conditions involving equality and range comparisons, and when the
query conditions are satisfied the values in the n columns SalaryEnc1′, …, and
SalaryEncn′ will be returned to decrypt. Note that if values in a column cannot be
added or averaged, we also can use other encryption schemes like AES to encrypt
this column.

Fig. 5 Change of table structures
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7.2 Query Translation

The query translation relies on some meta data. Assume the proxy has the key K(n)
for homomorphic encryption, a key k for secure hashing and indexing. An indexing
expression is denoted by Index(v, s), meaning that v is indexed by Index with the
sensitivity s. In the following, we assume the sensitivity is sens. Note that different
columns may use different keys and indexing expressions. The numerical and string
data types are represented by Num and String, respectively.

7.2.1 Creation of Databases and Tables

To create a database and a table, the database application can issue the following two
statements.

create database dbname
create table tblname (colnm Type,... )

After receiving the above statements, the query proxy translates them into the follow-
ing ones, which will be executed by the cloud database service. The original schema
is recorded by the query proxy in its meta data, where Hash represents a secure hash
algorithm like HMACSHA1.

create database Hash(k,dbname)
create table Hash(k,tblname) (Hash(k, colnm+“EqIdx”) String,
Hash(k, colnm+“RngIdx”) Num,
Hash(k,colnm+“Enc1”) Num,..., Hash(k,colnm+“Encn”) Num,…)

The new columns have different data types. The column colnm+“EqIdx” have the
type String, since its values are always hexadecimal strings generated by the secure
hash function. The values of column colnm+“RngIdx” are generated by the index-
ing mechanism and have the numerical type. The columns colnm+“Enc1”,…, and
colnm+“Encn” for subciphertexts have the type Num, so that they can be summed or
averaged by the DBMSs. Strings can be converted into numeric values before using
the homomorphic encryption scheme, or they can be encrypted with other encryp-
tion schemes like AES, since it is not meaningful to perform addition operations over
strings.

7.2.2 Data Insertion

After a table is created, the database application can put a new record into the table
by using the following statement.

insert into tblname (colnm,... ) values (v,...)
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For this statement, the query proxy translates it into the following one. In the new
statement, the value v is hashed, indexed and encrypted before being stored into the
encrypted table. The encryption of v using the homomorphic encryption scheme with
the key K(n) produces n subciphertexts ci (1≤ i ≤n).

insert into Hash(k, tblname)(Hash(k, colnm+ "EqIdx"), Hash(k, colnm+ "RngIdx"),

Hash(k, colnm+ "Enc1"), ..., Hash(k, colnm+ "Encn"), . . .)

values (Hash(k, v), Index(v, sens), c1, ..., cn, . . .)

7.2.3 Queries of Data Selection

The data selection queries select one or more columns from a table. The following
two forms of query statements can be used to select the column colnm or all columns
(indicated by *) from the table tblname under the condition cond.

select colnm,... from tblname where cond
select * from tblname where cond

The second form can be changed into the first one by replacing * with all column
names according to the table schema maintained by the query proxy. For the first
form, the query proxy translates it into the following one, where the translation of
cond into cond ′ is discussed below.

select Hash(k, colnm + “Enc1′′), . . . , Hash(k, colnm + “Encn′′), . . .
from Hash(k, tblname) where cond′

In the new query, all subciphertexts must be selected, so that the query proxy can
perform the decryption. For the condition cond, it is defined over the primitive logical
forms colnm < c, colnm = c, colnm > c, where c is a constant from the domain of
the colnm column, by using the logical connectives. When translating the condition
cond, we replace each primitive logical form with a translated one, as defined below.

The condition colnm < c is translated into Hash(k,colnm+“RngIdx”) < Index(c,0).
Note that Index(c, 0) is the minimum index of c, since no noise is added. The condition
colnm=c is simply translated into Hash(k,colnm+“EqIdx”) = Hash(k,c). Assume the
sensitivity of values in the colnm column is sens. Then, c+sens is the next value
of c, and colnm > c is equivalent to the new condition colnm ≥ c + sens, which is
translated into Hash(k,colnm+“RngIdx”)≥ Index(c+sens,0). Again, Index(c+sens,0)
is the minimum index of c+sens.

In addition, the keywords order by colnm and group by colnm might be used
in queries. They are translated into order by Hash(k,colnm+“RngIdx”) and group
by Hash(k,colnm+“EqIdx”), respectively. That is the ordering comparisons are per-
formed over the columns produced with the order-preserving indexing scheme, and
the grouping operation replies on the columns that support equality comparison.
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7.2.4 Aggregate Queries: SUM and AVG

The values in a table column can be calculated for their sum and average. The
following query statement can be used for this purpose.

select SUM(colnm),... from tblname where cond

select AVG(colnm),… from tblname where cond

In the homomorphic encryption scheme, the sum or average of ciphertexts are per-
formed on each subcipertexts. Hence, the above statements are translated into the
following ones.

select SUM(Hash(k,colnm+“Enc1”)),..., SUM(Hash(k,colnm+“Encn”)), …

from Hash(k,tblname) where cond ′

select AVG(Hash(k,colnm+“Enc1”)),..., AVG(Hash(k,colnm+“Encn”)), …

from Hash(k,tblname) where cond ′

After receiving the sum or average of subciphertexts, the query proxy can decrypt
them into the expected sum or average of values in the colnm column. The translation
of cond is the same as that in the data selection queries.

7.2.5 Aggregate Queries: MAX and MIN

The maximum or minimum value in a column might be queried by using the following
queries.

select MAX(colnm) from tblname where cond

select MIN(colnm) from tblname where cond

Each of the above queries is translated into two queries.

select MAX(Hash(k,colnm+“RngIdx”)) from Hash(k,tblname) where cond ′

select Hash(k,colnm+“Enc1”),..., Hash(k,colnm+“Encn”), …

from Hash(k,tblname) where cond ′ and Hash(k,colnm+“RngIdx”) = max

select MIN (Hash(k,colnm+“RngIdx”)) from Hash(k,tblname) where cond ′

select Hash(k,colnm+“Enc1”),..., Hash(k,colnm+“Encn”)), …

from Hash(k,tblname) where cond ′ and Hash(k,colnm+“RngIdx”) = min

The first queries determine the maximum index or the minimum index. After get-
ting the maximum index (max) or the minimum index (min), the query proxy then
constructs the second queries to get back the subciphertexts corresponding to max or
min. From the subciphertexts, the maximum or minimum values can be decrypted.
Note that we cannot get the maximum or minimum values from the maximum or
minimum indexes, since the order-preserving indexing scheme is one-way.
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8 Implementation and Evaluation

We implemented a prototype of querying encrypted databases with the SQL Server
2008 as the underlying DBMS. Since the query proxy communicates with the DBMS
in standard SQL queries, we can change to a cloud database service just by changing
the communication channel (e.g., the IP address of the cloud database science, the
port of TCP or UDP, and the secrets for being authenticated).

In this prototype, the database application stores person information in an
encrypted database. The person table designed by the application developers has
the following schema.

person(id int, name varchar(64), gender varchar(8), birthdate bigint, income
numeric(10,2))

A fragment of the encrypted person table is shown in Figure 6 by using the Microsoft
SQL Server Management Studio. There are six columns in Figure 6, which are
generated from the processing of person incomes, corresponding to the hashes of
incomes, their order order-preserving indexes and four subcipehrtexts of encrypting
each income. The attribute names are hashed, as shown at the first row in Figure 6.
Thus, from this encrypted table, the untrusted database service provider cannot get
any meaningful information. For other attributes of the original person table (i.e.,
id, name, gender and birthdate), they are encrypted with AES, since they cannot
be meaningfully added or averaged with the SUM or AVG operations in a query.
In addition, the gender attribute can only be “Male” or “Female”, and there are no
meaningful range queries for this attribute. Hence, the order-preserving indexes are
not generated for this attribute.

The order-preserving indexing in the encrypted person table is performed with the
following expression. This expression is kept secret in the query proxy. Due to the
programmability of the order-preserving indexing scheme, the form of the following
indexing expression is not known. It brings difficulty for an adversary to effectively
guess the indexing expression even if the adversary happens to know some pairs of
plaintexts and indexes.

3754.3∗ log120.2(513.8+ 77543.32∗|(3187.2∗�|x |/π� + 196.2∗ cos(|x |%π + π)

+ 26867.3)|)∗x + 84648.87)

As described above, an income value is encrypted into 4 subciphertexts, so the key
should have the form [(k1, s1, t1), (k2, s2, t2), (k3, s3, t3), (k4, s4, t4)]. In this evaluation,
each ki or ti is allowed to have 4 digits, and each si to have 8 digits. Thus, the 4
subciphertexts of homomorphic encryption leads to a key space of size 1052 (i.e.,
1052=104*108*(108*104*108*104*108*104*104), which is the product of the space
sizes of L, S, s1, t1, s2, t2, s3, t3, k3). Other attributes other than income are encrypted
with AES 128, which has key space of size 2128.
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The performance of querying encrypted databases is tested with respect to data
insertion and query on a Dell Latitude E4310 laptop. To test the performance of
data insertion, we generate 10,000 person records and insert them into a plain data-
base (PlainDB), where data is not encrypted, and an encrypted database (EncDB),
respectively. Figure 7 shows the used time (milliseconds) after inserting every 2,000
records. Compared with the insertion to PlainDB, the insertion of 10,000 records to
EndDB takes about more 22.9 % time.

The insertion to EncDB involves four different cryptographic schemes: the hash
algorithm (HMACSHA1), the order-preserving indexing scheme, the AES encryp-
tion and the homomorphic encryption. Figure 8 shows the time taken by each of these
schemes. From this figure, we can see the HMACSHA1 algorithm takes more time
than the other three schemes in total. Actually, if we change the order-preserving
indexing scheme into a deterministic one by avoiding noises in indexes, then the
equality check can be carried out over the indexes, too. At this case, the values in
encrypted databases do not need to be hashed, and hence the performance of insertion
will be increased.

The query performance is tested on two types of queries. The first type is to select
records satisfying some conditions, while the second is an aggregate query using
the SUM operation. We use the query below to select records from the encrypted
database.

select ∗ from person where income > min and income < max

By changing min and max, we can get five different results, including correspondingly
2,000, 4,000, 6,000, 8,000 and 10,000 records. The time spent on querying PlainDB
and EncDB is shown in Fig. 9, from which we can see the performance overhead is
linearly increased with the increase of the number of records in the query result. This
increase of performance overhead is reasonable, since more records in the encrypted
query result need more time to decrypt.

The aggregate query is performed by the following statement, which sums the
income of persons satisfying the query conditions.

select ∗ SUM(income) from person where income > min and income < max

Fig. 6 A fragment of encrypted person table
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Fig. 7 Performance of insertion

Fig. 8 Performance of differ-
ent cryptographic schemes

We still let the query return five different results, corresponding to the income sums
of 2,000, 4,000, 6,000, 8,000 and 10,000 records. Figure 10 shows the performance
result. This result shows that the query time does not increase quickly as that in
the selection queries with the increase of records included in the query results. This
is because the result of the above aggregate query has only one value (the sum
of encrypted income in each person record satisfying the condition) to decrypt,
regardless of the number of aggregated records.
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Fig. 9 Query performance for different records number

Fig. 10 Performance of aggregate queries

9 Summary

In this chapter, we introduce an approach for database encryption and query. In
particular, we introduce an order-preserving indexing scheme and a homomorphic
encryption scheme. Compared with the existing order-preserving and homomor-
phic encryption schemes, the presented schemes are more suitable for long-standing
database, since they do not need users to predetermine the number and range of data
stored in databases and their maximum sums. We implement a prototype that uses
the exiting DBMS (i.e., Microsoft SQL Server 2008) and evaluate its performance.
The evaluation shows that the approach incurs acceptable performance overhead.
The approach cannot deal with all SQL queries. For example, it cannot support queries
that use conditions involving operations of several columns (e.g., number*rate>10).
It is an interesting problem of improving the system to make it support more types
of SQL queries in future.
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Trust Model for Cloud Systems with Self
Variance Evaluation

Xiaofeng Wang, Jinshu Su, Xiaofeng Hu, Chunqing Wu and Huan Zhou

1 Introduction

The open, distributed, and dynamic nature of the cloud poses great challenges for trust
establishment between entities. In these applications, the service consumer usually
knows little about the trust or the reliability of the service provider. To mitigate
the risks of the consumers, reputation-based trust systems [7, 10] are deployed as a
popular approach to predict how much the service provider can be trusted, and they
play a pivotal role in aggregating, filtering, and ordering information for consumers.
As an important security enhancement technology [4, 8], many reputation (social
trust) models have been proposed for different applications such as: decentralized
overlay networks and applications [1, 16, 26], multi-agent systems [24, 25, 28],
social web services [6, 9, 12] and recommender systems [3, 21].

Reputation is a statistical value about the trust probability derived from the behav-
iour history. Usually, the reputation is based on the interactions directly with the eval-
uator (personal experience) or as recommended by others (feedback) [10]. From the
personal experience’s perspective, most existing work used the simple average [17],
the Bayesian [25, 29] or the belief models [24, 28] to quantify the trust as some sta-
tistical values. However, they ignore another important attribute of the predicted sta-
tistical value, namely the prediction variance (or prediction accuracy), which depicts
how much the trust prediction may deviate from the real one. For example, a service
provider has a service success probability of 0.9. But due to the incomplete personal
experience, a customer quantifies the provider’s trust as 0.7. By using existing trust
models, the customer cannot assess the accuracy of the reputation prediction made
by itself. Hence, he cannot decide how much to rely on the prediction to make a
decision. Moreover, when the customer recommends this trust prediction to others
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as a feedback, he cannot give any suggestion about how to aggregate the feedback
so that others can minimize the deviation of their trust evaluation.

To aggregate feedbacks recommended by others, the summation method is widely
applied in reputation systems such as eBay [17] and Eigentrust [11]. However, it is
easy to be manipulated by malicious nodes for their personal profits [20]. A mali-
cious node can falsely improve its own reputation or degrade the reputations of others.
Therefore, malicious participants can obtain unwarranted service or honest partic-
ipants can be prevented from obtaining service. As a measure to defend malicious
feedbacks for the summation method, most existing work weighted the feedbacks
by considering their credibility, such as the trust value based credibility used in
Eigentrust [11] and the personalized similarity based credibility used in PeerTrust
[26]. However, these credibility techniques usually need wide trust knowledge of
the system [11, 20, 26] or manually tuned intuitive parameters [25, 28], which are
sometimes unrealistic assumptions in a real world application. We believe that the
difficulty of applying these summation-based credibility techniques is due to their
foundation’s lack of robustness. In other words, the intuitive summation method
lacks the support for robustness to resist malicious feedbacks.

In this chapter, we present a general trust model based on linear Markov prediction
to get a more comprehensive and robust reputation evaluation. The main contributions
of our work are as follows:

1. In contrast to existing feedback based reputation trust models, our RLM model
represents the reputation trust by two attributes: reputation value and reputation
prediction variance. The model is tracked by a linear hidden Markov process,
so that a more comprehensive and accurate reputation can be evaluated. The
assessment of the reputation prediction variance can help to achieve a better local
decision making as well as a more intelligent third-party reputation aggregation.

2. We propose the Kalman aggregation method for feedback aggregation instead of
using the intuitive summation method. Our Kalman aggregation method can adjust
the influence of a malicious feedback by the parameter of estimated feedback
variance, which is used to support our robust trust evaluation techniques.

3. To defend against malicious feedback attacks for RLM model, we design and
demonstrate a robust model parameter calibration method. We introduce the
Expectation Maximization (EM) algorithm to autonomously calibrate the model
parameters, and then propose the hypothesis test method to estimate the feed-
back deviation, which can filter out malicious feedbacks half automatically with
a statistical significance level.

4. To defend against malicious feedbacks automatically without any prior experi-
ence, we further propose a self-adaptive WRLM trust model, which extends the
original RLM model with the weighted prediction variance. The WRLM can
self-adaptively and automatically calibrate the weight factor, so that malicious
feedbacks will have high estimated prediction variance, making it have less or
even no influence in the final reputation evaluation.

With the Kalman feedback aggregation, our RLM and WRLM trust models enable
an evaluator to assess the accuracy of a reputation prediction made by itself, which



Trust Model for Cloud Systems with Self Variance Evaluation 285

can inherently support further robust reputation evaluation methods. For the stan-
dard RLM model, the proposed model calibration method can filter out malicious
feedbacks precisely. Moreover, our weighted RLM trust model can self-adaptively
and automatically mitigate the influence of malicious feedbacks without any prior
experience. In the chapter, we give both theoretical proof and experiments to demon-
strate the validation, accuracy and robustness of the RLM and WRLM models. With
a firm basis in the statistics inference theory, our RLM and WRLM trust models
supply a new way to construct a robust reputation system for open service-oriented
environments.

The remainder of this chapter is organized as follows. Section 2 introduces back-
ground. Section 3 describes the standard RLM trust model and Kalman feedback
aggregation. Section 4 introduces the malicious feedback filter for RLM model using
EM and hypothesis test methods. Section 5 extends the RLM model to be a robust
and self-adaptive WRLM trust model. Experimental results are presented in Sect. 6,
followed by the discussions and conclusion in Sect. 7.

2 Background

In open service-oriented environments, reputation based trust systems can deter-
mine how much an unknown service provider can be trusted in future interactions.
As shown in Table 1, we summarize the characteristics of some existing trust models
according to their function. Usually, the reputation/trust value can be modeled by
two parts: the direct trust value from the evaluator and the feedbacks from others
[10]. To measure the direct trust, Song et al. [19] used the fuzzy logic to compute
the reputation score, which is the trust index’s numerical value derived from some
rules. The Bayesian reputation [29] computes the trust value according to the beta
probability density functions (PDF). The posteriori reputation value is decided by
α+1

/
α+β+2, where α and β are two parameters denoting the number of positive

and negative results. Wang and Singh [24] modelled the reputation as a three dimen-
sion belief (b, d, u), representing the probabilities of positive, negative and uncertain
outcomes. Huang et al. [9] proposed a method to aggregate heterogeneous social
networks and used the enhanced topology of trust graph to predict the reputation.
All these models quantify the trust as some predicted probability values. However,
they ignore the prediction variance, which is one of the two attributes of a statistical
prediction (i.e. [14]). Hence, these trust models cannot assess the accuracy of a rep-
utation prediction made by itself. In contrast, the reputation prediction variance is
considered in our RLM model to give a more comprehensive and accurate reputation
evaluation, and both the reputation value and its prediction variance are tracked by
our reputation filter.

To aggregate reputation feedbacks, the summation method [11, 26, 30] is widely
used. The simplest summation method is to sum the number of positive ratings and
negative ratings separately like eBay [17]. Combined with different system architec-
tures, the summation method can have different forms. For example, in P2P systems,
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the Eigentrust used the trust value to weight a peer’s feedback, and then they got the
global reputation summation in a matrix notation. In the Bayesian reputation system,
a feedback comprises the number of positive outcomes r and the number of negative
outcomes s. The feedback is aggregated by adding r and s to the totalized positive
and negative outcomes α and β respectively. Hence, we can say that the essence of
beta aggregation is also a summation method. Although the summation method is
easy to aggregate feedbacks, it lacks the support for robustness to resist malicious
feedbacks. However, our proposed Kalman feedback aggregation method can adjust
the influence of a malicious feedback through the parameter of estimated feedback
variance, which supplies a support to resist malicious feedbacks.

In the aggregation of feedbacks, one fundamental problem is how to cope with
the shilling attack [20] where malicious nodes submit dishonest feedback to boost
their own ratings or bad-mouth legal nodes. Attackers in a reputation system can
either work alone or launch attacks by colluding with one another. A collusive attack
can be implemented by disparate attackers or a single attacker acquiring multiple
identities through a Sybil attack [27]. Typically, the effect of a single attacker is
relatively small, but collusive attackers usually have much more severe influence on
the reputation system.

Most existing work considered the credibility of a feedback to detect malicious
feedbacks, and they are compared in the literature [13]. A simple solution for measur-
ing the credibility of a node’s feedback is to use the node’s reputation value, which is
used in EigenTrust [11] and PowerTrust [30]. However it is possible that a node may
maintain a good reputation by providing high quality services, but send malicious
feedbacks to its competitors. The credibility can also be measured by using personal-
ized similarity (PSM) [20, 26], where peer w uses a personalized similarity between
itself and another peer v to weight the feedbacks from peer v. The disadvantage of
PSM is that the peer w needs to have the wide trust knowledge about peer v’s rating
on some special peers, which is sometimes an unrealistic precondition. For other
credibility methods, Yu and Singh [28] proposed the Weighted Majority Algorithm
(WMA) and Whitby et al. [25] used the quantile detection method to filter out unfair
ratings. Both these two methods need manually tuned intuitive parameters without
guarantee of any quantitative confidence. Sharma et al. [18] also proposed to filter
out malicious feedbacks, but it needs a feedback set which can not catch the real
time reputation changes.In contrast, based on the EM algorithm, our hypothesis test
method can filter out a malicious feedback precisely with a specific confidence level.
In addition, our WRLM trust model can self-adaptively calibrate the variance weight
factor, so that it can mitigate the influence of malicious feedbacks automatically
without any prior experience.
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3 Comprehensive RLM Trust Model

3.1 RLM Trust Formulation

Since the reputation value is essentially a statistical value derived from the observa-
tion samples (reputation feedbacks), we model the reputation in a statistical form.
Assuming that the real reputation of a node is R, in our RLM model, this reputation
evaluation is denoted as a two dimension tuple rep = {〈R〉, P}, where 〈R〉 is the
predicted reputation value, and P is the reputation prediction variance, which is the
square error between the predicted reputation value 〈R〉 and the real reputation R.
The evaluated tuple rep can also be sent to other nodes as a reputation feedback.
Hence, a feedback also has two attributes: feedback reputation value and feedback
variance.

To maintain the reputation for a node, we assume that the evaluator can receive
feedbacks about the node continually through the feedback sessions. The feedback
received at session k is denoted as fk = {zk, ck}, zk and ck represent the feedback
reputation value and the feedback variance respectively. After each reception of a
feedback fk, the evaluator tries to predict the node’s real time reputation Rk , and eval-
uate the prediction variance Pk . Ideally, the reputation feedback value should equal
to the real reputation. But due to the incomplete knowledge of the recommender and
transient fluctuations of the service quality, the feedback reputation value may have
a deviation from the real reputation. Because many independent sources contribute
to this deviation, it is reasonable to model the deviation as a zero mean Gaussian
noise, so we can model the relation between the feedback reputation value and the
real reputation value as:

zk = Rk + qk and qk ∼ Normal(0, Qk) (1)

where Qk is the feedback noise variance. For a normal node, we assume that its
reputation follows a stochastic process. In the statistical inference theory, the trust
prediction problem belongs to the infinite impulse response filter problem, which
is to predict an output of a system based on the inputs and previous outputs. For
the infinite impulse response filter, linear autoregressive (AR) model is widely used,
which is reported to have a good prediction performance [14]. Hence, we also use the
linear autoregressive model to define the reputation space evolution, and the nonlinear
evolution can be treated with locally weighted methods in a similar fashion [2]. As
the first approximation, the reputation Rk can be modeled as a first order linear AR
model:

Rk = Ak Rk−1 + wk and wk ∼ Normal(0, Wk) (2)

where Ak is the reputation state transfer factor, and Wk is the variance for the state
transfer noise. Equations (1) and (2) define a linear space model for the reputation.
This linear model forms a hidden Markov problem as illustrated in Fig. 1 (a Markov
process with unknown state parameter Rk). The square nodes are targeted attributes
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Fig. 1 Graphical RLM model

of the reputation evaluation, double squares are observed reputation feedbacks, and
circular nodes are dynamic parameters to be tuned.

Our goal is to obtain the reputation value Rk and the prediction variance Pk from
this model, which will be introduced in the next subsection by using our Kalman
feedback aggregation method. All the dynamic parameters in the model such as
Ak, Qk and Wk, will be tuned to cope with malicious feedback, which will be
introduced in next section.

3.2 Kalman Feedback Aggregation

In RLM model, the reputation state evolution can be tracked in the aggregation
of the feedbacks. The Kalman Filter (KF) is an optimal linear estimator for linear
Gaussian systems, and it can give the least mean squared prediction of the system
state [15]. Because of the linear properties of our RLM trust model, we change the
typical Kalman filter to aggregate RLM reputation feedback. Our Kalman feedback
aggregation can simultaneously track the evolution of the reputation value and its
prediction variance. Moreover, it can adjust the influence of a feedback by the feed-
back noise variance, which can support further robustness techniques to counter the
malicious feedback.

To run the Kalman feedback aggregation, all the dynamic parameters (Ak, Qk

and Wk) in the model are assumed to be known. They will be tuned by our robust
model calibration method in the next section. A typical Kalman Filter comprises two
steps: the propagation step and the update step. In RLM model, let R′k denote the
posteriori prediction of Rk, P ′k the posteriori estimation of Pk, and the symbol 〈〉
denote the prediction operator. Then, the corresponding equations for our Kalman
feedback aggregation can be defined in Eqs. (3–7), for k = 1, · · · N .

Propagation Step
R′k = Ak 〈Rk−1〉 (3)

P ′k = A2
k Pk−1 +Wk (4)
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In the propagation step, the posteriori prediction of Rk and Pk are computed
according to the RLM model. To run the Kalman feedback aggregation, we initialize
the reputation value 〈R0〉 as 0.5, meaning we know nothing about the initial trust,
and the prediction variance P0 = 0.01, meaning that we are not quite sure about the
initial reputation prediction [14].

Update Step

Sk = P ′k + Qk (5)

〈Rk〉 = R′k +
P ′k
Sk

(zk − R′k) (6)

Pk = Qk

Sk
P ′k (7)

In the update step, the feedbacks are aggregated to minimize the mean squared
error of the reputation evaluation. Equation (5) computes the variance Sk of the resid-
ual prediction error. The final prediction of the reputation value Rk is updated by
considering the deviation (zk − R′k) and the ratio P ′k

/
Sk in Eq. (6). From Eq. (5),

we can find that if a feedback has a very big feedback noise variance Qk, then the
ratio P ′k

/
Sk will be very small, leading to a slight update of the predicted reputation

value 〈Rk〉 in Eq. (6). In short, we can get the following conclusion: if a reputation
feedback has a bigger feedback noise variance than another feedback, it will have a
smaller influence to the reputation value evaluation 〈R〉 in RLM trust model. This
supplies a support to defend malicious feedbacks.

In addition, assuming that there are two feedbacks f1 and f2 under a certain
reputation state, they have the same reputation transfer parameters: the reputation
state transfer factor A and transfer noise variance W, feedback f1 has a bigger feed-
back noise variance Q1 than f2, thus Q1 > Q2. From Eq. (5), we can find that
Q1

/
S1 > Q2

/
S2, and this will lead to a bigger reputation prediction variance P1

for feedback f1 in Eq. (7). That is to say for a certain reputation state, after respec-
tively aggregating two reputation feedbacks, which have the same reputation transfer
parameters in RLM model, the feedback with a bigger feedback noise variance will
result in a bigger reputation prediction variance P in the new reputation evaluation.
This important characteristics can support further robust trust evaluation introduced
later.

4 Robust RLM Model Calibration

Before running the Kalman feedback aggregation, the parameters Ak, Qk and Wk

in RLM model need to be computed. More importantly, the RLM model needs to be
robust to the malicious feedback. In this section, we first introduce the Expectation
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Maximization (EM) algorithm to give an autonomous parameter calibration for the
model. The EM algorithm can mitigate the influence of a malicious feedback that
has incorrect feedback reputation value. Then, we future enhance the model with
the hypothesis test method to resist the malicious feedbacks that have both incorrect
feedback reputation value and incorrect feedback variance.

4.1 Parameter Calibration

To give a autonomous calibration for our RLM model, we will introduce the expecta-
tion maximization (EM) algorithm, which can give a maximum likelihood parameter
estimation [5]. Moreover, our EM calibration algorithm can play as a preliminary
measure to mitigate the influence of a malicious feedback.

For the parameters in RLM model, our goal is to choose values such that the
likelihood of the estimated reputation log p (R1:N ) is maximized. But due to the
analytical issues, we can only have access to a lower bound of the measure [22],
which can be formulated as:

log p (R1:N , z1:N) =
∑N

i=1
log p (zi |Ri )

+
∑N

i=1
log p (Ri |Ri−1 )+ log p (R0) (8)

We need to find the parameters that will maximize the above log-likelihood. How-
ever, as the sequence of reputation state Rk has not been observed, this maximization
is not tractable directly, so we have to apply the EM algorithm. The EM algorithm
transforms the maximization of the above likelihood function to iterations of succes-
sive two steps (expectation and maximization), where the reputation state sequence
is assumed to be known. In the expectation step, EM computes an expectation of
the log likelihood with respect to the current estimate of the reputation value. In the
maximization step, EM computes the parameters which can maximize the expected
log likelihood.

In our RLM model, one important characteristic is that the reputation feedback
contains the attribute: feedback variance, which implies how to aggregate the feed-
back so that a more accurate reputation prediction can be derived. To takes into
account the feedback variance ck, we extend the typical EM algorithm with an ini-
tialization step. Thus, after each new feedback fk = {zk, ck} becomes available, the
EM algorithm will run an iteration that consists of three steps. The final EM equations
are:

Initialization Step
Qk = ck, Ak = 1, Wk = β

Expectation Step ∑

k
= Wk

−1 + Qk
−1 (9)
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〈Rk〉 = (Wk
−1 Ak〈Rk−1〉 + Qk

−1zk)
/∑

k
(10)

Maximization Step

Ak =
(∑k

i=1
〈Ri 〉〈Ri−1〉

)
/

(∑k

i=1
〈Ri−1〉2

)

(11)

Qk = 1

k

∑k

i=1
(zi − 〈Ri 〉)2 (12)

Wk = 1

k

∑k

i=1
(〈Ri 〉 − Ai 〈Ri−1〉)2 (13)

In the initialization step, the variance of the feedback noise is set to be ck, and
the reputation state transfer factor is assumed to be 1, meaning that the reputation
state does not change. For the variance Wk of the reputation transfer noise, its initial
value β should be set according to the user’s estimation of how noisy the system is
(e.g., 0.01 for noisy environment and 10−4 for less noisy environment [14]). In the
expectation step, to compute an expectation of the log likelihood, EM computes the
expected reputation value 〈Rk〉with respect to its conditional distribution. In the max-
imization step, the dynamic parameters are chosen so as to maximize the likelihood
expectation.

In EM algorithm, if a malicious feedback fk only changes its feedback reputation
value zk, then the feedback reputation value zk will have a bigger deviation from
the expected reputation value 〈Rk〉 than a normal feedback. The bigger deviation
(zk − 〈Rk〉) of a malicious feedback leads to a bigger feedback noise variance Qk

estimated in Eq. (12). Theorem 1 shows that if a feedback has a bigger feedback
noise variance, it will have a smaller influence to the reputation evaluation. Thus, a
malicious feedback which only changes its feedback reputation value usually has a
smaller influence to the reputation value evaluation than a normal feedback.

Although the EM algorithm can resist part of the malicious feedbacks by creating
biger feedback noise variance, a malicious node can still manipulate the model.
Assuming that there is a malicious feedback fk, it has an extremely low feedback
variance ck approaching 0. In the initialization step of EM algorithm, the feedback
noise variance Qk of the RLM model is initialized with ck . This extremely low ck

makes the feedback reputation value zk account for a large portion of the expected
reputation value 〈Rk〉 in Eq. (10). Because of the high dependency between zk and
〈Rk〉, no matter how much does the feedback reputation value zk deviate from the
real reputation value Rk, the deviation (zk − 〈Rk〉) will be very small, leading to a
small final estimation of the feedback noise variance Qk in Eq. (12). Thus, we can
find that in RLM trust model, if a malicious feedback sets its feedback variance to
be an extremely low value, then no matter how much does its feedback reputation
value deviate from the real reputation value, it can still have a high influence to the
new reputation evaluation through the EM method.
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4.2 Malicious Feedback Detection

In last subsection, we introduced the EM algorithm to give an robust and autonomous
parameter calibration. Although the EM algorithm can resist part of the malicious
feedbacks by considering their feedback noise variance, a malicious node can still
manipulate the model by setting the feedback variance to be an extremely low value.
In this case, the malicious feedback will have a big influence and cause great perfor-
mance decline to our reputation evaluation.

To make our RLM model robust under such attack, we further introduce the
hypothesis test technology to detect the malicious feedbacks. Let H0 be the hypoth-
esis that the reputation feedback is honest. Recall from Sect. 4 that the Kalman
aggregation provides the predicted reputation value 〈Rk〉 after receiving a feedback
fk = {zk, ck}. In a system without malicious feedbacks, the deviation between 〈Rk〉
and zk should follows a zero-mean normal distribution with variance Pk+Qk, where
Pk is yielded by the Kalman aggregation and Qk is yielded by our EM algorithm.

To detect the malicious feedback, the hypothesis testing simply evaluate whether
the deviation between the feedback reputation value and the predicted reputation is
normal enough. Given a significance level α, which determines the confidence level
of the test, the problem is to find the threshold value tk such that:

P (|zk − 〈Rk〉| ≥ tk |H0 ) = α (14)

Under the hypothesis H0, (zk − 〈Rk〉) follows a zero-mean normal distribution
with variance Pk + Qk, so we can also have that:

P (|zk − 〈Rk〉| ≥ tk |H0 ) = 2× θ
(

tk
/√

Pk + Qk

)
(15)

where θ(x) = 1−�(x), with �(x) being the cumulative distribution function (CDF)
of a zero-mean unit variance normal distribution. Solving Eqs. (14 and 15), we can
get:

tk =
√

Pk + Qkθ
−1 (

α
/

2
)

(16)

If the deviation between the feedback reputation value and the predicted reputation
value exceeds the threshold tk , then the hypothesis is rejected. Therefore, the feedback
is flagged as malicious, and the update of the reputation and the prediction variance
is aborted.

In EM calibration algorithm, a malicious feedback can attack the RLM model by
setting its feedback variance to be an extremely low value. However, our hypothesis
test technology can enhance the model to resist such attacks. If a malicious feedback
sets its feedback variance with a lower value than what it should be, it will be more
difficult for the malicious feedback to pass the hypothesis feedback test. Assuming
that there is a malicious feedback fk, it gives a lower feedback variance ck than the
original one. From the proof of Theorem 4, we can find that the lower ck will result in
a smaller feedback noise variance Qk in Eq. (12), which will further lead to a smaller
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reputation prediction variance Pk evaluated in Eq. (7) based on Theorem 2. In brief,
the lower feedback variance ck will create a smaller Pk + Qk, leading to a smaller
test threshold value tk in Eq. (16). The smaller test threshold value will make it more
difficult for the malicious feedback to pass the test.

Algorithm 1 Reputation Evaluation Algorithm for RLM
1: INPUTS : fk = {zk , ck}, 〈Rk−1〉, Pk−1, Wk−1
2: OUTPUTS: 〈Rk〉, Pk , Wk , is Malicious
3: accept the suggested feedback variance as the local estimated feedback variance Qk = ck
4: assume the reputation state does not change Ak = 1
5: set the state transfer variance according to the experience Wk = Wk−1
6: run an EM algorithm iteration to estimate Qk , Ak , Wk using Eqs. (9–13)
7: use the Kalman aggregation to compute 〈Rk〉, Pk using Eqs. (3–7)
8: compute the malicious feedback threshold tk using Eq. (16)
9: if zk − 〈Rk〉 > tk then
10: is Malicious = true
11: 〈Rk〉 = 〈Rk−1〉, Pk = Pk−1, Wk = Wk−1
12: else
13: is Malicious = f alse
14: run another EM iteration to update Qk , Ak , Wk using Eqs. (9–13)
15: use the Kalman Aggregation to get the final prediction 〈Rk〉, Pk
16: end if
17: return 〈Rk〉, Pk , Wk , is Malicious

Finally as shown in Algorithm 1, every node in a network needs to run the reputa-
tion evaluation locally upon receiving an indirect feedback in the RLM model. After
receiving a feedback, the algorithm outputs the result for the reputation evaluation
and malicious feedback detection. Firstly, it initializes the dynamic parameters in
lines 3–5, and uses the EM algorithm to get a preliminary parameter estimation in
line 6. To detect malicious feedbacks, the algorithm uses the estimated parameters
to evaluate the new reputation value and its prediction variance (line 7), and then
calculates the malicious feedback threshold according to the hypothesis test (line 8).
If the deviation between zk and 〈Rk〉 is beyond the threshold (line 9), the feedback is
labeled as malicious(line 10), and the update caused by the feedback is abandoned
(line 11). Otherwise, the algorithm runs another EM iteration to get a more accu-
rate parameter estimation, and uses the Kalman aggregation method to give the final
reputation evaluation 〈Rk〉 and Pk .

5 Robust Weighted RLM Model

We have proposed the standard RLM trust model with malicious feedback filtering
in the last two sections. The RLM model with the hypothesis test method can filter
out malicious feedbacks half automatically with a statistical significance level.To
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defend against malicious feedbacks automatically without any prior experience, in
this section, we further propose a self-adaptive WRLM trust model, which extends
the original RLM model with the weighted prediction variance.

5.1 WRLM Trust Model

The basic supposition of the model is the same as RLM. The only one difference is
that we introduce the weight factor in the zk calculation. We make the variance of
zk is weighted with ωk, then ωk varies with the malicious feedbacks. So we treat the
weight ωk probabilistically as the Gamma prior distribution. The distribution also
ensures the weight remain positive. Finally, we can model the relationship between
the feedback reputation value and the real reputation value as:

zk = Rk + qk and qk ∼ Normal(0, Qk/ωk)

ωk ∼ Gamma(aωk , bωk ) (17)

The calculation of Rk is the same as the Eq. (2). This is also a hidden Markov
problem, so it is almost the same as Fig. 1. There are several different parameters. It
is shown in Fig. 2.

The method we adopt above is the standard Kalman Filter. The disadvantage
of that is all feedbacks’ value should be right value. So we need extra hypothesis
test to distinguish whether the feedback is malicious. In WRLM model, we have
considered this factor when modeling for this problem. The weight ωk is introduced
to balance the malicious feedback’s effect. This makes the model a little different

Fig. 2 Graphical WRLM model
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from the standard Kalman Filter model. But this method still comprises two steps:
the propagation and the update step. The calculating steps are below.

Propagation Step
R′k = Ak 〈Rk−1〉 (18)

P ′k = Wk (19)

Update Step

S′k =
(

P ′k +
Qk

ωk

)−1

(20)

K ′k = P ′k S′k (21)

〈Rk〉 = R′k + K ′k(zk − R′k) (22)

Pk = (1− K ′k)P ′k (23)

The observable difference from the standard Kalman Filter algorithm above is
that P ′k is not related to Pk−1 in the propagation step. The original equation should
be P ′k = A2

k Pk−1 + Wk . In next section, we will illustrate the validity with the EM
algorithm. In the equations, 〈Rk−1〉 is the predicted reputation value at session k−1.
The R′k and the P ′k are intermediate values which will be used to further calculation
in the update step. They are the estimated value according to the Eqs. (18, 19) of
the proposed model. The zk brought by the feedback fk is the observed reputation
value of other node. K ′k, called the optimal Kalman gain, is just to measure the real
reputation value how closer to the estimated value R′k or the feedback value zk . So the
Eq. (23) is used to predict the real reputation value 〈Rk〉. Pk is the updated covariance
of the prediction above. So this is a dynamic and real-time process.

5.2 Calculating with the Feedback

It’s also a problem how to estimate the parameters. As mentioned above, we adopt EM
algorithm. But because of the introduced weight factor ωk, it is a little different from
the equations above. The maximum likelihood function is log p (R1:N , z1:N ,ω1:N )

instead of log p (R1:N ). So the maximum log-likelihood function can be formulated
as:

log p (R1:N , z1:N ,ω1:N ) =
∑N

i=1
log p (zi |Ri , ωi )+

∑N

i=1
log p (Ri |Ri−1)

+ log p (R0)+
∑N

i=1
log p (ωi ) (24)
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We also apply the EM algorithm to calculate the parameters making the function
maximum. The detail equations are below.

Expectation step

〈ωk〉 = aωk ,0 + 0.5

bωk ,0 + (zk − Rk)2
/

Qk
(25)

〈Rk〉 = Pk

(
Ak〈Rk−1〉

Wk
+ zk〈ωk〉

Qk

)

(26)

Pk =
( 〈ωk〉

Rk
+ 1

Wk

)−1

(27)

Maximization step

Ak =

k∑

i=1
〈Ri 〉 〈Ri−1〉

k∑

i=1
〈Ri−1〉2

(28)

Qk = 1

k

k∑

i=1

〈ωi 〉 (zi − 〈Ri 〉)2 (29)

Wk = 1

k

k∑

i=1

(〈Ri 〉 − Ak 〈Ri−1〉)2 (30)

If we substitute the propagation Eqs. (18) and (19), into the update equations, we
reach for recursive expressions for 〈Rk〉 and Pk . Then we will find the expressions
are the same with the Eqs. (26) and (27). So it prove the validity of the WRLM model,
on the other side.

In WRLM trust model, when the aggregator receives a malicious feedback with
higher or lower reputation feedback value, the weight factor can automatically mit-
igates the influence of malicious feedbacks. Suppose the value zk brought by a
malicious feedback is too high for some reason. Eq. (25) reveals that if the zk is so
large that it dominates the denominator, then the weight 〈ωk〉 of that feedback will
be very small. As the denominator goes to ∞, 〈ωk〉 approaches 0. If 〈ωk〉 is very
small, then S′k, the posterior covariance of the residual prediction error, will be very
small, leading to a very small Kalman gain K ′k according to Eqs. (20) and (21). In
short, the influence of the data sample zk will be down-weighted when predicting
Rk, the hidden real reputation value at time session k. So the malicious feedbacks
don’t make the prediction far from the real reputation value.

Of course, we should pay more attention on the model’s initialization. The initial
value not only makes the iteration convergent, but also should have practical sig-
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nificance. If we define the maximum reputation value is 1, the initial value of 〈R0〉
should be 0.5, meaning we know nothing about the initial trust. We are not quite sure
about the initial reputation prediction, so prediction variance P0 can be initialized as
0.01 (a big variance value) [14]. At the beginning of the model, it is assumed that
most feedbacks are normal, so the weight factor is not needed to balance the influ-
ence. That is to say, the 〈ωk〉 should be 1. 〈ωk〉 has a prior mean of aωk ,0

/
bωk ,0 = 1

and a variance of aωk ,0
/

b2
ωk ,0
= 1, so we set aωk ,0 = 1 and bωk ,0 = 1 for instance

to make the initialized value as 1. Ak is the coefficient of the estimated reputation
changing. Because the changing is gradient, we initialize Ak as 1. Finally, the initial
values of Q and W should be set based on the users initial estimation of how many
malicious ones of the feedbacks (e.g. Q = W = 0.01 for many malicious feedbacks,
Q = W = 10−4 for less malicious feedbacks [14]).

6 Experiments and Results

In this section, we evaluate our RLM trust model in a simulated reputation envi-
ronment. We do three sets of experiments to assess the validation, accuracy and
robustness of our RLM trust model respectively. In our simulation, the reputation
about a node is conducted over N =1,000 feedback sessions, which constitute a
feedback dataset. Over the feedback sessions, the real reputation value Ri of a node
changes randomly with a factor f (next reputation value / current reputation value).
We assume a wide range [0.6, 1.4] for the factor f so that the RLM model can be
tested in a difficult situation. Moreover, the minimum and maximum values of a
node’s real reputations are set to be 0.1 and 1 respectively.

At each feedback session, as the node’s real reputation Ri changes, a new repu-
tation feedback fi is created. There are two kinds of reputation feedbacks: normal
feedback and malicious feedback. Normal reputation feedbacks are created to reflect
the opinion of a normal recommender. In real scenarios, because of the incomplete
local knowledge, a recommender usually cannot give an exactly accurate feedback.
As illustrated in Sect. 3, we simulate the normal feedback reputation value zi as the
real reputation value Ri added by a deviation that follows a zero-mean Gaussian dis-
tribution. The variance of the distribution is set to be kσ, where k is a scaling factor
(e.g., k = 1, 2, 3), and σ is the deviation unit. Since the feedback is a subjective
inaccurate rating, we set σ = 0.01, which means a relatively big deviation noise
[14]. Hence, when k = 1 (resp. k = 3), each feedback reputation value will have a
different deviation that follows a zero mean normal distribution with variance 0.01
(resp. 0.03).

From all the created normal feedbacks, some are selected to be simulated as
malicious feedbacks. In the simulation, the malicious feedback probability pm is a
variable (e.g., 10, 20, and 30 %), so that we can evaluate its influence on the trust
prediction. In one feedback dataset, all the malicious feedbacks are assumed to be
collusive, which means that they are of the same kind.
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In our RLM reputation model, besides the feedback reputation value, a feedback
also comprises the suggested feedback variance ci . For an honest recommender, ci

should equal to its estimated prediction variance Pi for the feedback reputation value.
An attacker can set ci to be a value bigger or smaller than Pi . If an attacker sets ci

to be a bigger value (intuitively the attacker suggests that he has less confidence in
the feedback, and the feedback reputation value may have a bigger deviation), then
the aggregator will assign a bigger estimated feedback variance for the feedback
(demonstrated in Theorem 4). Therefore, the feedback will have a smaller influence
on the reputation aggregation based on Theorem 1. Meanwhile, it will result in
a bigger estimated prediction variance, meaning that the aggregator will be less
confident about the reputation aggregation. This is contrary to the intent of a malicious
attacker. Hence we assume that an attacker always tries to set the suggested feedback
variance as lower as possible than Pi . In this scenario, the malicious feedback can
have a bigger influence on the reputation aggregation, and mislead the aggregator
to believe in the aggregation with more confidence. Hence in the experiment, the
suggested feedback variance of a malicious feedback is set to be a low value 10−4.

6.1 Performance Metrics

To evaluate the accuracy of reputation predictions, we calculate the prediction vari-
ance and normalized mean squared error (NMSE) of the predictions given by differ-
ent trust models. Given N trust predictions, the prediction variance is the their mean
square error, which can be defined as:

PredictionVariance =
∑N

i=1
(〈Ri 〉 − Ri )

2/N (31)

The NMSE is the mean square error of all the reputation predictions normalized
by the variance of the real reputation. It can be calculate as (

∑N
i=1 (〈Ri 〉 − Ri )

2
/

N )
/

(
∑N

i=1 (Ri − (Ri ))
2
/

N ), hence we can get:

NMSE =
(∑N

i=1
(〈Ri 〉 − Ri )

2
)

/
(∑N

i=1
(Ri − (Ri ))

2
)

(32)

For the comparison of robustness, we use the classical false/true positives/negatives
indicators. Specifically, a positive is a malicious reputation feedback which should
be rejected by the trust model, and a negative is a normal reputation feedback
which should be accepted. The number of positives (resp. negatives) in all the feed-
backs is n p(resp. nn). A false positive is a normal feedback that has been wrongly
labeled as malicious, and a true positive is a malicious feedback that has been cor-
rectly detected. The number of false positives (resp. true positives) reported by the
trust model is n f p(resp. ntp). The false positive rate (FPR) is the proportion of
all the normal feedbacks that have been wrongly detected, thus F P R = n f p

/
nn .
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Similarly, the true positive rate (TPR) is the proportion of malicious feedbacks
that have been correctly detected, which is T P R = ntp

/
n p. To detect the mali-

cious feedback, RLM model use the significance level α to decide the confidence
(strictness) of the detection. Normally, a higher significance level will increase both
the true and false positive rates. According to many experiments in other testing
[14, 15], a significance level of 5 % offers a good compromise between the true and
false positive rates. Hence, we also set α as 5 % in our experiments.

6.2 Validation of RLM Model

To validate the RLM trust model, we run the model in a clean trust environment with
no malicious feedbacks. The RLM model predicts the reputation value of a node,
and evaluates the variance of the reputation prediction after each session. Hence, we
need to evaluate the fitness of RLM model to represent the reputation value and the
reputation prediction variance. First, we set the variance of the feedback deviation to
be 1σ, and the malicious feedback probability pm = 0. Figure 3 shows a typical result
given by RLM trust model over sessions. The red line denotes the real reputation
value of a node at each session, the stars represent the noised reputation feedbacks,
and the blue line denotes the reputation value predicted by RLM model. To have a
full test about the model performance, the real reputation value evolves randomly
with a big change factor over the sessions. A smooth reputation change will be much
easier for the trust models, hence, it is not tested in our experiment. We can find that
although the feedbacks are not exactly accurate, the RLM model can still give a good
reputation prediction, which is so close to the real reputation that their two curves
are indistinguishable at most of the sessions.

Fig. 3 Sketch map for the real reputation of a node, the reputation feedback and the reputation
predicted by RLM model over sessions
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Fig. 4 Real and estimated
prediction variance

The RLM model also gives an estimation of the reputation prediction variance
P, which can be called the RLM estimated prediction variance. To test the fitness of
the estimated prediction variance, we compute the real prediction variance between
the predicted reputation value and the real reputation value. Figure 4 shows that the
RLM trust model has a high efficiency to estimate the prediction variance. The curves
of the RLM estimated prediction variance and the real prediction variance are close
except at the initial 200 sessions. This is because the RLM model is initialized with
some constant parameters, so it needs some time to stabilize.

For the accuracy test, we compare our RLM model with two other typical general
trust models: summation model [10] and Bayesian model [29]. The summation model
is widely used in commercial services like eBay, and it can be used in a specific
environment like the Engentrust in P2P networks. Since our RLM trust model is
a general model without considering the underlying architecture, we implement a
pure summation model for comparison. Based on the Beta distribution, the Bayesian
model computes the reputation by two parameters: α and β, indicating the number
of positive and negative results.

We do two experiments for the accuracy test in a clean trust environment. In the
first experiment, the variance of the feedback deviation is 1σ, and the three trust
models (Summation, Bayesian and RLM) are tested with the same feedback input.
Figure 5 plots the cumulative distribution function of the prediction errors given by
these three models. We can see that the majority errors given by RLM model are less
than 0.1, while the errors given by the summation and Bayesian models spread to
0.2. Hence, we can get the conclusion that the RLM model has the best prediction
accuracy, and the Bayesian model is slightly better than the summation model.

In the second experiment, the variance of the feedback deviation is set to be
1σ, 2σ and 3σ respectively. We compute the prediction variance between the real
reputation value and the reputation value predicted by each trust model. Since the
Bayesian model is more accurate than the summation model, Fig. 6 only compares
the result of Bayesian and RLM trust models. We can see that, under all the cases,
the prediction variance given by RLM model is smaller than the Bayesian model. In
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Fig. 5 CDF of reputation
prediction errors

Fig. 6 NMSE of the trust
models over sessions

particular, RLM model achieves a considerably higher improvement ratio (of about
50 %) for prediction accuracy when the variance of the feedback deviation is small
(1σ), as compared to when the variance of the feedback deviation is big (3σ). This
is because the RLM model calibrates the parameters with the maximum likelihood
estimation, which is hugely influenced by the feedback deviation. Hence, as the
feedback deviation increases, the accuracy benefits of RLM model will be reduced.

6.3 Robustness of RLM Model

In last two subsections, we examined the validation and accuracy of the trust model in
a clean trust environment. Next, we evaluate the robustness of RLM trust model under
the attack of malicious feedbacks. To resist the malicious feedback, Whitby et al. [25]
introduced the quantile filtering method based on the Bayesian reputation system.
They filtered out a feedback if it is outside the q quantile and (1 − q) quantile of
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Fig. 7 Average prediction
variance with different reputa-
tion feedback noises

the Beta distribution for the reputation. The quantile filtering is an intuitive solution
without guarantee of any quantitative confidence about the filtering. In contrast,
based on RLM model, our hypothesis test method can filter out a feedback with
a specific confidence level α through the statistical theory. For the comparison, the
Bayesian trust model with quantile malicious feedback filtering is called the Bayesian
+ Quantile model, and we set the q as 0.01 which is a good choice as reported in
[25]. Beside the Bayesian + Quantile model, we also test the robustness of the RLM
trust model without the hypothesis test technology, which is called LM trust model.

Firstly, the feedback dataset is created with random positive/negative feedbacks,
and the malicious feedback probability pm is set to 20 %. We run the pure Bayesian
model, the Bayesian + Quantile model, the LM model and the RLM trust model on the
same feedback dataset. For LM and RLM models, the suggested feedback variance of
the malicious feedback is set to be a low value 10−4, so that all malicious feedbacks
can have a big threat to the models. Figure 7 plots the normalized mean squared errors
given by the four models. Within the initial 100 feedback sessions, the performances
of all the four models are not stable. Then, the RLM trust model gradually reaches
the smallest NMSE, meaning that RLM model has the best prediction performance
under the attack. Figure 7 also shows that the RLM model without the hypothesis
test technology is highly vulnerable to the malicious feedback with low suggested
feedback variance. Unsurprisingly, the Bayesian model with quantile filtering has a
better performance than the pure Bayesian trust model.

Next, we set the malicious feedback probability pm as 10, 20 and 30 % respec-
tively. With each pm value, we create five feedback datasets, so that we can get
the representative average result for each case. Figure 8 plots the average prediction
variance given by the four trust models. It confirms the result that the RLM model
has the best prediction performance under the attack. Compared with Bayesian +
Quantile model, the prediction variance given by RLM model is much smaller (26 %
on average). In addition, we can observe that, when the probability pm gets close to
30 %, all the four models have a huge performance decline.

Both the Bayesian + Quantile trust model and our RLM model try to detect mali-
cious feedbacks. Therefor based on last experiment, we evaluate the detection effi-
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Fig. 8 NMSE of the trust
models with malicious feed-
backs

Fig. 9 Average prediction
variance with malicious feed-
backs

Fig. 10 Average FPR of the
different detection methods

ciency of the different models by comparing their false/true positive rate (FPR/TPR).
Figures 9 and 10 show that, with all the different malicious feedback probabilities,
RLM model has better detection performance than the Bayesian + Quantile model.
In particular, when the malicious feedback probability pm is low (10 %), RLM model
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Fig. 11 Experiment principle

has a significantly lower false positive rate (0.12 on average) and a higher true positive
rate (0.09 on average) than the Bayesian + Quantile model. When the probability
pm is high (30 %), the performance advantage of RLM model decreases, with a
lower false positive rate (0.03 on average) and an almost same true positive rate.
This demonstrates that RLM model has higher detection accuracy than Bayesian +
Quantile model. However, as the malicious feedbacks probability increases, RLM’s
accuracy advantage will decrease.

6.4 Analysis of WRLM Model

It’s obvious that the weight factor works when the feedback is too high or too low for
the real reputation. But this is a just a academic analysis, we use matlab to stimulate
and do experiment to prove it. Figure 11 shows the principle of the experiment, when
focusing on one node.

In Fig. 11, node A (may be a service provider) is the one whose reputation needs
to be evaluated. Node C is the one we simulate its behavior and node B is one of the
nodes offering feedbacks. We suppose that the node A applies itself to promoting
its quality of service and simply model its real reputation varying with time as
R = log100(t+40). We create a data set to simulate 5,000 feedbacks and inputs along
with time. Some too high or too low data values are added to the data set to simulate
the malicious feedbacks. The node is initialized as introduced above. Figure 12 shows
the result of the experiment. It is mainly about a comparison between the standard
Kalman Filter and the weighted Kalman Filter proposed by us to predict reputation.
The main method in the RLM model is standard Kalman Filter.

It’s obvious that the blue line which represents the standard KF mainly grows
along with the curve. The red line which represents the weighted KF is almost the
same with the blue line when there are no malicious feedbacks. But there exists a great
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Fig. 12 Comparison between standard and weighted KF

deviation for the standard method when comes to the session with a lot of malicious
feedbacks. So the WRLM proposed by us is more self-adaptive and automatic to
predict the next reputation value.

7 Discussion and Conclusion

Reputation based trust systems can play a vital role in service selection and pro-
moting service providers to improve their service quality in open cloud systems.
A reputation-based trust system usually comprises two components: the underlying
architecture, which concerns of how to distribute and collect the feedbacks, and the
trust model, which describes the representation and aggregation of reputation-based
trusts. This chapter focuses on the design of a comprehensive and robust general trust
model. Most early research work about reputation does not consider the accuracy of
a reputation evaluation or the credibility of a reputation feedback from others. This
makes the reputation system extremely vulnerable to biased reputation calculation
and malicious reputation feedback. Some recent work proposes various methods to
assessment the reputation feedback credibility. However, they usually need wide trust
knowledge of the system or manually tuned parameters. Hence, we need a efficient
evaluation about the trust evaluation to get a robust reputation system.

The evaluation about local trust evaluation can be used to denote the reputation
accuracy, while the evaluation of the reputation feedback is the feedback credibility.
In this chapter, we introduced the Robust Linear Markov (RLM) model and its exten-
sion WRLM model for trust representation and aggregation. For a comprehensive
reputation evaluation, RLM defined the reputation by two attributes: reputation value
and reputation prediction variance. Based on the novel Kalman feedback aggregation,
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the RLM model can enable an evaluator to assess the accuracy of a reputation predic-
tion made by itself, which can can help to achieve a better local decision making and
a more intelligent third-party reputation aggregation. To defend against malicious
feedbacks for RLM model, we introduced the Expectation Maximization algorithm
to autonomously tune the model parameters, and then proposed the hypothesis test
method to resist malicious feedbacks half automatically with a statistical signifi-
cance level. To defend against malicious feedbacks automatically without any prior
experience, we further proposed the self-adaptive WRLM trust model by extend-
ing the original RLM model with the weighted prediction variance. WRLM can
self-adaptively and automatically mitigate the influence of malicious feedbacks with
different estimated prediction variance. We also demonstrated the robustness of our
RLM and WRLM model through theoretical analysis. Simulation results show that
the RLM model can efficiently capture the reputation value and its prediction vari-
ance. Under the attack of malicious feedbacks, the RLM model has higher malicious
detection accuracy (lower false positive rate and higher true positive rate) than the
Bayesian + Quantile method. In addition, the WRLM trust model can self-adaptively
defend malicious feedbacks with more robustness than the standard RLM model.

The proposed RLM and WRLM models are general trust models about reputation
without specification of the detailed application scenarios. Further work is needed
to investigate how to apply the RLM and WRLM models in specific applications
such as P2P environments, cloud service computing and social networks. In the P2P
environments, all the nodes need to cooperate to have a consistent over all reputation
evaluation about all the participant nodes. Like EigenTrust [11] and PowerTrust
[30], the trust matrix can be used to represent the reputation from the system view.
However, the trust matrix needs to be extended to include the reputation prediction
variance, and the reputation aggregation mechanism needs to be adjusted to use
the Kalman feedback aggregation. In the cloud service computing, the RLM and
WRLM models need to consider how to capture the community between users.
In the initialization step, feedbacks from different communities should be given
different parameters, so that the feedbacks will have different influence to the trust
evaluation according their communities. In the social network applications, trusts are
usually evaluated through trust networks. We need to investigate how the reputation
prediction variance propagates through the trust networks. In addition, the Kalman
feedback aggregation methods needs to used in the concatenation and aggregation
operators, which are the two popular operators used in the trust networks.
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Cryptographic Role-Based Access Control for
Secure Cloud Data Storage Systems

Lan Zhou, Vijay Varadharajan and Michael Hitchens

1 Introduction

With the rapid increase in the amount of digital information that needs to be stored,
cloud storage has attracted much attention in recent times because of its ability to
deliver resources for storage to users on demand in a cost effective manner. The
cloud can provide a scalable high-performance storage architecture, and can help
to significantly reduce the cost of maintenance of individual services. There are
different types of infrastructures associated with a cloud [2]. A public cloud is a
cloud which is made available to the general public, and resources are allocated in a
pay-as-you-go manner. A private cloud is an internal cloud that is built and operated
by a single organisation. Potentially there could be several benefits to storing data in
the public cloud.1 The storage capacity of a cloud is almost unlimited, and users only
need to pay for the storage space for their actual needs. Outsourcing data to cloud
can also help to save the costs and efforts in storage maintenance tasks, such as data
backup and replication, disaster recovery, and hardware maintenance. Furthermore,
cloud storage can provide a flexible and convenient way for users to access their data
from anywhere on any device.

While the cloud storage has many benefits, it also brings important security issues.
Since data in the cloud is stored in one or more data centres which are often distributed
geographically in different locations, users do not know where their data is stored
and there is a strong perception that users have lost control over their data after it is
uploaded to the cloud. In order to allow users to control the access to their data stored
in a public cloud, suitable access control policies and mechanisms are required. The
access policies must restrict data access to only those intended by the data owners.

1 In this chapter, when we use the word cloud, we are referring to a public cloud.
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These policies need to be enforced by the cloud. In many existing cloud storage
systems, data owners have to assume that the cloud providers are trusted to prevent
unauthorised users from accessing their data.

Access control has been widely used by data storage systems in the evaluation of
whether a user has access to a particular resource in the system. In a storage system,
the stored data needs to be protected from unauthorised access, and the system is
expected to control the access to the data according to specific security context and
policies that are defined for the storage system. In access control models, the entities
that perform the access are referred as subjects, and the resources to be accessed
are called objects. Before enforcing access control, in general it is necessary to
determine the identity of the subject requesting access to an object. The process of
authentication involves verification of the identity of a subject (e.g. a user) that it is as
who it claims to be. Typical authentication methods include passwords, tokens such
as smart cards and biometrics such as iris scans and fingerprints. Authorisation or
access control2 refers to a set of security policies which defines the users’ permissions
to access resources (objects) in the system. In this chapter, we assume that standard
authentication mechanisms are available which can be performed by the system; we
focus on the authorisation service in a cloud scenario.

Depending on the way that the security policies are specified, access control can
be categorised into different models. We first describe several well known access
control models.

Mandatory Access Control (MAC) Model The concept of mandatory access
models have been developed and formalised in [5, 30]. In a system that uses manda-
tory access control (MAC) model, access policies are specified by a central security
administrator in the system. There is no concept of individual ownership in the MAC
model; all resources are controlled by the system and subject to the MAC policies,
and the central administrator(s) decides who can access the resources in the system.
Typically subjects (users) in the system are allocated security labels referred to as
security clearances and objects in the system are allocated security labels referred to
as security classifications. To access a resource in a MAC-based system, the subject
must hold proper security clearance required for that resource with its security clas-
sification. The security policy defines rules as on the security labels, that is security
clearances and classifications. If these rules are satisfied, then the access is allowed.

Discretionary Access Control Model Discretionary access control is a user-
centric access control model. In contrast to MAC model, resources in the system
governed by discretionary access control (DAC) model have owners. These owners
have the control over the access permissions to the resources and can determine
which users are allowed to access their resources. Since the access permission to a
resource is solely specified by its owner, defining security access policies in a DAC
model can be easy to implement and hence common in practice.

Attribute-based Access Control Model Since the late 1990s, attribute-based
access control has emerged with the development of distributed systems. In attribute-

2 We will use access control and authorisation interchangeably in this chapter and will not enter
into a detailed discussion on the differences between these two terms.
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based access control (ABAC), access permissions to resources are assigned to a set of
attributes instead of individual users. Users who qualify the set of attributes can access
the resource. In ABAC models, attributes are associated with characteristics of users.
The attributes do not necessarily need to relate to each other, and the access policies
are defined using a combination of attributes with certain logical relations. ABAC
plays an important role in service-oriented architecture (SOA) and has been used
as a standard in web service security specification such as extensible access control
markup language (XACML) and security assertion markup language (SAML).
Role-based Access Control Model With role-based access control, access decisions
are based on the roles that individual users have been assigned to. Users are granted
membership to roles based on their competencies and responsibilities in the organi-
sation. Access rights are grouped by role name, and the use of resources is restricted
to individuals authorised to the associated role. The use of roles to control access
can be an effective means for developing and enforcing enterprise-specific security
policies, and for streamlining the security management process. The RBAC model
was formally introduced in 1992 [20]. In this model, a role can inherit permissions
from other roles. A user who has been granted membership to a role has access to
permissions of this role as well as other roles that this role inherits permissions from.
The RBAC model was extended and updated in 1996 [36], and the RBAC standard
was proposed in 2000 [37].

2 Cryptographic Access Control Schemes

In traditional access control systems, enforcement of access policies is carried out by
trusted parties which are usually the service providers. In a public cloud, as data can
be stored in distributed data centres, there may not be a single central authority which
controls all the data centres. Furthermore the administrators of the cloud provider
themselves would be able to access the data if it is stored in plain format. To protect
the privacy of the data, data owners employ cryptographic techniques to encrypt the
data in such a way that only users who are allowed to access the data, as specified by
the access policies, will be able to do so. We refer to this approach as a policy-based
encrypted data access. The authorised users who satisfy the access policies will be
able to decrypt the data using their private keys, and no one else will be able to
reveal the data content. Therefore, the problem of managing access to data stored in
the cloud is transformed into the problem of management of keys which in turn is
determined by the access policies.

2.1 Broadcast Encryption

A trivial solution to protect the privacy of data stored in cloud is to use a cryptographic
encryption scheme to encrypt the data before storing it in the cloud. This would allow
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Table 1 Access control
matrix

f1 f2 f3

u1 1 1 1
u2 0 1 0
u3 1 1 0

only the users who have access to the key(s) to decrypt the data and to view the data
in the plain form. The problem of achieving secure access to data stored in the cloud
is transformed into the problem of access to keys. This approach is suitable for MAC
and DAC models, whose access policies can be represented by an access control
matrix (ACM).

Table 1 shows an example of such an access control model. Let us assume that
the matrix is for a cloud storage system using a DAC model. The set { f1, f2, f3}
represents all the objects in the model, that is, say files stored in the cloud. The set
{u1, u2, u3} represents all the subjects, that is, the users who want to access these
files stored in the cloud. Each file in the model has an owner, and the owners have the
flexibility to control who can access the files. Each row in the matrix is a capability
list (CL) of the subject, and the column corresponding to each object is called an
access-control list (ACL) for that object. A snapshot of the access matrix represents
a protection state where 1 means “has access” and 0 indicates “no access”. It is clear
that the owner of each file can simply employ a secret key encryption scheme to
encrypt the data and distribute the secret key to the users with whom s/he wishes
to share the data, and store his/her resource in the encrypted form to the cloud. For
example, the owner of the file f1 encrypts and uploads the file and gives the secret
key to the users u1, u3. Then only u1 and u3 can decrypt the file f1 because they
possess the secret key corresponding to the encryption, and no one else can reveal
the content of the file. We require a secure way of achieving key distribution to these
selected users, who have the access to view the data according to the access control
policies.

Since the secret key encryption requires different keys to encrypt different objects,
the number of keys will become large when there are massive amount resources in
the system. Therefore the owners may wish to use public key encryption techniques
to protect the privacy of their files as they can simply use the public keys of users to
encrypt data and do not need to transfer any key to users. However, if an owner uses a
public/private key pair to encrypt/decrypt the file, s/he may need to encrypt the same
file multiple times if s/he wants more than one users to access the file because the
public keys are different for different users. This will make the approach impractical
when there are a large number of users in the system. Fortunately, owners can use
broadcast encryption schemes to encrypt files in this scenario.

The concept of Broadcast Encryption (BE) was introduced by Fiat and Naor
in [21]. In BE schemes, a broadcaster encrypts messages and transmits them to a
group of users who are listening in a broadcast channel. Then they use their private
keys to decrypt the transmissions. While encrypting the messages, the broadcaster
can choose the set of users that is allowed to decrypt the messages. Following this
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original scheme, many other BE schemes have been proposed such as [8, 22, 25].
These schemes require public parameters for every user, and every time a user wants
to join or leave the system, the public parameters need to be updated.

In the example shown in Table 1, the owner of f1 can use a broadcast encryption
scheme to encrypt the file to both u1 and u3 using their public keys and uploads the
encrypted file to the cloud. Then u1 and u3 will be able to decrypt the file using their
own private keys. This approach needs a public-key infrastructure (PKI) to manage
the public keys of all the users in the system. This is needed for the owners to ensure
that they are using the correct public keys to encrypt their files for the right users.
However, the system can be made even simpler by using ID-based cryptographic
techniques.

In 1984, Shamir [39] suggested the possibility of a public key encryption scheme
in which the public key can be an arbitrary string. In 2001, Boneh and Franklin
introduced an ID-based encryption (IBE) scheme, in which the sender can use the
identity of the receiver as the public key to encrypt the messages. An ID-based broad-
cast encryption scheme (IBBE) is defined in a similar way. In an IBBE scheme, the
system does not need to have any preset parameters for every user, and a broadcaster
only needs to know the identity of the user if this user is allowed to decrypt the mes-
sages. In this case, one user joining or leaving the system will not affect any other
user. Moreover, the users do not even need to have the decryption key at the time
when the messages were encrypted. They can obtain their keys afterwards. Several
IBBE schemes have been proposed subsequently in [9, 16, 27].

Generally, an IBBE scheme involves three different parties: a Private Key Gener-
ator (PKG), the users with unique identities, and the broadcasters who possess the
messages. The PKG generates decryption keys for each authorised users based on
his/her identities. A broadcaster can encrypt messages to a selected group of users
and transmit the messages via a broadcast channel. The broadcaster uses only the
public key and users’ identities to encrypt the messages. More formally, an IBBE
scheme is composed of four algorithms which are described as follows:

I B B E .Setup(λ): takes as input the security parameter λ and outputs a master secret
key mk and a group public key pk. mk is given to PKG, and pk is made public.

I B B E .Extract(mk, ID): an algorithm executed by the PKG, on input of a user
identity ID and the master secret mk, returns the user private key skID.

I B B E .Encr ypt(pk,U , M): an algorithm executed by the broadcaster, on input of
the set U of identities of users to whom it wishes to encrypt the message and the
public key pk, outputs a pair (HdrU , KU ), where HdrU is called the header and
KU is in the key space of a symmetric encryption scheme Esym .
Assume that a broadcaster wishes to encrypt a message M to a group U of users
with identities {ID1, · · · , IDn}. Let E be the IBBE scheme and Ekey

sym(M) be the
encryption of M using Esym under the secret key key. The ciphertext C is denoted
as:

C = EI B B E (M,U) = {HdrU , E KU
sym(M)}
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I B B E .Decrypt(pk, sk, C): an algorithm executed by the user to decrypt the cipher-
text on input of the user secret key sk and the public key pk.
This algorithm has two steps: the first step takes as input the user secret key sk
and the header Hdr, and recovers the value KU , and then the second step uses the
symmetric key KU to decrypt M from E KU

sym(M).

Using an IBBE scheme, the owners of the files can encrypt their files using the
identities of the users with whom they wish to share the files and upload the encrypted
files to cloud. The certificate authorities in the system generate the private keys for
users in the system and distribute the private keys to users via a secure channel. The
private keys for users can be issued after the files been uploaded to the cloud.

2.2 Attribute-Based Encryption

Integration of cryptographic techniques with ABAC model has led to a technique
called attribute-based encryption (ABE). In an ABE system, the access permission
to a resource is associated with a set of attributes and a security policy based on these
attributes. Only the users who hold the keys for the attributes are able to decrypt
the content. This feature allows ABE schemes to be used in protecting the privacy
of resources in a cloud storage system which uses ABAC model to control access
privileges.

The first ABE scheme was proposed in [24], in which ciphertexts are labeled with
sets of attributes and private keys are associated with access structures that control
which ciphertexts a user is able to decrypt. Hence this scheme is also referred to as
key-policy ABE or KP-ABE. In KP-ABE schemes, the owner of the data does not
have the control over who is allowed to access the data. The owner must trust the
key-issuer who issues the appropriate keys to grant or deny access to the appropriate
users. In [6], another form of ABE scheme was introduced. This scheme works in
the reverse manner where the user keys are associated with sets of attributes and the
ciphertexts are associated with the policies. Hence it is referred to as the ciphertext-
policy ABE or CP-ABE scheme. Some variations of the CP-ABE schemes have been
proposed such as the ones in [12, 19, 28] with features like chosen ciphertext attack
(CCA) secure solution and constant size solution.

The access policies of ABE is specified in a tree structure. Each leaf node corre-
sponds to an attribute defined in the system. Each non-leaf node represents a threshold
gate which connects its children attributes or threshold gates. We denote nx as the
number of child nodes that a threshold gate x has and kx as its threshold value where
0 < kx ≤ nx . It is clear that the threshold gate is an OR gate when kx = 1 and it
is an AND gate when kx = nx . Verifying whether a set of attributes S satisfies the
access tree T is a recursive process. We denote T (x) = 1 if and only if the node x
is satisfied. When x is a leaf node, T (x) returns 1 if the attribute associated to the
node is in the set S. When x is a non-leaf node, T (x) returns 1 if at least kx child
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Fig. 1 ABE access structure
example

HR Dept.Level > 3

AND Manager

OR

nodes evaluated as 1. Assume the root node of the access structure is r . The access
tree is satisfied if and only if T (r) = 1.

Let us look at an example shown in Fig. 1. Assume that a recruitment agency
wants to store the profiles of its job candidates in the cloud so the information
can be easily shared with their client companies. Now the marketing department
of a company is looking for a sales, and they want to access the profiles from the
recruitment agency. Then the recruitment agency specifies the access policies for
the company as that only the managers of the marketing department or the staffs
from the HR department and whose level is greater than 3 can view the profiles.
The recruitment agency can use an ABE scheme to encrypt the suitable profiles and
stores them in the cloud. Three decryption keys will be generated in this example for
the three attributes respectively, and they will be distributed to the employees who
qualify the attributes. The managers of the marketing department will be given the
key for the attribute “Manager”, all the staffs in the HR department will be given the
key for the attribute “HR Dept.”, and only the staffs whose levels are greater than 3
will be given the key for the attribute “Level >3”. Then a staff of the company will
be able to decrypt and view the candidates’ profiles with the given keys if and only
if the attributes associated with his/her keys satisfy the access tree.

When using a KP-ABE scheme to encrypt resources, attributes are assigned to the
ciphertext in the encryption, and the policies for the access structure are associated
with the decryption keys when the keys are generated. It is the authority who generates
the keys that decides the access policies. In the above example, KP-ABE is suitable
in the scenario where the profiles of candidates will be shared with another client
company which has a different organisation structure. Then ciphertext of the profiles
are associated with the same set of attributes, but the decryption keys will be generated
separately under the different access policies of the other company.

In a CP-ABE scheme, the access policies are associated with the ciphertext and
are specified in the encryption. Keys can be generated prior to the data encryption,
and remain unchanged when data is encrypted under different access policies. In the
above example, CP-ABE is suitable in the case where the profiles need to controlled
under different policies in the same client company. For example, the profiles of the
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sales candidates are encrypted so that only the managers of the marketing department
can view them, and the profiles of the technician candidates are allowed to be viewed
only by the managers of the technical department. Then the employees of the client
company only need to hold a single key for an attribute even it is used in several
different access structures. The recruitment agency only needs to specify the different
access policies while encrypting different profiles.

A typical ABE scheme consists of following four algorithms: Setup, Encrypt,
KeyGen, Decrypt. However, the input parameters of the algorithms Encrypt and
KeyGen are different in KP-ABE and CP-ABE because the access structures are
associated with keys and ciphertexts respectively in these two types of ABE schemes.
Let us now describe the algorithms of an ABE scheme as follows:

AB E .Setup(λ): takes as input the security parameter λ and outputs a master secret
key mk and a public key pk. mk is kept secretly, and pk is made public.

K P − AB E .Encrypt(pk, M, S): an algorithm on input of the system public key pk,
a message M and a set of attributes S, outputs the ciphertext C . In this algorithm,
only the attributes are used in computing the ciphertext, and the access structure
of the attributes is not specified. Not all the attributes need to appear in the access
structure, but S needs to be the super set of all the attributes which will be used
in the access structure.

K P − AB E .K eyGen(pk, mk, T ): an algorithm on input of the system public key
pk, master secret key mk and the access structure T , outputs a set of decryption
keys dk.

C P − AB E .Encrypt(pk, M, T ): an algorithm on input of the system public key
pk, a message M and the access structure T , outputs the ciphertext C .

C P − AB E .K eyGen(pk, mk, S): an algorithm on input of the system public key
pk, a message M and a set of attributes S, outputs a set of decryption keys dk.
Similar to that in K P − AB E .Encrypt , the attribute set S is a super set of the
attributes in the access structure.

AB E .Decrypt(pk, dk, C): an algorithm on input of the system public key pk, the
decryption keys dk and the ciphertext C , outputs the message M in the plaintext
form.

In an ABE system, a user needs to authenticate to the key generation authority to
prove his/her identity to obtain the keys to decrypt the data. However, in some cases,
the attributes may not be managed by a single authority. For example, an attribute
for holding a certain certificate may need to be authorised by an external authority
who can verify the validity of the certificate. Several multi-authority ABE schemes
have been introduced in [10, 11, 29], which allows the decryption keys associated
with the attributes to be issued by different authorities.
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2.3 Role-Based Encryption

We call the cryptographic schemes which integrates encryption schemes with the
RBAC model a cryptographic RBAC scheme which can enforce the RBAC policies
in an untrusted environment. The cryptographic RBAC scheme allows data to be
encrypted to a specific role in the system, and only users who are members of this
role or members of roles that inherit from this role would be able to access the data
by decrypting it. This approach allows data to be encrypted before storing it in an
untrusted cloud environment and the stored ciphertext can only be decrypted by those
who are allowed by the access policies.

A hierarchical cryptographic access control scheme [1] was proposed in 1983.
Because of the similarity in structures between hierarchical access control and RBAC,
a hierarchical cryptographic access control scheme can be easily transformed into a
cryptographic RBAC scheme. The problem of access control for securely outsourc-
ing data using cryptographic techniques was first considered in [31]. An improved
scheme was proposed in [17] to address access policy updates. Several cryptographic
access control approaches have been investigated in [3, 26] to address the problem
of secure data access and cost effective key management in distributed environment.
Subsequently, a two layer encryption model was proposed in [18] to prevent a service
provider from accessing the content of data but the service provider is able to run
queries or perform other operations on the data for users who can decrypt the data
using their keys.

Hierarchical ID-based Encryption (HIBE) is an alternative approach for the man-
agement of keys. In the HIBE schemes of [7, 23], a user with an identity in the
hierarchy tree can decrypt messages encrypted to its descendant identities, but can-
not decrypt messages for others. HIBE schemes can be easily used to enforce RBAC
by associating the leaf nodes in the hierarchy tree with users and non-leaf nodes with
roles. However, there are several issues with the HIBE schemes. Firstly, in a HIBE
scheme, the length of the identity becomes longer with the growth in the depth of
hierarchy. Secondly, the identity of a node must be a subset of its ancestor node so
that its ancestor node can derive this node’s private key for decryption. Therefore,
this node cannot be assigned as a descendant node of another node in the hierarchy
tree unless the identity of the other role is also the super set of this node’s identity.

Recently we have seen the development of schemes built directly on RBAC poli-
cies. A role-based encryption scheme (RBE) is introduced in [40]. This scheme
has several superior characteristics such as constant size ciphertext and decryption
key, efficient user revocation and user management. However, the user revocation in
this scheme requires the update of all the role related parameters. Another scheme
was proposed in [43]. In this scheme, the size of the ciphertext increases linearly
with the number of all the ancestor roles. In addition, if a user belongs to different
roles, multiple keys need to be possessed by this user. Moreover, the management of
the user membership for each individual role requires the use of the system secret
keys. An improved RBE scheme is introduced in [42] which has a more efficient



322 L. Zhou et al.

user revocation while retaining the superior characteristics from the original scheme
[40].

We adopt the RBE definition given in [40], and describe the algorithms of an RBE
scheme. An RBE scheme includes the following parties: a group administrator GA
who has the authority to generate keys for the users and the roles and manage the
role hierarchy, a set of owners who store their private data in the cloud, a set of users
U with whom the owners may wish to share the private data, a set of roles that these
users can have, the associated role managers RM3 and the cloud provider.

RB E .Setup(λ): takes as input the security parameter λ and outputs a master secret
key mk and a system public key pk. mk is kept secret by the GA while pk is made
public to all users of the system.

RB E .CreateRole(mk, IDR,PR): an algorithm executed by the GA to create a new
role with identity IDR . PR is the set of roles which will be the ancestors of the
new role, returns the role secret skR , a set of public parameters pubR for the role
and an empty user list RUL which will list all the users who are the members of
that role.

RB E .CreateUser(mk, IDU ): an algorithm executed by the GA to add a new user to
the system. IDU is the unique identity of the new user, returns the secret decryption
key dk, which the user will use to decrypt all information retrieved from the
system.

RB E .AddUser(pk, skR,RULR, IDU ): an algorithm executed by the role manage
RM of a role to add the user IDU to the set of users who are members of that
role, updates the role’s public parameter pubR and the user list RULR if the user
qualifies the role.

RB E .Encr ypt(pk, pubR, M): an algorithm executed by the owner to encrypt the
private data M , outputs the ciphertext C .

RB E .Decrypt(pk, pubR, dk, C): an algorithm executed by the user to decrypt the
ciphertext C , outputs the plain text message M if the user has the permission to
access the data, and fails otherwise.

RB E .RevokeUser(pk, skR,RULR, IDU ): an algorithm executed by the role man-
ager RM on input an identity IDU of the user U , removes U from the RUL and
updates the role’s public parameters.

Now let us look at a RBAC example. Assume that Fig. 2 represents a hierarchical
role structure of a department in a company. The department has two projects PL1 and
PL2, and each project has two sub-roles PE and QE. The role PL inherits permissions
from both roles PE and QE within the project, and there is a role DIR that inherits from
both role PL1 and PL2. Now the department wants to store confidential documents
in the cloud and uses an RBE scheme to encrypt the documents.

Initially, the administrator executes algorithms to set up the system parameters,
and generates keys for existing users, that is, the staffs in the department. Assume

3 In systems where there are small number of users, the GA can act as the role manager to manage
the user membership of each role to make the systems compact. However, in large scale systems,
it is infeasible for a single party to manage all the users, therefore separate role managers make the
user management more flexible and efficient.
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DIR Director
PL Project Leader
PE Production Engineer
QE Quality Engineer

Fig. 2 Hierarchical RBAC

that one user in the role PL1 has created a document for project 1 and wants to
upload it to the cloud for other leaders of the project 1 to review. The user can simply
encrypt the document to the role PL1, and upload it to the cloud. Other users who
are in the role PL1 can use their own decryption keys to decrypt the document and
review. Since the role DIR inherits from the role PL1, the users in the role DIR who
are the directors of the department can also decrypt the document using their own
decryption keys.

Now let us assume that the company has newly assigned an additional director to
the department. This new director will be given a decryption key corresponding to his
identity, and his identity will be included in the updated role parameters for the role
DIR. The new director can now use his own decryption key to view the documents
for the department including the one that the leader of project 1 uploaded previously.
Note that only the role DIR needs to update the role parameters, and other roles are
not required to take any action.

Now let us assume that one of the quality engineers from project 2 has resigned
from the company. The role parameters for QE2 need to be updated to exclude the
identity of this quality engineer. Even though this quality engineer still
holds the previous decryption key which was able to decrypt the documents encrypted
to the role QE2, s/he will not be able to use it to decrypt any future documents after
the role parameters is updated. Similarly, only the role QE2 needs to update its role
parameters and none of the other roles in the department needs to make any change.
In addition, other quality engineers of the same role do not need to update their keys,
and hence are not affected by the leaving of this quality engineer.

Now consider the situation where a leader of project 1 has been assigned to lead
project 2. Two actions need to be performed for this position change. The role PL1
needs to revoke this user’s role membership, and the role PL2 will need to grant the
role membership to this user. To account for this change, both the roles PL1 and
PL2 need to update their role parameters, but the decryption key of this user remains
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Fig. 3 Cryptographic MAC model. a MAC example. b Cryptographic MAC model

unchanged. This decryption key cannot be used to decrypt any future document for
project 1, but can decrypt documents for project 2 from then on.

Mandatory Access Control (MAC) Model In a MAC model, each resource
(object) is associated with a security clearance, and each user (subject) is assigned a
clearance. The users are only allowed to access the resources whose security classi-
fication level is lower than or equal to their clearance level. We consider an example
of a MAC model shown in Fig. 3a. The system security classifications are defined
as a set {Top Secret (TS), Secret (S), Confidential (C), Unclassified (U)}. Three files
(F1, F2, F3) in the system are associated with the security classification (T S, C, U )

respectively, and three users (U1, U2, U3) of the system are assigned the (S, C, C).
Because of the information flow control in MAC model, U1 can access files with
the security level (S, C, U ), and the users U2 and U3 can only access files with the
security level (C, U ).

Now we transform the access policies into a hierarchical structure, and then use
an RBE scheme to enforce the MAC policies. The hierarchy is shown in Fig. 3b,
where we map the four security classifications to four different roles. We organise
the roles following the direction of the information flow propagation, and let the
role T S inherits from S, S inherits from C , and C inherits from the role U . Each
file is then encrypted to the role that is associated to its security label using an RBE
scheme, and users are granted the membership of the roles corresponding to their
clearance levels. Then we can see that U1 can decrypt the files encrypted to the role
(S, C, U ), and U2 and U3 can only decrypt the files encrypted to the role (C, U ).
Hence the access policy enforced by the RBE scheme is identical to the MAC policy
specified in Fig. 3a. Therefore, one can see that we can use RBE schemes to enforce
MAC policies. In general, the RBE schemes are capable to be used to enforce the
policies of a more complex lattice-based MAC model in a similar way to that we
have described above.
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3 Role-Based Encryption for Secure Cloud Data Storage

In this section, we discuss the entities involved in a Role-Based Encryption (RBE)
scheme for cloud data storage systems. Use of the RBE scheme ensures that only
users with specific roles that are allowed by the data owners can decrypt the data, and
anyone else, including the cloud providers themselves, will not be able to decrypt
the data. Then we describe a specific RBE scheme introduced in [42]. This scheme
can work in a hybrid cloud environment which allows an organisation to store data
securely in a public cloud, while maintaining the sensitive information related to the
organisation’s structure, such as the information that defines the role hierarchy, in a
private cloud.

3.1 A RBE Based Cloud Storage System

We first illustrates all the parties and their interactions in an RBE system in Fig. 4.
The GA is a trusted party who creates the role and user parameters for the system.
The GA creates the private keys of the roles and users, and has secure channels by
which it can communicate with these entities and transfer their keys to them. The
GA is only involved at system setup and to answer calls to RB E .CreateRole and
RB E .CreateUser . It takes no part in any other operations and so does not need to
be online for continuous system operations.

The role manager for each role manages the set of users in a given role. Note
that it does not manage the permissions of the roles, only the users. Any data owner
is allowed to encrypt data using the role public parameters and thereby add a per-
mission to the role. This activity allows significant flexibility in adding data to the
cloud storage, and it could also be controlled by restricting access to the role public
parameters, or at least the part required for encryption. Data owners would then make
requests of the role manager for it to encrypt data to the role. The role manager, in
its function of controlling the user to role mapping, decides which users are to be
assigned to the role and which are to be excluded. The policies and mechanisms used
to make this decision are not important to the current proposal and so are not further
considered. It is assumed that there are some standard authentication mechanisms
available that can be performed between the RM and a user.

Users are able to store and retrieve data from the cloud. They can decrypt cipher-
texts retrieved from the cloud using the decryption key provided to them by the GA
and the public information of a role of which

• they are members, and
• either the ciphertext was encrypted to that role, or that role is a ancestor of the role

to which the ciphertext was encrypted.

Note that only users that are members of the role to which the data was encrypted,
or are members of one of the ancestor roles of that role, can decrypt the ciphertext.
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It is assumed that users keep secret the decryption key given to them by the GA. It
is further assumed that users have some credentials that they can use to prove their
identity to role managers. Role managers will use these credentials as the basis for
deciding whether or not to assign users to the role that they manage.

A user is able to join a role after the owner has encrypted the data for that role,
and the user will be able to access that data from then on, and the owner does not
need to re-encrypt the data. A user can be revoked at any time (e.g. if the user is
found to be malicious), in which case the revoked user will not have access to any
data encrypted to this role.

So far only the read permission has been discussed; that is, a user who belongs
to a role to which a message was encrypted can decrypt and read the message. Now
let us consider the write permission. There can be several cases. The first case is that
when only a generic write permission is required. In a RBE scheme, to encrypt a
message, a user does not need any secret information. As mentioned previously, the
input to the RB E .Encrypt operation does not contain any secret value. Therefore,
any user can encrypt a message. Consider another case where write permission needs
to be enforced following the same policy as for a read permission, such as that a user
wishes to modify an existing encrypted message. Public key encryption schemes used
in practice are usually hybrid schemes where secure symmetric encryption schemes

Encrypt
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CreateRole 

pubR 

Data

Cloud 
Provider 

AddUser / 
RevokeUser 

Authentication 

Users 

RM

GA 

C 

M 
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Owner 

C 

Decrypt 
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Fig. 4 Role based encryption system
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are employed to encrypt messages, and the keys to decrypt the message are encrypted
using the public key encryption. In a RBE scheme, what is encrypted to a role could
be the symmetric key used to decrypt messages. The user can decrypt the symmetric
key of the encrypted message, hence cannot only read the message but also modify
the message.

Now let us extend this case to a more general scenario. Assume an owner wishes
to assign multiple permissions, such as read, modify, delete and execute, to a role.
The owner can create a key for each different permission, and encrypt these keys to
this role. Since the user who has access to messages encrypted to this role can recover
the keys for the permissions of that role, the user is able to obtain these permissions
and gets the ability to carry them out.

3.2 RBE Construction

In this subsection, we describe a concrete RBE construction proposed in [42] to help
readers better understand RBE schemes.

The Bilinear Pairings Let G1, G2 be two cyclic multiplicative groups of
prime order p, and GT be a cyclic multiplicative group of prime order p. Letg and h be
two random generators where g ∈ G1, h ∈ G2. A bilinear pairing ê : G1×G2 → GT

satisfies the following properties:

• Bilinear: for a, b ∈ Z
∗
p we have ê(ga, hb) = ê(g, h)ab.

• Non-degenerate: ê(g, h) �= 1 unless g = 1 or h = 1.
• Computable: the pairing ê(g, h) is computable in polynomial time.

This scheme requires the asymmetric bilinear groups, where the bilinear map
takes inputs from two distinct isomorphic groups G1, G2 and G1 �= G2. The reason
for using the asymmetric bilinear groups is that the generator of one group is kept as
part of the master secret key. The benefit of defining two distinct groups is that this
scheme can make use of certain families of non-supersingular elliptic curves defined
in [32, 4].

RBE Scheme Now we describe the specific RBE scheme as follows,
Setup(λ): Take as input the security parameter λ and generate three groups

G1, G2, GT , and a bilinear map ê : G1 × G2 → GT . Randomly choose two gen-
erators g ∈ G1 and h ∈ G2, two secret values s, k ← Z

∗
p and two hash functions

H : {0, 1}∗ → Z
∗
p, H ′ : GT → G1 and a secure symmetric encryption scheme

Enc. The master secret key mk and system public key pk are defined as

mk = (s, k, g), pk = (w, v, gk, h, hs, ..., hsq
)where w = gs, v = ê(g, h)

and q is the maximum number of users or ancestor roles that each role can have.
CreateRole(mk, IDR, PR) : To create a role R with identity IDR , we first assume

that PR is the set of roles {IDR1 , ., IDRm } which are the identities of all the ancestor
roles of R. GA generates the role secret of R as
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skR = g
1

s+H(IDR )

and computes the role public parameters as

A = h(s+H(IDR))
∏m

i=1(s+H(IDRi )), B = hk(s+H(IDR))
∏m

i=1(s+H(IDRi ))

The list of the users who are members of the role is denoted as RULR , which is
initially set to be empty.

CreateUser(mk, IDU ): To create a user U with identity IDU in the system, GA
simply computes the user secret as

dkU = g
1

s+H(IDU )

and gives dkU to the user U . This effectively adds the user to the system. The user
will use dkU as their decryption key in recovering information from the system.

AddUser(pk, skRi , RULRi , IDUk ): This operation is performed by the role
manager RM when it wants to add a user Uk with identity IDUk to the role Ri .
RULRi is the set of n users that are members of the role Ri (possibly empty) and
Uk is not in RULRi . The role manager RM chooses two random values ri , ti ← Z

∗
p

if RULRi is empty, or uses the existing ri , ti otherwise. Then RM computes

Ki = vri , Ti = g−ti , Wi = w−ri , Vi = hri ·(s+H(IDUk ))
∏n

j=1(s+H(IDU j ))

and

Si = H ′(Ki ) · skRi · gkti = H ′(vri ) · g
1

s+H(IDRi
)
+kti

and adds IDUk into RULRi . When RM finishes the computation, it sends Ti to the
cloud via a secure channel, and outputs the role public information as

(IDRi , Ai , Bi , Wi , Vi , Si ,RUL)

Encrypt(pk, pubRx
, M): Assume that the owner of the message M wants to

encrypt M for the role Rx . The owner randomly picks z ← Z
∗
p, and using pk =

(w, v, gk, h, hs, · · · , hsm
) and the public information of the role Rx to computes

C1 = w−z, C2 = Ax
z, C3 = Bx

z, K = vz

and the ciphertext is output as a tuple (C1, C2, C3, EncK (M)).
Decrypt(pk, pubRi

, dkUk , C): When a user Uk wants to decrypt the ciphertext
C stored in the cloud, s/he first requests the ciphertext from the cloud, and the cloud
returns the following tuple to Uk

{C1, C2, C3, EncK (M), where C3 = ê(Ti , C3)}
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Assume role Rx has a set R of ancestor roles, the set M = Rx ∪R has m roles
{R1, ..., Rm}. There is a set N of n users {U1, ..., Un} in Ri ∈ M, and the user
Uk ∈ N who is a member of the role Ri wants to decrypt the message (EncK (M)).

After receiving the ciphertext from the cloud, Uk computes

K ′ = (ê(C1, h pi,M(s)) · ê( Si

H ′(Ki )
, C2) · C3)

1∏m
j=1, j �=i H(IDR j

)
(1)

where

Ki = (ê(dkUk , Vi ) · ê(Wi , h pk,N (s)))

1∏n
j=1, j �=k H(IDU j

)
(2)

and

pi,M(s) = 1

s
·
⎛

⎝
m∏

j=1, j �=i

(s + H(IDR j ))−
m∏

j=1, j �=i

(H(IDR j ))

⎞

⎠ .

pk,N (s) = 1

s
·
⎛

⎝
n∏

j=1, j �=k

(s + H(IDU j ))−
n∏

j=1, j �=k

(H(IDU j ))

⎞

⎠ .

Using the key K ′, Uk can decrypt the EncK (M), therefore recover the message.
RevokeUser(pk, skR , N , IDU ): To revoke a user Uk from a role Ri which

has a set N of n users, and Uk ∈ N , the role manager RM first removes IDUk

from role user list RUL. Then RM chooses two random values r ′i , t ′i ← Z
∗
p and

computes

K ′i = vr ′i , T ′i = g−t ′i , W ′i = w−r ′i , V ′i = hr ′i ·
∏n

j=1, j �=k (s+H(IDU j ))

and

S′i = H ′(K ′i ) · skRi · gkt ′i = H ′(vr ′i ) · g
1

s+H(IDRi
)
+kt ′i

The cloud needs to update Ti to T ′i , and the role public information now
changes to

(IDRi , Ai , Bi , W ′i , V ′i , S′i ,RUL)

Note that the public value Si of the role Ri has been updated to S′i . Therefore the
new K ′i will be needed in computing K ′ in Eq. 1. Since the identity of the revoked
user Uk is not included in computing the new value V ′i , Uk will not be able to compute
the new K ′i using Eq. 2. Hence Uk cannot decrypt messages using K ′.
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3.3 Remarks

In the above scheme, the owner of the message is able to specify a role R and
encrypt the message M to this role. Only users who are members of this role and/or
its ancestor roles can decrypt the message. For an individual role, the randomized
role secret can only be recovered by the users in that role, and therefore these users
are able to recover the message M . Clearly a user who cannot decrypt the randomized
role secret cannot learn anything about the content of the message.

The use of the randomized role secret efficiently solves the user revocation here.
In the schemes that use fixed secret values to decrypt messages, user revocation is
impossible unless new secret values are generated to replace the old secret values
known to the revoked users. In this scheme, it is assumed that the cloud does not
collude with revoked users. It is also possible to remove this assumption by using a
hybrid cloud structure which we will not discuss in this chapter.

Overall, this scheme has all the features that we discussed in Sect. 2.3, and hence
can be used to enforce both RBAC and MAC policies in cloud storage systems as
described in Sect. 2.3.

4 Administration in Role-Based Access Control

RBAC has been widely used for security administration in distributed systems since
being first formalised in the 1990’s. However, the administration of RBAC systems
themselves has been less widely studied. In small RBAC systems, a central authority
is usually sufficient to manage all the users and permissions. However large-scale
RBAC systems may have hundreds or even thousands of roles and hundreds of
thousands of users and permissions. In such cases, it becomes impractical to centralise
the task of managing these users and permissions, and their relationships with the
roles with a small team of security administrators. Therefore, decentralising the
administration tasks of RBAC systems is an important issue when developing such
large-scale role-based systems.

Several administrative RBAC (ARBAC) models have been developed to provide
solutions to decentralise the administration privileges. The administrative model for
RBAC was first considered in [35], and an comprehensive model was proposed in
this work, called ARBAC97. It was later extended and improved in [13–15, 33, 34,
38]. A common feature of these works is managing a RBAC system using RBAC
itself. The administration privileges are decentralised to a set of administrative roles
in these models, and administrative policies are specified to limit the privileges of
administrative roles. Each administrative role is assigned an administration domain,
and the role is allowed to perform administration task only on the roles that are
covered by the administration domain. Next we review two existing administrative
models for RBAC systems.
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4.1 ARBAC97 Model

The challenge of administering RBAC was first considered in [35] where a
comprehensive administrative model, ARBAC97, was introduced. ARBAC97 is
based on the RBAC model defined in [36]. In ARBAC97, a RBAC system is admin-
istered by an administrative RBAC, which contains a set of administrative roles AR
that are separate from the roles R in the normal RBAC system.

The ARBAC97 model defines three components: URA97 for user-role assign-
ment, PRA97 for permission-role assignment, and RRA97 for role-role assignment.
In each component, the ability to perform the assignment is associated with adminis-
trative roles. In other words, the administrative roles have control over the adminis-
trative operations in the normal RBAC. For each administrative role in these compo-
nents, the authority range of the role is specified by a concept of role range, which is
defined as a set of roles in the normal RBAC, and is denoted by following notations

[x, y] = {r ∈ R | x ≤ r ∧ r ≤ y}
(x, y] = {r ∈ R | x < r ∧ r ≤ y}
[x, y) = {r ∈ R | x ≤ r ∧ r < y}
(x, y) = {r ∈ R | x < r ∧ r < y}

where x < y means that role y inherits the permissions from role x .
The URA97 component defined the following two relations: can-assign: (a, C,R)

and can-revoke: (a,R), where a is an administrative role, and R is either a role range
or a role set that has been explicitly specified.C denotes a prerequisite condition which
is a boolean expression using the operators ¬, ∨, ∧ on regular roles of the system.
Sandh et al. [35] gives the example role hierarchies as shown in Fig. 5 to illustrate
the model. In this example, can-assign(DSO, E D∧¬P L1, (E N G2, P L2]) means
that the members of the administrative role DSO can assign a user, who is currently
a member of the role E D and not a member of the role P L1, to be a member
of regular roles of the set {P L2, P E2, QE2}. can-revoke(P SO2, [E N G2, P L2])
means that the members of the administrative role P SO2 can revoke membership of
a user from any regular role in the set {P L2, P E2, QE2, E N G2}. PRA97 is defined
as the dual of the URA97 model. Thus it has two relations can-assignp: (a, C,R)

and can-revokep: (a,R) which are similar to the can-assign and can-revoke in the
URA97.

The RRA97 component defined five relations: can-assigna, can-revokea, can-
assigng, can-revokeg, can-modify. The relation can-modify specifies the autho-
rization of operations role creation, deletion, and modification, and is defined as
(a,R) where a is an administrative role, and R is a role range. The role range
in RRA97 is a special case where no end points is included, and any role range
referenced in the can-modify relation is called an authority range. For example, can-
modify: (P SO1, (E N G1, P L1)) means that the members of the administrative role
P SO1 can create, delete, and modify roles in the range (E N G1, P L1). In order to
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Fig. 5 ARBAC97 example role hierarchies. a Roles. b Administrative roles. c Legend

maintain global consistency when modifying roles, several restrictions have been
placed for defining the authority range in RRA97. First, authority ranges do not over-
lap partially. In the example, as the role hierarchies, (E2, DI R) and (E D, P L1) are
partially overlapping, they are not allowed to be defined at the same time. Secondly,
authority ranges must be encapsulated. ARBAC97 defines the encapsulated range as
follows.

Definition 1 A range (x, y) is said to be encapsulated if for all roles ri ∈ (x, y) and
all roles re /∈ (x, y),

re > ri ⇔ re > y, and re < ri ⇔ re < x

The ARABC97 model further defined the restrictions on individual operations in
the relation can-modify, including role creation, role deletion, edge insertion, and
edge deletion. ARBAC97 has been extended in ARBAC99 [38] and ARBAC02 [34]
where there have been changes to the URA and PRA relations.

4.2 SARBAC Model

SARBAC is another administrative model for RBAC. It was first proposed in [14, 15],
and then improved in [13] where a role-based administration template (RBAT) model
was proposed. The intention of SARBAC is to improve the RRA model in ARBAC97.
RRA97 was based on encapsulated ranges, which are relatively complicated to
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administer and require a significant effort in deciding an administrative policy. In
order to simplify the RRA model, SARBAC introduced the concept of an adminis-
trative scope, which is defined based on the role hierarchies. Similar to the authority
range in the ARBAC97, an administrative scope is used to specify a set of roles that
can be modified by an administrative role. In this chapter, we follow the description
of SARBAC given in [13].

First, let us look at the notations given in [13]. Let s ∈ R; define ↑ s = {r ∈ R :
r ≥ s} and ↓ s = {r ∈ R : r ≤ s}. The expression ↑ s∪ ↓ s is denoted as � s. The
administrative scope is defined as follows.

Definition 2 The administrative scope of a role r , denoted by σ(r), is defined to be

σ(r) = {s ∈↓ r : ↑ s ⊆ � r}

Based on this definition, a role-based administration template (RBAT) was
introduced. RBAT defines a single relation can-administer: (a, r), which means
that an administrative role a can control the set of roles in σ(r). For example,
can-administer(P SO1, P L1) means that the administrative role P SO1 can cre-
ate, delete, and modify the roles in σ(P L1), which specifies the set of roles
{P L1, P E1, QE1, E N G1}.

One feature of SARBAC is that when some RRA operations affect the authority
ranges of the administrative roles, no new relation policy needs to be specified; the
administrative scope changes following the updating of the role hierarchy, while in
ARBAC97, these operations are not allowed. RBAT formalised the relations between
the RRA operations and the administrative scopes by defining the scope preserving
hierarchy operations and the preserving conditions of the scopes.

5 Administrative Model for Role Based Encryption Schemes

When using the above ARBAC models to manage the RBAC systems which are using
cryptographic RBAC schemes, the issue of secure enforcement of the administrative
polices of the administrative models becomes significant. In RBAC models, the
privileges of each administrator are restricted by the systems themselves, so that the
administrators cannot change the roles that they do not have permissions to change.
However the existing administrative RBAC models cannot work with cryptographic
RBAC in a distributed environment, as the administrative policies cannot be enforced
and there is no authority that can restrict the privileges of the administrative roles.

In this section, we describe a trusted administrative model AdC-RBAC described
in [41] that can manage and enforce role-based access policies for RBE schemes in
large-scale cloud systems. The AdC-RBAC model uses cryptographic techniques to
ensure that the administrative tasks such as user, permission and role management
are performed only by authorised administrative roles. Any other party, including the
cloud providers themselves, cannot change RBAC systems and policies. This model
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uses role-based encryption techniques to ensure that only administrators who have
the permissions to manage a role can add/revoke users to/from the role and owners
can verify that a role is created by qualified administrators before giving out their data.
We also show how this model can be used in an untrusted cloud while guaranteeing
its security using cryptographic and trusted access control enforcement techniques.
This model consists of three components: UAM for user membership management,
PAM for permission management, and RAM for role management.

5.1 User Administration Model

In RBE schemes, user membership administration has already been decentralised.
The management of user membership for each role is controlled by a role secret key
skR which is used as an input parameter to the AddUser and RevokeUser operations.
Only the parties who hold this key can add/revoke users to/from this role. Therefore,
the following relation is defined for UAM.

Definition 3 User management policies in AdC-RBAC are specified by the following
relation

can −manage ⊆ AR ×R

where AR is the set of administrative roles and R is either a role range or a role set
that has been explicitly specified.

The example shown in Table 2a means that the members of the administrative
role P SO1 can manage the user membership of the roles specified by the range
[E N G1, P L1]. To enforce this relation in UAM, the secret keys skR of the roles
that are within the range are encrypted to the role P SO1. Note that the problem of
specifying the role range has been transformed into the problem of encrypting a set
of role secret keys. The concepts of partial overlap and incomparability have been
introduced in [35] to define restrictions for the ARBAC97 model. The definitions of
these terms used in the context of AdC-RBAC model are as follows.

Definition 4 Assume that there exist two key sets K1 and K2 which correspond to two
role ranges R1 and R2. Two ranges are said to be overlap partially if K1 ∩ K2 �= ∅

Table 2 Example of
can-manage

Administrative role Role range

(a) Single relation
PSO1 [ENG1, PL1]
(b) Multiple relations
DSO [DIR, DIR]
PSO1 [ENG1, PL1]
PSO2 [ENG2, PL2]
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and K1 � K2 and K2 � K1. Ranges R1 and R2 are said to be incomparable if
K1 ∩ K2 = ∅.

In UAM, to avoid any potential conflict that may be caused by managing the user
membership of a role by multiple administrative roles, the following restriction is
introduced.

Definition 5 In UAM, role ranges are incomparable.

In some cases, the system may want an administrative role to have full control
over another administrative role; that is, one role range is allowed to be the superset of
another role range. In UAM, this can be achieved by the inheritance in the encryption.
Table 2b shows a more complex scenario which contains a list of relations.

First, assume that the administrative roles are organised in a hierarchy as shown in
Fig. 5b, and that the role DSO inherits permissions from the role P SO1 and P SO2.
Corresponding set of role secret keys to each administrative role can be encrypted
using a RBE scheme. Assume that the secret keys for the roles are encrypted to the
administrative roles following the relations specified in Table 2b. Since the role DSO
can decrypt the data encrypted to the role P SO1 and P SO2, it can recover the secret
keys for roles in the set [DI R, DI R] ∩ [E N G1, P L1] ∩ [E N G2, P L2]; hence it
can manage the user membership of these roles. Therefore the effective range that
the role DSO can manage is (E D, DI R].

5.2 Permission Administration Model

In a RBE system, all the owners who can access the system are able to encrypt
data to the roles; hence in the general case, anyone is allowed to encrypt data to the
roles in a RBAC system. Since RBE schemes do not have specific requirements on
permissions-role assignment, there is no restriction on the permission assignment in
RBE schemes. Therefore, the permission administration model does not have to be
defined in the AdC-RBAC model.

However, in some cases, the RBAC system may want to allow only certain specific
administrative roles to encrypt data to roles. In RBE schemes, role public parameters
pubR are required for encrypting a data to a role. These role parameters are defined
as public, so that the data can be encrypted to the roles by any parties using these
parameters as part of the encryption key. In order to restrict permission assignment
in PAM, these role parameters are encrypted to the administrative roles who are per-
mitted to assign permissions to these roles, so that only the authorised administrative
roles can encrypt data to these roles. The following relations are defined in PAM.

Definition 6 Permission assignment policies in AdC-RBAC are specified by the fol-
lowing relation

can − assign ⊆ AR ×R
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Table 3 Example of
can-assign

Administrative role Role range

(a) Single relation
PSO1 [E, PL1]
(b) Multiple relations
DSO [DIR, DIR]
PSO1 [E, PL1]
PSO2 [ED, PL2]

where AR is the set of administrative roles and R is either a role range or a role set
that has been explicitly specified.

The example shown in Table 3a means that the members of the administrative
role P SO1 can assign permissions to the roles specified by the range [E, P L1]. To
enforce this relation in PAM, the parameters pubR of the roles within the range are
encrypted to the role P SO1.

Table 3b shows an example with multiple relations. Different from UAM, one
administrative role assigning permissions to a normal role does not affect permissions
assignment of other administrative roles. Therefore there is no restrictions in PAM,
and the specified ranges are allowed to overlap with each other. Using this example,
two different modes for PAM are given as flat mode and hierarchy mode.

Flat mode In a flat mode, the administrative roles are organised in a flat
manner; that is, these roles do not inherit permissions from each other. Each adminis-
trative role is only allowed to assign permissions to the roles that are specified in the
role range in the relation. In the example, DSO can only assign permissions to the
role DI R, and the role P SO1, P SO2 can only assign permissions to the roles in
the ranges [E N G1, P L1], [E N G2, P L2] respectively. To encrypt the roles’ para-
meters (which are used to encrypt data) to the administrative roles, an identity-based
encryption (IBE) scheme is sufficient. Administrative roles can use their private
keys to decrypt the parameters pubR of the roles for which they have the authority
to assign permissions; hence they can encrypt the data using the parameters of the
corresponding role.

Hierarchy mode In a hierarchy mode, the administrative roles are organised in
a hierarchical manner; that is, these roles can inherit permissions from other roles.
As shown in Fig. 5b, the role DSO inherits permissions from the role P SO1 and
P SO2. Hence the difference from the flat mode is that in the hierarchy mode, the
role DSO can assign permissions not only to the role DI R, but also to all the
roles to which the role P SO1 and P SO2 can assign permissions. The IBE scheme
cannot be used to encrypt the role parameters in this scenario as it cannot reflect the
relationship among these administrative roles. Thus we need to use the RBE scheme
for the encryption in this mode. Assume that the parameters for the regular roles are
encrypted to the administrative roles following the relations specified in Table 3b.
Since the role DSO can decrypt the data encrypted to the role P SO1 and P SO2, it
can recover the parameters of all the roles in the range [E, DI R]; hence it can assign
permissions to all these roles.
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5.3 Role Administration Model

In RBE schemes, only the single administrator GA can create roles or modify roles.
In order to decentralise these operations, the single administrator needs to delegate
the privileges to create and modify roles to multiple administrative roles. However,
the role hierarchy is constructed based on the system master secret, and the master
secret cannot be given to the administrative roles. In RAM, any administrative role
can administer the regular roles, and any party is able to verify whether or not a role
in the RBAC system is created/modified by an authorised administrative role. The
relation is defined as follows.

Definition 7 Role administration policies in AdC-RBAC are specified by the follow-
ing relation

can-administer ⊆ AR ×R

where AR is the set of administrative roles and R is either a role range or a role set
that has been explicitly specified.

The same restriction on authority ranges in this relation is required as in the case
of ARBAC97.

Definition 8 In RAM, authority ranges of the administrative roles do not overlap
partially and must be encapsulated, and the edge roles of the authority ranges cannot
be modified.

In RAM, identity-based signature schemes is used to certify the authority of the
administrative roles. Let DAR(M) denote data M’s signature which is signed to
the identity of the administrative role AR. In order to facilitate the verification of the
authority, a set of administrative parameters AP is defined for each regular role. Now
consider the relation can-administer: (a, (x, y)) which means that the members of
an administrative role a can administer the roles in the range (x, y). In this relation,
the following parameters are associated with the edge roles of the range,

〈 IDr ,Pr ,Sr , ARr , τ ,Ds(Pr ) 〉

where Pr denotes IDr ||Pr ||Sr ||ARr ||τ , IDr is the identity of the edge role of the
range, Pr is the set of the identities of r ’s immediate senior roles, Sr is the set of
the identities of r ’s immediate junior roles, ARr is the identity of the administrative
role who can administer the range, τ denotes the type of the edge: upper bound or
lower bound, and Ds(Pr ) is the signature on the parameters, which is issued by the
most senior administrative role who defines the relations in RAM. These parameters
are computed and attached to the role when this role is specified as the edge of the
authority range by the most senior role s. For other regular roles within the range,
the parameters associated with them are as follows,

〈 IDr ,Pr ,Sr , ARr ,Da(Pr ) 〉
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where Pr denotes IDr ||Pr ||Sr ||ARr , IDr is the identity of the regular role within the
range, Pr is the set of the identities of r ’s immediate senior roles, Sr is the set of the
identities of r ’s immediate junior roles, ARr is the identity of the administrative role
who can administer the range, and Da(Pr ) is the the parameters’ signature which is
issued by the administrative role ARr . These parameters are computed and attached
to the role when this role is created or modified by the administrative role.

Assume that a user of the system wants to encrypt some data to a role, or decrypt
some data that are encrypted to a role. Then the user will need to verify the parameters
AP of the role to check whether this role is certified by the authorised administrative
roles of the system. Now we describe an algorithm, Algorithm 1, for this verification
process. In Algorithm 1, a function veri f y is defined to denote the verification of an
ID-based signature. This function veri f y(Dz, IDz) verifies a signature Dz against
the identity of the role z; it returns true if the verification succeeds, and otherwise
returns f alse. When running this algorithm to verify a role, a user gets a true if
the last change of the role was made by an authorised administrative role; otherwise
user gets a f alse. In addition, creating a role out of the specified role range by an
administrative role will cause failures in the verification of all the roles which have
inheritance relationships with this role.

In RAM, the parameters AP associated with each role specifies only one admin-
istrative role. In the example shown in Table 4, the authority range of the role DSO
is the superset of the role P SO1. To simplify the key management, an hierarchical
ID-based signature (HIBS) scheme can be used by administrative roles to sign the
role associated parameters. When DSO modifies the roles in (E N G1, P L1), it signs
the parameters AP associated with the roles using its own private key, and HIBS
schemes allows the signature to be verified against the identity of the role P SO1.
Similarly, the signature generated by DSO can also be verified against the identity
of the role P SO2.

5.4 Administration Example with RBE Schemes

The above described AdC-RBAC model provides a framework for the administration
of RBAC systems. It is designed to work with RBE schemes described in Sect. 2.3.
To integrate this administrative model with a RBE scheme, the RBE scheme needs to
be modified to meet the requirements of the AdC-RBAC model. In this subsection,
we show how to integrate the AdC-RBAC model with the RBE scheme described in

Table 4 Example of
can-administer

Administrative role Role range

DSO (E, DIR)
PSO1 (ENG1, PL1)
PSO2 (ENG2, PL2)
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Algorithm 1 Algorithm to Verify the Authorisation
function IsEdge(r, a, t)

if role r has parameter τ and τ = t and ARr = IDa then
return true

end if
return f alse

end function

function VerifyRole(r, a, t)
if role r has parameter τ then

return verify(Ds(Pr ), IDs )
else

return verify(Da(Pr ), IDa)
end if

end function

function VerifyAuth(r, a, t)
Stater ← f alse
if IsEdge(r, a, t) then

Stater ← verify(Ds(Pr ), IDs )
else if VerifyRole(r, a, t) then

if t = upper-bound then
R← Pr

else if t = lower-bound then
R← Sr

end if
for each x ∈ R do

Stater ← Statex
if Stater = f alse then � Only verify the role that has not been verified

if a ≥ ARx then � Check if a inherits the permissions from ARx
Stater ← VerifyAuth(x, a, t)

end if
if Stater = f alse then

return Stater
end if

end if
end for

end if
return Stater

end function

Require: Initiate a Stater for each role r ∈ R to f alse
Input w � Checking if the role w is administered by the authorised administrator.
b← f alse
if VerifyAuth(w, ARw , upper-bound) then � Verify the senior roles of the role w.

b← VerifyAuth(w, ARw , lower-bound) � Verify the junior roles of the role w.
end if
Output b � true if w is administered by the authorised administrator, or f alse otherwise.



340 L. Zhou et al.

Sect. 3. We only describe the changes to the individual operations for each algorithm
of the RBE scheme.

Since this RBE scheme allows user membership of each role to be managed by
the role manager of each individual role, the UAM model can be used directly to
administer the user membership in a RBE scheme. An additional step needs to be
taken when a user joins the system. The system needs to execute CreateUser to issue
a secret key for the new user. This step ensures that the users to be managed in the
system are authentic users.

In this RBE scheme, the owner who is able to encrypt the data to a role can be
anyone who can access the system. The owner does not have to be a user in the RBAC
system. This approach provides considerable flexibility for permission assignment;
hence the PAM component can be used in the RBE scheme directly without any
prerequisite conditions.

The RAM component requires that all the administrative roles have privileges
to perform the role operations such as role creation and modification instead of a
single authority. However, in this RBE scheme, these operations are executed by a
single group administrator GA. We modify two operations of this RBE scheme to
decentralise these privileges.

Setup(λ): GA executes the same algorithm as in the original RBE scheme to
setup the system. Then additional parameters are computed as role public keys rk =
(hk, · · · , hkm

). These parameters are public only to the administrative roles.
CreateRole(mk, IDR): To create a role with identity IDR , the GA only generates

the role secret key skR and sends it the the manager of the role via a secure channel.
In the modified scheme, the GA still needs to execute CreateRole to include the

new role into the system. This step ensures that the roles which are to be administered
in the system are authentic. Note that the modified operation CreateRole does not
specify any role hierarchy information, as the role parameters A, B which indicate
the role hierarchy information are not computed by GA any more. Since we let GA
generate additional role public keys rk in Setup, all the administrative roles are able
to compute the parameter B. When an administrative role wants to add or modify a
role in the RBAC system, the parameter B can be re-generated for the role based on
the role hierarchy. We let the owner in the system compute the parameter A to avoid
the risks in the scenario where malicious administrative roles compute the incorrect
parameters B.

By adopting the above mentioned modifications in the RBE scheme described
in Sect. 3, the privileges to administer the roles have been decentralised; hence the
RAM component can be used to administer the RBE scheme.

5.5 Remarks

Administration of large-scale RBAC systems is a challenging problem. Many admin-
istrative models for RBAC systems have been proposed to decentralize the admin-
istration tasks associated with roles. Cryptographic RBAC schemes can protect data
stored in cloud from unauthorised access by enforcing RBAC access policies using
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cryptographic techniques. Similarly, the AdC-RBAC model integrates cryptographic
techniques with ARBAC models to enforce administrative RBAC policies. This
model guarantees that RBAC model integrated with cryptographic techniques does
not loss flexibilities in administration while being used in cloud data storage systems.

6 Conclusion

In this chapter, we first discussed the security issues in cloud storage, and the impor-
tance of using access control in a cloud storage system. Then we described sev-
eral well-known access control models which can be used to protect the privacy
of data stored in a cloud storage system. These access control models are sum-
marised in Table 5. Due to the distributed nature of the cloud system, one approach
to enforce access policies in these access control models involves integrating cryp-
tographic techniques with these models. Therefore, we have discussed the crypto-
graphic encryption schemes that can be used along with these access control models
to ensure the enforcement of the access policies.

We then described a specific role-based encryption (RBE) scheme which can be
used to protect data privacy in a cloud storage system. In order to manage the large-
scale RBAC system, the administration tasks need to decentralised. We have reviewed
the existing administrative RBAC models which were developed to provide solutions
to decentralise the administration privileges. Since the administrative RBAC policies
in these ARBAC models also need to be enforced in a cloud environment, we then
described a trusted administrative model AdC-RBAC that can manage and enforce
role-based access policies for cryptographic RBAC schemes in large-scale cloud
systems.

Table 5 Access control model summary

Access control model Features Disadvantages

Mandatory access control – Security label based –No user based
–Simple rules –Lack of flexibility
–Centralised security policies –Difficult in implementation

Discretionary access control –Identity based –Complex in management
–User oriented –Owner dependence
–Decentralised security policies –Difficult in auditing

Attribute-based access control –Attribute-privilege based –Policy management could be
–Flexible in management complex when attribute

amount is large
Role-based access control –Role-privilege based

–Permission inheritance –Role management could be
–Separation of duty complex
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Using cryptographic RBAC schemes ensures that only users with specific roles
that are allowed by the data owners can decrypt the data, and anyone else, including
the cloud providers themselves, will not be able to decrypt the data. It is worth
noting that the security of a RBAC system using one of these schemes is under the
assumption that the authorised users and roles behave in a trusted manner so they
do not breach the RBAC policies. However, in a cloud storage system that uses
RBAC to control the access to the data, an authorised user of the system may leak
the data in the cloud to unauthorised users; or an authorised user may be excluded
from accessing the permissions of the role that have been legitimately assigned to
the user by a malicious administrator of the system. Such issues rely on trust aspects
in these systems. Therefore, trust models for RBAC systems is desired to work with
cryptographic RBAC schemes together to enhance the system security.
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Accountability-Based Compliance Control
of Collaborative Business Processes
in Cloud Systems

Jinhui Yao, Shiping Chen and David Levy

1 Introduction

The correctness of the inter-organizational collaboration in the Cloud relies on the
individual correctness of all participants. That is, if the collaborator is compliant to
the pre-defined business process, or Service Level Agreement (SLA). It follows that,
the viability of this paradigm and the willingness of new participators to join collab-
oration highly depend on the trustworthiness of the behaviors of all collaborators.
Here we adopt the definition of trustworthiness on IETF [25]: a trustworthy system
is a system that is already trusted, and continues to warrants that trust because the
system’s behaviors can be validated in some convincing way.

It is a challenging task to preserve trustworthiness in such a dynamic cross-domain
environment, as each participator is usually an independent entity with his own pri-
orities and interests. Given that admission to violations may lead to penalties in some
form, it is conceivable that they may intend to deceive and hide this fact. Therefore, a
mechanism to detect and prove incompliance is needed for this computing paradigm
to prosper.

Cloud computing promotes the practice of running services in a platform located
outside of the owner’s administrative domain. There are many ways things can go
wrong for these services. Being able to identify which party is responsible when
problems occur is rather important for cloud computing. In a sense, the Cloud is
a computing environment to execute business processes. If service providers can
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behave willy-nilly during the execution and will not be penalized for their faults,
the Cloud will become a chaotic environment where business processes may lead to
random outcomes. This poses a great threat to the cloud security as the participants
as well as the clients of such business processes, that is, the users of the Cloud may
bear loss (i.e. financial or other forms) for unknown reasons.

As a solution, we have proposed to enforce strong accountability to enhance the
trustworthiness [30, 32]. While this will be elaborated shortly in later sections, in
short, accountability provides a means to verify compliance according to evidence
in a provable and undeniable way.

In this chapter, we will discuss the concept of strong accountability with a brief
overview of the current literature and our own insights. We will describe the overall
architecture of using Accountability Service (AS) to aggregate evidence and ver-
ify compliance in the Cloud. Then we elaborate a novel model to represent the
hori zontal and vertical structures of the collaborative business processes. Using
this model, we classify two types of compliance and determine the loggings needed
for their verification. We detailedly analyse and reason about the extent to which
those compliance types can be verified in a provable way, and how accountability
services can conclude their compliance interval through probing and voting. Then
we evaluate the practical effectiveness of the model and methodology proposed by
implementing them in a collaborative business process. We will present our findings
in the simulation experiments and discuss their implications.

This chapter is structured as follows. Section 2 shows a literature review over
the research field. Section 3 presents the motivating scenario and our understand-
ing of accountability. Section 4 describes the modelling developed for collaborative
business processes. In Sect. 5, we define two types of compliance and analyse their
verification approaches. Section 6 elaborates the approach AS nodes conclude com-
pliance intervals. Section 7 presents the results of our evaluations and experiments
and Sect. 8 concludes the book chapter with a discussion about future research direc-
tions.

2 Background and Key Concepts

Accountability, aims to make all the entities accountable for their activities. this
implies that the compliance level of that entity to certain regulations must be known.
Different system settings require different approaches to verify the compliance of the
involved entities. The verification process involves evidence analysis or/and system
diagnosis. Depending on the complexity of the circumstances, compliance verifica-
tion may be quite trivial in some cases and be extremely difficult in others. In this
section, we will study some approaches to diagnose the system’s compliance viola-
tions and analyze the accountability evidence. Often, accountability or compliance
frameworks rely on techniques in other disciplines to conduct the verifications (e.g.
data mining). Some of those techniques will also be briefly discussed in this section,
as they are orthogonal to our study.
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2.1 Compliance Diagnosis Model

The goal of compliance checking is to discover in an efficient way which part of
the system is causing this incompliance. SOA often involve multiple service nodes,
whereby different nodes may not even be aware of each other during the operation.
This makes the issue far more complex than discovering the faulty components
locally in a single service entity. The suitable diagnosis model for a system is to
large extent determined by the topology and architecture of the system. Broadly,
they can be classified into two categories: local diagnosis model and distributed
(remote) diagnosis model.

Local diagnosis models are suitable for diagnosing faults within a single service
entity. For example, consider a traditional web server hosted by a commercial com-
pany. When any exception is noticed, the company will examine the logs to pinpoint
the faulty components. Since both the servers and the logs are available locally, this
type of diagnosis is mainly based on the analysis of the system logs or debugging
techniques.

Distributed diagnosis model, on the other hand, applies to the scenario where mul-
tiple service entities from different parties are involved in the system. These service
parties, as well as the recorded accountability evidence, are remotely distributed.
Before analyzing the evidence, those evidence will need to be collected from the
service nodes.

In this section, we focus on the distributed diagnosis model, as it is more closely
related to our study of accountability. Distributed diagnosis model requires certain
entity (entities) to be nominated as diagnosor, which will gather the evidence to
conduct the diagnosis. In a general sense, a system can assign a central diagnosor,
or assign a number of peer diagnosors.

In the case of a central diagnosor, one special entity will diagnose the entire
system on behalf of other service entities. Accountability evidence will be centrally
aggregated to be analyzed by the diagnosor. This model can be found in many lit-
eratures, such as the PlanetFlow project [13]. But the concerns of this approach are
obvious: the evidence stored in the service nodes may eventually grow to unaccept-
able size, collecting them and processing them centrally will have performance and
scalability issues. Heuristic designs will be needed to minimize the costs.

The LLAMA project [16, 17, 36] is a framework developed to diagnose system
compliance with less evidence to be collected. Their approach is based on collecting
the evidence only from the most likely root cause locations for the detected system
faults, in order to save diagnosis time and costs. This is achieved by transforming
the service node in service network to random variable nodes in Bayesian Network.
Bayesian Network (BN) [14] is a directed, acyclic graph model for reasoning under
uncertainty. Given the fault, BN can be used to compute, for every service node, that
the probability of being the cause of that fault.

In the case of peer diagnosors, all the peers in the system are responsible for
diagnosing the system for any potential or detected violations or faults. CATS and
PeerReview are examples of such systems, where the diagnostic tasks have been
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Fig. 1 Diagnosis by peers

spread over all the involved service nodes in the system. Thus, the communication
and computing needs for diagnostic tasks of every node are much lower than for the
central diagnosor, even though the overall cost might have increased.

Haeberlen et al. [10] consider the possible faults or incompliance in the system
as Byzantine faults [15], i.e. the faulty or incompliant entity may exhibit arbitrary
behaviors, such as corrupting local state or sending arbitrary messages. To detect
those faults, every node will be associated with a number of witnesses who will
send audit requests to collect and analyze its local evidence for diagnosing. Figure 1
describes a diagnosis scenario, where node E stores an object for client D (1) and
then tries to hide it from client B (2). The diagnosis procedure is designed to make
sure eventually, a peer node will discover and prove this incompliance, and then
broadcast its findings.

As we mentioned, for peer diagnosis approaches, the number of the witnesses
assigned to each service node is critical, for it is directly relate to the overall compu-
tation and transmission overhead introduced. In traditional study of Byzantine Faults,
it is found that at least 3f+1 service replications are needed to tolerate f concurrent
Byzantine faults [3]. However, the author found that in order to find the incompli-
ant node, it only requires f+1 nodes, implying that every node needs to be assigned
f+1 witnesses. This is due to the fact that, the last healthy node can always use
the non-repudiable evidence to prove another node’s incompliance to other entities.
A detailed probabilistic analysis can be found in their techical report [11].

2.2 Evidence Analysis and Reasoning

Once the required evidence has been collected by the accountability authority (e.g.
a diagnosor or a witness), it needs to be extensively analyzed to draw conclusions
about the service node’s compliance to respective service assurance. Sometimes, the
conclusion is not directly drawn from the evidence collected; instead, it is drawn
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from certain reasoning based on the evidence. According their different focuses,
compliance analysis can be generally classified into two categories: performance
compliance analysis and procedural compliance analysis. Below we will elaborate
the two categories with their related research studies respectively.

2.2.1 Performance Compliance Analysis

Performance compliance analysis focuses on the verification of the performance
aspects of the SLAs, such as transmission delays, availability, etc. One may consider
such analysis to be trivial, by presuming it only involves simple arithmatic operations.
However, the service quality from the client’s perspective may be affected by a
range of factors, some of which may not be under the service provider’s control and
responsibility. For instance, network traffic jam may make the response time longer,
even though the reply message is actually sent in time.

Research studies conducted in this area identify the challenges of monitoring
the performance compliance when high level of accuracy is required [2, 22, 27].
The measurement taken could be too heavyweight for practical implementation, or
too lightweight to yield accurate results. Sommers et al. [26, 28] have proposed
to use various mathematical methods to estimate the service provider performance
based on the limited evidence collected (measured). In their experiments, applying
adequate estimation techniques can only reduce the error of the resultant calculated
performance, but not eliminate it.

Mathematical modeling and estimation techniques are out of the scope of this
review. The point we should take from that is, calculating the service entity perfor-
mance, according to the evidence logged by a monitoring entity, can be very difficult
if extreme accuracy is essential. This fact must be noted when defining the SLAs and
designing the analysis methods.

2.2.2 Procedural Compliance Analysis

Procedural compliance refers to the correct execution of the activities. A compliant
service entity should only execute the activities that are defined in the workflow and
execute them in the correct order. Verification of such compliance generally relies
on the workflow modeling languages and the activity event traces generated during
the execution. One example of such modeling languages is BPEL. The workflow
can be expressed in BPEL in terms of different types of activities, and the event
traces emitted by the workflow engine can be used to restructure the sequence of the
activities executed [18, 24]. The consistency between the two shows the compliance.

Aalst et al. [29] attempted to utilize Petri net to analyze the procedural compliance
(referred to as the conformance by the authors). Petri net [19] is a mathematical
modeling language suitable for describing processes. The authors chose Petri net, as
it is simpler to check the conformance of a formal model than a complicated language
like BPEL.
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Fig. 2 Conformance checking through Petri-Net

Figure 2 presents a liability claim process translated into Petri net from BPEL (a).
The authors identified two dimensions of conformance: fitness, whether the execution
complies with the process model; and appropriateness, whether the model describes
the process in a suitable way.

The fitness is verified by examining the log traces shown in Fig. 2b, c, and d. In
the examples, only the log traces in (b) demonstrate the correct execution. Appropri-
ateness can be measured according to the model’s size and generality. Two extreme
cases are shown in the example, with (e) being small but too general and (f) being very
specific but too large. Details about the checking algorithms can be found in [23].

Our work, on the other hand considers a more hostile environment where all ser-
vice entities are expected to behave in any possible manner and deceive for their
own benefit. Approaches like [6, 34] share this point with us that cryptographic
techniques are employed to achieve provability. Haeberlen [8] promotes account-
ability as one important aspect of cloud environment and [9] proposed to incorporate
accountability mechanisms into the virtual machines for evidence recording.
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There are many existing modeling of business process, popular ones like BPEL
and XPDL.1 They are designed solely to describe or define the action sequence
of the process. Whereas our approach aims to capture the trust relationships and
deployment details for compliance analysis and reasoning. In fact, it is common that
approaches for compliance analysis will develop a model based on similar concept to
BPEL and XPDL. Approaches like [5, 29] model the process as a sequence of event
traces emitted by the service nodes. Compliance is verified through matching the
patterns of the event or mine the event traces [1]. Approaches like [4, 10], model such
execution as a sequence of service state changes, with the assumption that states are
all preserved, compliance is verified by examining the causality between the states.
In a similar way, Petri-net [19] has been used to model the actions and the state
changes in a process [7, 21]. Our modeling method differs from those approaches
in the way that we model the different domains and implementation infrastructures,
and explicitly define the difference between the actions happened and the actions
observed by the AS node.

Inference and reasoning involved in compliance assurance mostly focus on veri-
fying the logical consistency and causality of the events. As in [12, 31], correctness
of certain action is proved by looking up previous actions to check if the actor has
been properly authorized. In our approach, the AS node first reason about the credi-
bility of the events observed, then analyse the extent to which the compliance can be
proved by this observation, and engage in a probing and voting process if needed.

3 Service Compliance: a Motivating Scenario

We use a one-stop loan application service as the running example in this book
chapter. As shown in Fig. 3, the process requires the collaboration of five entities.
First, a one-stop loan application service allows customers to lodge the application
and fill in their personal information. His/her personal information will first be used
to obtain a credit score from the credit rating authority, and then the score is attached

Fig. 3 Online one-stop loan application service composition

1 XML Process Definition Language (XPDL) http://www.wfmc.org/xpdl.html

http://www.wfmc.org/xpdl.html
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with other personal information to be sent to the loan bidding company. The bidding
company forwards the application to multiple loan companies (Star Loan and Ocean
Loan), and select the cheapest offer available (if any) to return to the applicant.

In this typical collaboration scenario, the overall correctness of the system depends
on the correctness of all individual participants. As every of them may be interested to
violate the collaboration rules for their own benefit or/and deceive to avoid possible
penalties, the causer of a failure may be extremely difficult to determine. It follows
that, a mechanism is required for the Cloud to prevent this denial of failure. This
mechanism or service is essential to control the correctness of a business process
established through collaboration. It helps the Cloud to discover untrustworthy or
low quality service providers and protects the potential clients or collaborators from
them.

Accountability is a concept to make the system accountable and trustworthy by
binding each activity to the identity of its actor [35]. Such binding should be achieved
under the circumstance that all actors within the system are semi-trusted. That is, each
identified actor may lie according to their own interest. Therefore the bindings must
be supported by provable or non-disputable evidence. In our approach, accountability
can be incorporated into activity based process by requiring the actor (conductor) of
the process to log non-disputable evidence about the activities in a separate domain
from the domain of its own. The logging operations require the employment of PKI
in all involved service entities. They are as follows:

1. The logger—A signs the evidence E with his private key Ka− to create a digital
signature of the evidence 〈E〉a .

2. The evidence and its signature are then logged in a separate entity—B.
3. When received, B signs 〈E〉a with his private key to create a receipt 〈〈E〉a〉b.
4. Lastly, the receipt is sent back to the logger in the reply.

Proposition 1 Without colluding (this will be relaxed later), after the evidence log-
ging both entity—A and entity—B can independently prove the fact that, evidence E
has been produced by A at time t.

Proof Without colluding, we assume the digital signature is un-forgeable.B can
use 〈E〉a to prove A produced E at time t . A can use

〈〈E〉a
〉
b to prove a separate

entity—B has accepted 〈E〉a in the past, which is the evidence produced by A at
time t .

To record evidence for the business process, we propose to use dedicated account-
ability services (AS) to enforce accountability on all the participating business ser-
vices (BS), as shown in Fig. 4. The service space in the Cloud has been split into
two domains: the Accountability Service Domain (ASD) and the Business Service
Domain (BSD). In the BSD, business services (BS) compose with each other to con-
duct complicated business processes. Each service in the BSD keeps a close asso-
ciation with the accountability services (AS) in ASD so as to ensure that the BS are
held accountable. In this setting, the AS nodes continuously receive logs and analyse
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Fig. 4 Overall system design

the evidence to monitor the compliance of all the underlying participating services
in the collaboration.

The accountability services can be provided by the Cloud as a mechanism to
enforce strong accountability among all the collaborating web services; or they can
be provided by other neutral service entities and deployed in the Cloud. We believe
that, in order to create a trustworthy computing environment, the employment of
such accountability mechanism is essential. With the accountability services, the
collaborating service entities can take comfort from the knowledge that their partners
will try their best to comply with the requirements they are bond to in the workflow,
and hence establish the trust among them.

4 Modeling the Collaboration

A collaborative business process may involve many services provided by different
entities (e.g. companies). To clearly describe the settings of a collaboration, one needs
to look at both its hori zontal and vertical structures. With respect to a participating
service, in the hori zontal structure of the collaboration, this service interacts with all
other participating services according to the pre-defined business logic. Whereas in
the vertical structure, this service may first, belong to a specific service entity (e.g. a
company), and second, have its physical service node(s) deployed in an infrastructure
provided by other entities (apart from this company). This vertical structure contains
much information essential for verifying one’s compliance. For instance, the actual
service node may need to be contacted when verifying certain complex disputes.
Our modelling intends to capture both the hori zontal and vertical structure of the
collaboration.

Different service providers collaborate with each other to form business processes.
And small processes are integrated to form massive ones. We model the business
process (P) formed through collaboration as a tuple
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P = (N , P, V ) (1)

where N is the service node involved, P is the sub-process and V is the directed
edge connecting them. The building block of a business process is the service nodes
involved. The “node” here refers to the physical computing instance where the service
application is deployed at. A service node is modelled as

N = (Din, Dout , F, Spec) (2)

where Din and Dout are the input and output data of the service during execution (if
there is any). Spec is the specification about the computing instance that is hosting
the service node. An instance can be a physical computer, part of a physical computer
or several physical computers combined. Spec intends to capture some information
about the deployment of the service node so that it can be queried when problems
occur. It contains information like the location of the node, the operating system, and
its operation status. This brings certain transparency even if the Spec only contains
a virtual IP address which links to a computing instance that is constantly scaled and
moved within the cloud environment. F refers to the function of this service node -
the internal computational logic, which is a sequence of activities (A). Generally, we
can further assume that the first action of a function (F) is to take in the input data
(AF

in) while the last action is to send away the output data (AF
out), leaving the other

actions between them as local computations within this function

F =
n∏

i=0

AF
i = AF

in ∗
n−1∏

i=1

AF
i ∗ AF

out (3)

The product symbol (
∏

) and the multiply symbol (∗) here refer to multiplications
between different actions, which serve as a symbolic expression of the constitution
of a function in terms of the actions involved. Due to the nature of the task, a function
may include actions that are commutative or sometimes in parallel, for simplicity,
we here only consider functions consists of linear compositions of actions and the
multiplications in Eq. (3) is non-commutative. Another simplification we made here
is that every service node is dedicated to only one function instead of many. These
assumptions aim to keep our modelling adequately generic.

Every participator (e.g. company, organization) in the collaboration is regarded
as service entity (En) which owns a group of service nodes, that is,

En = {N1, N ... N3) (4)

The inter-entity interactions within the business process are described through
unidirectional edges (V ). An edge could be connecting the business processes, service
entities and functions. When the interaction occurs, one entity (at one end of the edge)
will send specific data to another (the other end of the edge). The edge is modelled
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as:
V = (Src, Dest, Cond, Dout ) (5)

Where Src and Dest are the send and receiver in the interaction, Cond is the
condition to trigger this interaction (e.g. when output is available), usually expressed
in terms of internal or global states, and Dout is specification of the data that will
be transmitted during the interaction. The directed edges connecting services are
denoted by arrows (−→). For example, in a business process, node a (Na) is defined
to invoke node b (Nb) after finishing its own computation. This connection can
be expressed as Na −→ Nb. Alternatively, this can be expressed as a connection
between their respective output activity and input activity: A Na

out −→ A Nb
in .

We can elaborate this model with our running example. For instance, the One-
stop Loan App Company is our En1, which has only one service node deployed in
Amazon EC2. It can expressed as En1 = N1 and the node

N1 = {DApplication, DResult , FLoan, EC2− 184.72.253.241} (6)

Similarly, let us suppose the Credit Check Company is our En2 whose only service
node is deployed in Microsoft Azure, it can be expressed as En2 = N2 and the node

N2 = {DPerson, DRating, FCredit , Azure − 192.78.24.33} (7)

Here in the Spec only the names of the cloud providers and the IP addresses are
depicted for simplicity, certainly much more information about the service node can
be shown. Suppose the two entities are in the different domain, the edge between
them is then

...F N1
Loan ∗ AN1

out −→ AN2
in ∗ F N2

Credit ... (8)

Where AN1
out and AN2

in are the actions in the two services to send (output) and
receive (input) data respectively. Note that the functions F N1

Loan and F N2
Credit also

include output and input actions, they should not be confused with the actions of the
service to interact with a partner. It is possible that a function of a service directly
sends its output to a function in another service and therefore omitting AN1

out and
AN2

in , in order to clearly and intuitively illustrate our modeling, we here assume the
functions (F) are all encapsulated in the service which will manage and relay their
input and output data.

A complete example is shown in Fig. 5. The vertical structure of a collaboration
is presented in different views. Process view displays the horizontal structure of the
collaboration. Service nodes from different service entities interact with each other
to form the business process. The deployment structure of the services is shown in
the infrastructure view. It displays the locations of the deployed computing instances
in different computing provisioning clouds—Amazon Web Service and Windows
Azure in our example. By capturing both horizontal and vertical aspects of the col-
laboration, many specific details can be taken in to consideration when analyzing the
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Fig. 5 Modelling the hori-
zontal and vertical structure of
collaboration

compliance of participants. For instance, the location of the deployment may assist
the diagnosis process in which the actual computing instance can be probed to test
its availability.

5 Applying for Service Compliance

Compliance is the correctness of the activities conducted by entities. The compliance
of a certain function can be saved by logging evidence before the activity(s) and/or
after them. However, as compliance requirements could have different forms, the
evidence needed and the verification process can be quite apart. In order to systemat-
ically analyze compliance, one has to identify the different types of compliance and
tackle them accordingly. Here we have classified compliance into two broad types,
they are: business logic compliance and QoS compliance. For each of them, based
on the collaboration model described in last section, we provide a formal definition
and specify the logging method and the evidence content for their verification. Then
we in detail analyze the method to prove the compliance of the service entities.

5.1 Compliance Type Definitions

Business Logic Compliance aims to verify if the conductance of the workflow or
business process is correct, or more generally, if the interactions between the partic-
ipating services coincide with the sequence or order defined in the business logic.
It looks at the the horizontal structure or the process level and verifies the compli-
ance of the service entities. Suppose we have a business process P consists of two
entities - Enti t y1 and Enti t y2. Enti t y1 contains node a (Na) with function Fx and
Enti t y2 contains node b (Nb) with function Fy . For simplicity, we here use the two
service nodes Na and Nb to represent the two entities. Assuming the set of the local
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and global states is S, the business logic compliance is defined as

Definition 1 Business logic compliance for node a (Comp Na
logic) entails that, in a

process P, given V Na,Nb, if ∃DFx
out,t0 at time t0 and Cond ∈ St0, there must ∃ANa

out,t1

with DFx
out,t0 and ∃ANb

in,t2 with DFy
in,t2 where DFx

out,t0 = DFy
in,t2 and t2 > t1 > t0

Let us illustrate this definition through the expression below describing the busi-
ness process only involving Na and Nb. In this simple composition, the business
logic is defined as that, Na needs to send the output of Fx to Nb for further process-
ing in Fy . To verify the compliance to this business logic, when the output of Fx is
available, two actions need to be observed ANa

out,t1 and ANb
in,t2, and if the data they

are associated with are consistent, the defined business logic thus has been correctly
carried out.

P :
{
... ∗ F Na

x ∗ A Na
out,t1

}
−→

{
A Nb

in,t2 ∗ F Nb
y ∗ ...

}
(9)

To verify business logic compliance, certain evidence needs to be recorded.
According to the definition, first we need to know (1) when the output data (DFx

out,t0)

is available; and (2) how the following two actions (ANa
out,t1 and ANb

in,t2) are con-
ducted. These can be addressed by requiring the services to log input and output
actions (this include input/output actions of functions F). The evidence should
contain sufficient information to describe the action that it is associated with. Its
form could be various, to make a simple example, Na can log signed evidence
E Na

logic,t x = 〈process I d, D Na
out,t1〉Na at time tx for ANa

out,t1; and Nb can log signed

evidence E Nb
logic,t y = 〈process I d, D Nb

in,t2〉Nb at time ty. Time tx and ty should be
within the allowed time frame (threshold time) after the occurrence of the corre-
sponding actions. To elaborate, in our example, if the evidence is not received from
Nb before the threshold time after the moment Na claims it has invoked Nb, Na will
be suspected incompliant to the defined action to invoke Nb.

The notion of business logic compliance here just implies the conformance of
services’ activities to the defined business logic. The execution correctness of the
functions of a service (e.g. if the credit score issued by the CreditCheck is reasonable)
however, will be a totally different topic. Automatic verification of the local execution
correctness often require domain specific solutions which fall out of the scope of
this article. Nonetheless, the accountability mechanisms provide a means to record
undeniable evidence associated with the actions conducted by services, which can
be used by other tools to conduct such verification.

QoS Compliance focuses on the performance issues of the business process. It
exploits the vertical structure of the business process and assesses the compliance
of the computing instances in the infrastructure level. QoS requirements are usually
expressed through service level agreements (SL A) by the service entities , which
often define or provide reference to the metric functions (M F) for their verification
and to the target computing instances. There are different types of QoS compliance
include response time, throughput, availability, etc. The verification of them would
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require certain performance data (P D) to be recorded during the operation, to be
used by the verification M F . To give a generic definition of QoS compliance, we here
take response time (RT ) as our example subject, however the concept can be applied
to other types of QoS compliance. Suppose a service entity - Enti t y1 contains node
a (Na)

Definition 2 QoS compliance on response time of Na entails that, in a business
process P , Enti t y1 guarantees that, given T Na

RT = {t1, t2...tn} ∈ P DNa it requires
M F SL A

RT

(
T Na

RT

) ≤ T SL A
RT

Expression (7) describes the internal operation of a service node Na . Most intu-
itively, the response time of this node to the request from external invokers can be
calculated through T Na

RT = t1 − t0. It thus seems the logging strategy applied to
business logic compliance is also valid for QoS compliance, the services need to
log its input and output actions. But since the QoS compliance is verified accord-
ing to the time elapsed between the two actions, the evidence for QoS compliance
requires the declaration of the time when the action is carried out by the service
entity. Developed based on the evidence structure for business logic compliance
Na can log signed evidence E Na

QoS,t0 = 〈process I d, D Na
in,t0, t0〉Na for ANa

in,t0 and

E Na
QoS,t1 = 〈process I d, D Na

out,t1, t1〉Na for ANa
out,t1. Unlike for business logic com-

pliance, for QoS compliance the evidence must be logged immediately after the
occurrence of the corresponding actions. These extra stringencies are to help the AS
nodes, as external third parties, to determine if the evidence and the time enclosed
within the evidence logged by the concerned services are truthful.

→
{

A Na
in,t0 ∗ F Na

x ∗ A Na
out,t1

}
→ (10)

The truthfulness of evidence logged for QoScompliance is much more difficult
to verify compared to that of evidence for business logic compliance. A deceitful
service may manifest the time in the evidence to reduce its response time observed
by AS. To detect that, probability reasoning needs to be applied, to figure out how
likely this evidence is true. In some cases, other service nodes also need to submit
evidence to provide reference for the reasoning process. For instance, if the invoker
of Na logs the time when it invoked Na , AS can use this reference to assess the
credibility of the time Na claims it receives the request invocation. Details about this
will be discussed shortly in next section.

5.2 Compliance Analysis

Clearly, even though the participating service providers are instructed to submit
evidence to demonstrate their compliance, it is highly likely they may (i) choose not
to submit certain evidence or (ii) submit bogus evidence to avoid possible penalties.
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In our design, we make very limited assumption on the logging and the truthfulness of
the evidence submitted. Before a service node has been concluded for being compliant
for a specific action, the AS node constant hypothetically presume it is incompliant.
The confidence of such hypothesis—incompliance hypothesis confidence Con f ∈
[0, 1] is a continuous value, with 1 being definitely incompliant and 0 being definitely
compliant. It approaches 1 as more and more evidence suggest incompliance. The
AS nodes continuously update Conf for all observed activities that are happening in
the collaboration.

For Business Logic Compliance, to prove if node a has invoked the node b, AS
node needs to receive the evidence logged by node a and node b. These evidence
unambiguously prove if node b has been invoked with the data sent by node a , that
is

E Na
logic,t x , E Nb

logic,t y ⇒ A Na
log,t x , A Nb

log,t y ⇒
A Na

out,t1, A Nb
in,t2

D Na
out,t1, D Nb

in,t2
⇒ Comp Na

logic

where ‘⇒’ symbol refers to material implication. Based on this inference, we can
define the condition for the confidence for business logic incompliance (Con f Na

¬logic)
of Na to be 1 and 0, that is

Con f Na,Nb
¬logic =

{
0 i f ∃E Na

logic, E Nb
logic

∧
D Na

out,t1 = D Nb
in,t2

1 i f ∃E Na
logic, E Nb

logic

∧
D Na

out,t1 
= D Nb
in,t2

(11)

But when the required evidence is not present, we cannot conclude that the required
action is not conducted, as there is always a chance that the communication channel
is blocked. The most reasonable assumption AS can make is that, the longer time it
waits for specific evidence to be received, it becomes more and more confident that
the service failed to carry out the defined action, the more Con f Na

¬logic approaches one.

Following this, the value of Con f Na
¬logic can be adjusted according to the deviation

between the expected time to receive certain evidence and the current time. That is

Con f Na,Nb
¬logic =

{
fcon f

{
t − ε (tx )− ε

(
TNa,AS

)}
i f ¬∃E Na,out

logic

fcon f
{
t − ε

(
ty

)− ε
(
TNb,AS

)}
i f ¬∃E Nb,in

logic

(12)

where t is the current time and ε (tx ) and ε
(
ty

)
are the expected time Na and Nb

should log (the threshold time), and ε
(
TNa,AS

)
and ε

(
TNb,AS

)
are the expected

transmission latency to the AS node. fcon f is a function to increase the confidence
according to the unusual delay that has occurred.

The expected transmission time can be estimated according to the historical log-
gings (e.g. the time Nb logs can be estimated by adding the time Na claims it invoked
Nb to the average transmission latency between them). It is reasonable to assume a
service provider to be interested to display both good processing latency and fast data
transmission speed, in a bid to remain competitive. It will be unwise to systematically
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log bogus data that yield a very slow transmission history so it can hide a real per-
formance deterioration in the future, as its performance will appear unattractive and
suspicious at the first place. In some cases, the expected transmission time can be
estimated from available measuring of the internal and external transmission speed
of the cloud, for instance [20].

QoS compliance is more difficult to be verified compared to the business logic
compliance, because it has a bigger focus on the timing of the actions conducted.
Nevertheless, the inference steps are similar to that of business logic compliance.
Taking again our previous response time example, the steps of inference to verify
Na’s response time compliance is

E Na,in
QoS,t0, E Na,out

QoS,t1 ⇒ ANa
in,t0, ANa

out,t1 ⇒ RT Na = t1 − t0 ⇒ CompNa
QoS

However, the times t0 and t1 in the evidence are the claimed times by the issuer
of the evidence Na . The implications of this is that they may have been manifested
by Na to improve its QoS observed by AS. As an external party, it is difficult for
AS to find out the true timing of the actions conducted internally in some services,
since the network congestion may arbitrarily affect the transmission latency, this fact
may be exploited by dishonest participators to hide incompliance. It follows that,
certain means are needed to verify the truthfulness of the evidence effectively. We
here describe an approach to assess the validity of the evidence based on two key
aspects: individual evidence genuineness, and inter-evidence coherence.

Individual evidence genuineness refers to the validity of a piece of evidence on its
own. $AS$ nodes based on their knowledge about the current states of the system,
evaluate the possibility that the evidence submitted is true. This possibility, which is
essentially the confidence over the evidenceâs genuineness, can be evaluated as

Con f¬Gen(e) = fGen
(
e, Sre f

)
(13)

where e is the evidence under assessment and Sre f is a set of local state parameters
used as reference. Referring back to our response time scenario, AS node can record
the time when the evidence is received and use it to determine the credibility of the
claimed action time enclosed in the evidence. For example, if t0 is provided in the
evidence as the time Na claims when ANa

in,t0 happened, the evidence will reach the AS

node at t AS
0 where t AS

0 = t0 + T Na,AS with T Na,AS being the transmission latency
between Na and AS. Since the evidence is required to be logged immediately after
the occurrence of the activity, the confidence of evidence E Na,in

QoS,t0 being bogus is

Con f¬Gen

(
E Na,in

QoS,t0

)
= fGen

(
E Na,in

QoS,t0, t AS
0

)
(14)

= fcon f

{
t0 −

(
t AS
0 − ε

(
T Na,AS

))}
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where ε
(
T Na,AS

)
is the expected (average) transmission latency between Na and

AS. In normal case, the value of t0−
(
t AS
0 − ε

(
T Na,AS

))
should be relatively small.

But if Na attempts to reduce its response time deceptively by logging t0+� instead
(so t2 − t0 −� � RT Na), this will result

t0 +�−
(

t AS
0 − ε

(
T Na,AS

))
 t0 −

(
t AS
0 − ε

(
T Na,AS

))

and yield a larger confidence value about t0 being bogus. Whilst this is an example
of applying the genuineness test, the concept can be applied to other scenarios.

Inter-evidence coherence, as its name suggests, focuses on the coherence among
the different evidence submitted (possibly by different service nodes). More essen-
tially, it checks if the actions depicted by difference evidence raise conflicts or sus-
picion. To verify if the action described in certain evidence is coherent to some
other related actions conducted (possibly by other entities), the evidence about those
actions need to be logged (if not already) and brought together for analysis to discover
possible conflicts. This can be expressed as

Con f¬Coh (e) = fCoh

(
e, ere f

1 , ere f
2 ... ere f

n

)
(15)

where ere f
1 , ere f

2 ... ere f
n are the relevant evidence used as reference, and fCoh is a

function to evaluate their coherence with each other.
Referring back to our response time scenario, dishonest service nodes can exploit

the possible transmission congestion at its input/output edge. A dishonest node may
log evidence a moment after it has started processing a job or log evidence before
the output can be sent to the next node. In this way, they can reduce its processing
time observed by AS yet passing the genuineness test as the moment of logging is
changed accordingly, i.e. the bogus evidence t0 + � arrives at AS at time t AS

0 + �
resulting the same confidence value as when the evidence is genuine (Eq. 14).

This type of fraud can be detected by logging the input/output actions of the
invoker of the service, say Np, and the recipient of the output of Na , say Nq , and
analyse their coherence with the evidence logged by Na . Let us expand expression
10 to include three nodes, Np, Na and Nq .

{... AN p
out,tp} → {ANa

in,t0 ∗ F Na
x ∗ ANa

out,t2} → {ANq
in,tq ...} (16)

Here Np and Nq are requested to log their input/output actions as well. In the

normal case, AS will observe that Np logs E N p,out
QoS,tp at tp and Na logs E Na,in

QoS,t0 at

t0, resulting the transmission latency between Np and Na being T N p,Na = t0 − tp.
Assuming the history transmission latency measures are used to derive the expected
transmission time ε

(
T N p,Na

)
, if Na delays its moment of logging to t0 + �, AS

will immediate notice t0 + � − tp  ε
(
T N p,Na

)
and suspect the truthfulness of

E N p,out
QoS,tp and E Na,in

QoS,t0 as they appear to be incoherent to each other and to the history
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measurements. The coherence of E Na,in
QoS,t0 is then evaluated as

Con f¬Coh

(
E Na,in

QoS,t0

)
= fCoh

(
E Na,in

QoS,t0, E N p,out
QoS,tp, ε

(
T N p,Na

))
(17)

= fcon f

{
t0 − tp − ε

(
T N p,Na

)}

The larger the deviation to the expected (usual) transmission latency between the two
nodes, the more confident AS can be about the incoherence between the evidence.
Same method can be applied to evaluate the coherence of E Na,out

QoS,t2 with the evidence

E Nq,in
QoS,tq logged by Nq .
Unlike genuineness test, although AS can detect incoherence in the evidence, it is

difficult to find out which service is likely to be the party that logged bogus evidence
to improve its QoS. In other words, even AS observes t0 + � − tp  ε

(
T N p,Na

)
,

it cannot be sure if � is introduced by Np or Na as both of them have the incentive
to deceive. This particular issue will be discussed in Sect. 5 when we introduce the
concept of Compliance Interval.

Therefore, the confidence of QoS compliance Con f¬QoS is computed by con-
sidering both the genuineness Con f¬Gen and coherence Con f¬Coh of the evidence
submitted. This process can be expressed as

Con f¬QoS =
n∑

i=0

Con f¬Gen (ei )+
n∑

i=0

Con f¬Coh (ei ) (18)

where the confidence functions are assumed to be linear for simplicity. In our response
time scenario, the response time of Na can be calculated through RT Na = t2 − t0,
the confidence is developed as the accumulation of the confidence levels of the
genuineness and coherence of the evidence. This confidence reflects how reliable the
calculated response time is, the higher the non-compliance confidence, the less the
QoS value calculated can be trusted.

The confidence function could have various forms. A simple example could be a
linear function which increases when the deviation to the expected value increases,
i.e. fcon f = a(x − ε(x)). More complex calculation methods should be adopted
with domain knowledge when targeting some specific problems. One may notice the
Con f Na

¬QoS calculated according to Eq. (18) can be equal to or exceed 1. Certainly,
the probability of an event can never exceed one hundred percent, in the practice,
scaling may be applied to keep the value under one. The idea we are demonstrating
through this simple accumulation equation is that, the individual confidence values
calculated for different evidence, need to be aggregated to form the overall confidence
value which is used to judge the QoS compliance.
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6 Concluding Compliance Through Voting and Probing

Preserving system trustworthiness entails credible compliance verification. This
approach implies that the verification process is conducted under the assumption
that the underlying services are semi-trusted, whereby their behaviour is governed
by their own interests or priorities. Intuitively, this assumption is valid for account-
ability services as well. So far, it has been assumed that AS nodes are provided by
third parties, who do not benefit from the compliance performance of the underlying
business services, and act as a neutral monitoring agent to maintain trustworthiness.
However, this assumption is rarely true in practice. Although the monitoring agent
may not have prior connections to the services being monitored, once the monitoring
relationship is established, there is potential for colluding between the monitor and
the monitoring subject which has to be considered when verifying accountability.

For example, the evidence logging protocol described in Sect. 3 is built on the
premise that the private keys of the logger (BS) and the AS are kept confidential and
are never disclosed to one other; thus, the evidence log can serve as a definitive proof
of the action it is associated with. However, in a likely scenario that an AS colludes
with a BS and obtains the private key assigned to the BS, the AS can literally manifest
any evidence and sign on the BS’s behalf to improve its compliance performance.
The presence of such collusion and corruption can significantly hinder the trust-
worthiness provided by the accountability service. It naturally follows that, instead
of one, multiple accountability services must be employed to monitor the process
compliance. Although colluding is still possible, the scenario whereby multiple AS
nodes collude with the same BS is highly unlikely, and this likelihood diminishes
further when the number of accountability services involved increases.

In this approach, several AS nodes may be monitoring the same BS node at the
same time, which will determine its compliance according to their respective evidence
received. A voting process will be conducted among different AS nodes, during which
each AS node sends its own conclusion (called opinion) to the others. A BS node will
be found compliant or non-compliant only when the majority of the AS nodes provide
that opinion. Ideally, all AS nodes should have a consistent view upon the underlying
BS nodes; however, in the event of exceptions (e.g. a particular AS node may not
receive certain evidence due to network problems), the majority of the AS nodes can
still verify its compliance or lack thereof. Such a voting method thus tolerates some
scope for disputes and failures. Further, it makes verification process conducted in
the accountability service domain more reliable as it helps to address the concerns
that an AS node could also act erroneously, either mistakenly or deliberately.

Probing refers to the process whereby the states of the service nodes are actively
tested when the confidence of the non-compliance hypothesis reaches a critical level
(e.g. Con f¬logic > Con fthreshold ). The AS nodes will, in such cases, send special
probing messages (e.g. ping) to every concerned BS node in order to challenge their
compliance. Consequently, in order to prove their proper conduct, the probed BS
nodes need to respond to the probing messages in the correct manner and the majority
opinions of the AS nodes after probing would give a conclusion about which node(s)
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is faulty, and may be penalized or replaced. For example, if after probing, most of
the AS nodes confirm that certain BS node is no longer active, this node is therefore
found to be inactive despite of the fact that certain AS node may claim the BS node
has correctly responded to its probing message.

Nonetheless, voting and probing to some extend rely on the unbiased judgment
by the AS nodes. Whether an individual AS node is colluding with some BS nodes
is very difficult to prove unless strong and sometimes unrealistic assumptions about
the system are made a priori. Still, the potential for, and the effect of, such collu-
sion are appreciably diminished when multiple AS nodes are involved as individual
monitoring agents. While the inter-service colluding is not provable, the conclusion
drawn from the voting and probing process is. Thus, the multiple AS nodes acting in
tandem provide trustworthiness to the system.

6.1 Defining the Compliance Interval Through Probing and Voting

For business logic compliance, probing is usually required when certain evidence
is not received from a node within the allowable time frame, leading to a high
confidence value. A simple probing procedure is shown in Algorithm 1. When the
confidence of non-compliance exceeds the threshold value, the AS node will send
probing invitation to other AS nodes monitoring the suspicious service nodes, in
conjunction with the supporting evidence. When the majority of the AS nodes believe
that probing is needed, each AS node sends a probing message to the node and waits
for its response. If the reply is not received within the required time frame, the node is
considered inactive and therefore faulty. Alternatively, the reply message is received
and it contains the evidence the node provides in order to resolve the matter, and thus
establishes its compliance.

Given that, in response to the probing message, different evidence may be received
by different probing AS nodes, a voting is subsequently conducted, whereby all
involved AS nodes exchange their decisions (opinions on the matter) and evaluate
the case. A simple voting process is described in Algorithm 3.2. When an opinion
and its supporting evidence are received from another AS node, an assessment is
carried out to evaluate its genuineness and coherence with other locally available
evidence. The opinion will only be taken into consideration if the confidence values
obtained from such assessment are adequately low. Finally, the conclusion about the
compliance of the service nodes under suspicion is drawn according to the majority
of the opinions collected. Moreover, all probing as well as voting messages are signed
by the respective issuer before sending and their recipient will keep them for future
reference. This log system makes the compliance verification process traceable and
verifiable.

Inter-service invocation must involve two service nodes, say Na and Nb, as dis-
cussed previously, both need to log evidence for AS to verify such invocation has been
successfully carried out. If E Nb

logic is not received, assuming the network infrastruc-
ture handles the transmission loss detection and retrying, then either (i) Na did not
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invoke Nb and therefore is non-compliant; or (ii) Nb did not respond to the invoca-
tion received and therefore is non-compliant. As we have established, non-compliant
services may lie in order to avoid penalties. Probing may find both of the service
nodes claiming compliant. In this case, such event will be concluded as con f licting,
which means one of the services must be non-compliant yet both claiming compliant.
It is difficult for AS to determine which party is more likely to be deceitful unless
assisted with domain knowledge or by making further assumptions.

It follows that, a fair and provable way for AS to express one’s business logic
compliance is through a Compliance Interval. The business logic compliance interval
for a service node a (C I Na

logic) is defined as

C I Na
logic =

[ |ANa | − |A Na
¬logic| − |A Na

con f lict |
|ANa | ,

|ANa | − |A Na
¬logic|

|ANa |

]

(19)

where |ANa | is the cardinality of the set of all activities conducted by Na observed
by AS, |A Na

¬logic| is the cardinality of its set of activities found non-compliant with

business logic, and |A Na
con f lict | is the cardinality of its set of activities found conflicting

by AS. The lower bound is determined by the percentage of the compliant actions
if all conflicting actions are assumed non-compliant, whereas the upper bound is
determined by the percentage of the compliant actions if all conflicting actions are
assumed compliant. Thus, he closer those bounds get to one, the more compliant the
service is. For example, if an accountability service witnessed 100 actions conducted
by a service within a business process, of which 20 actions were definitely non-
compliant, 20 actions are conflicting (possibly non-compliant) and 60 are definitely
compliant, then, according to Eq. (17), the compliance interval will be [60, 80 %].

Algorithm 1: Probing suspicious service nodes
Input: a set of AS nodes {AS}, two suspicious nodes Na , Nb
Output: Probing results ResProbe

Initialize the set of AS replies ASrep ←− {};
if Con f Na

¬logic > Con f T hreshold
¬logic then

foreach NAS ∈ {AS} do
send probing invitation and relevant evidence to NAS ;
receive reply from NAS : RepNas with evidence;
ASres ←− RepNas ;

end

if No. positive replies> |{AS}|/2 then
probe Na, Nb ⇒ ResProbe;
return ResProbe;

else
return null;

end
end
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Although the compliance interval explicitly expresses the compliance perfor-
mance of the services being monitored, without any attempt to solve the possible
disputes between the services (which can be problematic), it is still useful indicator
of a service’s compliance and trustworthiness. For example, a service that consis-
tently claims that others are responsible for its own faults will result a large set
of conflicting actions, i.e. ANa

con f ilict , and lead to a large compliance interval, thus
strongly suggesting its possible lack of trustworthiness. In general, despite all the
domain-related facts, the larger this interval is, the less trustworthy the service node
appears to be. In other words, when compared to a service with compliance interval
[60, 80 %], another service with compliance interval [75, 80 %] clearly seems to be
more reliable and trustworthy even though they might actually have the same true
compliance percentage.

In terms of establishing QoS compliance, probing is usually not needed or ineffec-
tive. A service entity may forge seemingly unreal evidence, resulting high Con fQoS ,
but probing the service can reveal little truth if the entity is committed to deceive.
Therefore, for QoS data logged with high Con f¬QoS (Con f¬QoS > Con f T hreshold ),
AS nodes should propose the likely QoS value according to their observations, i.e.
adjust the QoS value claimed by the service based on the knowledge obtained from
the genuineness and coherence tests. Once the confidence value exceeds the thresh-
old, AS should propose an adjustment �AS to the evidence received ‘e’ so that

Con f¬Gen

(
e +�AS

)
< Con f T hreshold

¬Gen < Con f¬Gen (e) and/or

Con f¬Coh

(
e +�AS

)
< Con f T hreshold

¬Coh < Con f¬Coh (e)

where Con f T hreshold
¬Gen and Con f T hreshold

¬Coh are the threshold confidence for evidence
genuineness and coherence respectively.

Algorithm 2: Voting among AS nodes for verifying compliance
Input: a set of AS nodes {AS}, two suspicious nodes Na , Nb
Output: compliance conclusion Comp

Initialize the set of AS votes votes ←− {};
Analyse ResProbe ⇒ Opinion

foreach NAS ∈ {AS} do

send signed Opinion and supporting evidence to NAS ;
receive NAS opinion OpinionNas with evidence ENas ;

if Con fGen (ENas) < Con f T hreshold
Gen and

Con fCoh (ENas) < Con f T hreshold
Coh then

votes ←− OpinionNas
end

end
majority of votes ⇒ Comp
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Once again, the response time QoS (RT ) will serve as an example scenario.
Response time compliance is usually determined by its average deviation to the
SL A (TSL A). Hence the average value of the claimed response times form the lower
bound of the interval, whilst the average value of the adjusted response times (i.e.
some claimed response times would have been adjusted by AS nodes) form the
upper bound of the interval. The compliance interval about the response time of Na

observed by an AS node (ASi ) is given by:

C I Na,ASi
Qos =

[∑n
k=0 RT claim

k

n ∗ TSL A ,

∑p
k=0 RT accept

k +∑q
k=0 RT ad just

k

n ∗ TSL A

]

(20)

where RT claim is the response time claimed by the service, RT accept is the response
time found plausible by ASi and RT ad just is the adjusted response time based on
the suspicious evidence received. The lower bound is determined by the ratio of the
average value of the response time samples claimed by the service to the response
time SLA. Similarly, the upper bound is equivalent to the ratio of the average value
of the (partially) adjusted response time samples to the SLA. Therefore, the smaller
the upper and lower bounds are the better performance the service has. In con-
trast to the compliance interval of business logic compliance, where the upper and
lower bounds must be lower than one (100 %), those associated with the compliance
interval for QoS compliance may be equal or greater than one. For example, 80 %
will suggest that the service response time is 20 % faster than the SLA it guaran-
tees, whereas 120 % implies 20 % slower performance and certain penalty should
be applied.

The QoS compliance intervals established by different AS nodes may not be the
same due to the randomness introduced by the network environment. The average
QoS compliance interval of a service is determined through a voting among the
involved AS nodes. Each AS node forwards the compliance interval it has calculated
to all other AS nodes, and when the intervals established by others are received,
they are aggregated to derive the average lower and upper bounds for the average
compliance interval, which is given by:

C I Na
Qos =

[∑n
i=0 B ASi

lower

n ,

∑n
i=0 B ASi

upper

n

]

(21)

Where B ASi
lower is the lower bound of C I Na,ASi

Qos and is B ASi
upper the upper bound

of C I Na,ASi
Qos . In other words, the average value of the compliance intervals com-

puted by all AS nodes involved is used as the overall compliance interval of the
BS nodes.
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6.2 Colluding in the Accountability Service Domain

Possible violations incurred by any BS nodes as well as AS nodes can be regarded
as Byzantine faults [15]. The faulty node under this category may exhibit arbitrary
behaviours, such as being non-responsive or sending faulty messages. Early study
of Byzantine faults [10, 11] has found that for the diagnostic system to find the non-
compliant node, a system requires f + 1 nodes, where f is the number of possible
concurrent Byzantine faults. This is the case when solid evidence is available at that
last healthy node, which can unarguably prove the violations of the others. However,
when conspiracy is involved, the conspiring AS node may be able to forge fake
yet seemingly genuine evidence, as a bid to prevent certain BS nodes from being
penalized.

Certainly, it is not likely an AS node will be able to forge evidence to claim
something the conspiring BS node has not done. For instance, to claim BS1 has sent
a message to BS2 (which it has not), the AS node will need the private key of BS2
in order to forge the log submitted by BS2 after receiving the message. But in some
other cases, when the private key of the conspiring BS node is all what it needs, an
AS node will be able to generate seemingly undeniable evidence. For example, an
AS node can always claim a BS node is not inactive, by showing the forged signed
response from the BS node for its probing message.

Figure 6 shows an example of a probing process. In the example, three BS nodes
are composed to form a small business process, whereas three AS nodes have been
assigned to monitor them. In Fig. 6a, a possible fault is noticed when BS2 failed
to send its output to BS3 in the required time frame. All three AS nodes then send
probing message to BS2, and find out the node is overloaded by the requests from
BS1 (Fig. 6b). In Fig. 6c, disregarding the votes of the other AS nodes, AS1 forges
evidence to claim to BS1 that BS2 is working fine, so as to gain more job requests
for BS2 (although they will be processed slowly) while AS2 tells the truth. At this
moment BS1 is not able to decide if it should forward more job requests to BS2.
Finally, in Fig. 6d, AS3 also notifies BS1 of BS2 being faulty. BS1 is thus convinced
and send job requests to alternative BS nodes.

Proposition 2 In the worst case, where AS nodes may collude for the benefit of
some services by forging seemingly genuine evidence, the minimum number of AS
nodes (NAS) required is NAS ≥ 2 f AS + 1, where f AS is the number of possible
concurrent colluding AS nodes, so that the system can behave justly.

Proof According to Algorithm 1, the voting result is determined by the majority
of the opinions of AS nodes. Suppose NAS < 2 f AS + 1, then f AS ≥ NAS/2, which
means the votes of healthy AS nodes will never be the majority.

In the practise, it may not be easy to determine NAS or the approach to choose the
AS nodes with the smallest chance of conspiracy. Domain experts may be needed
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to make such decisions. An alternative approach may be looking at the historical
performance of the system and apply adjustments which eventually tune the system
to its proper settings. In particular, one may be interested to study the cases when AS
nodes make conflicting conclusions. In those cases, the ratio between the number of
correct conclusions to the number of incorrect ones, indicates the overall correctness
of the system and the degree of dominance of the healthy AS nodes.

7 Simulation Studies Through Fault Injection Experiments

We have implemented an experimental loan application business process in Amazon
EC2—a computing resource provisioning service that charges the user according to
the CPU usage. As shown in our running example, we deployed 5 BS nodes and 1
AS node on six standard computing stances in EC2—these are virtual machines with
computing power equivalent to 1GHz CPU and 1.7GB memory. Our implementation
used Apache Tomcat 5.5 as our Servlet container, and Axis2 1.5 as our web service
engine. We used BPEL to orchestrate the service nodes to form our loan application
business process. Apache ODE (http://ode.apache.org) has been used to conduct the
business process defined in BPEL.

7.1 Performance Evaluation

The BPEL scripts deployed in each service node have been transformed to log evi-
dence at AS when a service node receives an input and when it invokes another

Fig. 6 Probing and voting with colluded AS node

http://ode.apache.org
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Fig. 7 Performance testing. a Latency introduced by incorporating accountability. b Throughput
of AS under different loads

node with its output (refer to [33] for details). We first conduct testing to evaluate
the latency introduced by incorporating accountability. Figure 7a shows the overall
latency to finish the workflow with untransformed BPEL scripts and with trans-
formed ones. For the process that logs the entire input/output messages (the serie
marked with “circles”), the latency introduced compared to the untransformed one
(the serie marked with “squares”) grows as the request message becomes larger. In
percentage terms, on average we observed a 30 % increase in the overall latency.
Intuitively, this latency is substantial; however it can be largely improved through
the use of collision-resistant hash functions. We can see in the graph, the extra latency
is significantly reduced if the BPEL scripts are transformed only to log the hash of
the evidence (the serie marked with “triangles”). In fact, the extra latency almost
remains constant regardless of the size of the request message, so it becomes more
and more negligible when the message size increases. If a collision-resistant hash
function (e.g. VSH) is used to create digital certificates of evidence objects, the cer-
tificates are undeniably linked with the evidence and can be used later to request the
real evidence objects from the loggers.

As aforementioned, one AS node may be monitoring multiple BS nodes, or multi-
ple business processes. Naturally, it is interesting to find out the processing capability
of individual AS nodes. To evaluate this, we replicated the business process we have
implemented, and invoke multiple business processes concurrently. With this setting,
we evaluate the processing throughput of an AS node when it is under different loads.
We tested this with messages of size 50KB, the processing operations conducted by
AS involves both business logic and QoS compliance validating without probing
and voting. Figure 7b shows the testing results. In the figure we can see that, the
processing throughput of the AS improves as the number of workflows increments,
it reaches its peak when the AS is monitoring 6 workflows, and then it decays grad-
ually if more workflows are involved. The peak value may be different if tested with
different computing environment, in the real practise, compromises need to be made
to balance the working load and the complexity of compliance monitoring logic.
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Based on above observations, we believe it is reasonable to conclude that the
latency introduced by incorporating accountability into existing business processes
is acceptable and adjustable. An AS deployed in a small computing instance with
limited resources in the cloud is capable of monitoring the compliance of a number
of workflows each of which consists of multiple service nodes.

7.2 Fault Injection Experiments

In order to demonstrate the effectiveness of the system, we inject some faults into
the business process we have implemented, and let the AS nodes conclude the upper
and lower bounds of the services’ compliance intervals C I . Each service of the 10
business processes implemented has been asigned (i) an error rate, which determines
the probability the service node will be incompliant to the business logic; and (ii) the
tendency to deceive, expressed as percentage to determine the probability the service
will deny the incompliance caused by the internal error that has occurred. Three AS
nodes are involved to conclude the C I of the services.

The experiment is divided into 30 rounds. In each round, one random business
process structure is generated for every business process. Then all processes are
executed for a hundred times and the compliance interval as well as the actual com-
pliance percentage are recorded. The purpose of randomly restructuring the business
processes in every round is to avoid the case that the services next to a deceitful
service will be consistently involved into many conflicts even though they seldom
lie. It is also to coincide with the fact that, in practise, a service is usually provided
to a large group of clients rather than a small number of fixed clients.

In Fig. 8 we show the business logic compliance intervals concluded for two very
representative services: S1, a relatively honest and healthy service, with 10 % error
rate and 10 % deceit rate (Fig. 8a); and S2, a relatively deceitful and defective service,
with 30 % error rate and 30 % deceit rate (Fig. 8b). In the two figures, the upper/lower
bound curves are formed by the upper and lower bounds of the compliance intervals
concluded in 30 rounds of the experiment. The actual compliance curves (the serie
marked with “squares”) represent the true compliance percentages (rates) of the
services which are unknown to the AS nodes.

Interestingly, due to the different error rate and degree of honesty, the two figures
exhibit distinctive characteristics. First of all, apart from the random fluctuations, the
upper/lower bounds of S1 are much higher than that of S2, suggesting S2 has a higher
error rate. Secondly, the compliance intervals of S1 (the distance between the upper
and lower bound) are much smaller than that of S2, which indicates S2 is much more
likely to deceive compared to S1. Presumably, the real compliance rate of a deceitful
service will be close to the lower bound of its interval, as it is responsible for most of
the conflicts it has been involved with. Oppositely, an honest service’s compliance
rate should be close to its upper bound. Considering these, we can see the compliance
intervals in the two figures can help to make very reasonable estimations about the
true compliance rate of the services as well as their trustworthiness. Services with
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Fig. 8 Business logic compliance intervals. a Service with low error rate and tendency to deceive
(S1). b Service with high error rate and tendency to deceive (S2)

‘narrow’ compliance interval bands are more trustworthy than the ones with ‘wide’
bands. While this rule may not be used mechanically to conclude one’s compliance,
it provides many insights for the evaluation.

8 Conclusions and Future Research Directions

In this chapter, we have looked at many different aspects of accountability-based
approaches to verify compliance in collaborative business processes in the Cloud. We
described a novel modelling of the collaborative business process, which captures
both the horizontal structure (process level) and the vertical structure (infrastruc-
ture level) of the collaboration. With this model, we defined two generic types of
compliance and thoroughly analyse the evidence and the logging required for their
verification. We in depth discuss the extent to which compliance of a service can be
proved and elaborate our approach to conclude one’s compliance interval through
voting and probing. We evaluate the costs of the evidence logging in an experimen-
tal business process deployed in Amazon EC2, the overhead observed is acceptable.
Through fault injection experiments, we have demonstrated that compliance intervals
concluded based on undeniable evidence, can help to make reasonable estimations
about the services’ true compliance.

As the research on accountability is still rapidly developing, there are many issues
that remain open in this realm. Below, we identify a few potential research directions
in accountability, together with our own view over some desirable properties of those
research directions.

Generic versus domain specific. Compliance requirements are in diverse forms,
thus their respective verification methods can be very different. The accountability
mechanism designed for one domain may not be applicable to another. Hence the
usability and value of such design is often limited. Generic accountability models,
on the other hand, may be applicable to a range of scenarios; however, due to the lack
of domain support, such models may be far too abstract for practical deployment. In
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this case, compromise needs to be made to design the accountability for a practical
use scenario, while having a generic model in a higher level of abstraction.

Incorporate accountability into remote systems. In many cases, remote systems
(i.e. local systems of service providers) may be involved in a composed service net-
work deployed in the Cloud. Modifying such remote systems to incorporate account-
ability can be very difficult. Rather than having accountability as a dedicated compo-
nent during the design phase of the system, in this scenario, accountability needs to
be planted into the already implemented remote systems (e.g. as middleware). Such
approach is likely to suffer from the reduced stringency of accountability, as certain
internal states of the system will not be captured.

A unified accountability framework. Achieving strong accountability requires
several different functional blocks to be integrated and function together. Those
blocks include: requirement definition, evidence management and system diagno-
sis/reasoning. The research studies we have reviewed often only focus on one func-
tional block and make assumptions on the others. Since the researchers have different
views and design goals, it is difficult to combine several sources to form a unified
framework due to the inconsistency. In future research of accountability, a (relatively)
more consistent understanding of accountability needs to be shared among different
research groups. Certain flexibility should be allowed in the designed components,
so they can be integrated together to form
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Reputation as a Service: A System for Ranking
Service Providers in Cloud Systems

Wassim Itani, Cesar Ghali, Ayman Kayssi and Ali Chehab

1 Introduction

Today cloud service providers guarantee the quality of their services by defining a set
of Service Level Agreements (SLAs) with their customers. SLAs binds the provider
to a set of service level metrics typically related to service reliability, availability,
performance, security, and billing. Generally, the SLA formally specifies the min-
imum expected service metrics that the provider is committed to supply and that
the customer agrees to accede. A detailed description on SLA terms, levels, and the
various legislations and conditions that accompany their specification is comprehen-
sively presented in [34]. Unfortunately, SLAs typically lack any technical means
of enforcement which leaves the customer’s data and software processes under the
total control of the cloud service provider. Any failure to meet the SLA terms and
obligations will have disastrous effects on the cloud customer and provider. The
effects range from losing reputation and client trust to legal compliance, and finan-
cial penalties that may lead to putting an end to the entire business. This fact will put
pressure and responsibility on the customers when selecting a particular cloud ser-
vice provider for running their business processes and storing data. The severity of
this selection is further aggravated when we estimate the serious losses incurred
when dealing with “misbehaving” cloud providers or the technical difficulties,
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financial losses, and service downtimes accompanying the process of switching
between service providers. Terabytes of data migration tasks over expensive commu-
nication links, software reconfiguration and adaptation, and data leakage and privacy
implications are some factors that render the migration process highly expensive.

To alleviate customers concerns, and to aid them in selecting the appropriate
cloud service provider at the outset, we believe that a cloud reputation service should
be developed to rank service providers based on performance, security, and pricing
criteria. Although other criteria may be incorporated, performance, security, and
pricing criteria represent the “axis of evil” when dealing with misbehaving cloud
providers and are really the major building blocks in the development of the initial
customer-provider trust relationship. The advantages of a cloud reputation service
would benefit both customers and providers. The cloud customer will be able to take
better selection decisions when choosing a cloud infrastructure guided by a set of
measurable and quantified reputation scores. On the other hand, the reputation service
will encourage the cloud provider to enhance its provided services and offerings to
attract a larger customer base which results in the development of a healthier and
more competitive cloud computing market.

A major design goal to be achieved in the development of the reputation service
is for it to be secure and accountable. Hence it should be built on top of a trusted
cloud computing infrastructure for supporting the secure feedback processes and
the tamper-proof logging mechanisms. The recommendation and reputation scores
should be verified by a trusted third party trusted by the cloud customer and provider.
This prevents the providers from denying responsibility of SLA incompliance.

In this chapter, we present RaaS, a secure and accountable reputation system for
ranking service providers in cloud computing architectures. RaaS leverages previous
research in the fields of cryptographic coprocessors, software division, and secure
audit logging to provide a secure reputation reporting system whose results and rec-
ommendations can be published as a service and verified by trusted third parties or
by the cloud service providers themselves. The reputation service is based on an
assortment of ranking criteria ranging from multilevel performance and quality of
service measures to security and pricing assessments. This makes RaaS a valuable IT
component in supporting verifiable and accountable compliance with service-level
agreements and regulatory policies, encouraging competition among cloud providers
for better security and quality of service, and providing new and existing cloud cus-
tomers with valuable advice for selecting the appropriate cloud service provider(s)
that suffice their performance, budgeting, and security requirements. The RaaS rep-
utation system does not rely on subjective feedback from cloud customers but rather
carry out the reputation calculation based on observable actions extracted in real-time
from the computing cloud itself. This feature allows the system to be impervious to
attacks such as slandering, oscillation and Sybil attacks, which represent a major con-
cern when designing reputation systems [11]. Moreover, the RaaS real-time feedback
processes executed in the cloud (close to the transactions rather than in the customer
address space) aids the reputation service to adapt dynamically to changes in the cus-
tomer load and to resource variations in the provider infrastructure. This ensures the
accurate representation of the reputation ranking schemes and suits the “elastic” and
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complex nature of the virtualized cloud infrastructure. RaaS is implemented in a real
cloud computing architecture using the VMware vSphere 4 cloud operating system
[30]. The protocol implementation demonstrates the dynamics of reputation calcula-
tion and shows that the incorporated protocol operation imposes minimal overhead
on the overall system performance.

The rest of this chapter is organized as follows: Sect. 2 provides a literature sur-
vey of the main models and protocols related to the proposed work. In Sect. 3 we
discuss the trust model assumed in this work. Section 4 provides a brief overview
of a proposed hardware-based security infrastructure in cloud computing. Section 5
presents the architecture of the RaaS reputation system. In Sect. 6, a proof of concept
implementation of the RaaS protocols is evaluated and analyzed. Section 7 presents
a brief economic study and feasibility analysis of the reputation system components.
Section 8 summarizes the security axioms assumed in the system design and dis-
cusses a set of security exceptions. Conclusions and future directions are presented
in Sect. 9.

2 Background

A large number of reputation assessment systems and trust establishment models have
been introduced in service oriented architectures and the Internet. These systems
aim at ranking providers based on the quality of their services and establishing
the necessary trust models that govern the interaction among entities and agents in
such open architectures. A common property shared by available service-oriented
reputation systems is that they base the reputation calculation on the consumers’
feedback. Since this form of feedback information maybe, in many cases, subjective,
biased, or even malicious, the results and recommendations provided by this category
of reputation systems is characterized by incompleteness and inaccuracy and thus
cannot be fully trusted. The work in this chapter focuses on developing accountable
protocols to extract objective feedback based on observable events generated by
the computing cloud itself. Situating the source of reputation calculation within
the address space of the cloud provider nearest to where the customer transactions
are executed enhances the credibility of the reputation metrics and provides RaaS
with a major advantage over existing reputation systems. In Ref. [20], Mármol and
Pérez present some of the key challenges and threats facing the process of reputation
calculation in distributed systems. According to Ref. [20], differentiating among
honest and dishonest clients and handling malicious peers and information collectives
are on top of the list of challenges and risks to be tackled when designing distributed
reputation systems. Some of the proposed service-oriented reputation systems are
presented in Refs. [2, 6, 12, 19, 21, 32, 36]. In Ref. [16], Jøsang et al. provide
a comprehensive survey of trust and reputation systems in distributed systems and
the Internet. A similar survey, but with less discussion and analysis, is presented in
Ref. [18].
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Research on accountability in service-oriented distributed systems has received a
lot of attention after the proliferation of the cloud computing model. The emphasis on
the importance of having accountable cloud computing platforms sprouts form the
fact that in the computing cloud all the customer’s hardware and software resources
are under the full and direct control of the cloud service provider. In Ref. [22],
Pearson and Charlesworth shed light on the importance of accountability as a means
for resolving security and privacy risks in cloud computing. They thoroughly discuss
the key elements that can be enriched and supported by a cloud accountability service.
Of these they mention: policy compliance, responsibility determination, user trust
assurance through privacy policies and contractual measures, and transparency in
dealing with customer’s private data and computations.

In [9], Haeberlen discusses the key requirements for establishing an accountable
computing cloud and suggests the presence of an “Audit” primitive function that
enables the customer to check the compliance of the provider with the service agree-
ments. The recommendations and requirements provided in [9] are not accompanied
with a technical solution. This chapter is viewed as a “call for action” for further
research in this field as stated by the author.

A similar approach is presented by Yao et al. in [37] where the authors propose the
design of a cloud accountability service by the addition of explicit logging service
invocations in the business logic script. This method assumes the business logic
script runs in a trusted domain to support the generation of secure log entries. We
believe that this assumption does not acceptably comply with the cloud computing
model where all the customer business logic is under the direct control of the service
provider.

In [17], Li et al. present a set of benchmarking tools for estimating the performance
and costs of deploying a customer cloud application on different cloud providers.
This work suffers from a set of limitations that RaaS overcomes by design. These
limitations are summarized in the following points:

1. It does not take into consideration the validity of the benchmarking results when
possibly dealing with malicious cloud providers.

2. The performance measurements produced represent a snapshot in time. This
makes the validity of the measurements affected by variations in customer’s
workloads or by any modification in the software, hardware, or network infra-
structure. Moreover, changes in the provider’s pricing model may impact the cost
results.

3. It represents a client-side estimate of the provider’s performance.
4. Last but not least, the work in [17] does not consider any security evaluation

metrics. Security is a major requirement that should be considered when selecting
a cloud provider. This fact becomes more evident if we know that the main
factor hindering the adoption of cloud computing, particularly in healthcare and
financial applications, is the lack of security and compliance support in current
cloud service implementations.
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3 RaaS Trust Model

3.1 RaaS Main Players

RaaS operates in a traditional cloud computing environment consisting of the two
main communicating entities, namely a cloud service provider and a cloud customer.
The provider manages and operates a cloud infrastructure of on-demand storage and
processing services. The customer consumes the cloud services provided by the
service provider and uses the Internet as the main communication medium for data
exchange.

A cloud service provider could be an individual, a business enterprise, or a gov-
ernmental or federal organization. In the same sense, a cloud customer could be any
of the above mentioned entities.

The cloud applications managed by the provider abide with the Software-as-a-
Service (SaaS) 3-tier enterprise architecture [4]. The RaaS reputation service targets
this type of cloud applications since they currently dominate over 50 % of the cloud
market share [23].

3.2 Customer–Provider Trust Levels

The trust model we assume in RaaS is principally governed by the significance and
sensitivity of the cloud customer’s data. Employing this approach makes the proposed
reputation service comply with prominent cloud security and privacy protocols such
as that presented in [14]. Based on this trust categorization, RaaS supports the fol-
lowing three trust levels in the services published by the cloud provider:

1. Ultimate Trust: this trust level is established when the provider is fully trusted for
storing and processing customer’s data with relatively low degrees of significance.

2. Compliance-based Trust: this trust level is established when customer data needs
to be stored securely to achieve legal compliance regulations. The data security
is mainly accomplished by encryption (by the service provider) using a provider-
specific cryptographic key.

3. No Trust: in this trust level, the customer exhibits no trust in the cloud service
provider. This is mainly due to the private nature of the data to be stored and
processed in the computing cloud controlled by the provider. In the No Trust level,
the customer is responsible for encrypting the sensitive data with trusted crypto-
graphic keys before sending it to the cloud. Moreover, the software processing
operations are carried out in isolated execution containers to protect the privacy of
sensitive customer data. The isolated containers are implemented using tamper-
proof cryptographic coprocessors that are configured, maintained, and distributed
by a trusted third party as will be illustrated in Sect. 4.
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Based on the trust levels presented above, customer data in the envisioned cloud
computing environment is classified into three categories, before being transmitted
for storage and processing in the computing cloud.

1. Non Sensitive (NS): This attribute marks non sensitive data that needs no security
protection on the provider side. The cloud provider is trusted in this case to store
the data in plaintext format without any form of encryption. Secure SSL [7]
sessions could be optionally employed to secure the network transmission of NS
data to the cloud.

2. Compliance Storage (CS): This privacy attribute marks customer data that should
be stored encrypted in the cloud to comply with regulatory policies and recom-
mendations. The encryption mechanism is the responsibility of the cloud service
provider using a provider’s specific cryptographic key. When sending CS data to
the provider, the customer is forced to secure it over an SSL session to achieve
network data confidentiality and integrity. The cloud provider is forced by the
SLA to extract the SSL secured network data and store it encrypted. The encryp-
tion algorithm to be used and the ciphering key strength could be some parameters
enforced by the regulatory policy or specified by the SLA.

3. Highly Sensitive (HS): Data marked with this attribute exhibits high sensitivity
and privacy and should be concealed from the cloud service provider. For this
reason, HS data is encrypted at the cloud customer side using a customer-trusted
cryptographic key (KCID) before being sent for storage in the cloud. This type
of data can only be accessed and processed in the address space of the crypto
coprocessor which shares with the customer the key KCID.

4 Hardware–Based Security in the Cloud:
A Proposed Technical Overview

For a reputation system to be trustworthy, i.e. capable of producing reliable, objective,
and indisputable ratings and scores, it has to rely on a trusted cloud computing
infrastructure that supports the accountability and credibility of the system protocol
operation discussed in Sect. 5. RaaS relies on secure cryptographic coprocessors
to enforce the accountability of the reputation calculation protocols. This section
provides a brief overview of a proposed hardware–based security infrastructure in
the cloud as inspired from our previous work on privacy-aware data storage and
processing in cloud computing [14].

4.1 Secure Coprocessor Background

A cryptographic coprocessor is a tamper-proof piece of hardware that interfaces,
mainly via a PCI-based interface, to a main computer or server. The chief security
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property supported by a crypto coprocessor is its ability to provide a secure and
isolated execution environment in the computing cloud [38]. A crypto coprocessor
is a full-fledged computing system with its own processor, RAM, ROM, battery,
network interface card, and persistent storage. However due to economic reasons,
the coprocessor is usually less capable in terms of processing and memory resources
than the main server it interfaces to, and thus cannot replace it. The main property
that gives a crypto coprocessor its secure capabilities is the tamper-proof casing
that encloses it and makes it resistant to physical attacks. A secure coprocessor
tamper-resistance or tamper-responding mechanisms should reset the internal state
of the coprocessor (RAM, persistent storage, processor registers) upon detecting any
suspicious physical activity on the coprocessor hardware.

The only logical interface to the functionality of the coprocessor is done through
a highly-privileged root process burned at manufacturing into the ROM of the
coprocessor. This process represents a minimal operating system for the coproces-
sor. More on the root process is presented in Sect. 4.3. The input/output access to
the cryptographic coprocessor can be either done locally via the main server system
bus, or remotely via the coprocessor network card.

4.2 Coprocessor Authoritative Configuration and Distribution

The main authoritative entity responsible for configuring the crypto coprocessors and
distributing them to cloud service providers is a trusted third-party (TTP) trusted by
the cloud provider and customer. The resources of the crypto coprocessors installed
in the computing cloud are shared among the cloud customers registered in the
provider’s storage and processing services. This resource sharing mechanism sup-
ports the economic feasibility of the solution and, most importantly, complies with the
general cloud computing vision and paradigm. The TTP is responsible for securing
the provider rating process and analyzing the rating records to generate the provider’s
absolute reputation score. Technically, the TTP loads a set of private/public key pairs
into the persistent storage of the crypto coprocessor. Every public/private key pair
(PUCID/PRCID) is to be allocated to a single customer when the latter registers with
the cloud service provider. Upon registration, the cloud customer securely receives a
copy of its public/private key pair. This can be achieved through an offline transaction
or through a secure electronic session.

The PUCID/PRCID key pair set can be remotely updated by the TTP even after
the crypto coprocessor is installed in the computing cloud. This remote key update
mechanism is very important to support the registration of new customers and the
service revocation of existing customers.

In addition to loading the customer’s PUCID/PRCID key pair, the TTP also loads
its own secret key KTTP into the persistent storage of the crypto coprocessor. This
key is needed by the TTP to remotely authenticate to the crypto coprocessor and to
securely execute commands against it. Moreover, KTTP is used to secure the integrity
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and confidentiality of log records produced by the RaaS reputation protocols on the
cloud provider’s side as will be presented in Sect. 5.1.4.

The use of trusted third parties in security protocols is in many cases unavoidable
to satisfy a set of security or application-specific requirements. This fact is supported
by a wide set of successful protocol implementations that rely on trusted entities to
deliver its security and trust commitments. A paragon example is the well-known
PKI infrastructure used in the Internet today where all the communicating parties
hierarchically trust one or more root Certification Authorities (CAs) to authenticate
the principals’ public keys. Add to this the signals received from the cloud computing
industry itself where the notion of a trusted authority is getting more hype in the cloud
supported by practical products proposed by big names such as RSA as indicated in
the Cloud Trust Authority [3].

4.3 Coprocessor Process Model and Software Division

The crypto coprocessor process structure abides by the ABYSS [33] model. The
customer applications are logically isolated using a highly-privileged root process
that we refer to as the RP daemon. In addition to software isolation, The RP daemon
also controls the access to the cryptographic keying material stored in the coproces-
sor’s non-volatile storage and authenticates data, software, and remote configuration
connections from the cloud customers and the TTP.

RaaS supports the economic and performance feasibility of the reputation system
by adopting the software division concept. This concept urges the cloud customer to
logically divide its software application components into two categories: protected
and unprotected. The protected classification indicates that the logical component
should be executed in a protected process in the address space of the cryptographic
coprocessor. On the other hand, the unprotected classification indicates that the log-
ical component can be executed in a traditional process on the main server’s proces-
sor. The protected software part is digitally signed using PRCID and encrypted by a
customer-trusted key KCID shared by the customer and the cryptographic coproces-
sor. The key sharing mechanism is achieved by executing an authenticated version of
the Diffie-Hellman (D-H) key exchange protocol [5]. The authenticated D-H version
authenticates the communicating parties and prevents man-in-the-middle attacks on
the system. Whenever the software application is to be executed in the cloud, the
RP daemon on the crypto coprocessor parses the protected software part and veri-
fies its authenticity and integrity by checking the digital signature. Then it decrypts
this software part using KCID and executes it within the address space of the crypto
coprocessor.

The software division mechanism is also applied to the RaaS performance eval-
uation protocols to ensure the accountability of the feedback logging mechanism
on the cloud provider’s side. In the same sense, the protocols execution steps are
divided into secure (to be executed in the crypto coprocessor address space) and
non-secure (executed on the main server processor) based on their role in the
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performance evaluation process. This will be clearly illustrated when describing
the details of the RaaS secure event monitoring and auditing protocols in Sect. 5.1.

5 Reputation System Architecture

RaaS provides a secure and accountable reputation service that does not rely on
subjective feedback from cloud customers (although this kind of information could be
integrated in the reputation service). The main source of input feeding the reputation
calculation mechanism resides in the computing cloud itself at the provider side. The
reputation service utilizes a trusted crypto coprocessor to provide a secure execution
environment in the computing cloud, and thus produces authentic event logs that
constitute the basis for the reputation score calculation.

The provider’s reputation score is computed by the TTP and consists of three main
components: a security reputation score, a pricing reputation score, and a perfor-
mance reputation score. The performance reputation score is further subdivided into
two sub scores: the data retrieval reputation score and the data processing reputation
score. Basing the performance reputation score on the data retrieval and processing
software operations is adopted since these operations represent the general atomic
primitives upon which all higher level cloud transaction constructs are built.

It is worth mentioning here that other types of reputation components can be
incorporated into the reputation calculation process, such as reputation components
based on feedback from cloud clients or from third party auditing organizations.
Cloud providers can also be ranked based on statically-analyzed criteria such as cus-
tomer traction, technical background, and management track record. In this work we
mainly focus on the security, performance, and pricing criteria due to the belief that
they represent the top-of-the-list concerns in today’s cloud applications. The ability
to objectively monitor the variations in performance, security, and pricing is consid-
ered a highly challenging problem in today’s cloud computing market. Moreover,
striving to carry out the feedback processes in the computing cloud itself, close to
the transactions rather than in the customer address space, aids the reputation service
to adapt dynamically to changes in the customer load and to resource variations in
the provider infrastructure. This ensures the accurate representation of the reputation
ranking schemes and suits the “elastic” and complex nature of the virtualized cloud
infrastructure.

The reputation service consists of three main phases:

• The Secure Event Monitoring and Auditing phase: this phase is carried out at the
cloud provider side and is responsible for providing a trusted feedback mechanism
to support the calculation of the performance reputation score components. It
results in the generation of secure event logs by relying on the trusted coprocessor
entity. The event logs are periodically delivered to the TTP site to be processed
and analyzed.
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• The Reputation Score Calculation phase: In this phase, the TTP calculates the
performance, security, and pricing reputation scores. In the performance reputa-
tion score calculation, the TTP analyzes the providers’ event logs and studies their
compliance with the contractual terms and specifications promised in the SLAs.
The reputation score will be proportional to the degree of provider’s compliance
with the SLAs. The process of calculating the performance reputation technically
requires the existence of a set of secure and accountable protocols to accurately
measure the performance of customer transactions on the provider side. For this
reason, RaaS dedicates four secure performance monitoring and logging proto-
cols to achieve this aim. A detailed description of these protocols is presented in
Sect. 5.1.
The security reputation score is calculated based on two main qualities:

1. The static security specifications specified in the SLA, mainly the degree of
provider’s compliance with regulatory policies, the network and storage encryp-
tion and authentication algorithms supported by the provider, and the strength of
the cryptographic keys employed.

2. A dynamic penetration testing and vulnerability assessment mechanism executed
by the TTP at random points in time.

Finally, the process of generating the pricing scores is achieved by relatively
ranking the service prices specified by the different providers using a simple order
statistics algorithm. More on the reputation score calculation is provided in Sect. 5.2.

• The Service Publication phase: this phase involves the online publication of the
providers’ reputation scores and all the management mechanisms for resolving
disputes and complaints. The TTP provides through this phase the necessary pro-
cedures that allow the cloud service provider to check the validity and coherency
of its reputation scores. More details on this phase are presented in Sect. 5.3.

5.1 Secure Event Monitoring and Auditing

Depending on the type and sensitivity of operations requested by the cloud customer,
four performance evaluation and logging protocols are developed to securely generate
the event logs about customer transactions. These event logs will be used later by the
TTP to calculate the performance reputation score of the cloud provider. The RaaS
performance evaluation protocols are presented below:

5.1.1 The Bulk Data Fetch Protocol

This protocol is executed whenever the cloud client sends a query for fetching bulk
database/file data from the cloud storage facility. The requested data could belong to
any of the data categories presented in Sect. 3.2. The main goal behind running this
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Fig. 1 The BDF protocol execution steps

protocol is to securely and accurately measure the time needed by the provider to
retrieve the requested data from the cloud storage. Figure 1 presents the interaction
between the trusted coprocessor and the main server processor to execute the Bulk
Data Fetch (BDF) protocol steps. The 12 steps of the protocol are described as
follows:

1. The cloud customer sends a database/file query to the crypto coprocessor. The
query is accompanied by implementation-specific authentication information to
authenticate the client request and the integrity of the query. This is mainly done
by incorporating a cryptographic digital signature on the query structure using
the client’s private key PRCID

2. The crypto coprocessor authenticates the client query and initiates a performance
timer at time t1.

3. The crypto coprocessor relays the query to the main server processor.
4. The main server processor executes the query against the cloud storage facility.
5. The main server receives the query results from the storage.
6. The main server processor sends a collision-resistant hash value of the query

results to the secure coprocessor. The hash message has a double purpose. Firstly
it represents a signaling message from the main server processor to the crypto
coprocessor indicating that the data fetch process is accomplished. Secondly,
the hash value constitutes a commitment that binds the cloud service provider
with the results it fetched from the cloud storage. This commitment scheme
prevents the cloud provider from rushing a fake and premature signal to the
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secure coprocessor before the actual data fetching mechanism is really executed.
This will be evident when discussing protocol step 11.

7. The secure coprocessor terminates the performance timer at time t2 and verifies
the validity of the hash value received in step 6.

8. The crypto coprocessor authorizes the main server processor to deliver the query
data to the requesting cloud client.

9. The query data is delivered by the main server processor to the cloud client. The
query data is authenticated by an implementation-dependent provider digital
signature to ensure its authenticity and integrity.

10. The client validates the authenticity and integrity of the query results and sends
the hash value of the query data received to the crypto coprocessor.

11. The crypto coprocessor compares the commitment hash value received from the
main server processor in step 6 with the hash value received from the client in step
10. Equal hash values indicate that the cloud provider has fully accomplished
the query request before sending the finish signal to the crypto coprocessor in
step 6.

12. After validating the two hash values, the crypto coprocessor generates a secure
log entry containing, most importantly, the value of the time interval (t2 – t1).
A detailed description of the secure log generation mechanism is presented in
Sect. 5.1.4.

5.1.2 The Data Fetch for Execution Protocol

This protocol is a variant of the BDF protocol with the exception that the fetched
data is not sent to the cloud customer; instead it is consumed by internal software
processes. If the software processes are secure, i.e. running in the address space of the
crypto coprocessor, then steps 8, 10, 11, and 12 will not be needed since in this case
the software processes receiving the data are already running on a trusted platform.
Step 9 will be modified to deliver the requested data to a software process instead of
to the cloud customer. This will be illustrated in the next section.

5.1.3 The Data Execution Monitoring Protocol

This protocol is executed after the Data Fetch for Execution (DFE) protocol. Its
chief goal is to securely measure the time needed by the internal software processes
on the cloud provider side to process the data retrieved by the DFE protocol. A
very important property of the Data Execution Monitoring (DEM) protocol is that it
operates on non sensitive customer data of the NS and CS types. Processing operations
on sensitive data belonging to the HS category do not necessitate the presence of a
dedicated performance evaluation protocol. This fact is illustrated as follows: Due
to the high sensitivity of the processed HS data, the software processes handling
it should be of the secure type; that is running in the address space of the secure
crypto coprocessor. Since the processing platform is trusted and controlled by the
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Fig. 2 The DEM protocol execution steps

TTP, no performance evaluation is carried out or required and thus this protocol
has no direct effect on the reputation score calculation. Figure 2 illustrates the DEM
protocol execution steps. The 10 steps of the protocol are described as follows:

1. The secure coprocessor initiates the performance timer at time t1 which identifies
the start of data processing.

2. A “start execution” signal is sent to the main server processor to start the data
processing operations.

3. The software execution is carried out on the main server processor. Intermediate
output results may be pipelined to other software processes before producing
the final execution result.

4. The non secure processor sends a hash of the final result to the secure coprocessor.
The purpose of this hash value is analogous to that described in the BDF protocol
step 6 (execution completion signal and output result commitment).

5. Upon receiving the hash value in step 4, the secure coprocessor terminates the
performance timer at time t2 and checks the validity of the output result hash
value.

6. The secure coprocessor authorizes the non secure processor to send the process-
ing results to the cloud customer or to store them in the cloud persistent storage.

7. The data execution result is delivered to the customer or stored in persistent
cloud storage.

8. This step is executed if the cloud customer is the intended recipient of the process-
ing results (step 7). The cloud customer validates the authenticity and integrity
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of the data received in step 7 and sends the hash of the processing results to the
secure coprocessor.

9. The crypto coprocessor compares the commitment hash value received from the
untrusted processor in step 4 with the hash value received from the client in step
8. Equal hash values indicate that the cloud provider has fully accomplished
the data processing operation before sending the finish hash signal to the crypto
coprocessor in step 4.

10. After validating the two hash values, the crypto coprocessor generates a secure
log entry containing, most importantly, the value of the time interval (t2 − t1).

5.1.4 The Secure Log Generation and Storage Protocol

In this section, we present the format of the log records generated by the secure
performance evaluation protocols executed in the address space of the cryptographic
coprocessor. This section also describes the protocol employed to guarantee the con-
fidentiality, authenticity, and integrity of the log records when stored on the untrusted
provider side. Storing event logs on untrusted storage is compulsory due to the limited
capacity of the storage resources available on the trusted crypto coprocessor.

In RaaS, each log record entry consists of the following fields:

• RID : A unique identifier assigned to the log record.
• KID : The index or identification of the cryptographic key KTTP installed by the

TTP in the crypto coprocessor (see Sect. 4.2). KTTP is used to generate the log
message authentication codes as will be described later in this section. The field
is required in the log since the TTP may periodically refresh KTTP for security
purposes. Thus the ID of the KTTP key is included to unambiguously identify the
correct key used.
• CID : The cloud customer identification number.
• PID : The cloud service provider identification number.
• SID : The application or service identification number.
• SLAID : An index to the SLA contract governing the transaction generating this

log entry.
• RQuer y : The cloud client resource query to the cloud storage facility. This field is

null in the log records generated by the DEM protocol.
• β : The data size in Bytes retrieved/processed in the transaction.
• τ : The time required to retrieve/process the data in the transaction in milliseconds.
• TS : The timestamp of the transaction.

In addition to the above mentioned fields, application specific transaction fields may
also be included.

To protect the confidentiality and integrity of the log records when stored on
the untrusted cloud storage space, an authenticated and encrypted hash chain data
structure [25] is employed. The hash chain cryptographically links the encrypted
log records to assure their confidentiality and to prevent any undetectable malicious
modification on their contents. This mechanism is illustrated in Fig. 3 where Hashi



Reputation as a Service: A System for Ranking Service Providers in Cloud Systems 389

1) Performance log Record i is generated by the BDF, 
DFE , and DEM protocols
2) Performance Record i is encrypted with K

TTP
3) Hash i = HASH (Hashi -1 , E(KTTP, Log Recordi )) 
4) MAC i =MAC (KTTP , Hash i)

KID E(KTTP , Log Record i-1) Hash i -1 MACi -1

KID E(KTTP , Log Record i ) Hashi MAC i 

Fig. 3 The secure log generation and storage protocol (SGEN) protocol for securing log generation
and storage

represents the hash chain value of the ith encrypted log record. Hashi is constructed
by hashing the ith encrypted log record entry and the hash chain value of the previous
encrypted log record Hashi−1. Since Hashi includes Hashi−1, it is possible to verify
the integrity of all encrypted log records by only checking the authenticity of Hashi .
Hashi is authenticated using a message authentication code MACi generated using
the cryptographic key KTTP. Since the log record generation is entirely executed in
the address space of the trusted crypto coprocessor and since KTTP is securely stored
in the coprocessor’s persistent storage, the cloud service provider will not be able to
decrypt the contents of the log records, or modify them without detection.

5.2 Reputation Calculation

This section describes the reputation score calculation by the TTP for providers
registered in the reputation service. As mentioned previously, three main reputation
score components are calculated: a performance reputation score consisting of data
retrieval and processing sub scores, a security reputation score based on static and
dynamic security assessments, and a pricing reputation score that relatively ranks
the providers based on their offered service costs.

5.2.1 Reputation Score per Period

The reputation scores for providers are calculated periodically by the TTP which can
carry out the calculation on a monthly, quarterly, semi-annual, or annual basis.

Performance Reputation Scores:
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The securely generated logs are collected from the different provider sites and
analyzed in order to calculate the provider performance reputation scores. The cal-
culation is done as follows: for each log entry, the TTP utilizes the and fields to
calculate the transaction data retrieval/processing rates and compares them to the
rates promised in the SLA based on the following equations:

�r,i [%] =
βi
�r
− τi

βi
�r

× 100 (1)

�p,i [%] =
βi
�p
− τi

βi
�p

× 100 (2)

�r,i and �p,i respectively represent the percent improvement over the SLA retrieval
rate �r and processing rate �p for the ith log record. The SLAID log field identifies
the SLA contract governing the customer transaction producing the respective log
record.

By applying averaging and normalization operations on the calculated �r and �p
log entry improvement rates, the overall retrieval and processing reputation scores Rr

and Rp can be computed. Rr and Rp are functions of the average retrieval/processing
rates Xr and Xp and their standard deviations σr and σp , respectively.
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where Nr and Np are the number of retrieval and processing log entries per provider,
respectively, λ and is a normalization constant that represents the middle value of
the reputation score range.

Setting λ = 5, we get a retrieval and processing reputation scores range that lies
in ]0, 10[.

Numerical example:
This example demonstrates the calculation of the cloud provider retrieval reputa-

tion score resulting from the following sample log entries (the processing reputation
score calculation follows analogous procedure).

SLA_6: �r = 6 [Mbps] �p = 15[Mbps]
SLA_11: �r = 4 [Mbps] �p = 11[Mbps]
From Eqs. (1) and (2) we calculate, for each entry, the percent improvement over

the respective SLA. For instance, the improvement �r,1 resulting from the first record
in the sample log is calculated as follows:

�r,1 [%] =
50
6 − 6.5

50
6

× 100 = 22 %

Repeating the same calculation for records 2 through 4 , we obtain the following
improvement rates:

�r,2 [%] = 30.9 %

�r,3 [%] = 17.3 %

�r,4 [%] = −9.1 %

Applying Eqs. (3) and (5), we calculate the average and standard deviation of the
obtained improvement rates as follows:

X r [%] = 15.275 %, σr [%] = 9.1 %

Therefore, the retrieval reputation score based on Eq. (7) using λr = 5 ( 5 is the
value that gives a reputation score in the ]0, 10[ range) is equal to:

Rr = 5.76± 0.45

Security Reputation Score:
The security reputation calculation in RaaS is carried out in two main phases: a

static analysis phase and a dynamic penetration testing phase. In the static analysis
phase the TTP statically analyzes the provider’s SLAs for security-related terms and
specifications, classifies them into a set of security categories, and assigns a reputation
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weight to each category. The category reputation weight is provided based on the
quality of security this category represents.

Three security categories are currently supported in RaaS:

1. The degree of provider’s compliance with regulatory policies and recommenda-
tions such as the Health Insurance Portability and Accountability Act (HIPAA)
[10] for securing medical records and patient’s information and the Gramm-
Leach-Bliley Act [15] for ensuring the confidentiality of financial records and
banking transactions for any institution providing a financial service. The more
regulatory policies the provider supports, the higher is the reputation weight W1
assigned to this security category.

2. The set of cryptographic protocols supported by the cloud service provider for
providing the different network and storage security services. The weight W2
assigned to this category is based on the security and performance properties of
the cryptographic protocols supported. For example, a cloud provider using the
AES encryption cipher for providing the storage confidentiality services, a SHA-
512-based MAC algorithm for providing the storage integrity services, and the
SSL v3.0 protocol for securing the network communication will definitely get a
higher reputation weight on this category than a provider which supports DES
for storage confidentiality, MD5-based MAC algorithms for storage integrity and
which does not provide any form of network security.

3. The strength of the symmetric and asymmetric keys used in the cryptographic
protocols. Larger key sizes in modern cryptographic algorithms provide higher
grade security and are thus assigned a higher reputation weight W3.

The list of security categories is implementation dependent and can be extended
with additional classification groups as devised by the TTP. The general equation
representing the security reputation score Rs (static) ∈ [0, 10] resulting from the
static analysis phase is given as follows:

Rs (static) = 10
∑N

i=1 max (Wi )
×

N∑

i=1

Wi (9)

N is the number of security categories and max (Wi) is the maximum weight value
that can be assigned to the ith security category.

In the dynamic penetration testing phase the TTP performs a security assessment
of the provider’s site using advanced and up-to-date vulnerability scanning tech-
niques. This assessment procedure is executed at a random point in time during each
reputation calculation period. The dynamic penetration testing phase aims at scan-
ning the provider’s network resources and applications for known vulnerabilities to
verify the immunity of the provider’s system against possible security exploitations.
Currently, there exist a plethora of highly accessible penetration testing tools capable
of executing different types of network and system attacks. On top of the list are the
Nmap [28] and Nessus [27] network scanners which support a large set of active
and passive attacks to assess the security of networks and applications. The demon-
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stration example introduced later in this section presents some of the attack types
employed in the penetration testing phase. Note that carrying out the penetration
tests at a contingent point during the relatively long reputation calculation period
should in no way affect the quality of the provider services or the business of the
cloud users.

Quantifying the dynamic security score Rs (dynamic) is accomplished by assign-
ing a prevention weight to each attack tested. The prevention weight is incorporated
into the dynamic security score only if the provider was capable of preventing the
respective attack. The value of the prevention weight is determined by the TTP based
on the security implications that may result if the attack was successful. For example,
Denial of Service (DOS) and buffer overflow attacks are given more weight than port
scanning or OS fingerprinting attacks.

Let the set A : {A1, . . . , AJ } represent the assigned reputation weights of the
J attacks tested in the penetration testing phase and the set B : {B1, . . . , BK } rep-
resent the assigned reputation weights of the K attacks prevented by the provider
(K ≤ J ). The dynamic security score Rs (dynamic) ∈ [0, 10] and is calculated by
the following equation:

Rs (dynamic) = 10
∑J

i=1 Ai
×

K∑

i=1

Bi (10)

The overall security reputation score Rs is calculated by taking the weighted average
of the static and dynamic security scores according to the following equation:

Rs = a × Rs (static)+ b × Rs (dynamic)

(a + b)
(11)

The parameters a and b are selected by the TTP to control the contribution of the
static and dynamic components in the overall security reputation score calculation.

It is worth mentioning here that a high ranking in the static and dynamic test-
ing phases does not guarantee that the provider site is completely secure (in fact
no security testing scheme does). However, a high security reputation score pro-
vides a relatively high confidence level in the security capabilities, mechanisms, and
measures implemented at the provider cloud.

Numerical example:
Tables 2 and 3 present a numerical demonstration for respectively calculating the

static and dynamic security reputation scores. In Table 1 three security categories
and their corresponding reputation weights are presented. The “supported” column
indicates whether the particular security specification is supported by the example
provider SLA. In each category, the weight of the individual security specification
supported is added to get the category’s reputation weight Wi . Using the Wi values
of Table 2 in Eq. (9) we get:

Rs (static) = 10

(10+ 10+ 10)
× (8+ 10+ 7) = 8.33
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Table 1 Sample data retrieval log entries

RID KID CID PID SID SLAID RQuer y β(Mbits) τ (msec) TS

1 17 101 Serv_corp 19_Banking 6 Query_1 50 6,500 TS_1
2 17 101 Serv_corp 19_Banking 6 Query_2 40 4,600 TS_2
3 17 301 Serv_corp 23_Ledger 11 Query_3 60 12,400 TS_3
4 17 201 Serv_corp 41_MedServe 6 Query_4 55 10,000 TS_2

Table 2 Sample SLA security categories and respective reputation weights

Security category Individual weight Supported Reputation weight Rs ∈ [0, 10]

Regulatory compliance HIPAA 6 �
Gramm-Leach-Bliley 2 � 8
Sarbanes-Oxley 2

Cryptographic protocols AES 5 �
Twofish 4
Triple DES 2
DES 1 10
SSL v3.0 5 �
PCT 2
SHTTP 2

Key strength Symmetric 256 5
192 4
128 3 � 7

Asymmetric 2048 5
1024 4 �
512 2

Table 3 presents a sample penetration test scenario to dynamically asses the security
of the cloud IT infrastructure. The attack prevention weight reflects the relative
seriousness of the attack and the effect it has on normal system operation. The
“prevented” column indicates whether the provider was capable of preventing or
passing the particular penetration test. Using the weight values presented in Table 3
in Eq. (10) we get:

Rs (dynamic) = 10

(10+ 3+ 10+ 10+ 10+ 10+ 8+ 7+ 9+ 2+ 2)

× (10+ 10+ 10+ 10+ 8+ 9)

= 7.03

After calculating the static and dynamic security scores, we can find the overall secu-
rity score using Eq. (11). Setting (the static and dynamic scores equally contribute
to the security reputation score) we get:
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Table 3 Sample penetration testing attacks and the corresponding prevention weights

Penetration attacks Prevention weight Ai ∈ [0, 10] Prevented

SYS flooding 10 �
ICMP mapping 3
Default accounts 10 �
Buffer overflow 10
SQL injection 10 �
OS command injection 10 �
TCP ISN guessing 8 �
TCP RST attack 7
Cross site scripting 9 �
Port scanning 2
Host fingerprinting 2

Note that in real world implementations the list of security categories and pene-
tration tests is extended with a wide variety of possible security specifications and
attack scenarios.

Pricing Reputation Score:
The pricing reputation score is calculated by ranking a set of service providers

according to the cost of the cloud services they provide. The ranking is achieved by
employing a simple order statistics algorithm.

Assume that we have a set of n service providers E1, . . . , En providing a cloud
service S . Let the cost of S as specified by Ei be Ci . Applying the order statistics
algorithm on the set C : {C1, . . . , Cn, } results in ranking C in ascending cost order.
The index r of the provider’s cost Ci in the ordered set provides the pricing reputation
score Ei of with respect to the cloud service S according to the following equation:

Rs
s =

{
10, r = 1
10×(μ−r)

μ
, 2 ≥ r ≥ μ

(12)

where is the number of distinct cost values in the set C . Note that RS
c ∈ [0, 10]

In other words, the lower the relative price of the service delivered, the higher the
pricing reputation score attained.

5.2.2 Cumulative Reputation Score

This section describes how the cumulative performance, security, and pricing repu-
tation scores over the periods P1, P2, . . . , Pi+1 are calculated.

The retrieval and processing performance scores are calculated by only analyzing
the log entries generated in the period Pi+1. This is important for reducing the storage
and processing requirements at the TTP site considering the extremely large number
of log entries that need to be stored and analyzed for calculating the reputation scores



396 W. Itani et al.

of the different registered cloud providers. Note that the equations presented in this
section are generalized to satisfy the calculation of both the retrieval and processing
reputation scores.

Let X
∣
∣Pi

P1
and σ

∣
∣Pi

P1
be the total average rate and standard deviation of improvement

over the SLA from period P1 → Pi , respectively. Let X Pi+1 and σPi+1 be the
average rate and standard deviation of improvement in period Pi+1. To calculate the
cumulative average rate X T and standard deviation σT over the period from P1 to
Pi+1, the following equations are used:

X T =
(

X |Pi
P1
× N |Pi

P1

)
+ (

X Pi+1 × NPi+1

)

N |Pi
P1
+ NPi+1

(13)

σT =

√
√
√
√
√ 1

N |Pi
P1
+ NPi+1

N |Pi
P1
+NPi+1∑

k=1

(
�k − X T

)2
(14)

where N
∣
∣Pi

P1
is the number of log entries processes in periods P1 → Pi and NPi+1 is

the number of log entries processed in the period Pi+1.
To facilitate the calculation of σT without the necessity of storing and reprocessing

all the N
∣
∣Pi

P1 log entries, we assume that X |Pi
P1
≈ X T . This is considered a valid

assumption as N
∣
∣Pi

P1 is significantly larger than NPi+1 . Equation (14) can be rewritten
as follows:

σT =

√
√
√
√
√
√
√

1

N |Pi
P1
+ NPi+1

⎧
⎪⎪⎨

⎪⎪⎩

N |Pi
P1∑

i=1

(
�i − XT

)2 +
NPi+1∑

j=1

(
� j − X T

)2

⎫
⎪⎪⎬

⎪⎪⎭

(15)

which simplifies to:

σT =

√
√
√
√
√

1

N |Pi
P1
+ NPi+1

⎧
⎨

⎩

(
σ |Pi

P1
× N |Pi

P1

)
+

NPi+1∑

j=1

(
� j − X T

)2

⎫
⎬

⎭
(16)

Obtaining the values of X T and σT , the cumulative retrieval and processing reputation
scores and can be calculated based on Eqs. (7) and (8), respectively.

Calculating the cumulative security reputation score is straightforward. Let Rs
∣
∣Pi

P1
be the cumulative security reputation score from period P1 → Pi and RSi Pi+1 be the
security score in period Pi+1. The cumulative security score RT,s from P1 → Pi+1
is calculated as follows:

The cumulative pricing reputation score RS
T,c can be calculated analogously.
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5.3 Reputation Publication

After the TTP accomplishes the log analysis and reputation score calculation, it pub-
lishes the results online as a cloud service. The TTP also provides a set of procedures
for resolving disputes and enabling the cloud service provider to check the validity
and coherency of its published reputation scores. The main procedures employed
include:

1. The design of a provider complaint form containing a detailed description of the
problem or concern. The key elements of this form should include a specification
of the reputation component disputed (mainly performance reputation scores are
disputed since these are based on active protocol execution in the cloud), the time
period in which the score was calculated and published, and the reason why the
provider is concerned about the validity of the reputation score.

2. The design of an online complaint form submission system that handles the
providers’ contentions.

3. The specification of the maximum time period during which the provider is
allowed to raise a dispute after the publication of the reputation scores. This
is important for controlling the amount of storage needed at the TTP side to
maintain the providers’ reputation logs.

4. The specification of the extra charges incurred when the provider requests the
recalculation of its reputation scores.

5. The design of a secure mechanism for delivering the event logs resulting in the dis-
puted reputation score to the provider, together with the business logic necessary
to analyze the event logs and calculate the reputation score.

6 RaaS Prototype Implementation

A prototype proof of concept of the RaaS reputation service algorithms and proto-
cols is implemented on the VMware vSphere cloud computing platform. vSphere
is a virtualization framework for building robust cloud computing applications and
services. Currently, vSphere is considered the leading industry cloud operating sys-
tem supporting a large set of server, storage, and network virtualization services.
The main advantage in employing the VMware vSphere platform is its hardware
and operating system-independent abstraction layer that allows the dynamic and
on-demand hardware resource sharing and management by multiple client virtual
machines. We created five client virtual machines (VMs) on the vSphere virtual-
ization server to support the execution of the customer application business logic.
The guest operating systems running on these machines are: 2 Windows XP SP3
VMs, 1 Windows 7 VM, and 1 Ubuntu 9.04 VM. The vSphere physical server is
supplied with an Intel Core i7 CPU Q 720 running at 1.6 GHz and 4GB of RAM. We
implemented 2 sample customer enterprise applications to run in the vSphere cloud:
A Customer Relationship Management (CRM) application and a Human Resource
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(HR) management application. The applications execute SQL queries on an SQL
Server 2005 RDBMS running on a Windows 2003 R2 SP2 Server having two Intel
Xeon CPUs running at 3.8 GHz and 2 GB of RAM.

The vSphere virtualization server communicates with the database server using
a 100 Mbps LAN interface. The enterprise applications are developed using the C#
programming language.

To implement the functionality of a secure cryptographic coprocessor, we assume
that one of the core CPUs on the virtualization server is the secure crypto coproces-
sor while the other core CPUs are those of the main untrusted server. We believe
this assumption provides a viable proof of concept sufficient for testing the system
configuration, functionality, and reputation mechanisms.

The implementation focused principally on the realization of the RaaS perfor-
mance monitoring and logging protocols and on the penetration testing for assessing
the provider’s dynamic security reputation score. This is due to the fact that these
mechanisms represent the dynamic execution components in the reputation calcula-
tion system.

For evaluating the performance reputation score, a set of 2,000 data retrieval and
processing transaction events is generated by the implemented performance moni-
toring protocols. The event records generated are evenly distributed over 4 virtual
time periods of 5 days each. Roughly 100 transactions are executed on the database
server per day. The data size, retrieved or processed, is homogenously distributed
over the 10 KB–10 MB range. The transaction logs are analyzed and processed based
on the equations presented in Sect. 5.2 to produce the RaaS performance reputation
scores. Figures 4 and 6 respectively present the individual retrieval and processing
reputation scores derived at each time period. The graphs in Figs. 4 and 6 are based
on the retrieval and processing reputation parameters presented in Tables 4 and 6
respectively. In Figs. 5 and 7 the individual reputation scores in each period are
linked together based on the equations presented in Sect. to generate the cumula-
tive retrieval and processing reputation scores, respectively. The reputation graphs
of Figs. 5 and 7 are based on the reputation data in Tables 5 and 7, respectively.
The cumulative reputation results reflect a smooth continuous representation of the
provider’s reputation that can be extrapolated over the entire set of time periods.
This cumulative representation provides cloud consumers with accountable reputa-
tion attributes that aid in anticipating the future behavior of service providers. To
simulate a realistic operating environment for running the performance evaluation
protocols, we introduced random load and stress factors on the application and data-
base servers in each time period. This is achieved using the SQLIOSim tool [35].
The variation in the retrieval/processing reputation patterns presented in Figs. 4, 5,
6, 7 are directly related to the alteration in the intensity and duration of the load and
stress factors on the system resources.

Employing the RaaS performance monitoring protocols and secure log genera-
tion mechanisms added minimal overhead to the overall application performance.
This is primarily due to two main reasons: (1) the extremely fast inter-process com-
munication and interaction on the local server machine and (2) the efficient design
of the software division mechanisms that govern the interaction among the secure

http://dx.doi.org/522
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Fig. 4 Retrieval reputation calculation from the sample implementation
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Fig. 5 Cumulative retrieval performance calculation

Table 4 Retrieval reputation parameters for Fig. 4

Xr 0.053 49.135 47.287 63.275
σr 11.606 32.324 33.627 24.916
λr 5.0 5.0 5.0 5.0
Rr 5.002± 0.580 7.456± 1.616 7.364± 1.616 8.163± 1.616

coprocessor and the main server core processors. This fact is illustrated in Fig. 8 which
presents the average time in seconds consumed by the data retrieval and processing
operations with and without the application of the RaaS performance monitoring
protocols. The overhead is roughly 9.4, 6.9, and 4.6 % for the BDF, DFE, and DEM
protocols respectively. Pragmatically, this is considered minimal for a diverse set of
enterprise cloud services when considering the wide range of query sizes operated on.
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Fig. 6 Processing reputation calculation from the sample implementation

Table 5 Cumulative retrieval reputation parameters for Fig. 5

X T,r 0.053 24.594 32.158 39.937
σT,r 11.606 28.341 21.290 17.308
λr 5.0 5.0 5.0 5.0
RT,r 5.002± 0.580 6.229± 1.417 6.607± 1.064 6.996± 0.865

Table 6 Processing reputation parameters for Fig. 6

X P 38.496 63.449 42.086 35.978
σP 30.5586 25.99226 29.42078 40.264
λP 5.0 5.0 5.0 5.0
RP 6.924± 1.527 8.172± 1.299 7.104± 1.471 6.798± 2.013

Table 7 Cumulative processing reputation parameters for Fig. 7

X T,P 38.496 50.973 48.011 45.002
σT,P 30.558 20.347 17.302 20.454
λP 5.0 5.0 5.0 5.0
RT,P 6.924± 1.527 7.548± 1.017 7.4± 0.865 7.250± 1.022

Thus, we believe that the cost realized is highly reasonable in return of the reputation
service provided.

The calculation of the dynamic security reputation score is realized by executing a
set of over hundred vulnerability testing attacks on the cloud infrastructure resources.
The attack categories ranged from simple password cracking attacks to advanced
distributed DOS and buffer overflow attacks. We employed 25 security assessment
tools and network scanners for achieving this task. The majority of the security tools
used is published in [26].

The complete source code of the cloud prototype implementation is available
online at [24].
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Fig. 7 Cumulative processing performance calculation

Fig. 8 Execution time analy-
sis of the RaaS protocols

7 Economic and Feasibility Analysis

A brief economic study shows that commercial cryptographic coprocessors range in
price from several hundred to several thousand U.S. Dollars. The cost of the coproces-
sor mainly depends on its processing and memory capabilities, the degree of physical
security and tamper-resistance supported, its compliance with FIPS standards, and
the crypto functionality (Hardware acceleration and cryptographic implementations)
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provided. We believe that the cost of the reputation service presented can be greatly
reduced based on a set of external economic factors as well as internal design choices
related to the RaaS protocols architecture. These factors are summarized in the fol-
lowing points:

1. The increase in demand on cryptographically secure facilities to provide practical
security solutions, particularly to computing clouds, will increase the competi-
tiveness in the crypto coprocessor commercial market and will gradually result
in a higher functionality/cost ratio.

2. The technological advancements in computing and memory hardware, as well as
in physical packaging mechanisms, will result in delivering cost-effective cryp-
tographic coprocessors.

3. The emergence of open-source cryptographic processor designs [8] will support
the elimination of monopolies in the coprocessor market, and hence will lead to
considerable price reductions.

4. The coprocessor sharing mechanism employed in RaaS (where more than one cus-
tomer shares the resources of a particular crypto coprocessor) plays a major role
in the cost-effectiveness of the security solution by greatly limiting the number of
cryptographic processors that needs to be physically installed in the computing
cloud.

5. The software division mechanism and the light-weighted nature of the RaaS
performance monitoring protocols implemented supports a better utilization of
the crypto coprocessor and avoids any unnecessary loads on its resources. This
aids in reducing the resource requirements, and hence the price, of the coprocessor.
It is true that the software division process adds considerable costs in restructuring
legacy applications. However we believe that the reduction in the coprocessor cost
resulting from this process outweighs the software partitioning cost. Moreover,
we believe that the software industry will be able to accommodate the software
partitioning design model using standard patterns and blueprints which will highly
reduce the software division costs. From experience in this field we witness how
open and flexible is the software development industry to accepting novel software
development models. The rapid success of the procedural and Object-oriented
development paradigms is a good example to illustrate this point.

6. Cloud computing security research is giving more attention to trusted hardware
security approaches to provide technical solutions for solving several data privacy
and integrity issues in the computing cloud. This fact is corroborated by the
proposed work of the Trusted Computing Group [29] for developing a set of
cloud security services and protocols based on their Trusted Platform Module
(TPM) [1, 31].
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8 Security Discussion

The main axiom we consider in this work is that a secure coprocessor is capable of
ensuring the confidentiality and integrity of the data it possesses in its address space.
In fact, every security protocol depends on a set of assumptions, which if respected,
supports the proper fulfillment of the promised security properties and mechanisms.
For instance, when designing cryptographic protocols, it is usually assumed that
encryption algorithms are computationally-secure in resisting cryptanalysis and that a
successful brute force attack on the key space is highly expensive considering current
technological and computational capabilities. Thus, analogously, we believe that it
may be possible to violate the physical security protections of a crypto coprocessor
but this would require enormous effort and resources that are not currently possessed
by attackers. Based on this, we do not associate the protocol designs we present in
this work with any available crypto coprocessor design technology, but rather present
them using a generic crypto coprocessor model that serves the physical security
axiom we initially assumed. In other words, we believe that just as cryptographic
algorithms can be evolved and modified to increase, beyond feasibility, the cost
required to break them, tamper-proof security packaging technology can be enhanced
to increase the cost and effort required to breach the crypto coprocessor physical
security mechanisms.

In summary, the accountability of the RaaS protocols is guaranteed by relying
on the tamper-proof capabilities of cryptographic coprocessors. This ensures the
confidentiality and integrity of the log records even if stored on the nontrusted cloud
side. The encryption of the log records ensures their confidentiality by preventing
the cloud provider from reading the contents of these records. Moreover, the hash
chain structure and its respective MAC values ensure the integrity of the log records
by guaranteeing the detection of any unauthorized modification imposed on them.

Although we assume that the trusted entities of the security model (TTP and
cryptographic coprocessors) are immune against system and network penetration
attacks, we believe that it is beneficial to conclude the security analysis with a brief
description of the effects that may be experienced if some of the axioms assumed in
the RaaS system model are eradicated. The main security exceptions that may affect
the system are described below:

1. Compromise of the TTP or its key KTTP: an attack that compromises the TTP or
its cryptographic key KTTP will give the attacker unlimited network access to the
different cloud crypto coprocessors configured and distributed by the victim TTP.
The consequences of this attack are disastrous on the system since they result
in unveiling all the encryption cryptographic keys stored in the cloud crypto
coprocessors. This fact demolishes all the security mechanisms employed and
leads to the collapse of the whole security architecture.

2. Breaking into a crypto coprocessor: successfully breaking into a particular crypto
coprocessor allows the attacker to gain access to the TTP key KTTP. This fact
renders this attack a variant of the previously described attack in bullet 1.
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3. Capturing a cloud provider site: assuming that the physical security axioms of the
crypto coprocessor remain intact, capturing a cloud provider site would not affect
the confidentiality and integrity of the reputation feedback records. In fact this
is the main objective of the RasS reputation system which is to protect the con-
fidentiality and integrity of the reputation data against any form of unauthorized
access from an outside attacker or even from the cloud provider itself.

9 Conclusion and Future Directions

In this chapter we presented RaaS, a secure and accountable reputation service for
ranking service providers in cloud computing platforms. RaaS builds on a set of
integrity-assurance mechanisms and protocols to provide a secure execution envi-
ronment for supporting the reputation calculation. The reputation calculation is based
on securely-generated log entries at the provider-side. Dedicated light-weight per-
formance evaluation protocols are established to secure the event log generation and
storage mechanisms. A prototype implementation of the various RaaS algorithms and
protocols is tested on the VMware vSphere cloud computing operating system. The
incorporation of the RaaS protocols supporting the accountable reputation service
added minimal overhead to the overall system performance.

Future extensions on this work are summarized in the following two points:

1. Devising secure and accountable auditing mechanisms for assessing the energy
consumption patterns at cloud provider sites. Such mechanisms are very crucial to
incorporate energy consumption reputation scores into the RaaS reputation sys-
tem. Energy consumption reputation publication can aid in encouraging provider
sites to follow green computing IT approaches.

2. Relying on accountable performance, security, and energy reputation scores to
provide autonomic service routing protocols in collaborative cloud computing
architectures supporting composite services. This aids in leveraging the collab-
orative cloud service model to maximize the performance and energy efficiency
of advertised cloud services and to enhance their security mechanisms.
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Combating Cyber Attacks in Cloud Systems
Using Machine Learning

Md Tanzim Khorshed, A. B. M. Shawkat Ali and Saleh A. Wasimi

1 Introduction

One of the crucial but complicated tasks is to detect cyber attacks and their types
in any IT networking environment including recent uptake of cloud services. The
common business practice of existing cloud providers is that they are not transparent
when it comes to share security related logs and data with its consumers, which
adds to the difficulty of detection by a cloud customer. The issue is addressed in
this chapter in two parts. First, we demonstrate an easy technique on how cloud
customers can collect performance data from their Virtual Machine (VM). Second,
some thoughts are constructed on novel approaches to classify some of the widely
discussed cyber attack types using machine learning techniques. We evaluate the
techniques’ performances using accuracy measure. The novelty of this rather rigorous
analysis is in its ability to identify insider’s activities and other cyber attacks using
performance data. The reason for using performance data rather than traditional logs
and security related data is that the performance data can be collected by the customers
themselves without any assistance from the cloud providers. Therefore the aim of
these series of experiments in a constructed cloud system is to give researchers, cloud
providers and consumers additional insight and tools to proactively protect their data
from known, or perhaps even unknown, security issues that have similar patterns.

The ultimate design objective of this chapter is to build a “Proactive Attack Detec-
tion” model for cloud computing users with three goals. Firstly, the model will be
able to detect an attack when it starts or at least during the time of its perpetuation.
Secondly, it can alert system/security administrators and data owner about the attack
type with possible action needed. Thirdly, if cloud providers try to hide attack infor-
mation from customers, this model will be able to tell customers about the kind of
attack that happened by looking at the pattern of attack.
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The chapter is organized as follows: Sect. 2 discusses some background informa-
tion and related work for detecting cyber attacks in cloud computing using perfor-
mance data. Section 3 describes the key concepts of cyber attack detection in cloud
computing using machine learning techniques that includes experimental design and
data collection. Section 4 narrates different classification algorithms that can be used
for attack detection in cloud computing. Section 5 shows our experimental results,
and finally, in Sect. 6 we summarise the limitations of present work and put forward
the scope for future work.

2 Background and Related Work

As with any change in IT infrastructure where there are accompanying novel risks and
opportunities, cloud computing is no exception. Shared, on-demand nature of cloud
computing expose it to some unique risks that have not been experienced before.
Cloud computing inherits all the security issues from existing systems, for instance
grid computing, plus the security issues that have been created due to its unique
architecture and features [22]. Despite our awareness on threats and our efforts to
tackle them, cyber attacks are not vanquished, and we believe this is due mainly to
the gaps. Rimal et al. [31] presented eight examples of outages in different cloud
services with date and duration. Among those outages there are some providers of
today’s leading cloud services including Microsoft Azure and Google apps. Dahbur
et al. [8] presented three other scenarios of cloud computing outage and data loss
with the number of customers affected. It is not clear whether these outages were
caused by attacks, but nevertheless, outages and data losses are surely basic security
concerns and can be put into Cloud Security Association (CSA)’s data loss/leakage
threat category [2]. Researchers at the University of California, San Diego and the
Massachusetts Institute of Technology, Cambridge, and Ristenpart et al. [32] showed
experimentally with Amazon Elastic Compute Cloud [1] that it is possible to map
the internal cloud infrastructure and find out the location of a particular VM. They
also showed how such findings can be used to mount cross-VM side-channel attacks
to collect information from a target VM residing on the same physical machine.
A recent research [33] showed how malicious insiders can steal confidential data.
They demonstrated a set of attacks with attack videos, showing how easily an insider
can obtain passwords, cryptographic keys and files etc. Chonka et al. [5] recreate
some of the recent real world attack scenarios and demonstrate how HTTP-DoS and
XML-DoS attack can take place in cloud computing.

In this chapter we only focus on one of the most hostile cyber attack types known
as Denial of Services (DoS) and sometimes Distributed Denial of Services (DDoS).
According to the United States Computer Emergency Readiness Team (US-CERT)
DoS attack is a type of attack where an attacker attempts to prevent legitimate users
from accessing network or computer resources. DDoS means, the attacker is using
multiple computers to launch the denial-of-service attack [25]. However, there are
several other types of DoS attacks and attack tools which are worth testing in an
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experimental cloud environment. US-CERT [25] also listed few symptoms of DoS
and DDoS attacks such as unusually slow network performance, unavailability of a
particular website, inability to access any website, dramatic increase in the amount of
spam, etc. We discovered some commonalities among these [5, 32, 33] attack models
in that all of them used attack tools and followed organized attack procedures. We
have attempted to design our experimental setup in the same pattern.

In some recent research works, cloud providers’ reluctance to supply different
security related data to its consumers has been revealed. This is a recurring pattern
and does not appear to have an easy resolution as no one wishes to disclose their
company secrets together with policy for hiring recruits [19–22]. We also note that
some remediation measures are only initiated after a successful attack happens.
Therefore, this chapter intends to inform cloud customers of some necessary ideas
on how they can sense diverse types of cyber attacks with limited resources and
access they have. In a related work Khorshed, et al showed that real life insiders’
activities can be detected from the performance data in a hypervisor and its guest
operating systems [19]. They also demonstrate that it is possible to detect DoS and
DDoS based attacks on cloud computing using performance data which is generated
in the hypervisor and its guest operating systems [21].

Through the above research works, the performances of several of the most popular
machine learning techniques were used in a cloud environment for identification of
these attacks and activities. A comparison on performances has also been made
in identifying a particular attack or activity. A technique’s performance has been
evaluated through different performance evaluation matrices with the rigorous testing
of 10-fold cross validation. The experimental outcome demonstrated that C4.5 [28]
provided not only a better performance than other techniques, but also the level of
performance is of acceptable standard. The other algorithms tested were Naive Bayes
[18], Multilayer Perceptron [24], Support Vector Machine (SVM) [27] and PART
[12].

The utility of above research works is that they are capable of recognizing insider’s
actions and further DoS/DDoS attacks with performance data. The uniqueness of
this chapter is the use of performance data rather than the conventional logs and
security related data with the distinct advantage that the performance data can be
self-possessed by the customers without any help from cloud service providers.

3 Key Concepts/Technologies

Machine learning techniques can be used to investigate if there is an attack. If there
is a known type of attack, supervised machine learning techniques can take proactive
action to address the issue, and at the same time, notify systems/security adminis-
trators as well as the data owner. If an unknown type of attack happens, machine
learning will still be able to detect it as an attack analyzing the performance vari-
ations from standard usage, and can notify the designated person with the closest
type attack known to its database. That would make the security administrator’s job
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Fig. 1 Experimental design for attack generation, data collection and proactive actions for a
DoS/DDoS attack that match attack pattern

easier to fight against unknown types of attacks. A few previous research works by the
authors successfully identified Cloud insiders activities [19] and DoS/DDoS attacks
[21] using machine learning techniques. These researches found that the rule based
technique C4.5 is an efficient technique to solve the problem at hand. They evaluated
a technique’s performance through different performance evaluation matrices with
the rigorous testing of 10-fold cross validation. The experimental outcome demon-
strated that C4.5 provided not only a better performance than other techniques, but
also the level of performance is of acceptable standard. The other algorithms tested
were Naive Bayes, Multilayer Perceptron, SVM and PART [19, 21].

3.1 Experimental Design

For this experiment we first chose some of the very common DoS/DDoS attack tools,
our aim was to train the machine with necessary patterns of DoS/DDoS attacks, we
discuss about these basic tools in data collection section. We also studied some
of the real world documented attack scenarios, such as [9–11, 16] then planned and
generated attack script accordingly. Figure 1 shows our experiment designs. It should
be noted that for complex environments, we recommend running step 1 and 2 first,
train the machine and then run step 3 to get enhanced result.

Once attack script ran on Cloud Computing environment, we have collected Vir-
tual Machine Managers (VMM) data in step 4. At step 5 machine learning algorithms
were used to detect a DoS/DDoS attack type.

For this experiment we have chosen a HP ProLiant DL380 G4 Server [6] with
Dual network interface cards. The main reason for selecting server hardware is not
to make hardware limitation a bottleneck, which may provide inaccurate data. We
also chose VMW are ESXi 3.5 [37] Hypervisor as VMM and Windows 7 [7] as
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Fig. 2 Logical and physical diagram of our experiment design

guest Operating System (OS). Figure 2 shows a logical and physical diagram of our
experiment design.

3.2 Data Collection

In this section we present pictures of the performance charts that are taken from the
hypervisor during the attack and also performance plot generated by our data collec-
tion spreadsheet during the attack, the similarity between these two indicates how
precisely data was collected. Accurate data collection is very important to achieve
correct results by machine learning, and also, to make a distinction between an attack
and an activity. It is to be noted that we have collected performance data of 20 dif-
ferent parameters of System, CPU, Memory and network. In this chapter we only
included performance charts or plots of those that shows significant changes during
an attack, however, to refine data using machine learning we used all 20 parameters
at the same time irrespective of whether they made any noteworthy dissimilarity or
not.

3.2.1 DoS Using Real-Time Disk Operating System

Real-Time Disk Operating System (RDoS) by Rixer [35] is one of the most easily
available DDoS attack tool for web attack. This tool together with a port scanner can
be very useful DDoS attacking tools for web resources. In our experiment we only
used RDoS and did not use any port scanner as we created our own website on a
virtual cloud environment and knew the port number already, which in this case was
default HTTP port 80. Our HTTP servers Internet Protocol (IP) address is 10.1.1.1
and we ran RDoS tool from other VMs selecting victim’s IP address 10.1.1.1 and
port 80 from 4:30 to 4:40 a.m.

Figure 3 shows RDoS by Rixer tool running in our cloud environment and also
victim’s System performance chart showing important changes during the attack,
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Fig. 3 DoS attack using RDoS running also victims system performance chart showing significant
changes during the attack [21]

Fig. 4 System performance chart during RDoS attack happened between 4:30 and 4:40 a.m.

there is a notable change in performance chart from 4:30 a.m. onwards since we ran
this tool.

Figures 4 and 5 represent system and CPU performance charts, respectively, after
the attack happened between 4:30 and 4:40 a.m., significant changes in both System
and CPU performances are noticeable during attack time.
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Fig. 5 CPU performance chart generated in hypervisor during the attack
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Fig. 6 CPU performance plot generated by data collected for our experiment showing similarity
with the one generated automatically by the hypervisor

Next four pictures we have presented here are the plots taken from our data
collection spreadsheet, these are exactly same as the hypervisor was showing in
its performance charts during the time the attack happened, which indicates how
accurately data can be collected in a cloud environment. Figures 6, 7, 8 and 9 show
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Fig. 8 Memory performance plot shows significant changes in active memory and memory changes
during attack time

the performance plots of CPU, Disk, Memory and System, respectively, generated
by our data collection spreadsheet.

3.2.2 HTTP-DoS Attack Using Low Orbit Ion Cannon

Low Orbit Ion Cannon (LOIC) is an open source network stress testing and
DoS/DDoS attack application [3, 17]. An attacker can flood TCP/UDP packets with
the intention of disrupting the service of a particular host. On December 2010, BBC
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Fig. 9 System performance plot generated by data collected

Fig. 10 HTTP-DoS attack using LOIC running, also showing CPU performance chart generated
in hypervisor [21]

report entitled “Anonymous Wikileaks supporters explain web attacks” quoted secu-
rity experts that well-written firewall rules can filter out most traffic from harmful
DDoS attacks by LOIC [4]. However, in our previous research we discovered that
these corporate firewalls are not very effective if the attacker resides or shares the
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Fig. 11 CPU performance chart generated in hypervisor during attack showing significant changes
during attack time

Fig. 12 System performance chart generated in hypervisor during HTTP-DoS attack

same physical hardware from same cloud provider [22]. For that reason, here, we
attack a particular VM from other VMs that is sharing the same physical resources.
We started HTTP-DoS attack on victim (IP 10.1.1.1) using LOIC at 6:08 a.m. and
ended at 6:15 a.m. Figure 10 shows LOIC running from attacker VM with target IP
10.1.1.1.
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Fig. 13 Network performance chart generated in hypervisor during HTTP-DoS attack
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Fig. 14 CPU performance plot generated from the data collected [22]

Figures 11, 12 and 13 show the performance charts (taken from hypervisor) of
CPU, system and network during the attack. Significant changes in charts are notice-
able from 6:08 to 6:15 a.m. when the attack happened.

In Figs. 14, 15 and 16 we present the performance plots of CPU, network and
system generated by our data collection spreadsheet that we collected from the VMM
during the attack. Sudden increase in performance was noticed during the attack time
(started at 6:08 a.m. and ended at 6:15 a.m.)
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Fig. 15 Network performance plot generated from the collected data [22]
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Fig. 16 System Performance plot generated from the data collected

3.2.3 Ping Flood Attack

Ping flood is another kind of DoS/DDoS attack where the attacker crushes the victim
with Internet Control Message Protocol (ICMP) Echo Request (ping) packets. This
method could be very successful when sending packets quickly without waiting for
a response from the victim. If ICMP service is not disabled by the target host, it
will flood the target host with large data segments [15, 26]. However, in our study
and from work experience, we found organizations usually disable ICMP requests
at firewall or in the router so that it can stop ICMP requests from external networks,
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Fig. 17 From hypervisor console running ping flood attack from attacker VM to victim VM

Fig. 18 Network performance chart generated from the hypervisor

but traditionally they keep ICMP open on hosts in their own internal networks, so
that they can do network diagnostics. Our concern for cloud VMs is that an attacker
could be residing on the same physical hardware or somehow can manage to hack
into another low secured VM that is residing on same internal virtual network and,
carry this kind of attack to a target VM.

A certain kind of ping flood attack in the past was named “ping of death” where
an attacker deliberately used to send packets larger than the 65,536 bytes, many
computer systems were not able to handle a ping packet larger than this maximum
IPv4 packet size [34]. In our experiment we send ICMP packets from each attacker
VM slightly lower than that, so that attacker VM itself does not get overwhelmed.
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Fig. 19 Network performance plot generated from collected data
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Fig. 20 CPU performance during attack time, and nothing significant noted

We ran “ping 10.1.1.1 –t -l 65000” command from each attacker VM. Here –t was
used for repeated sending of echo messages and –l indicates the size of packet to be
sent, in this case it was 65,000 bytes from attacker VM1 (we named it win7_1 as
shown in Fig. 17).

Figure 17 shows hypervisor console running ping flood attack from attacker VM
to Victim VM. Whereas Fig. 18 represents network performance chart of attack,
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Fig. 21 Running SYN flood attack using engage packet builder and monitoring network perfor-
mance from the hypervisor during the attack

Figs. 19 and 20 are the performance plots of network and CPU generated during the
data collection that we capture from the VMM during the attack.

3.2.4 SYN Flood Attack Using Engage Packet Builder

A SYN flood attack is also another kind of DoS/DDoS attack where a network
becomes overwhelmed by a series of SYN requests to a target’s system [23]. Engage
Packet Builder [39] is a powerful and scriptable packet builder with capability of
packet injection starting from link layer (MAC address spoofing), it can also generate
SYN-Floods by building “strange” packets [39]. We used Engage Packet builder to
run SYN flood attack twice, at 5:13 a.m. and 5.17 a.m., Fig. 21 shows Engage
Packet Builder running from attacker VM (IP 10.1.1.10) with target IP 10.1.1.1,
Fig. 22 represents a performance chart (taken from hypervisor) of network during
the attack. Figures 23, 24, 25 and 26 are performance plots of CPU, memory, network
and system generated by our data collection that we collected from the VMM during
the attack.
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Fig. 22 Network performance chart collected from hypervisor after the SYN flood attack was over
[22]
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Fig. 23 CPU performance plot generated from the data collected during the SYN flood attacks

4 Classification Algorithms

Now-a-days, there are a series of algorithms available to do any classification task by
meeting the desired accuracy. Among these, Boosting is a general and popular method
to improve the classification accuracies of any weak learning algorithm [13]. In our
implementation we used decision tree C4.5 (WEKA name is J48) [28] as a weak
learner. One of the strong points of the Boosting algorithm is that one can identify
an upper limit of the training error under the assumption of the weak hypothesis, i.e.,
“rules of thumb”. The AdaBoost (adaptive boosting) algorithm was first proposed
in 1995 by Yoav Freund and Robert Shapire as a general method for generating a
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Fig. 24 Memory performance plot generated from the data collected during the SYN flood attacks
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Fig. 25 Network performance plot generated from the data collected during the SYN flood attacks

strong classifier out of a set of weak classifiers [13, 14]. AdaBoost works even when
the classifiers come from a continuum of potential classifiers (such as decision tree,
linear discriminants, etc.).

Let us consider a DoS attacks dataset which contains N instances and M attributes
(Steps 1 and 2 in Fig. 27). Basically the Mth attribute is holding the class variable of
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Fig. 26 System performance plot generated from the data collected during the SYN flood attacks

the Dos attack dataset. The independent attributes (N by M−1) is denoted by x in step
3 and dependent attribute Mth is indicated by y in step 4 below. We have presented
the dependent attribute with the two symbols (+1 means attack and −1 means no
attack). In step 5, we have assigned each instance with the same weight, Wi = 1

N . In
our implementation, the decision tree classifier uses the weights associated with each
instance. In step 7, the model is prediction, the class values either is +1 or−1. For an
ideal model, we should have M1(xi ) = yi . Of course the model is expected to be only
slightly better than random so ms in step 8 is unlikely to be empty. The model M1
relative error ∈1 is calculated as the relative sum of the weights of the misclassified
instances in step 9. We use αi to adjust the weights in step 11. To reach the expected
level of classification accuracy, we adjust the weights by increasing or decreasing in
the steps 11–13. We continue the model building and weight modification until the
new model performs no better than random (i.e., the error is 50 % or more: ∈1≥ 0.5)
or is perfect (i.e., the error rate is 0 % and ms in step 8 is empty), or when model
reach the maximum number of iterations. Finally, in step 14, the model M combines
the other models using a weighted sum of the outputs of these models. In the same
step, ∝ j reflects the accuracy of each of the constituent models. The pseudo code of
the AdaBoost algorithm is presented in Fig. 27.

A decision tree essentially uses ‘divide and conquer’ technique to break down
a complex decision making process into a collection of simpler decisions, thereby
providing an easily interpretable solution [29, 30]. The interesting thing of decision
tree modelling is that it is transparent and any one can see the tree structure easily
to check how the decision is made [29]. It is a predictive modelling technique used
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Algorithm: AdaBoost  

AdaBoost (data,learner) 

1:  
2:  
3:  
4:  

5:  for to  N: = 

6:  Repeat 
7:  
8:   I

9:  

10: 
11: for
12:  for

13:     until
14:  Return 

Fig. 27 Pseudocode of AdaBoost algorithm [38]

widely in classification. In a decision tree, the root and each internal node is labelled
with a query. At the terminating nodes, we can see the desired classification outcome
in the leaf. The pseudo code of the decision tree algorithm is presented in Fig. 28.
In this algorithm E and F indicate the training records and attribute set, respectively.
In Step 7, the algorithm works by recursively selecting the best attribute to split the
data and expanding the leaf nodes of the tree in Steps 11 and 12 until the stopping
criterion is met in Step 1.

In Step 2, the creatNode() function basically extends the decision tree after creating
a new node. The Classify() assigns the class level at the leaf of the tree in Step 3.
The find_best_split function determines the attribute to fit in the root to generate a
decision tree. In general, we use entropy/gain index to select the attribute for the root.

The entropy or expected information based on the partitioning into subsets by A
is given by the equation [2]:

E(S)

= −
n∑

j=1

fS( j)log2 f s( j) (1)

where:

• E(S) is the information entropy of the subset S;
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Algorithm:  Decision Tree  

TreeGrowth (E, F) 
1: if stopping_cond(E,F) = true then 
2:   leaf = createNode(). 
3:   leaf.label = Classify(E). 
4:   return leaf. 
5: else 
6:   root = createNode(). 
7:   root.test_cond = find_best_split(E, F). 
8:   let V = {v|v is a possible outcome of root.test_cond }. 
9:   for each v  V do 
10:     Ev = {e | root.test_cond(e) = v and e  E}. 
11:     child = TreeGrowth(Ev, F). 
12:     add child as descendent of root and label the edge (root →  child) as v. 
13:   end for 
14: end if 
15: return root.

Fig. 28 Pseudocode of the decision tree algorithm [36]

• n is the number of different values of the attribute in S (entropy is computed for
one chosen attribute);
• fS( j) is the frequency (proportion) of the value j in the subset S;
• log2 is the binary logarithm.

An entropy of 0 identifies a perfectly classified subset while 1 shows a totally
random composition.

Entropy is used to determine which node to split next in the algorithm, the higher
the entropy, the higher the potential to improve the classification.

The encoding information that would be gained by branching on A is given by:

G(S, A)

= E(S)−
m∑

i=1

fS(Ai )E(SAi ) (2)

where:

• G(S, A) is the gain of the subset S after a split over the A attribute
• E(S) is the information entropy of the subset S
• m is the number of different values of the attribute A in S
• fS(Ai ) is the frequency (proportion) of the items possessing Ai as value for A in

S
• Ai is ith possible value of A
• SAi is a subset of S containing all items where the value of A is Ai .
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Gain quantifies the entropy improvement by splitting over an attribute: higher is
better. The algorithm computes the information gain of each attribute to construct
the final decision tree [29].

The stopping_cond() function is used to stop the profuse expansion of the decision
tree. However, in the final stage we use tree pruning method to keep the tree size
manageable.

5 Experimental Results

It is important to note that for each attack type different set of parameters of the
computer/network system may change—we collected the data on what parameters
are changing compared with the usual/average usage. We consider 20 attributes to
construct the dataset. These are different parameters of CPU, disk, network and
memory performances. In practice, all the data points are considered as real values.
The total number of instances in our dataset is 536.

In our previous experiment with DoS attack data set, we had chosen Naive Bayes
(NB) [18], Multilayer Perceptron (MP) [24], Support Vector Machine (SVM) [27],
Decision Tree (C4.5) [28], and PART [12] to classify our data. Naive Bayes is a
probability based technique, Multilayer Perceptron and Support Vector Machine
are function estimation based techniques, Decision Tree and PART are rules based
machine learning techniques. All these techniques have been implemented in WEKA
[40], which is a Java based popular machine learning tool. WEKA uses C4.5 . [40]
algorithm for decision tree implementation with a WEKA brand name J48.

We previously suggested J48 in cloud system to identify DoS attacks. However,
in this research we noticed AdaBoost with J48 (which is WEKA implementation of
C4.5) and AdaBoost with PART displayed significantly better accuracies, 95.5224

Table 1 Classification performances of DoS attack data

Naive Multilayer Support Decision AdaBoost PART AdaBoost
Bayes Perceptron Vector Tree J48 with J48 with

Machine PART

Classification
accuracy in %

75.00 92.53 82.08 93.47 95.5224 93.28 95.1493

No. of
unclassified
instances

0 0 0 0 0 0 0

Model building
time in
seconds

0.03 4.55 0.67 0.06 0.41 0.11 0.82

Model testing
time in
seconds

0.01 0.01 0.01 0.00 0.00 0.01 0.01
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and 95.1493 %, respectably as shown in Table 1. We also investigated the rest of the
algorithms as a base algorithm of AdaBoost but the accuracies have not shown any
improvement compared to J48.

From the experimental performance we observed that not a single instance was
unclassified. It added the classifiers strength on our problem. Basically in the classifier
selection phase user always provide emphasis on two ingredients: accuracy and
computational complexity. We have observed the computational complexity in both
ways including model building and performance evaluation of the model. In the
model building phase, we observed that Naive Bayes was the winner classifier when
we did not consider the AdaBoost method. However, after adopting the AdaBoost
we found J48 is the faster base classifier than PART. In the model evalution phase
we observed that J48 took almost 0 seconds compared with PART. Therefore, we
suggest J48 could be a better choice for combating cyber attacks in the cloud domain.

6 Limitations and Scope for Future Work

Notwithstanding the fact that cloud computing is still emerging in the information
technology landscape, and so many of the future threats may still be unknown, we
can always train a machine with the range of attack patterns learned in the past and,
slot that in the new architecture. Further investigations and growth into the following
areas and issues would be useful:

• Investigate any outage that happened in Cloud computing and find out the actual
cause and, if that has happen due to an attack, prepare full documentation of that
attack in order to combat.
• Develop a real-time monitoring system with a large volume of data that will help

in proactive attack detection model using modern machine learning techniques
and learning tools such as WEKA.
• Conduct experimental analysis to investigate the real world documented attack

scenarios, which normally occur in a combination of attack types.
• Investigate and analyse the potential challenges of real life implementation of

proactive attack detection model: how Cloud providers can co-operate with their
customers in this regard.
• Propose suitable solutions to mitigate these problems with the help of a series of

experiments. For instance, identifying combination of attacks in Cloud Computing
using supervised learning and new novelty detection model for cyber attacks in
Cloud Computing using unsupervised learning, thereby identifying the attacks in
an intelligent way.
• Develop pattern analysis graph using database where machine learning will be

able to detect any novel attacks.
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7 Conclusions

In this chapter, we attempted a resolution of one of the major trust issues between
Cloud providers and their customers: “cloud providers are not transparent and try to
hide security related data from their customers”. We endeavoured to empower the
customers with a novel approach on how cloud customers can detect cyber attacks
happening in their VM by collecting performance data and using machine learning
techniques. The reason for using performance data here instead of traditional security
logs and data is that, cloud customers can easily generate performance data of their
VM using built-in or third party software without assistance from the cloud provider.
We demonstrated through performance charts from hypervisor and performance plots
from our data collection to show how accurately these kinds of data can be collected
throughout an attack. We also presented the performances of several of the most
popular machine learning techniques on attack identification in a cloud environment
and, a comparison on performances has been made. We used accuracy measure for
the final selection of a learning technique for the task. In this chapter we suggested
the use of AdaBoost method with base classifier J48 to protect the Cloud Computing
environment from cyber attacks. The major advantage of AdaBoost is that it considers
a weighted sample to focus learning on the most difficult attack rather than a random
sample of the training data. Moreover, this method incorporates weighted vote instead
of combining classifiers with equal vote, the latter is very common in the traditional
learning theory.

We admit this study is still in a preliminary stage that needs substantial verification
in diverse areas.

References

1. Amazon (2011) Amazon Elastic Compute Cloud (Amazon EC2). Retrieved 27 June 2011, from
http://aws.amazon.com/ec2/

2. Archer J, Boehme A, Cullinane D, Kurtz P, Puhlmann N, Reavis J (2010) Top threats to cloud
computing, version 1.0. Cloud security alliance. Retrieved 7 May 2011, from http://www.
cloudsecurityalliance.org/topthreats/csathreats.v1.0.pdf

3. Batishchev AM (2012). LOIC. Retrieved 22 Aug 2012, from http://sourceforge.net/projects/
loic/

4. BBC (2010) Anonymous Wikileaks supporters explain web attacks. Retrieved 23 Aug 2012,
from http://www.bbc.co.uk/news/technology-11971259

5. Chonka A, Xiang Y, Zhou W, Bonti A (2010) Cloud security defence to protect cloud computing
against HTTP-DoS and XML-DoS attacks. J Netw Comput Appl.

6. Company H-PD (2012) HP proLiant DL380 G4 server–specifications retrieved 6th Aug 2012,
from http://h18000.www1.hp.com/products/servers/proliantdl380/specifications-g4.html

7. Corporation M (2012) Windows 7 Retrieved 6th Aug 2012 from http://windows.microsoft.
com/en-au/windows7/products/home

8. Dahbur K, Mohammad B, Tarakji AB (2011) A survey of risks, threats and vulnerabilities
in cloud computing. Paper presented at the Proceedings of the international conference on
intelligent semantic web-services and applications, ISWSA ’11. ACM, New York, USA.

http://aws.amazon.com/ec2/
http://www.cloudsecurityalliance.org/topthreats/csathreats.v1.0.pdf
http://www.cloudsecurityalliance.org/topthreats/csathreats.v1.0.pdf
http://sourceforge.net/projects/loic/
http://sourceforge.net/projects/loic/
http://www.bbc.co.uk/news/technology-11971259
http://h18000.www1.hp.com/products/servers/proliantdl380/specifications-g4.html
http://windows.microsoft.com/en-au/windows7/products/home
http://windows.microsoft.com/en-au/windows7/products/home


430 M. T. Khorshed et al.

9. Danchev D (2008a) Coordinated Russia vs Georgia cyber attack in progress. Retrieved Oct 25
2008.

10. Danchev D (2008b) The DDoS attack against CNN. com.
11. Danchev D (2011) Dancho Danchev’s blog–mind streams of information security knowledge

retrieved 31 May 2011, from http://ddanchev.blogspot.com/
12. Frank E, Witten IH (1998) Generating accurate rule sets without global optimization. Paper

presented at the fifteenth international conference on machine learning.
13. Freund Y, Schapire R, Abe N (1999) A short introduction to boosting. Journal-Japanese Society

For Artificial Intelligence 14(771–780):1612
14. Friedman J, Hastie T, Tibshirani R (2001) The elements of statistical learning, vol 1. Springer

Series in Statistics, New York
15. Grid G (2010) Tutorial: how to DoS attack (Ping flooding). Retrieved 23 Aug 2012, from http://

ghostgrid.blog.com/2010/12/16/ping-flooding/
16. Grossman J (2011) Jeremiah Grossman. Retrieved 19 June 2011, from http://jeremiahgrossman.

blogspot.com/
17. Inc G (2012) NewEraCracker / LOIC. Retrieved 22 Aug 2012, from https://github.com/

NewEraCracker/LOIC/
18. John GH, Langley P (1995) Estimating continuous distributions in Bayesian classifiers. Paper

presented at the Eleventh Conference on Uncertainty in Artificial Intelligence, San Mateo
19. Khorshed MT, Ali ABMS, Wasimi SA (2011a) Monitoring insiders activities in cloud com-

puting using rule based learning. Paper presented at the Proceedings of IEEE TrustCom-11,
Nov 16–18, Changsha, China.

20. Khorshed MT, Ali ABMS, Wasimi SA (2011b) Trust issues that create threats for cyber attacks
in cloud computing. Paper presented at the Proceedings of IEEE ICPADS, December 7–9,
2011, Tainan, Taiwan.

21. Khorshed MT, Ali A, Wasimi SA (2012a) Classifying different DoS attacks in cloud computing
using rule based learning. Security and Communication Networks, Wiley, New York. doi:10.
1002/sec.621

22. Khorshed MT, Ali A, Wasimi SA (2012b) A survey on gaps, threat remediation challenges and
some thoughts for proactive attack detection in cloud computing. Future generation computer
systems. Elsevier, New York. doi:10.1016/j.future.2012.01.006

23. Kumar A, Sharma AK, Singh A (2012) Performance evaluation of centralized multicasting
network over ICMP ping flood for DDoS. Perform Eval 37(10)

24. Lopez R, Onate E (2006) A variational formulation for the multilayer perceptron. Artificial
Neural Networks-ICANN 2006:159–168

25. McDowell M (2009) Understanding denial-of-service attacks. Retrieved 10 Jan 2013, from
http://www.us-cert.gov/cas/tips/ST04-015.html

26. Nanda R (2008) DDoS Attack/PING flooding: explanation and solution. Retrieved
23 Aug 2012, from http://ramannanda.blogspot.com.au/2009/05/ddos-attackping-flooding-
explanation.html

27. Platt JC (1999) Fast training of support vector machines using sequential minimal optimization.
Paper presented at the Advances in Kernel Methods–Support Vector Learning.

28. Quinlan JR (1993) C4. 5: programs for machine learning. San Mateo, Morgan Kaufmann, CA.
29. Quinlan JR (1986) Induction of decision trees. Mach Learn 1(1):81–106
30. Quinlan JR (1987) Simplifying decision trees. Int J Man-Mach Stud 27(3):221–234
31. Rimal BP, Choi E, Lumb I (2009) A taxonomy and survey of cloud computing systems. Paper

presented at the NCM ’09. In: Proceedings of the (2009) fifth international joint conference on
INC, IMS and IDC (IEEE Computer Society). Washington, DC, USA

32. Ristenpart T, Tromer E, Shacham H, Savage S (2009) Hey, you, get off of my cloud: exploring
information leakage in third-party compute clouds. Paper presented at the Proceedings of the
16th ACM conference on Computer and communications security Chicago, Illinois, USA.

33. Rocha F, Correia M (2011) Lucy in the Sky without Diamonds: stealing confidential data in
the cloud.

http://ddanchev.blogspot.com/
http://ghostgrid.blog.com/2010/12/16/ping-flooding/
http://ghostgrid.blog.com/2010/12/16/ping-flooding/
http://jeremiahgrossman.blogspot.com/
http://jeremiahgrossman.blogspot.com/
https://github.com/NewEraCracker/LOIC/
https://github.com/NewEraCracker/LOIC/
http://dx.doi.org/10.1002/sec.621
http://dx.doi.org/10.1002/sec.621
http://dx.doi.org/10.1016/j.future.2012.01.006
http://www.us-cert.gov/cas/tips/ST04-015.html
http://ramannanda.blogspot.com.au/2009/05/ddos-attackping-flooding-explanation.html
http://ramannanda.blogspot.com.au/2009/05/ddos-attackping-flooding-explanation.html


Combating Cyber Attacks in Cloud Systems Using Machine Learning 431

34. Rouse M (2006) Ping of death. Retrieved 23 Aug 2012, from http://searchsecurity.techtarget.
com/definition/ping-of-death

35. securitytube.net (2012) Ddos attack with Rdos and T3c3i3. Retrieved 22 Aug 2012, from http://
www.securitytube.net/video/4719

36. Tan WPN, Steinbach M, Kumar V (2005) General approach to solving a classification problem.
Introduction to Data Mining, Pearson Addison-Wesley, Boston

37. VMware (2011) VMware vSphere Hypervisor. Retrieved 16 July 2011, from https://
www.vmware.com/tryvmware/?p=esxi&ie=utf-8&oe=utf-8&aq=t&rls=org.mozilla:en-US:
official&client=firefox-a

38. Williams G (2008) DATA MINING Desktop survival guide. dim (survey) 1(32561):15
39. Wilmes G, Kistler U (2007) Engage packet builder–scriptable libnet-based packet builder.

Retrieved 24 Aug 2012, from http://www.engagesecurity.com/products/engagepacketbuilder/
40. Witten IH, Frank E, Hall MA (2011) Data mining: practical machine learning tools and tech-

niques, 3rd edn. Morgan Kaufmann, San Francisco

http://searchsecurity.techtarget.com/definition/ping-of-death
http://searchsecurity.techtarget.com/definition/ping-of-death
http://www.securitytube.net/video/4719
http://www.securitytube.net/video/4719
https://www.vmware.com/tryvmware/?p=esxi&ie=utf-8&oe=utf-8&aq=t&rls=org.mozilla:en-US:official&client=firefox-a
https://www.vmware.com/tryvmware/?p=esxi&ie=utf-8&oe=utf-8&aq=t&rls=org.mozilla:en-US:official&client=firefox-a
https://www.vmware.com/tryvmware/?p=esxi&ie=utf-8&oe=utf-8&aq=t&rls=org.mozilla:en-US:official&client=firefox-a
http://www.engagesecurity.com/products/engagepacketbuilder/


Legal Aspects of Data Protection in Cloud
Federations

Attila Kertesz and Szilvia Varadi

1 Introduction

Cloud Computing offers on-demand access to computational, infrastructure and data
resources operated from a remote source. Taking advantage of flexible resource pro-
visions enabled by the Cloud technology, many businesses have recently migrated
their IT applications and data to the Cloud, allowing them to respond to new demands
and requests from customers. The technical motivation for Cloud Computing has
been introduced in [4, 48]. Cloud solutions enable businesses with the option to
outsource the operation and management of IT infrastructure and services, allowing
the business and its employees to concentrate on their core competencies. This new
technology enables services to be designed and tailored to the individual require-
ments of a business, and it also moves functions and responsibilities away from local
ownership and management to a service provided by a third-party, and raises several
legal issues, such as data protection, which require this service to comply with neces-
sary regulation. As more and more businesses become global, concerns also remain
over privacy of widely-distributed data and its processing. Regulations focusing on
geographical locations may be a large obstacle to a widespread adoption of Cloud
Computing solutions by companies [47].

As a result of the pace of technical and economic progress in this field, it is impor-
tant to determine the compliance of common Cloud Computing usage patterns with
legal constraints and requirements. In this chapter we provide a method for and the
results of an evaluation of commonly-observed Cloud federation use cases against
the law applying to Cloud Computing. First we derive a general architecture for
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Clouds from definitions of international standardization bodies, and use it to identify
common Cloud Computing usage patterns. To point out where legal problems may
arise, we summarize the national laws related to data protection of major countries,
then we assess the revealed use cases against evaluation criteria derived from legis-
lation for the data processing of end-user details and materials, including the roles
and responsibilities necessary for legal compliance.

To clarify and exemplify legal compliance in the identified usage patterns, we
consider the Data Protection Directive [20] of the European Union, which is a com-
monly accepted and influential directive in the field of data processing legislation.
A paper by Bygrave [5] investigated the possible impact of this directive on the
activities of E-commerce operators, and a deliverable of the OPTIMIS European
project [40] studied in detail the applicability of this directive for their own Cloud
deployment models. In this chapter we take a step forward and examine use cases
identified in a generalized architecture compiled from reports of international expert
groups, bodies and research projects.

The remainder of this chapter is as follows: Sect. 2 introduces and analyzes several
Cloud architectures, and derives a general Cloud federation architecture that encom-
passes their features. Section 3 reveals common use cases of Cloud federations to
show where legal aspects may arise concerning data management. In Sect. 4 we sum-
marize the relevant legislation regarding data protection in Clouds, and Sect. 5 intro-
duces in detail the European law applying to Cloud Computing. Section 6 presents a
case study to exemplify how the European law can be applied to the revealed Cloud
Computing use cases. Section 7 discusses the recent European reform and future
developments in this area. Finally, Sect. 8 summarizes the lessons learned in this
chapter, and Sect. 9 provides hints for future research directions.

2 Cloud Federations and the Applied Architectural
Models of Clouds

2.1 View of the European Commission

An expert group associated with the European Commission published their view on
Cloud Computing in [46] and [45]. These reports categorize Cloud architectures into
five groups, as shown in Fig. 1. Private Clouds (1) consist of resources managed by an
infrastructure provider (IP) that are typically owned or leased by an enterprise from a
service provider (SP). Usually, services with “Cloud-enhanced” features are offered
in this category, therefore this group includes SaaS (Software as a Service) solutions
like eBay [24]. Public Clouds (2) offer their services to users outside of the company
and may use Cloud functionality from other providers. In this solution enterprises can
outsource their services to such Cloud providers mainly for cost reduction. Examples
of these providers are Amazon [2] or Google Apps [31]. Hybrid Clouds (3) consist
of both private and public Cloud infrastructures to achieve a higher level of cost
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Fig. 1 Cloud architectures
derived from the cloud
computing expert working
group report

reduction through outsourcing by maintaining the desired degree of control (e.g.,
sensitive data may be handled in private Clouds). The report states that hybrid Clouds
are rarely used at the moment. In Community Clouds (4) different entities contribute
with their (usually small) infrastructure to build up an aggregated private or public
Cloud. Smaller enterprises may benefit from such infrastructures, and a solution in
this category is provided by Zimory [53]. Finally, Special Purpose Clouds (5) provide
more specialized functionalities with additional, domain specific methods, such as
the distributed document management by Google’s App Engine [31]. This group is
an extension or a specialization of the previous Cloud categories.

2.2 ENISA Architectures

The European Network and Information Security Agency (ENISA) differentiates
between four architectures [6, 7], which are shown in Fig. 2. A Public Cloud (1) is
a publicly-available infrastructure to which any organization may subscribe and use
[also called as service consumers (SC)]. Private Clouds (2) offer services built on
Cloud Computing principles, but accessible only within a private network. Partner
Clouds (3) are operated by a provider to a limited and well-defined number of parties.
Finally, a Cloud Federation (4) may be built up by aggregating two or more Clouds.

2.3 NIST Cloud Architectures

The National Institute of Standards and Technology (NIST) defines four deployment
models [34, 36] depicted in Fig. 3. According to their definitions, a Private Cloud
(1) is an infrastructure operated solely for an organization that may be managed by
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Fig. 2 ENISA cloud archi-
tectures

Fig. 3 NIST deployment
models

either the organization or a third-party and located locally or remotely. A Community
Cloud (2) is shared by several organizations, and supports a specific community that
has shared concerns (e.g., mission, security requirements, policy, and compliance
considerations). It may be managed by organizations or third parties, and may exist
on premises or off premises. A Public Cloud infrastructure (3) is made available to
the general public or a large industry group, and is owned by an organization selling
Cloud services. Finally, a Hybrid Cloud (4) is a composition of two or more Clouds
(private, community or public) that remain unique entities but are bound together by
standardized or proprietary technology that enables data and application portability
(e.g., Cloud bursting for load balancing between Clouds).

The Cloud Computing Use Case Discussion Group [8] adopts the NIST mod-
els. They extend the view on Hybrid Clouds by stating that “multiple Clouds work
together, coordinated by a Cloud broker that federates data, applications, user identity,
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Fig. 4 DMTF deployment
models

security and other details”. Though a brokering mechanism is needed for federating
Clouds, no specific guidelines are given how to achieve this.

The Distributed Management Task Force (DMTF) Open Cloud Standards Incu-
bator view [21] has also adopted the NIST models and defined different scenarios
showing how Clouds may interoperate (depicted in Fig. 4). These scenarios explain
how datacenters interact with Cloud providers and differentiate three cases:

• If a datacenter, run by Service Provider 1 (SP1) and hosted by Infrastructure
Provider 1 (IP1), exceeds the available capacity limits then IP2 provides extra
computing capacity for IP1, while SP1 is unaware of this provisioning.

• In a multiple Cloud scenario, SP1 may operate services in both IP1 and IP3 Clouds,
therefore a datacenter may request services from both providers since they may
support different services or Service-level Agreement (SLA) parameters.

• A provider may act as a Cloud broker to federate resources from other providers
(e.g., IP1 and IP2) to make them available to its consumers transparently without
using any of its own resources.

2.4 OPTIMIS Project

The architectural views of the OPTIMIS project [28] are shown in Fig. 5. The project
has three basic architectural scenarios. In a Federated Cloud Architecture (1) a Ser-
vice Provider (SP) assesses an Infrastructure Provider (IP). IPs can share resources
among each other. In a Multi-Cloud Architecture (2) different infrastructure providers
are used separately by a service provider. Finally in a Hybrid Cloud Architecture (3)
a Private Cloud (PC) is used by the SP, which can utilize resources of different IPs.

2.5 Reservoir Project

The Reservoir project [43] claims that small and medium Cloud providers cannot
enter the Cloud-provisioning market, due to the lack of interoperability between their
Clouds. Their approach is exemplified by the electric grid approach: “for one facility
to dynamically acquire electricity from a neighboring facility to meet a spike in
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Fig. 5 OPTIMIS Cloud
architectures

Fig. 6 Reservoir cloud
architecture

demand”. Disparate datacenters should be federated in order to provide a “seemingly
infinite service computing utility”. Regarding their architectural view, a Reservoir
Cloud consists of different Reservoir Sites (RS) operated by different IPs. Each
RS has resources that are partitioned into isolated Virtual Execution Environments
(VEE). Service applications may use VEE hosts from different RSs simultaneously.
Each application is deployed with a service manifest that formally defines its SLA
contract. Virtual Execution Environment Managers (VEEM) interact with VEEs,
Service Managers and other VEEMs to enable federations to be formed. A VEEM
gathers interacting VEEs into a VEE group that serves a service application. This
implies that a Reservoir service stack has to be present on the resources/sites of IPs.
Their specialized Cloud architecture is depicted in Fig. 6.

2.6 A Unified View of a Cloud Federation

Figure 7 shows an extended view of Federated Clouds incorporating private, pub-
lic, multi- and hybrid Cloud architectures. Interoperability is achieved by high-level
brokering instead of bilateral resource renting. Nevertheless different IPs may share
or rent resources, but it is transparent to their management. Such a federation can
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Fig. 7 Federated cloud management architecture

be enabled without applying additional software stack for providing low-level man-
agement interfaces [35]. The logic of federated management is moved to higher
levels, and there is no need for adapting interoperability standards by IPs (and some
industrial providers are reluctant to do so).

In this case, Cloud providers offering PaaS solutions may form “sub-federations”
simultaneously to this approach. Specific service applications may be more suitable
for such a solution, and projects like Reservoir [43] and 4CaaSt [1] are working
towards such a solution. This approach targets IaaS-type providers, e.g., RackSpace,
the infrastructure services of Amazon EC2, and providers using Cloud middleware
such as OpenNebula or Eucaliptus.

3 Use Cases for Data Management in Cloud Federations

3.1 General Usage Scenarios

The federated Cloud architecture described in Sect. 2.6 is further investigated through
a series of use cases to demonstrate where legal issues can arise by using this general
organizational structure. Later on these usage scenarios are used to exemplify how
service and infrastructure providers should apply the legislation for data protection,
and what necessary actions should be taken in order to prevent violations of the
applicable regulations. As we will show, the most complicated situations arise when
personal data is transferred to multiple jurisdictions.

The most common use case (C0), as depicted in Fig. 8, is when a user asks a
service provider (SP) to store (and possibly process) their personal data. The SP
leases Cloud resources from an infrastructure provider (IP) and the private data of
the user is stored in a database (DB) and managed by a virtual machine (VM) located
in an establishment (E) of the IP.
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C0 C2 C3 

C4 C5 

C6 

Fig. 8 Common use cases

C1: As the first case, let us consider a situation, when a SP offers its infrastructure
to the user through a service front-end directly (so the SP and the IP are the same
entities).
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C2: The previous case first becomes complicated, when a Cloud service offered by
SP1 is actually re-sold to the end-user by another service provider (SP2), who is in
contact with IP: in this way a chain of service providers can be utilized.
C3: In this case let us consider a situation, when an SP uses an infrastructure provider
(IP1), and IP1 uses resources from a different provider (IP2) to be able to serve higher
resource demands of SP. For commercial reasons, this relationship is not necessarily
made public, therefore the SP using resources of IP1 may not be aware of that it is
also using IP2—as shown in Fig. 8.
C4: In this situation, a user asks an SP to manage his/her private data, and the SP
uses an IP for this task which has a public interface, therefore the user may modify
its data directly without involving the SP.
C5: In this case a user asks two different service providers (SP1 and SP2) to manage
two databases, and the user decides to migrate a part of the data from SP1 to SP2 by
themselves.
C6: If an SP utilizes two different IPs (IP1 and IP2) for storing user data, the user
may ask the SP to migrate data from IP1 to IP2.

3.2 Location-Related Cases

In the following we discuss use cases where legal issues may arise due to private data
processing at different geographical locations, which represent multiple jurisdictions.
In these cases let us consider the use case where a service managing private user data
is deployed and executed in a datacenter of a Cloud Infrastructure Provider (IP)
located in a jurisdiction (J). The service provider utilizes several IPs by aggregating
them into a Cloud federation.

The simplest use case (L0) is where the SP has one datacenter or establishment
(E) located in a single jurisdiction. Here, the law applicable to data processing will
generally be the national law applied in the appropriate country (jurisdiction) regard-
less of the geographical location of the IP. We now introduce more complex cases
(also considering the discussions of the Data Protection Working Party [16]) to reveal
location-related issues.
L1: In this case an IP has facilities located in different jurisdictions (e.g., J1 and
J2). It distributes user data handled by a service on a virtual machine (VM1) using a
database (DB1) in an establishment in J1, and another service on a virtual machine
(VM2) using a database (DB2) in an establishment in J2.
L2: Similar to the previous case, when an IP (established in J1) has different estab-
lishments located in different jurisdictions (e.g., J1 and J2), and it distributes user data
between these establishments. In the specific case depicted in Fig. 9a, the process-
ing of the data by VM located in an establishment in J1 involves data located in a
different establishment in J2.
L3: Similarly to use cases L1 and L2, when the IP has several establishments (possibly
in a third country), and at least one of these is located in the jurisdiction J1.
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Fig. 9 Data distribution regulations in multiple jurisdictions: a with one infrastructure provider
(depicting case L2); b with different infrastructure providers (concerning case L5)

L4: Similar to case C3, if IP1 in J uses resources from a different provider in J2 (e.g.,
IP2), the SP using IP1 may be unaware that it is using IP2.
L5: In this situation, an SP provides a federated Cloud management in J1, it utilizes
different IPs, and one of these providers (IP2) is located in J2—depicted in Fig. 9b.
L6: Finally, in this case the SP providing a federated Cloud management utilizes
different IPs, one of which (IP2) is located at J1.

4 Legislation for Data Protection Applying to the Cloud

According to a recent report [32], the first influential national legislation for data
protection was the Swedish law in 1973. Since then, there has been a major techno-
logical development in Computer Science, and the emergence of Cloud Computing
has contributed to the escalation of national legislations; as a result 89 countries have
data protection laws nowadays. These national laws determine separate legal jurisdic-
tions, which are generally the countries themselves. But there are some exceptions:
there could be special administrative regions within a country, which belong to dif-
ferent jurisdictions (such as Hong Kong and Macao in China). On the other hand,
there are some international organizations which defined guidelines for harmoniz-
ing national laws of data protection. For example the OECD’s (Organisation for
Economic Cooperation and Development) privacy Guidelines of 1981; the APEC’s
(Asia-Pacific Economic Cooperation) Privacy Framework of 2005; the Data Protec-
tion Convention of the Council of Europe of 1981; and finally the European Union’s
data protection Directive of 1995, which has been the most influential international
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instrument. We introduce and analyze in detail the data protection directive of the
European Union (EU) in Sect. 5.

Taking a closer look at the national legislation of the most influential countries
for Cloud Computing worldwide, in the United States of America (US) there is no
comprehensive data protection law, since there are no authorities having such power,
and its states can regulate data protection separately. Regarding federated laws, the
Privacy Act of 1974 regulates the collection, maintenance, use and dissemination
of personal information by federal agencies, but it cannot be applied to non-US
citizens, and it contains outdated guidelines that cannot cope with novel technological
solutions. Such controversial and uncovered issues could be solved by litigations and
case law development [19]. In order to handle cross-border situations, the US uses
international agreements. For example the Safe Harbor Framework has been created
to enhance US-EU cooperation by providing streamlined means for US organizations
to fulfill the adequate level criteria for data protection of the EU [44].

In Canada, there is a unified data protection law called the Personal Informa-
tion Protection and Electronic Documents Act of 2000 (PIPEDA), which has also
been approved by the EU to fulfill its adequacy of data protection. Besides this legal
document, there is a privacy commissioner dedicated to data protection issues [39].
This commissioner is an advocate for the privacy rights of Canadians and reports
directly to the House of Commons and the Senate. Her powers include: investigating
complaints, conducting audits and pursuing court action, reporting on the personal
information-handling practices of public and private sector organizations, undertak-
ing research into privacy issues, and promoting public awareness and understanding
of privacy issues.

Australia also has a data protection law called Privacy Act of 1988, which
was amended in 2012 by Privacy Amendment (Enhancing Privacy Protection) Bill
resulted from a privacy law reform process started in 2006. It has introduced new
privacy principles for both private and public sectors. It enhances the powers of
the Information Commissioner, who is responsible for the freedom of information,
privacy and government information policy functions [38].

The Act for Protection of Personal Data (PDPA) was enforced in Japan in 2005.
The PDPA outlines basic data protection policies, directs the bureaucracies that
protect privacy, regulates businesses processing personal data and imposes sanctions
for violations. This act has helped many people in Japan to understand the value
of personal data protection, since the Japanese society has not been very sensitive
to the protection of privacy, which is probably due to the Japanese cultural and
social environment [41]. The Japan Personal Information Protection Act (PIPA) and
Law (PIPL) provide further regulations for companies, which require enterprises
to manage and protect the rights of Japanese citizens with regard to their personal
information, while preserving the usefulness of information technology and personal
information for legitimate purposes [37]. They require businesses to communicate
why they are collecting and using personal information. They must take reasonable
precautions to protect personal information from improper disclosure, unauthorized
use or destruction.
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China does not have a comprehensive legal framework to regulate the use of per-
sonal data [51]. There is no national law for companies defining how to legally collect
or process data together with legal remedies for specific violations. The relevant rules
are stated in diverse laws, regulations and local ordinances, for example in the Open
Government Information (OGI), which requires government organs to proactively
disseminate government information and gives natural persons the right to request
information from the government [29].

As stated before, Cloud Computing allows the outsourcing of computational
power, data storage and other capabilities to a remote third-party. In the supply
of any goods and services, the law gives certain rights that protect the consumer and
provider, which also applies for Cloud Computing: it is subject to legal requirements
and constraints to ensure Cloud services are accurately described and provided to
customers with guarantees on quality and fitness-for-purpose. As Sect. 2 of [40]
describes, the characteristics of Cloud Computing make it of interest to three main
fields of law:

• Intellectual property law, as data and applications (i.e., code) hosted in the Cloud
may contain trade secrets or be subject to copyright and/or patent protection;

• Green (i.e., ecological) legislation, since the datacenters hosting the basic Cloud
infrastructure (e.g., servers, switches, routers, etc.) require a large amount of energy
to operate and indirectly produce carbon dioxide;

• Data protection law.

In this evaluation of data management in Cloud federations against legal requirements
we have chosen to perform the investigation exclusively using requirements from
data protection law. We do not consider intellectual property law because, as [40]
describes, it is often considered on a case-by-case basis making it difficult to derive
common requirements to fulfill these obligations for a Cloud architectures. Secondly,
green legislation is also not considered here as compliance, because it is an orthogonal
concern to the Cloud architecture used; different providers may implement the same
architecture with different levels of eco-friendliness.

However, using only one field of law does not restrict the evaluation; data protec-
tion covers the dynamic provisioning and processing of data in Cloud environments—
intrinsic to the operation of all Clouds—and the field covers the majority of currently
available Cloud Computing characteristics and functions, including cases where
(Sect. 4 of [40]):

• The infrastructure used to store and process a costumer’s data is shared with other
customers (i.e., multi-tenancy);

• The Cloud provider’s servers are located in several jurisdictions;
• Data is transferred from one location (also called as establishment) to another

depending on where resources are available;
• The Cloud service provider decides the location of the data, service and security

standards instead of the customer;
• IT resources are not dedicated to a customer but instead are dynamically

provisioned.
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Thus, data protection legislation is fundamental to Cloud Computing as the consumer
looses a degree of control over personal artifacts, when they are submitted to the
provider for storage and possible processing. To protect the consumer against the
provider misusing their data, data processing legislation has been developed to ensure
that the fundamental right to privacy is maintained. However, the distributed nature
of Cloud Computing (in that Cloud services are available from anywhere in the
world) makes is difficult to analyze every country’s data protection laws for common
Cloud usage evaluation criteria. We have therefore chosen a common directive that
applies as widely as possible and used the European Data Protection Directive (DPD)
as a basis for our evaluation. Although it is an EU directive, “countries that wish to
engage in data transactions with EU Member States are indirectly required to provide
an adequate level of protection” and “the Directive has had a far greater global impact
than thus far acknowledged”, making it an “effective mechanism to raise the level of
data protection worldwide” [3]. In the following section we discuss the EU DPD in
detail.

5 Regulation for Data Protection in the European Union

5.1 European Data Protection Directive

EU Data Protection Directive [20] is a directive adopted by the European Union
designed to protect the privacy and protection of all personal data collected for or
about citizens of the EU, especially as it relates to processing, using, or exchanging
such data [49]. All 27 EU Member States are reported to have enacted their own data
protection legislation that transposes the directive into internal law. Canada, Australia
and Argentina have implemented legislation that complies with the DPD, Switzerland
has partially implemented legislation and the USA has voluntary registration to the
“Safe Harbor” program to ensure private companies who sign up adhere to the rules
set out in the DPD [50].

The DPD has therefore been used in this evaluation as it is a commonly accepted
and influential directive in the field of data processing legislation. It was produced
in 1995, before Cloud Computing was developed, but can be applied to Cloud Com-
puting as it describes how the protection of the processing of personal data and the
free movement of such data should be achieved in a technology-neutral way. The
DPD can be summarized as having elements concerned with the responsibilities of
two actors involved in data exchanges and restrictions on the free movement of data
between them based on their location.

The requirements of the DPD are expressed as two technology-neutral actors or
roles that have certain responsibilities that must be carried out in order to fulfill the
directive. These roles, the data controller and data processor, are naturally equiv-
alent to service consumer and service provider roles found distributed computing.
According to the Article 2 of DPD [20] a data controller is the natural or legal
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person which determines the means of the processing of personal data, whilst a data
processor is a natural or legal person which processes data on behalf of the con-
troller. However, following these definitions, a special case arises: if the processing
entity plays a role in determining the purposes or the means of processing, it is a
controller rather than a processor. Finally, although not a specific role, third parties
are defined in Article 2 of DPD [20] as “any natural or legal person, public authority,
agency or any other body other than the data subject, controller, processor and the
persons who are authorized to process the data”. This definition is further clarified
in [15] by stating that such a third party has no specific legitimacy or authorization
to process the personal data, therefore it is not involved in the controller-to-subject
relationship.

The DPD was designed to allow the free-flow of data between EU Member States.
However, this directive also gives the opportunity to third countries to participate
in free-flow activities, if deemed to implement “adequate level” of data protection
(Article 25 of DPD [20]). This condition means that a third country has to provide
at least the same level of protection as the national provisions of the Member States.
Once this condition is fulfilled, they can interoperate with other providers within the
EU with no barriers.

5.2 Responsibilities Associated to the Roles of the DPD

We have chosen the EU Data Protection Directive as legislation to evaluate current
Cloud Computing use cases, since this directive is a widely-used and adopted set of
rules governing Cloud Computing fundamentals. The DPD also introduces a set of
responsibilities for the roles of data controller and processor. We can use these duties
to form evaluation criteria to assess Cloud Computing use cases. The directive is also
discussed in much detail with respect to Cloud Computing in [40], and provides a set
of criteria that the roles must meet. According to these sources, the data controller
must:

• Be responsible for compliance with data protection law.
• Comply with the general principles (e.g., legitimate processing) laid down in

Article 6 of DPD.
• Be responsible for the choices governing the design and operation of the processing

carried out.
• Give consent for processing to be carried out (explicit or implied, orally or in

writing).
• Be liable for data protection violations.

The data processor, meanwhile, must:

• Process data according to the mandate and the instructions given by the controller.
• Be an agent of the controller.
• Be a separate legal entity to the controller.
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These roles are strengthened, if:

• The controller gives detailed instructions to the processor.
• The controller monitors the processor for the status of the processing.
• Relevant expertise can be shown to be present in either party (e.g., the processor

is a specialist in it).
• A written contract exists between the controller and processor.
• The controller is able to exercise full and sole control at any time while the data

processing takes place.
• The controller is informed of the main elements of the processing structure.

Finally, in the evaluation of specific Cloud-usage scenarios we will assess location-
related issues that may arise due to one of the establishments being outside a juris-
diction. In such cases, in general, an adequate level of data protection should be
provided according to the EU DPD.

6 A Case Study for Applying the EU DPD
to the Identified Use Cases

In this section we discuss how to apply the legislation defined in the DPD for the
federated Cloud use cases described in Sect. 3. In these use cases the relevant actors
and their roles are identified, from which the necessary actions can be derived in
order to prevent violations of the directive. Table 1 summarizes these general cases
and depicts the relevant roles (data controller (DC) or data processor (DP)) the
participating actors may play regarding data protection compliance.

The most general use case, C0, was when a user asks a service provider to store and
process his/her personal data. The SP leases Cloud resources from an infrastructure
provider and the private data of the user is stored in a database and managed by a
virtual machine located in an establishment of the IP. In this simple case the SP is a
data controller and IP is the data processor instructed by SP. In the case C1, when
the SP is also an IP, the SP is the data controller and there is no data processor. If
there is a chain of SPs, like in C2, the last entity contacting the IP will become the
data controller and the instructed IP will be the data processor. In case C3, when

Table 1 Identified roles in
common use cases

Use case User Service provider Infrastructure provider

C0 – DC DP
C1 – DC –
C2 – DC DP
C3 – DC DC and DP
C4 DC DC DP
C5 DC DC DP
C6 – DC DP
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an infrastructure provider (IP1) uses resources from a different provider (IP2), when
data moved from IP1 to IP2 for processing, IP1 will become the controller instead
of SP, and IP2 will be the processor instead of IP1. In case C4, when the user may
modify its data directly without involving the SP, the user becomes the controller
when accessing the database directly. In C5, when the user decides to migrate a part
of his/her data from SP1 to SP2 by themselves, the user becomes the data controller
for the migration. When the user asks the SP to migrate data from IP1 to IP2 like
in C6, the SP will stay in the role of data controller and IP1 will remain the data
processor since the SP instructed IP1 to do the transfer. If IP1 is not interoperable
with IP2, the SP will fetch the data from IP1 and move it to IP2, so the initial roles
will not change.

In the following we discuss use cases where legal issues may arise due to private
data processing at multiple jurisdictions resulting from utilizing data center establish-
ments at different geographical locations. Considering European Cloud federations,
the Article 4 of the DPD [20] states that the location of the data controller’s estab-
lishment determines the national law applicable for data processing. (The DPD also
applies to the EEA and EFTA countries according to [18]). In these cases let us
consider the use case, where a service managing private user data is deployed and
executed in a datacenter of a Cloud Infrastructure Provider located in an EU Member
State (MS). Table 2 summarizes these location-related use cases, depicts the relevant
roles (data controller (DC) or data processor (DP)) the participating actors (SP and
IP) may play regarding data protection compliance, and specifies the entity, which
location determines the national law applicable for data processing.

The service provider utilizes several IPs by aggregating them into a Cloud fed-
eration. The simplest use case, L0, is where the SP, who is the data controller, has
one establishment located in an EU Member State. Here, the law applicable to data
processing will be the national law of the MS regardless of the location of the IP. In
case L1, when an IP has facilities located in different Member States (e.g., MS1 and
MS2), the IP will become the data controller, and at each establishment the corre-
sponding national law has to be applied (denoted by Ex in Table 2). In case L2, when
an IP, originally established in a MS, has different establishments located in different
Member States, and it distributes user data between these establishments, the IP is
again the data controller. In the specific case depicted in Fig. 9a, the processing of the
data by VM located in an establishment in MS1 involves data located in a different

Table 2 Location-related use
cases

Use case SP IP National law applicable

L0 DC - E of SP
L1 - DC Ex of IP
L2 - DC Ei of IP
L3 - DC EMS of IP
L4 - DC and DP EMS of IP
L5 DC DP E of SP
L6 DC DP EMS of IP
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establishment in MS2, the law of MS1 must be applied (denoted by Ei in Table 2).
To further complicate this situation, in case L3, when the IP has several establish-
ments (possibly in a third country), and at least one of them is located in a MS, the
applicability of this MS’s law (denoted by EMS in Table 2) will be considered and has
to be applied in all establishments. Regarding L4, if IP1 in MS uses resources from
a different provider in a non-Member State (e.g., IP2), since the SP using IP1 may
be unaware that it is using IP2, IP1 is the data controller and IP2 is the processor
and the law of the appropriate MS is applicable. When IP1 is located in a non-MS,
and IP2 in a MS, again the law of the appropriate MS is applicable, and IP1 has to
provide the adequate level of data protection as defined in the DPD. In case L5, an
SP utilizes different IPs and one of which (IP2) is located in a non-MS (as depicted in
Fig. 9b), the SP is the data controller and IPs are processors, and the law of the SP’s
MS has to be applied (according to recital (18) in the preamble of DPD (Directive
95/46/EC, 1995)), and IP2 has to provide at least the same level of protection as the
national law of MS. Otherwise, if IP2 cannot ensure an adequate level of protection,
the decision making process should rule out IP2 from provider selection. In L6, the
SP providing a federated Cloud management is not necessarily in a MS, and utilizes
different IPs, one of which (IP2) is located at a MS. In this situation the SP is the data
controller and the IPs are processors. Since the establishment (or an equipment) of
IP2 is located in a MS, the law of this MS has to be applied, and the establishments
located in non-MSs have to provide an adequate level of protection.

In order to conclude this case study, regarding the general use cases, Table 1 shows
how the SP is mainly responsible for complying with the data protection regulation.
When personal data is transferred to multiple jurisdictions, it is crucial to properly
identify the controller since this role may change dynamically in specific actions. We
have seen how information on the exact location of the processing establishments is
also of great importance in the use cases. Table 2 highlights that even if one datacenter
resides in the EU, the law of the appropriate Member State of this datacenter must
be applied by the SP.

7 Recent Developments in European Legislation

As we have seen in the previous section, new developments in legislation regula-
tion applying to Cloud Computing are still needed. In the considered use cases we
have shown that multi-tenancy is inevitable in Cloud systems, and executing user
applications may result in data processing at multiple jurisdictions, for example a
user data can be stored in Budapest, processed in Amsterdam and accessed in New
York. In the digital age, data is routinely transferred between countries both inside
and outside the EU. But not all countries provide the same level of protection for
personal data. Binding corporate rules represents one approach that can be used to
adequately protect personal data, when it is transferred or processed outside the EU.
Businesses can adopt these rules voluntarily and they can be used for transfers of data
between companies that are part of the same corporate group. Currently, in order to
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be approved, binding corporate rules must be verified by at least three data protection
authorities. This situation is identified by Wong [52], who gathered related steps of
the Article 29 Working Party to revise the EU directive. This Working Party was set
up under the DPD, and it has advisory status and acts independently.

Besides, the European Commission is currently in the process of reforming the
European data protection rules, where the main objectives are: to modernise the EU
legal system for the protection of personal data, in particular to meet the challenges
resulting from globalisation and the use of new technologies; to strengthen users’
influence on their personal data, and at the same time to reduce administrative for-
malities to ensure a free flow of personal data within the EU and beyond; and to
improve the clarity and coherence of the EU rules for personal data protection and
achieve a consistent and effective implementation and application of the fundamental
right to the protection of personal data in all areas of the Union’s activities [9].

To achieve these above mentioned goals, the Commission has two legislative
proposals according to a press release of the European Commission [25]: a Regulation
[11] setting out a general EU framework for data protection and which will replace the
currently effective DPD, and a Directive [10] on protecting personal data processed
for the purposes of prevention, detection, investigation or prosecution of criminal
offences and related judicial activities.

Personal data is increasingly being transferred across borders—both virtual and
geographical—and stored on servers in multiple countries both within and outside
the EU. The globalised nature of data-flows calls for strengthening the individuals’
data-protection rights internationally. This requires strong principles for protecting
individuals’ data, aimed at easing the flow of personal data across borders while still
ensuring a high and consistent level of protection without loopholes or unnecessary
complexity. In these legal documents the Commission proposes the following key
changes:

• A single set of rules on data protection across the EU to avoid unnecessary admin-
istrative requirements.

• It places increased responsibility and accountability for the companies processing
personal data (e.g., they must notify the national supervisory authority of serious
data breaches within 24 hours).

• It promotes a single national data protection authority in each EU country that
people can refer to, even when their data are processed by a company based outside
the EU. These authorities will be empowered to fine companies that violate EU
data protection rules.

• It strengthens the right to data portability by enabling easier access to users’
personal data, and easier data migration among service providers.

• It introduces the ‘right to be forgotten’ to enable the deletion of user data upon
request, when there are no legitimate grounds for retaining it.

• It explicitly states that EU rules must be applied for data processing outside the
EU by companies that are active in the EU market.

The Commission’s proposals have been sent to the European Parliament and the
Council of the European Union (sometimes just called the Council, and sometimes
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still referred to as the Council of Ministers) for discussion. The Committee on the
Internal Market and Consumer Protection [22] and the Committee on Legal Affairs
of the European Parliament [23] proposed some amendments in the text of the regu-
lation. The Council of the European Union has also stated that further examination
of the text of the proposed regulation is still needed [14]. The new legislation will
take effect two years after they have been adopted by Parliament and the Council.

The European Commission has also initiated a public consultation [26, 42], in
the framework of their Digital Agenda for Europe (DAE) launched in May 2010,
to find the requirements, barriers and opportunities for the provisioning and use of
Cloud Computing which is highlighted in the Agenda [12]. As a result, the European
Cloud Computing strategy was published by the Commission [27] in 2012. In this
strategy the Commission aims at enabling and facilitating faster adoption of cloud
computing throughout all sectors of the economy in order to boost the productivity,
growth and jobs. On the basis of an analysis of the overall policy, regulatory and
technology landscapes and a wide consultation of stakeholders, undertaken to iden-
tify what needs to be done to achieve that goal, the European Commission endorsed
a communication on “Unleashing the Potential of Cloud Computing in Europe” [13].
This document sets out the most important and urgent additional actions. It represents
a political commitment of the Commission and serves as a call on all stakeholders
to participate in the implementation of these actions. The strategy includes three key
actions: Standards and Certification, Contract terms and Conditions, and European
Cloud Partnership. The necessary standards are planned to be identified by 2013. The
development of model contract terms is planned to cover issues such as: data preser-
vation, disclosure and integrity, data location and transfer, ownership of the data,
direct and indirect liability change of service by cloud providers and subcontracting.
Note, that these are similar issues that have been identified by our investigation of
the Cloud federation usage patterns. The European Commission set up a European
Cloud Partnership (ECP) program in 2012 to create a common framework for cloud
computing across Europe [33], by bringing together industry expects and public
sector users to work on common procurement requirements for cloud computing in
an open and fully transparent way. The steering board of the new European Cloud
Partnership has met on 20 November 2012 in Brussels, kicking off the process to
build an EU Digital Single Market for cloud computing.

As we have seen in Sect. 5, the currently effective European DPD is basically
appropriate for determining the law applicable for data management in Cloud ser-
vices, when the data controller and processor roles are well identified. What is more
problematic for companies is to apply the identified law at a European scale, because
the Member States implemented the DPD rules in different ways. This fact has also
been recognized by the European Commission as discussed above. In our opinion,
instead of taking sanctions, it decided to perform a reform of the data protection rules
using the principle of subsidiarity. Based on this principle the Union can introduce a
unified legislation for data protection to be applied by all Member States. This reform
will also give the opportunity for the Commission to replace the flexible directive
with a strictly applicable regulation.
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Concerning our investigation, this proposal for a new regulation mostly clarifies,
restates and strengthens the referred rules of the DPD. Only the so-called “right
to be forgotten” introduces a new responsibility for Cloud service providers. Some
providers claim in the service usage terms and conditions to have the right to retain
data, which may be affected by this new regulation. Even though it would definitely
be a positive sign for the users and would encourage service utilization, but it would
also place further development costs for providers, since the removal of all data
replicas may also raise some technical problems.

8 Lessons Learned and Discussion

Cloud solutions enable businesses with the option to outsource the operation and
management of IT infrastructure and services, allowing the business and its employ-
ees to concentrate on their core competencies. As many businesses are migrating
their IT applications and data to Clouds to take advantage of the flexible resource
provision, the compliance with the legal issues of data management in these systems
become crucial. In this chapter we have derived a general federation architecture for
Clouds from definitions of international organizations, and used it to define com-
mon Cloud Computing usage patterns. We have summarized the national laws of
major countries related to data protection, then we assessed the defined use cases
against evaluation criteria derived from legislation for the data processing necessary
for legal compliance. To clarify and exemplify legal compliance in the identified
usage patterns, we considered the Data Protection Directive of the European Union,
which is a commonly accepted and influential directive in the field of data processing
legislation. We can conclude that data protection is a far more complex problem in
Cloud systems compared to traditional ICT systems.

We have shown that identifying the relevant roles and the national law applicable
to common Cloud Computing use cases is not straightforward. We identified dynamic
roles changing as actions are initiated among the corresponding providers, which may
also affect the national law applicable during service execution. Cross-continental
cases may further complicate the situation, e.g., when a US company stores data to
a Cloud provider in France the French law will apply, and the exportation of the
processed data back to the US will be restricted or prohibited [30]. Nevertheless,
according to the discussion in [17], if the European organization complies with the
Safe Harbor privacy principles for the protection of personal data, the data is allowed
to be transferred from a Member State to the US.

9 Future Research Directions and Conclusions

As we have seen in this chapter, data protection in Clouds is an important issue
to consider. While there are national laws regulating data protection all around the
world already, not all of them are detailed enough to be applicable to or sufficient
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to cover specific Cloud usage scenarios involving multiple jurisdictions. Regarding
open research issues and future research directions, on one hand, the Cloud com-
munity has to support the revisions of the relevant legislation applying to Clouds
by revealing their latest technological solutions and properties, on the other hand,
appropriate software frameworks and solutions need to be developed that can enforce
the legal compliance of data protection in Cloud federations spanning over several
countries, even continents. To achieve this, a similar case study would be needed that
details the application of legislation in other regions, particularly in the US.
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