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Preface

These proceedings include the papers from workshops held in conjunction with
the 25th Conference on Advanced Information Systems Engineering (CAiSE
2013) in Valencia, Spain. The CAiSE conference is a leading and prestigious
event, where state-of-the-art results in the area of information systems engineer-
ing are presented and discussed. In addition to the main conference, the CAiSE
series of conferences has a long tradition of hosting workshops.

The workshops complement the conference and provide forums for researchers
and practitioners to exchange ideas and share initial results in an atmosphere
that fosters interaction. Each workshop has a relatively narrow focus, facilitating
lively discussions among participants.

The CAiSE 2013 workshops were selected based on quality, relevance, and
reputation. Some of the workshops have a successful history with CAiSE, while
others are held for the first time. All the workshops whose papers appear in
this volume have undertaken upon themselves to maintain a high-quality and
selective acceptance policy, resulting in acceptance rates of up to 50% for full
research papers.

The workshops whose papers appear in these proceedings are:

– Approaches for Enterprise Engineering Research (AppEER)
– International Workshop on BUSiness/IT ALignment and Interoperability

(BUSITAL)
– International Workshop on Cognitive Aspects of Information Systems Engi-

neering (COGNISE)
– Workshop on Human-Centric Information Systems (HC-IS)
– Next Generation Enterprise and Business Innovation Systems (NGEBIS)
– International Workshop on Ontologies and Conceptual Modeling (OntoCom)
– International Workshop on Variability Support in Information Systems

(VarIS)
– International Workshop on Information Systems Security Engineering

(WISSE)

Other workshops that were held during CAiSE, whose papers are not contained
in this volume, include International Workshop on Enterprise & Organizational
Modeling And Simulation (EOMAS), and 6th International i* Workshop (iStar).

We would like to express our gratitude to the workshop organizers who ini-
tiated the workshops and took responsibility for the programs of their workshop.
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They managed the process from issuing the call for papers, reviewing and select-
ing the papers, and preparing their part of the proceedings. We would also like
to thank the members of the various Program Committees who devoted their
time and helped us put together an exciting workshop program at CAiSE 2013.
Finally, we are thankful to the CAiSE 2013 organizers for all their efforts to
make this a successful, exciting, and enjoyable event.

June 2013 Xavier Franch
Pnina Soffer



Approaches for Enterprise Engineering

Research Workshop
AppEER

The AppEER Workshop (Approaches for Enterprise Engineering Research)1 is
set up as a one-day event in such a way that it attracts researchers (academics
and practitioners). AppEER 2013 was focused on advancing information systems
research and was co-located with the 25th International Conference on Advanced
Information Systems Engineering (CAiSE 2013) in Valencia, Spain.

Information systems are used in enterprises to support human actors in their
activities. Essentially, information systems amplify human information process-
ing capabilities. When engineering such information systems, one must therefore
do so in full alignment with their human/organizational contexts. This involves
the coherent engineering of a socio technical system. Studying the engineering of
such socio technical systems has resulted in a wide range of disciplines, includ-
ing business process management, enterprise architecture, enterprise modeling,
enterprise transformation, business engineering, organizational engineering, etc.
As the overarching term we will use “enterprise engineering” (EE).

The research field of EE takes an engineering perspective on the design and es-
tablishment of enterprises and their supportive (information) technologies. This
requires insights into a broad range of aspects, such as human, cultural, organi-
zational, and political aspects of enterprises and the processes involved in estab-
lishing them. This broad range of aspects touches on various existing research
fields, including organizational science, management science, and information
science, that form the “source” fields on EE.

The multidisciplinarity of the EE field also implies the need to consider it from
differing (potentially contrasting) points of view. As a result, various research
approaches, research methodologies are needed to expand and deepen the EE
research field in terms of theories, models, methods, and other instruments for
the analysis, design, implementation, evolution, and governance of enterprises.

In practice, researchers (academics or practitioners) face many challenges
in selecting/synthesizing the most appropriate approach for doing EE research.
Even more, being an emerging multidisciplinary field involves the challenge of
establishing an open and multifaceted research tradition, drawing upon the
strengths of the research fields it touches on. This multifaceted research tra-
dition has not been established enough yet. This is especially needed, since the
research approaches used in the different source fields have differing points of
views on how to conduct research, potentially leading to clashes between these
traditions.

1 http://appeer.ee-team.eu/
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The AppEER workshop intends to provide a common platform for the dis-
cussion and presentation of original work describing the usage of different ap-
proaches such as: design science, interpretivism, positivism, criticism, etc., for do-
ing EE research. Moreover, the intended audience should involve people who have
the ambition to bring “engineering rigour” to the design/development/creation
of enterprises and their information systems. Basically, how organizations cur-
rently deal/grapple with the task of designing/evolving themselves and their ISs;
how they currently use engineering approaches in this; and how the design of
engineering methods/techniques/approaches is used to do/improve EE.

As a first event, this workshop succeeded in attracting different communities
from research fields such as organizational science, management science and in-
formation science composing the “source” fields on EE. The workshop attracted
nine submissions. The submitted papers came from both academics and practi-
tioners who shared their original insights concerning research approaches in EE.
Every paper received more than three reviews and was independently discussed
with the advisory board. In the end, we decided to accept five papers and agreed
on adding an “invited paper” that fits with the goals of this workshop. Paper
presentations are opportunities for stimulating meaningful discussions between
participants, with the goal of developing approaches for research methodolo-
gies in EE, thereby creating synergies and jointly identifying topics for further
research in future AppEER events.
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8th International Workshop on BUsiness/IT

ALignment and Interoperability
BUSITAL

Nowadays, information services are a core asset for organizations seeking sustain-
able business and competitive advantage. The continuous growth of information
and communication technologies-enabled innovations provide organizations with
new efficient mechanisms for communication, information sharing, resource man-
agement and planning, and help them to explore new market opportunities. The
special theme of the 25th edition of CAiSE was “Information Services,” where
the notion of service plays an increasingly extensive role in enterprise develop-
ment. However, in the context of enterprise development the notion of services
should not be limited to information services. Accordingly, we stress the Ser-
vice Science Research Manifesto by Chesbrough and Spohrer, which calls for
an integrated view, namely, integrating management science with computer sci-
ence. It is interesting that in this context the notion of service refers to different
definitions: in management science, a service is defined as a business economic
activity, offered by one party to another to achieve a certain benefit, and gen-
erated by business processes; in information systems, a service is a complex (or
simple) task executed (within) by an organization on behalf of a customer; and
in computer science, a service is a programmable, self-describing, encapsulated,
and loosely coupled function accessed and invoked over the Internet.

As a consequence, the governance of information services in this increasingly
evolving scenario demands new models of alignment not only within the tradi-
tional organizational boundaries, but also with an outer context that challenges
organizations to anticipate the constantly evolving business, technological, and
social environment, where interoperability issues are key success factors. Infor-
mation systems have to support these evolutionary challenges while preserving
the alignment between business strategies, business processes, social context,
and application portfolios. Furthermore, recent decades have witnessed yet an-
other wave of ICT innovations: cloud, smart and mobile technologies are rapidly
integrating with our daily life and opening new business opportunities for orga-
nizations. Following new trends while mastering the complexity and gaining the
maximum value from IT is the major challenge for both business and IT leaders.
Traditionally, methods, approaches, theories, and applications of business-IT
alignment have been vividly discussed by practitioners and researchers in IT.
This 8th edition of the BUSITAL workshop clearly demonstrates the increasing
interest on business-IT alignment from the management community.

April 2013 Christian Huemer
Irina Rychkova

Gianluigi Viscusi
Jelena Zdravkovic
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First International Workshop

on Cognitive Aspects of Information
Systems Engineering

COGNISE

Cognitive aspects of information systems engineering is an area that is gaining
interest and importance in industry and research. In recent years, human as-
pects and specifically cognitive aspects in software engineering and information
systems engineering have received increasing attention in the literature and at
conferences, acknowledging that these aspects are as important as the technical
ones, which have traditionally been at the center of attention. This workshop
was planned to be a stage for new research and vivid discussions involving both
academics and practitioners.

The goal of this workshop is to provide a better understanding and more
appropriate support of the cognitive processes and challenges practitioners ex-
perience when performing information systems development activities. Under-
standing the challenges and needs, providing educational programs, as well as
developing supporting tools and notations may be enhanced for a better fit to
our natural cognition, leading to better performance of engineers and higher
system quality. The workshop aimed to bring together researchers from differ-
ent communities, such as requirements engineering, software architecture, design
and programming, who share an interest in cognitive aspects, for identifying the
cognitive challenges in the diverse development-related activities.

The first edition of this workshop attracted six international submissions:
two full papers and four position papers. Each paper was reviewed by several
members of the Program Committee. From these submissions, one out of the
two full papers was accepted and, in addition, all four submissions of position
papers were accepted as short papers for presentation at the workshop.

The papers presented at the workshop provide a mix of novel research ideas,
mainly presenting research in progress or research plans. The full research paper
“Zooming In and Out in Requirements Engineering” by Manuel Imaz argues
that user stories or use cases play an essential role in our cognition and are the
basic-level categories in requirements engineering, which can be aggregated to
more abstract components in a bottom-up manner, unlike traditional top-down
approaches. The position paper “Cognitive Principles to Support Information
Requirements Agility” by Jeffrey Parsons and Yair Wand proposes informa-
tion systems design rules, based on classification theory to foster information
requirements agility by decoupling a conceptual view of data from logical mod-
els. “Naomi Unkelo-Spigel and Irit Hadar” present in their paper “Using Dis-
tributed Cognition Theory for Analyzing the Deployment Architecture Process”
an analysis of the deployment architecture process according to distributed cog-
nition theory, where each element participating in the process is analyzed as an
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individual cognitive unit, and they identify challenges and difficulties that may
hinder the process and compromise the quality of its outcomes. “Barbara Weber,
Jakob Pinggera, Victoria Torres and Manfred Reichert” present a research de-
sign in their paper “Change Patterns for Model Creation: Investigating the Role
of Nesting Depth” toward examining the impact of nesting depth on the cogni-
tive complexity of change pattern usage when creating process models. Finally,
“Jan Claes, Frederik Gailly and Geert Poels” present a research design in the
paper “Cognitive Aspects of Structured Process Modeling” to investigate how
structured process modeling affects the quality of the process model created.
The paper also surveys some related cognitive theories that may help explain
the causal relations between these two variables.

In addition to the presentations, we invited some of the presenters as well as
additional guests to participate in a panel on “Information Systems Development
Technologies and the Human Mind: Correspondence and Collision.”

We hope that the reader will find this selection of papers useful and be
inspired by new ideas in the area of cognitive aspects of information systems
engineering, and we look forward to future editions of the COGNISE workshop
following the first edition this year.

June 2013 Irit Hadar
Barbara Weber
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Workshop on Human-Centric Process-Aware

Information Systems
HC-PAIS

Human-centric issues are important to our understanding and development of
information systems. In continuing the successful series of the HC-PAIS work-
shop, we are pleased to present the papers of the Human-Centric Information
Systems (HCIS) 2013 workshop held in conjunction with CAiSE 2013, the 25th

International Conference on Advanced Information Systems Engineering. The
HCIS workshop series is dedicated to focusing on human-centric perspectives in
the analysis, design, and use of information systems. The objective of the work-
shop is to extend the spectrum of the conference by providing researchers and
practitioners with a platform for discussing research on human involvement and
human integration in different types of IS, such as process-aware information sys-
tems (PAIS), business process management suites (BPMS) and workflow systems
(WfS). The 2013 edition of the workshop attracted papers from nine different
countries including Australia, Austria, Czech Republic, France, Germany, India,
Luxembourg, Norway, and Spain. We received nine submissions, from which the
four best rated papers were selected, yileding an acceptance rate of 44.45%. The
HCIS contributions presented here address the following themes:

In “Enabling Personalized Process Schedules with Time-aware Process Views”
Andreas Lanz, Jens Kolb, and Manfred Reichert present an approach to provide
personalized schedules based on time-aware process schemas. The approach of-
fers to individual users a comprehensive time-based view on business processes
by visualizing them as extended Gantt diagrams.

Kimon Batoulis, Rami-Habib Eid-Sabbagh, Henrik Leopold, Mathias Weske,
and Jan Mendling present in their contribution “Automatic Business Process
Model Translation with BPMT” an evaluated technique to automatically trans-
late business process models into different languages. The Business Process
Model Translator (BPMT) supports the re-use of process models and allows
employees, who work in subsidiaries of their multi national company, to access
process models in foreign languages.

In “A Theoretical Basis for Using Virtual Worlds as a Personalized Pro-
cess Visualization Approach” Hanwen Guo, Ross Brown, and Rune Rasmussen
propose a theoretical analysis framework for reducing communication problems
between business analysts and other process stakeholders. They show how pro-
cesses of single-process performers can be captured in the virtual world and used
as assistance for communication between the process stakeholders.

Hamzah Ritchi and Jan Mendling propose in “A Research Program for Study-
ing the Impact of Process Representation on Risk Analysis” a set of hypotheses
and a program outline for addressing the question of whether a process model
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can help users to better understand the underlying processes and consequently
supports the analyst in performing risk assessments, particularly in the audit
domain.

We thank the authors for their contributions, the Program Committee mem-
bers for reviewing, and the CAiSE 2013 Workshop Co-chairs and the Organizing
Committee for all their support.

April 2013 Sonja Kabicher-Fuchs
Jan Recker

Stefanie Rinderle-Ma
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Workshop on New Generation Enterprise and

Business Innovation Systems
NGEBIS

Innovation is one of the major drivers to enable European enterprises to compete
in global markets, especially in a tough economic juncture. Yet innovation is an
elusive term that is often used in an indefinite way. If we consider widely accepted
definitions, we can see that they capture only part of the essence of innovation.
An innovation process is different from a “usual” business process we find in an
enterprise that is (supposedly) well defined in its activities, committed resources,
etc. Innovation is a creative activity confronted with “wicked problems,” i.e.,
problems difficult to solve because of incomplete, contradictory, and changing
requirements.

The New Generation Enterprise and Business Innovation Systems (NGEBIS)
workshop intends to address the area of information systems dedicated to busi-
ness innovation that has been traditionally considered too fuzzy and ill-defined
to be systematically tackled by using existing information systems and informa-
tion engineering methods. We expect that the ideas discussed in the workshop
will contribute to the development of methods to be used in the implementation
of a new generation of information systems dedicated to business innovation,
with particular attention to networked enterprises.

To this end, beyond the presentation session devoted to research papers,
NGEBIS 2013 provided also the following sessions: (1) Discussion-oriented ses-
sion, with demos of new tools and systems, posters, and emerging ideas; (2)
WOW - Window on Online Workshop Forum, for online discussion on a selected
Social Network (LinkedIn), that started 2 months before the workshop to iden-
tify the three hottest issues to be selected for the Knowledge Café held on site;
(3) Knowledge Café: composed of three rotating parallel panels that discussed
the three most relevant topics emerged during the WOW Forum.

This edition of NGEBIS received eight submissions, each of which was re-
viewed by at least two Program Committee members in order to supply the
authors with helpful feedback. The committee decided to accept four contri-
butions as regular papers and one as short paper. The workshop resulted in
a multi disciplinary collection of contributions, addressing two main research
lines. The first concerns organizational models for the governance and the knowl-
edge management in innovation-oriented enterprises, represented by the papers:
“Toward Innovative Model-Based Enterprise IT Outsourcing” and “Character-
istics of Knowledge and Barriers Towards Innovation and Improvement in Col-
laborative Manufacturing Process Chains.” The second concerns technical and
formal methods for information processing in innovation projects, represented
by the papers: “A Logic-Based Formalization of KPIs for Virtual Enterprises,”
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“Cross-Domain Crawling for Innovation,” and “Hybrid Modelling with ADOxx:
Virtual Enterprise Interoperability Using Meta Models.”

We would like to thank all authors for their contributions and the members
of the Program Committee for their excellent work during the reviewing phase.
We would also like to thank the organizers of the CAiSE 2013 conference for
hosting the workshop and the BIVEE European Project that is the initiator of
this venture that we expect to continue in the future.

June 2013 Michele Missikoff
Gash Bhullar
Neil Maiden

Fabrizio Smith
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Second International Workshop on Ontologies

and Conceptual Modeling
Onto.Com

This volume collects articles presented at the second edition of the International
Workshop on Ontologies and Conceptual Modeling (Onto.Com 2013). This work-
shop was organized as an activity of the Special Interest Group on Ontologies and
Conceptual Modeling of the International Association of Ontologies and Applica-
tions (IAOA). It was held in the context of the 25th International Conference on
Advanced Information Systems Engineering (CAISE 2013), in Valencia, Spain.
Moreover, the workshop was designed with the main goal of discussing the role
played by formal ontology, philosophical logics, cognitive sciences and linguistics,
as well as empirical studies in the development of theoretical foundations and
engineering tools for conceptual modeling.

For this edition, we had 11 submissions with contributors from Canada,
France, Italy, Spain, Tunisia, UK, Australia, Sweden, Czech Republic, Greece,
and Brazil. These proposals were carefully reviewed by the members of our in-
ternational Program Committee. After this process, six articles (five full papers
and one short paper) were chosen for presentation at the workshop.

In the paper entitled “Re-engineering Data with 4D Ontologies and Graph
Databases,” Sergio de Cesare, George Foy, and Chris Partridge propose an ap-
proach based on the BORO approach (a 4D foundational ontology and method-
ology) for interpreting raw data. Moreover, the article discusses how a model
resulting from the interpretation and ontology-based transformation of these
raw data can be mapped to a graph-based database architecture.

In “An Application of Philosophy in Software Modelling and Future Infor-
mation Systems Development,” Brian Henderson-Sellers, Cesar Gonzalez-Perez,
and Greg Walkerden discuss the influences of different philosophical stances on
conceptual modeling and modeling language engineering. A fundamental goal of
this enterprise is to contribute to make explicit the (sometimes tacit) philosoph-
ical assumptions taken by information systems researchers and developers.

In “Knowledge Organization and the Conceptual Basis for Building Clas-
sification Systems for Complex Documents: An Application on the Brazilian
Popular Song Domain,” Rodrigo De Santis elaborates on the multidisciplinary
and multidimensional nature of complex documents. In particular, the article
discusses theoretical grounding and presents an ontology-based system for the
classification of popular songs.

In “Non-monotonic Reasoning in Conceptual Modeling and Ontology De-
sign: A Proposal,” Giovanni Casini and Alessandro Mosca present a formal pro-
posal for introducing non-monotonic reasoning in ORM (Object-Role Modeling)
schemas, enriching the language with a new set of syntactic constructs.
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In “Supporting Customer Choice with Semantic Similarity Search and Ex-
planation,” Anna Formica, Michele Missikoff, Elaheh Pourabbas, and Francesco
Taglino present a semantic search method based on the information content
approach for helping customers to make their choices. Moreover, the authors
elaborate on how the method proposed could also be used to provide to the user
an explanation for the ranked list of options returned from a semantic search.
Finally, the paper investigates graphical representations for better representing
these results.

Finally, in the paper entitled “Towards a Sociomaterial Ontology,” Maria
Bergholtz, Owen Eriksson, and Paul Johannesson present an ontology of socio-
material entities, discussing how organizational entities are grounded in physical
ones and how they can be understood in their approach of deontic notions such
as privileges, duties, and powers. Moreover, the authors discuss impacts of these
ontological notions in the practice of conceptual modeling.

We would like to thank the authors who considered Onto.Com as a forum for
presentation of their high-quality work. Moreover, we thank our Program Com-
mittee members for their invaluable contribution with timely and professional
reviews. Additionally, we are grateful to the support received by the IAOA (In-
ternational Association for Ontologies and Applications). Finally, we would like
thank the CAISE 2013 Workshop Chairs and Organizing Committee for giving
us the opportunity to organize the workshop in this fruitful scientific environ-
ment.

June 2013 Giancarlo Guizzardi
Oscar Pastor
Yair Wand
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First International Workshop on Variability

Support in Information Systems
VarIS

Contemporary off-the-shelf enterprise information systems (IS) do not provide
the flexibility required by agile enterprises whose businesses need to be rapidly
adapted in response to market or environmental changes. Usually, standardized
IS are deployed in different companies acting in different domains and distributed
over various countries not taking their inherent differences into account. Despite
these differences, certain IS functionality is shared among enterprises (e.g., the
invoice checking and approval process or the customer entity). While major
progress has been achieved by shifting from function- to process-centric system
design, currently, the construction of IS dealing with all these particularities
and commonalities is far from being realized. A feasible direction to improve this
situation is to address IS variability as a first class aspect during IS development.

Variability management is prevalent in a multitude of research fields includ-
ing, for example, requirements engineering, software product lines, business and
software process modeling, and product data management. However, a compre-
hensive approach dealing with variability in the context of IS engineering and
IS management is still missing; e.g., it is not well understood how the varying
requirements contribute to variability of the different artifacts emerging in the
IS lifecycle (e.g., architectural specifications, process models, test cases, hand-
books).

The VarIS workshop fills this gap by bringing together researchers and prac-
titioners from different fields (e.g., requirements engineering, software product
line engineering, business process management, software engineering, product
data management) who need to deal with variability issues in IS not from an
isolated point of view, but as an integrated part of a development project. The
overall goal of the workshop is to look at variability issues from a wider per-
spective, trying to understand not only the techniques and languages that allow
capturing and representing IS variability, but also IS variability including, for
example, its drivers and economic implications.VarIS discusses the current state
of ongoing research, industry needs, future trends, and practical experiences.

The first edition of this workshop attracted 11 international submissions.
Each paper was reviewed by at least two members of the Program Committee.
From these submissions, the top five were accepted as full papers and, in addition,
another interesting submission was accepted as short paper for presentation at
the workshop.

The accepted papers provide a good example that variability is present in
many different aspects of IS, and different approaches and techniques need to
be used to address it properly. For example, the paper by Murguzur, Sagardui,
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Intxausti, and Trujillo presents LateVa, an approach for managing BP vari-
ability along the modelling, execution, and evaluation phases of the BP lifecy-
cle. Martinez-Ruiz, Ruiz, and Piattini deal with changes at the context level of
software processes focusing on the project, and its characteristics, the organi-
zation, and the current laws. Ingles-Romero and Vicente-Chicote focus on the
prototyping and verification of self-adaptive systems by means of a formal ap-
proach. Mori and Cleve present a research agenda to deal with data-intensive
self-adaptive (DISA) systems where a classification framework for adaptation
and key challenges for managing the complete lifecycle of DISA systems are dis-
cussed. Ponnalagu, Narendra, and Ghose propose a framework to deal with the
development of reusable service-oriented applications. Finally, Ouali, Kraiem,
Al-Khanjari, and Baghdadi propose a process that combines the use of maps
and feature diagrams for the development of SPL.

In this first edition of the workshop, we hope that the reader will find this
selection of papers useful to keep track of the latest advances and challenges in
the area of variability in information systems, and we look forward to bringing
new advances in future editions of the VarIS workshop.

June 2013 Victoria Torres
Félix Garćıa

Manfred Reichert
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Workshop on Information System Security

Engineering
WISSE

Modern information systems support significant areas of human society that
require storage and processing of sensitive personal and organizational infor-
mation. Therefore, developers of information systems are currently faced with
important challenges related to the security of such systems. The scientific com-
munity has realized the importance of aligning information systems engineering
and security engineering in order to develop more secure information systems.

The International Workshop on Information System Security Engineering
(WISSE) aims to provide a forum for researchers and practitioners to present,
discuss, and debate, on one hand the latest research work on methods, models,
practices and tools for secure information systems engineering, and on the other
hand the relevant industrial applications, recurring challenges, problems and
industrial-led solutions in the area of secure information systems engineering.

This third edition of the workshop, held in Valencia (Spain) on June 18,
2013, was organized in conjunction with the 25th International Conference on
Advanced Information Systems Engineering (CAiSE 2013). In order to ensure a
high-quality workshop, each submitted paper went through an extensive review
process. Five submissions were accepted as full papers and three as short papers.
The accepted submissions address a large variety of issues related to secure
information systems engineering.

We wish to thank all the contributors to WISSE 2013, in particular the
authors who submitted papers and the members of the Program Committee who
carefully reviewed them. We express our gratitude to the CAiSE 2013 Workshop
Chairs, for their helpful support in preparing the workshop. Finally, we thank
our colleagues from the Steering Committee, Nora Cuppens, Jan Jürjens, Carlos
Blanco and Daniel Mellado, for initiating the workshop and contributing to its
organization.

June 2013 Nadira Lammari
David G. Rosado

Haralambos Mouratidis
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Abstract. We present a case study of business architecture development by 
students working in socially networked groups. In this case study we emulated a 
self-development of an evolutionary information system. The “client system” in 
this emulated project was medical laboratory information system. In the role of 
the “change agent” were students of two different specialties: medical 
technology students (one group) and IT students (another group). We describe 
the process and results of the first (finished) phase of strategic analysis where 
the initial business architecture was developed. Later on this business 
architecture will be utilized as a platform for (social, self-) development of 
business processes and software. Medical technology students (knowing the 
problem) played the business process owner/analyst dual role. IT students 
(knowing IT-related solution patterns for the problem and processes) played the 
business designer role. The relationships between (and inside) the two 
groups/communities were managed using Google Sites (social) software.  

Keywords: Enterprise Information Systems, Evolutionary Information 
Systems, Social Self-Development, Social Software, Action Research, 
Enterprise Architecture, Business Architecture, Methodology. 

1 Introduction 

The global information society has given rise to dynamic networked organizations 
(NWO) and enterprises. NWO is a term that is used to describe a variety of new 
emergent organizational structures such as virtual and learning organizations [1, 2, 
3], which operate and evolve on the level of information system (IS). We can use the 
term of NWO as a synonym for a “contemporary or future organization”. The success 
of such organizations depends on their ability to adapt to the environment and learn.  

In the process of organizational learning, organizations are restructuring many 
relationships internally and externally to respond to the demands of a shifting market 
[4]. Internally companies disaggregate into smaller units focused on well-defined 
market opportunities. Externally companies increasingly partner with other 
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organizations and form extended enterprises. Extended enterprise is a kind of NWO 
that forms on the level of enterprise IS (EIS) and embraces members from both its 
internal and external environments. From the above description follows that such 
NWO consist of relatively autonomous sub-units. Because of that, they can be 
adequately described by using the concept of agents. We define an agent as “an entity 
that performs a specific activity in an environment of which it is aware and that can 
respond to changes” [5]. Agents (in the same environment) can form multi-agent 
systems [5]. In the context of organizational learning, the agent may be termed as 
“change agent” and the environment as “client system” that can respond to 
organizational changes [6]. NWO is then a multi-agent system that forms (operates 
and evolves) in some IS environment as a result of the system- or development work 
[7] performed by agents. NWO forms on the basis of core competences and resources 
of the organization and is owned by independent agents. Each constituent agent of a 
NWO can play different roles and manages a set of business rules. Agents of a NWO 
form social networks [8], which can be managed with social software [9]. 

Social networks (in general) deal with agent relationship management. In the 
context of extended enterprise, social networks can be described using business 
process management (BPM) [10] lingua. We interpret a business process as a 
(specific) relationship/collaboration between two or more agents, playing the roles. In 
current case the roles are either business process owner/analyst role (medical 
students) or business designer role (IT students). 

The main operational and learning environment for a networked organization and 
its business processes is its information system (IS). IS should be evolutionary [11]. 
The evolutionary information system is able to survive over time and has built-in 
support to handle evolutionary changes [12]. Therefore, in addition to traditional 
information and communication services of IS, the evolutionary IS should also 
provide and support services for the development of business processes and software.  

Self-development of an IS is defined as a decentralized IS development model, 
where the whole system is not directly developed, but each agent develops its own 
part or role as an area of responsibilities in this whole [13, 14]. We define a self-
development subsystem as a part of an evolutionary IS that is responsible for handling 
all aspects and services for the evolutionary self-development (change) of IS. Both, 
the evolutionary IS and its self-development subsystem, are socio-technical systems 
[15] with a social (business) and a technical (IT) parts. In the self-development 
subsystem we utilize the End-User Development (EUD) model in the context of 
networked organizations [16, 17].  

Social self-development (SSD) is a community-supported self-development of a 
socio-technical system based on social networks. In this article we present a case 
study of enterprise information system self-development by students working in 
socially networked groups. In this case study we emulated a social self-development 
of an evolutionary information system. This case study has been conducted according 
to the action research (or action learning) methodology described in [6]. The “client 
system” in this emulated project was medical laboratory information system. In the 
role of the “change agent” were students of two different specialties: medical 
technology students forming one group and IT students making up another group. We 
describe the process and results of the first phase of strategic analysis where the initial 
business architecture was developed. Later on this business architecture will be 
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utilized as a platform for social self-development of evolutionary information 
systems. We focus on analyzing the relationships between our social self-
development and the action research methodologies (processes). The main research 
problem is: how do we research and develop evolutionary IS in enterprises. 

In section 2 we introduce our action research framework. In section 3 the main 
results and lessons learned are presented. Section 4 provides conclusions. 

2 An Action Research Framework 

According to Checkland [18], any piece of research may be thought of as entailing a 
particular framework of ideas F that is used in a methodology M to investigate some 
area of interest A. In the research reported in this article, A is evolutionary enterprise 
information system, F is social self-development, and M is action research. The initial 
research question or problem is: how these three topics are related and work together? 

2.1 Area of Interest: Evolutionary Enterprise Information Systems 

Our research area (A) is evolutionary enterprise information systems. An evolutionary 
IS is able to survive over time and has built-in support to handle evolutionary 
changes. Information system is a socio-technical system that has social (business) and 
technical (IT) parts. An evolutionary information system can be continuously changed 
by its constituent agents. Agents can be human agents (persons, organizational units, 
groups of persons) as well as “man-made” software agents. This means that 
evolutionary IS can be understood and described as a multi-agent system [5].  

The evolution has two “sides”: continuous work improvement [19] and software 
evolution [20]. Business process evolution, which is a sub-domain of the business 
process management (BPM) [10] domain, bridges both evolution sides [21]. IS 
evolution is often considered as being only (or mainly) the evolution of the software 
[22]. This kind of software evolution is often considered at the later stages of software 
development (implementation, execution), mostly adopting pragmatic approaches  
[22, 23] only. Our approach is an architectural approach. 

Our starting point is that evolution is a matter of architecture. System’s architecture 
consists “fundamental concepts or properties of a system in its environment embodied 
in its elements, their relationships, and in the principles of its design and evolution” 
[24]. Evolution of enterprise IS is a matter of enterprise architecture (EA). Enterprise 
architecture is the “[enterprise] conceptualization of the form, function, and fitness-
for-purpose of a system in its environment, as embodied in the elements of the 
system, the relationships between those elements, the relationship of the system to its 
environment and the principles guiding the design and evolution of the system” [25].  

In model driven development (MDD) approaches [26, 27], an EA is described by a 
meaningful and useful set of enterprise models [25, 28] for (and owned/evolved by) 
large sub-communities of the enterprise. The evolution of the models is guided by a 
meta-model that describes a more stable but in principle evolving meta-architecture 
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[28]. If this meta-architecture is implemented as a core subsystem of EIS, we have 
evolving EA [29]. 

The business architecture [30] is a part of an EA, which’s describing set of models 
corresponds to the first two rows of the Zachman Framework [31, 32], representing 
respectively the Executive Perspective and Business Management Perspective. 

To handle model-driven evolution, an evolutionary IS should also provide and 
support services for the development of business processes and software, in addition 
to traditional information and communication services If the development is 
performed by agents of an IS in a social manner, we can talk about social self-
development, which is addressed by next subsection. 

2.2 Framework of Ideas: Social Self-development 

Our framework of ideas (F, Checkland [18]) is social self-development that combines 
ideas from end-user development [33], developmental work research [19], meta-
design [34], and infrastructuring [35]. Infrastructuring is defined as a bottom-up, 
participatory approach to EA development. 

The solution of a self-development subsystem that was defined in section 1 can be 
based on the meta-design (MD) theory. According to MD, one of the main 
weaknesses of designing (architecting) is related to evolutionary character of the 
design (architecture) and the incapacity of fully anticipating at design-time the needs 
and tasks of users [36].  

With the purpose of overcoming this limitation, MD aims at defining mechanisms 
that allow “owners of the problem” to become designers [37]. MD is defined as a 
conceptual framework that allows end-users to create contents by using socio-
technological infrastructure, in which people can actively participate [38]. We define 
enterprise IS self-development subsystem as an enterprise-wide MD framework, 
which follows the concepts of evolving enterprise architecture and infrastructuring. 

The MD has become a leading theory for end-user development (EUD) [34, 35]. 
The EUD is defined in [33] as “the set of methods, techniques, and tools that allow 
users of software systems, who are acting as non-professional software developers, at 
some point to create or modify a software artifact”. In the context of enterprise IS that 
we interpret as socio-technical systems, the EUD requires a complementary method 
for continuous work improvement. Syrjanen and Kuutti have proposed developmental 
work research [19] as a potential method to be coupled with EUD to deal with work 
improvement aspects needed to implement EUD in organizational environments.  

Our architectural approach to social self-development (SSD) of evolutionary 
information systems requires proper methods and work products for continuous work 
improvement supported by EUD of software applications.  

We see social self-development defined in section 1 as a method for both EUD and 
MD that is applicable in the context of networked organizations. An important goal of 
our research is to apply and extend MD theory in the context of extended enterprises 
and evolutionary information systems in order to describe and implement a platform 
for SSD of EIS. 
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2.3 Methodology: Action Research 

Our research is conducted according to the Action Research methodology [39]. 
Action Research (AR) is known by many other names like participatory research, 
collaborative inquiry, emancipatory research, action learning, and contextual action 
research. AR can be seen as a kind of practical problem solving approach. The 
essence of the approach is “learning by doing” – a group of people identify a problem, 
do something to resolve it, see how successful their efforts were, and if not satisfied, 
try again [39]. AR aims to contribute both to the practical concerns of people in an 
immediate problematic situation and to further the goals of (social) science 
simultaneously [40]. According to Reason & Bradbury in [41], AR is an interactive 
inquiry process that balances problem solving actions implemented in a collaborative 
context with data-driven collaborative analysis or research to understand underlying 
causes enabling future predictions about personal and organizational change).  

AR occurs as collaboration between a “client system” and a “change agent” (who 
is opposed to traditional “observer”). For AR performed by our research group, a 
“client system” is a concrete enterprise for which we perform problem domain 
analysis and the “change agent” is our university’s research group. It is important that 
in our SSD approach, not only an external research group, but each agent in the 
context of an (extended) enterprise is seen as a change agent who performs the needed 
changes in the context of its own roles and responsibilities defined by them. This is in 
harmony with the Developmental Work Research approach [19], which we also view 
as a special version of AR.  

2.4 Case Study: Action Learning on Medical Laboratory 

As an example case study for our AR, this article presents a real action learning 
process in the context of the subject ”Teamwork in Information Systems' 
Development” taught at our university. In the case study conducted, the ‘client 
system’ was Medical Laboratory with its Laboratory Information Management 
System (LIMS). In the role of the ‘change agent’ were students of two different 
specialties: students of medical technology forming one group and IT students making 
up another group. In this article we describe the process and work products of the first 
finished phase of problem domain analysis that produced initial business architecture. 
Within this process, the students of medical technology played the dual roles of core 
business process owners and business analysts knowledgeable about the problem. The 
IT students played the roles of business designers knowledgeable on possible IT-
enabled solutions for the problem.  

The relationships between and within the two groups and also work products 
created and changes introduced by them were managed by Google Sites social 
software. In the context of each agent’s role, which was defined in terms of its 
responsibilities, a diary was written, which reflected the process of playing and 
developing this role (analogously with the situation in a theatre, where each actor 
would write a web-based diary or blog between performances; an entry in the diary 
would usually reflect (from the viewpoint of the writer) a particular performance  
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(but sometimes might express more general knowledge). Such learning model is in 
good harmony with the Action Research methodology.  

2.5 Limitations 

An important limitation of the work is that we simulated the action research setup 
with students – thus it would be rather a kind of lab experiment because students 
“played” practitioners. That is close to but not the same like “really doing it”. 
Therefore we plan to repeat similar action research with a real enterprise. 

3 Social Self-development within Enterprise Business 
Architecture: Our Methodology 

In this section we present the main results of and lessons learned from the action 
research project introduced in the previous section. The results include the work 
products of the problem domain analysis of a medical laboratory and its IS (LIMS). 

At the meta-level, our research results also include the problem domain analysis of 
our problem domain analysis methodology and its IS (as a part of LIMS Self-
Development Subsystem, which includes a software factory described in [42]). 

3.1 Strategic Analysis of the EIS (LIMS) 

In this section we describe the process and work products of the first finished phase of 
the problem domain analysis that produced an initial version of the business 
architecture descriptions of the enterprise - Medical Laboratory. We will next view 
our methodology and its usage from three perspectives: Product Perspective, Process 
Perspective, and Self-Development Perspective.  

The Product Perspective. According to our problem domain analysis methodology 
[43, 13], the overall work product termed as Enterprise Architecture (EA) is 
composed of the following three sub-architectures: 

• Business Architecture; 
• Technology Architecture; 
• Development (Work) Architecture. 

In the context of the student project, we focused on describing the Business 
Architecture. A snapshot of the description of the Business Architecture of the 
Medical Laboratory is depicted in Figure 1. 

According to our methodology, a Business Architecture is described by the 
following three interrelated views: 

• Organizational view; 
• Functional view; 
• Informational view.  
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Fig. 1. An overview of the Business Architecture of the Medical Laboratory as described in the 
student project 

The Organizational view reflects the organizational decomposition of a business, and 
consists of Organizational Subsystems. An Organizational Subsystem of EIS 
describes an Agent’s Role in terms of responsibilities of an Agent playing the 
corresponding role in the context of the EIS as a socio-technical system. In the 
context of the Medical Laboratory, examples of Organizational Subsystems are 
Hospital Department, Laboratory Specialist, and Regulative Authority.  

An Organizational Subsystem can be represented by a software agent [5], for 
example, by a Laboratory Specialist’s Agent, which assists the respective human 
agent in fulfilling its professional responsibilities as well as the responsibilities that 
are concerned with the (self-)development of the EIS. An example of an 
Organizational Subsystem’s description is given in Figure 2. 

The Functional view reflects the process decomposition of an enterprise, and 
consists of Functional Subsystems. A Functional Subsystem of an EIS describes and 
implements a major Business Process as a potential service in the context of the EIS 
as a socio-technical system. In the context of the Medical Laboratory, examples of 
Functional Subsystems are Pre-Analytical Subsystem, Analytical Subsystem, and 
Quality Subsystem, which describe and implement the respective Pre-Analytical, 
Analytical, and Quality Management Business Processes. According to the theory of 
Meta-Design proposed in [34], such Functional Subsystems can be handled as 
Business Process Archetypes. 

The Informational view reflects the structure of conceptual objects (informational 
architecture) of an enterprise, and consists of Informational Subsystems called 
Registries of EIS. A Registry describes and/or implements a major Business Object in 
the context of an EIS as a socio-technical system. In the context of the Medical 
Laboratory, examples of Informational Subsystems are Registry of Samples, Registry 
of Analyses, and Registry of Equipment. Such Registries are similar to Business 
Archetype Patterns proposed in [42]. 
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Fig. 2. An overview of an Organizational Subsystem of the Medical Laboratory described in 
the student project: the responsibilities of Laboratory Specialist and its relations to other roles 

The Process Perspective. We next address the Process Perspective of Enterprise 
Business Architecture Development.  

According to our methodology, the Enterprise Business Architecture Development 
process is owned by a player of the Enterprise Business Architect role, which is 
responsible for the overall Business Architecture of the Enterprise. 

The Enterprise Business Architect works together with players of the Business 
Analyst and Business Designer roles. 

A Business Analyst is responsible for models and descriptions of one or more 
Organizational Subsystems of an enterprise. 

A Business Designer is responsible for models and descriptions of one or more 
Informational Subsystem(s) (Registries). 

We decompose the process of Enterprise Business Architecture Development 
proposed by us (v. Figure 3) into the following three sub-processes: 

• Strategic Business Analysis (performed by all Business Analysts) 
• Strategic Business Design (performed by all Business Designers) 
• Managing and Evolving the Whole (performed by the Business Architect).  
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Fig. 3. An overview of Enterprise Business Architecture Development 

Strategic Business Analysis is a part of the more general process of Business Analysis 
that is performed in the problem domain analysis phase of EIS development.  Strategic 
Business Analysis is performed in the context of concrete Organizational Subsystems to 
be analyzed that are assigned to concrete Business Analysts. In the perspective of Self-
Development, our goal is to educate and support business actors (agents) who are able 
and interested in acting as Business Analysts of their own Organizational Subsystems. 
For example, a Laboratory Specialist in a Medical Laboratory represented in Figure 2 
should be able and interested in analyzing and modeling the Organizational Subsystem 
in the problem sub-domain of laboratory work in concert with the responsibilities 
defined by his/her role. In our student project, the students of medical technology played 
the dual roles that combine a laboratory-specific role with the Business Analyst’s role. 
Each student was responsible for one or two Organizational Subsystems. Strategic 
Business Analysis of an Organizational Subsystem was divided into the following two 
major phases in a “bottom-up” manner:  

• In the first phase of strategic business analysis, a student “playing” a 
laboratory-specific role described and modeled the vision of his/her 
Organizational Subsystem individually (in principle, such a part might 
alternatively be played and described by a team or community); 

• In the second phase of strategic business analysis, the student coordinated 
her/his vision/descriptions with “players” of related laboratory-specific roles 
(this is a part of the “horizontal coordination” activity over the whole 
Organizational view), and established the necessary change requests in 
order to change concrete Functional and Informational Subsystems. For 
example, the student who played the Laboratory Specialist role, coordinated 
her work products (one of them is depicted in Figure 2) with the players of 
the roles of Technician, Maintenance Engineer, Quality Manager, and 
Doctor; and created requirements and change requests for the IT students, 
who served as Business Designers of the Quality, Maintenance, Analytical, 
Learning, and Documents Subsystems (v. Figure 2). During the second 
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phase, sub-communities of cooperating Business Analysts and Business 
Designers were formed around the Organizational Subsystems, with the 
help of the social software. 

In the context of the Action Research (AR) methodology, which was briefly described 
in sub-section 2.4, the “bottom-up” sub-process of Strategic Business Analysis 
corresponds to the collaborative analysis and research activity with the purpose to 
understand one’s area of concern or problem sub-domain. For the latter, the “top-
down” sub-process of Business Design creates an IT-enabled solution. Strategic 
Business Design is the part of the more general process of Business Design that is 
performed in the context of the Strategic Analysis phase of EIS development. 
Strategic Business Design is focused on major business objects that are assigned to 
concrete Business Designers. The business objects are primarily described as 
components of Informational Subsystems or Registries. The lifecycles of business 
objects are often managed by Functional Subsystems. For example, a central business 
object of the Laboratory is the biochemical Analysis (test), which is described by the 
Registry of Analyses and managed by the Analytical Subsystem. A Business 
Designer, who is responsible for specific business objects and Functional Subsystems 
related to them, can apply domain-specific or even more general solution patterns, 
which can be adapted differently in the contexts of different Organizational 
Subsystems, and even in different organizations (Laboratories). In the perspective of 
Self-Development, Business Designers belong to the context of the extended 
enterprise (Laboratory) as providers of respective development services supporting 
Social Self-Development. 

In our student project, the role of Business Designer was played by IT students. 
Each IT student was responsible for two or three business objects and their respective 
Registries and Functional Subsystems. For example, one IT student was responsible 
for the Registry of Equipment, the Registry of Maintenance Works, and for the 
Maintenance Subsystem. This student worked in pair with a student of medical 
technology who represented the (Manager of the) Maintenance Department. The 
Business Design for these business objects and subsystems was also divided into two 
major phases, but in the following “top-down” manner:  

• In the first phase of strategic business design, some general solution pattern 
for the business object and its Functional Subsystems was introduced by the 
Business Designer, and was integrated into the whole business architecture in 
collaboration with the Business Architect (played by one of the authors of 
the paper), and with the Business Designers of related objects and Functional 
Subsystems;  

• In the second phase of strategic business design, which occurs in the context 
of concrete Organizational Subsystems, the respective elements of the 
Organizational Subsystems were described on the basis of the respective 
elements of the Registries and Functional Subsystems that describe and 
implement the business object. For example, the Laboratory Specialist’s 
view to his/her Organizational Subsystem was described on the basis of the 
elements of the Analytical, Quality, Documents, and Maintenance 
Subsystems, as is shown in Figure 2. Good collaboration within pairs of a 
Business Analyst and a Business Designer (for example, the Laboratory 
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Specialist and the Business Designer of the Documents), supported by the 
social software was regarded as a key to success of this phase.   

The Managing and Evolving the Whole is the part of the Enterprise Business 
Architecture Development that is performed by the Enterprise Business Architect. 
This includes the tasks of building an initial structure of the architectural description 
that was introduced above as the Product Perspective of our methodology, deciding 
the division of labor according to Functional Subsystems between individual Business 
Analysts and Business Designers, supporting and coordinating the collaboration 
between individual Business Analysts and Business Designers, monitoring and 
changing the structure of the whole Enterprise Business Architecture, etc. 

The Self-development Perspective. In the Self-Development perspective of the 
Strategic Analysis Methodology, we consider the methodology proposed by us as a 
part of the Meta-Design (MD) framework that includes the domain-independent 
Meta-Design layer, the domain-specific Design layer, and the agent-specific Usage 
layer. These layers form a separate “abstraction-concretization” dimension that is 
orthogonal to the Organizational, Functional, and Informational views of the 
Enterprise Business Architecture described above.  We plan to implement this MD 
framework as the Self-Development Subsystem of an EIS supporting the Social Self-
Development (SSD) of Business Processes and their underlying software applications 
in a similar fashion, but with a much higher quality compared to the student project 
described in this article. In the student project, the supporting infrastructure (software) 
included only the UML modeling software for describing and managing the business 
architecture, and the social software for relationship and change management in the 
form of blogs. The future Self-Development Subsystem will consist of subsystems for 
the following purposes: for Business Development (including Business Architecture 
Development, Strategic Business Analysis, and Strategic Business Design), for 
Technology Development (including Software Factories described in [42]), for 
Evolutionary Change Management (including the blogs similar to the ones used in the 
student project), and for Simulation and Training. 

3.2 Social Self-Development (of Enterprise Business Architecture) as Action 
Research 

In our methodology, the EIS evolution is handled according to the general learning 
model of Action Research, which was described in sub-section 2.3, as follows:  

• Agents of an (extended) enterprise, who play the dual roles of some business 
concepts’ owners (v. the Product Perspective in section 3.1) and developers 
(Business Analyst, Business Designer, Business Architect), serve as ‘change 
agents’;  

• The enterprise with its IS serves as the ‘client system’;  
• The ‘bottom-up’ sub-process of Business Analysis serves as the ‘data-driven 

collaborative analysis or research’ (v. section 2.3); 
• The ‘top-down’ sub-process of Business Design serves as the ‘collaborative 

problem solving or change’, in the context of AR (v. section 2.3).  
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The version of AR proposed by us follows the SSD approach and its meta-model, 
both of which have been introduced in [17]. 

3.3 Lessons Learned from the Action Research 

The following major lessons were learned from the student project described in the 
current section: 

• The approach (SSD) is applicable in the collaborative learning contexts that 
are similar to our student project, but requires much  richer supporting 
infrastructure; 

• Using the social software based on blogs is very useful in such contexts; 
• Similarly to the pair programming, we can also perform strategic analysis 

and design effectively in pairs of a “business person” (like a student of 
medical technology) and an “IT-person” (like an IT student); 

• Without continuous community-based modeling activity the SSD approach 
does not work. 

4 Conclusion and Future Work 

The research problem was: how do we research and develop evolutionary information 
systems of enterprises. In this paper, an approach to social self-development of 
evolutionary information systems was described. This approach was described by 
relying on the example of a real action research project that was performed in the 
context of the subject ‘Teamwork in information systems development” taught at our 
university. The ‘client system’ was Medical Laboratory with its Laboratory 
Information Management System (LIMS). In the role of the ‘change agent’ were 
students of two different specialties: students of medical technology, forming one 
group and IT students, making up another group. The students of medical technology 
played the dual roles of core business process owners and business analysts, who are 
knowledgeable about the problem. The IT students played the roles of business 
designers knowledgeable on IT-enabled possible solutions for the problem. The 
relationships between and within the two groups or communities were managed by 
using Google Sites social software.  

We described the process and work products of the first phase of problem domain 
analysis that produced descriptions and work products of the business architecture of 
the enterprise under discussion – Medical Laboratory. We interpret the enterprise 
business architecture development methodology proposed by us as a core part of the 
resulting business architecture. Such architecture follows the concepts of meta-design, 
evolving enterprise architecture, and infrastructuring, and serves as a platform for 
further social self-development of business processes of an enterprise and their 
underlying software applications. The social self-development was defined as an 
agent-centric and community-supported development of a socio-technical (multi-
agent) system by means of social networks that are based on social software. 
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In the near future, we will design and develop a solution to self-development, 
where software agents representing organizational units or even individual roles 
engaged in self-development manage and coordinate the necessary collaboration and 
competition between them. Principles for this kind of solution are, for example, 
described in [44]. We will also elaborate the model-based description of our social 
self-development methodology, design its supporting toolset, and plan to use them in 
real enterprises engineering situations. Our methodology can be understood as a 
domain-specific version of the action research methodology, which is applicable for 
evolutionary information systems. 
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Abstract. As technology becomes more far-reaching and intercon-
nected, the need of interoperability is becoming increasingly important.
The Ontology of Enterprise Interoperability (OoEI) was defined as a sci-
entific reference model regarding interoperability leading to a common
understanding involving this topic. The OoEI was proposed in the general
context of Enterprise Interoperability with high level concepts using the
system theory. This needs to be enriched with concepts from Enterprise
domain. The discipline of Enterprise Architecture (EA) advocates the use
of models to support business services on enterprises. Among them, this
work focuses on ArchiMate. In order to provide business services support,
ArchiMate, should be amenable to analyze of various properties, as e.g.
the interoperability requirements. This paper proposes a set of concepts
covering the EA and interoperability domains. Through literature review
and framework research, we identify key aspects of interoperability and
EA and their associations, resulting in a reference conceptual model for
integrated Enterprise Architecture Interoperability. The proposed model
is defined based on the Design Science Research methodology. A case
study illustration will be used for the evaluation as part of the research
approach.

Keywords: Research methodology, Enterprise Interoperability,
Enterprise architecture.

1 Introduction

The obligation to become more competitive and effective in providing better
products and services requires enterprises to interoperate and evolve into net-
work. The availability of the Internet and information technologies has encour-
aged new business strategies that take advantage of enterprises ability to create
networks or to network with other enterprises [1]. One of the challenges faced
by a network of enterprises is the development of interoperability between its
members, which is highly correlated to the ability to use networked architectures
to collaborate efficiently [2, 3].

Enterprise Architecture (EA) is generally considered to provide a good steer-
ing instrument to analyze the current state of the enterprise (As-is), identify and
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describe alternative future states (To-be), guard the cohesion and alignment be-
tween the different aspects of an enterprise such as business processes and their
ICT (Information and Communications Technology) support [4]. The analysis of
the As-is situation is very important to make conscious decisions about a future
path design.

In this paper we propose to follow a scientific research methodology to analyze
the as-is situation of an enterprise in terms of interoperability requirements from
an architectural point of view. But first of all, we need to know what interop-
erability is. The most commonly acknowledged definition of interoperability is
the one provided by IEEE, considering interoperability as the ability of two or
more systems or components to exchange information and to use the information
that has been exchanged [5]. However, interoperability is not easy to understand
due to its numerous definitions and interpretations. Ford et al. point out that
according to their survey, thirty-four definitions of interoperability have been
proposed since 1977 [6].

To deal with this problem the Ontology of Interoperability (OoI) was pro-
posed to define the Interoperability domain [7]. It was thereafter extended by
the Ontology of Enterprise Interoperability (OoEI). This OoEI aims at formally
defining Enterprise Interoperability (EI) while providing a framework to describe
problems and related solutions pertaining to the interoperability domain. It was
proposed in the general context of EI with high level concepts using the system
theory [8]. This needs to be enriched with enterprise concepts from EA domain.
Moreover, EA models do not take into account interoperability concepts despite
the importance of the interoperability in the survival cycle of an enterprise.
In this paper we propose to integrate the two domain concepts (EA and EI)
from a business point of view and to use the conceptual modeling to define the
integrated domain. It is widely accepted that conceptual models are a prerequi-
site for successfully planning and designing complex systems [9]. Over the last
decades, conceptual modeling has been employed to facilitate, systematize, and
aid the process of information system engineering [10].

Based on ArchiMate as a modeling language of EA [11] and OoEI [12], a con-
ceptual model is proposed. A conceptual model is a typically graphical represen-
tation, hence can provide limited vocabulary [13], constructed by IS professionals
of some-ones or some groups perception of a real-world domain [14]. Conceptual
modeling may be used to ease the implementation of an information system or
to provide a common understanding between the organizations needs and an en-
terprise application. It is also suitable to systematize knowledge, provide guiding
research and map a portion of reality [14].

The proposed model is defined based on the design-science research (DSR)
methodology proposed by Hevner et al. [15] and Winter [16]. DSR addresses
important unsolved problems in unique or innovative ways or solved problems
in more effective or efficient ways comparing to traditional or so-called routine
design [15]. Although it may seem impossible to find general and meaningful
concepts for the entire domain of integrated Enterprise Architecture Interoper-
ability, it is better to adopt the so-called constructive research strategy [17].
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2 Research Methodology

This research is based on a simplification of the design-science research (DSR)
as proposed by Hevner et al. [15] and Winter [16]. The methodology applied is
divided according to the two processes of design science research in information
system, Build and Evaluate [17]. The build process is composed by two stages
whereas and the evaluation process is composed by only one stage (see Table 1).

Table 1. Research methodology

Build Evaluate

Conceptual definition Conceptual model construction Evaluation

- Domain definition - Analysis of relations between concepts Use case
- Concepts identification - Integration of the two domains concepts
- Concept definition into one model

The first stage, conceptual definition, has two main milestones: concepts do-
main and domain definitions within the set up boundaries established between EI
and EA. In this stage we proceed with literature study on interoperability mod-
els and frameworks together with EA modeling languages. Also, at this stage,
we identify and define the concepts that we present in section 3. An analysis of
the relations between concepts is required to understand the integrated model
that is constructed in section 4.

The second stage, evaluation, is done based on the observational case study as
described in [15]. The evaluation part is illustrated by a case study in section 5.

3 Conceptual Definition

3.1 Enterprise Interoperability

In order to understand the enterprise interoperability domain, we need to study
the operational entities where interoperations take place within an enterprise.
This aspect is mainly defined through various existing interoperability
frameworks and models, which are reviewed as follows:

Framework for Enterprise Interoperability. The main purpose of an inter-
operability framework is to provide an organizing mechanism so that concepts,
problems and knowledge on enterprise interoperability can be represented in a
more structured way [18].

So far, the most known EI frameworks are: ATHENA (Advanced Technologies
for interoperability Heterogeneous Enterprise Networks and Applications) Inter-
operability Framework (AIF) [19], the European Interoperability Framework [20]
and the Framework for Enterprise Interoperability (FEI) [21].
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Compared to other interoperability frameworks, the FEI provides three explic-
itly defined interoperability dimensions (interoperability barriers, interoperabil-
ity concerns and interoperability approaches) to allow defining interoperability
research domain [12]. The FEI was developed within the frame of INTEROP
Network of Excellence [18] and is now published as an international standard
(ISO 11354 - 1). It defines a classification scheme for interoperability knowledge
according to three dimensions:

1. Interoperability Barriers: According to FEI, the establishment of interoper-
ability consists in removing all the identified barriers. Three kinds of barriers
are identified: Conceptual (syntactic and semantic differences of information
to be ex-changed), Technological (incompatibility of information technolo-
gies: architecture and platforms, infrastructure, etc.), and Organizational
(definition of responsibilities and authorities).

2. Interoperability Concerns: They represent the areas concerned by interoper-
ability in an enterprise. Four concerns are defined, namely business interop-
erability (work in a harmonized way to share and develop business between
companies despite the difference of methods, decision making, culture of
enterprises, etc.), process interoperability (make various processes work to-
gether. In the inter-worked enterprise, the aim will be to connect internal
processes of two companies to create a common process), service interop-
erability (making work together various services or applications by solving
the syntactic and semantic differences) and data interoperability (make work
together different data models with different query languages to share infor-
mation coming from heterogeneous systems).

3. Interoperability Approaches: there are three basic ways to relate entities to-
gether to establish interoperations:The integrated approach (characterizedby
the existence of a common format for all the constituents systems), the unified
approach, characterized by the existence of a common format but at a meta-
level, the federated approach, in which no common format is defined. This ap-
proach maintains the identity of interoperating systems; nothing is imposed
by one party or another and interoperability is managed in an ad-hoc manner.

The Ontology of Enterprise Interoperability (OoEI). The approach
adopted for building the OoEI considers interoperability from a problem-solving
perspective, not restricted to communication matters. Indeed, contrary to what
can be found in most of the available definitions, interoperability is not only
related to communication. The components of a system do not necessary have
to communicate, but might simply have to be composed together for a spe-
cific purpose. This is illustrated by the following definition: An interoperability
problem appears when two or more incompatible systems are put in relation. In-
teroperability per se is the paradigm where an interoperability problem occurs [7].
Based on an analysis on the Enterprise frameworks and existing interoperability
models [12], the OoEI was defined as depicted by the figure 1.

Interoperability is implemented as a subclass of the Problem concept. Prob-
lems of interoperability exist when there is a relation, of any kind, between
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Fig. 1. Extract of OoEI

incompatible systems in a super- system they belong to or system they will form.
Incompatibility concept is a subclass of a more generic InteroperabilityExistence-
Condition class aiming at explicitly formalizing the fact that Incompatibility
is the source of interoperability problems for systems of any nature, as soon as
they belong to the same super-system and there is a relation of any kind between
those systems.

Three main dimensions of EI are considered: Interoperability aspects (con-
ceptual, organizational and technical), Interoperating entities, also known as
EI concerns (i.e. business, process, service and data) and Interoperability ap-
proaches (integrated, unified and federated). These are represented by the three
concepts: InteroperabilityAs-pect, InteroperabilityApproach, and Interoperability-
Concern respectively. These are all modeled with their different constituents
represented here as instances under the EnterpriseInteroperabilityDimension
concept, as shown in figure 1.

Interoperability problems are represented by the InteroperabilityBarrier
concept. The term barrier is defined as an incompatibility, obstructing the shar-
ing of information and preventing exchanging services [21]. It is then assimi-
lated (with the equivalentClass in figure 1) to the Incompatibility concept. The
establishment of interoperability (with its three aspects) consists of removing
identified barriers (conceptual barrier, organizational barrier or/and technolog-
ical barrier). Hence each InteroperabilityBarrier is related to the corresponding
InteroperabilityAspect.

Relevant Concepts in Enterprise Interoperability. Dealing with enter-
prise interoperability requires consideration of the enterprise from a general
perspective, taking into account not only its different components and their in-
teractions but also the environment in which it evolves and the interface through
which it communicates with its environment.
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The interface is a system’s element through which a connection between the
system and its environment can be established. It also represents the system’s
boundaries. The interfaces are important for developing interoperability and
avoiding interoperability problems. An enterprise is considered as a complex
system in the sense that it has both a large number of parts and the parts are
related in ways that make it difficult to understand how the enterprise operates
and to predict its behavior The establishment or diagnosis of enterprise interop-
erability leads to identify the different operational levels that are concerned. Four
enterprise levels are defined in the FEI, namely business, process, service and
data. They represent the areas concerned by interoperability in the enterprise.

– Interoperability of data aims to make work together different data models
with different query languages to share information coming from heteroge-
neous systems.

– Interoperability of services aims at making it possible for various services or
applications (designed and implemented independently) to work together by
solving the syntactic and semantic differences.

– Interoperability of processes aims to make various processes work together.
In the interworked enterprise, the aim will be to connect internal processes
of two companies to create a common process.

– Interoperability of business aims to work in a harmonized way to share
and develop business between companies despite the difference of methods,
decision making, culture of the enterprises or, the commercial making.

According to [21], there are three kinds of interoperability problems, called also
barriers that enterprises may face: conceptual, technological or organizational.

– Conceptual problems are mainly concerned with the syntactic and semantic
incompatibilities of information to be exchanged or to be used during an
interoperation. These problems concern the modeling at the higher level of
abstraction (i.e. enterprise models) as well as the level of programming (i.e.
low capacity of semantic representation of XML). Syntactic differences can
be found whenever different structures are used to represent information and
knowledge.

– Technological problems refer to the use of computer or ICT (Information and
Communication Technologies) to communicate and exchange information
(i.e. architecture and platforms, infrastructure). These problems concern the
standards to use, store, exchange, processes or computerize information.

– Organizational problems relate to the definition of responsibilities and au-
thorities so that interoperability can take place under good conditions. Re-
sponsibility needs to be defined in order to delegate tasks (process, data,
software, computer). If responsibility in an enterprise is not clearly and ex-
plicitly defined, interoperation between two systems is obstructed. Author-
ity is an organizational concept which defines who is authorized to do what.
For example, it is necessary to define who is authorized to create, modify,
maintain data, processes, services, etc.
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3.2 Enterprise Architecture

Architecture is a consistent whole of principles, methods and models that are used
in the design and realization of organizational structure, business processes, in-
formation systems, and infrastructure [22]. The use of an enterprise architecture
helps to chart the complexity of an organization. The specification and descrip-
tion of organizations components and especially their relationships in architec-
ture requires a coherent architecture modeling language.

Overview of EA Modeling Languages. The objective here is not to provide
an exhaustive review of existing EA modeling languages but rather to present
relevant modeling languages that are selected specifically for the purpose of this
work. So far, the most known EA modeling languages are the Unified Enter-
prise Modeling Language (UEML), Design and Engineering Methodology for
Organizations (DEMO) and ArchiMate.

The UEML is an on-going attempt to develop theories, technologies and tools
for integrated use of enterprise and IS models expressed using different lan-
guages. By this we mean keeping the existing models as they are and establish
relationships between them in an explicit and usable way, supporting, e.g., con-
sistency checking, automatic update reflection, model-to-model translation and
other services across modeling language boundaries. UEML is thus intended as
an intermediate language - or a hub - through which different languages can be
connected, thereby facilitating a web of languages and of models expressed in
those languages [23].

DEMO is a method comprising of a comprehensive set of conceptual modeling
techniques, in combination with a theory based way of thinking and associated
way of working, focused on modeling, analyzing and designing the essential as-
pects of an organization [24]. DEMO uses the word essential here to refer to the
implementation-independent aspects of an organization. As such, DEMO aims
to abstract away from implementation-specific details, such as the information
systems present in business collaboration [25].

ArchiMate is an Open Group standard [11] for the modeling of enterprise
architectures , emphasizing a holistic view of the enterprise. This means that ar-
chitects can use ArchiMate to model, amongst others, an organization’s products
and services, how these products and services are realized/delivered by business
processes, and how in turn these processes are supported by information systems
and their underlying IT infrastructure. ArchiMate is geared towards Information
processing dominant organizations such as banks, insurance companies, govern-
ment agencies, etc. [11].

Compared to other EA modeling languages, ArchiMate is successfully used
and applied in many industrial cases [26]. Subsequently, we propose in this work
to focus on ArchiMate and its main concepts. The choice of the language is mo-
tivated by the capacity of ArchiMate to distinguish between the structural or
static aspect and the behavioral or dynamic aspect of enterprises. Moreover, our
analysis will be limited to the ArchiMate business layer meta-model. As implied
by name, the business layer focuses on an organization’s business concepts such
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as products, (commercial) services, and business processes. The business archi-
tecture results from the implementation of business strategies and the definition
of processes. The functional requirements of business process support systems,
i.e. the information systems that will operationally support the business, are
derived from this architecture [26].

Note that, the same approach could be applied with any other EA modeling
language following the same research methodology.

ArchiMate and Its Main Concepts. In [22], three main layers are defined:

1. The Business layer offers products and services to external customers, which
are realized in the organization by business processes performed by business
actors.

2. The Application layer supports the business layer with application services
which are realized by (software) applications.

3. The Technology layer offers infrastructural services (e.g., processing, stor-
age and communication services) needed to run applications, realized by
computer and communication hardware and system software.

Our analysis concerns the ArchiMate business layer meta-model. Figure 2 pro-
vides an excerpt of the ArchiMate business layer concepts and their relations.
Note that we use only an excerpt of the ArchiMate business layer meta-model
so as to focus on those concepts and relations relevant for interoperability.
The ArchiMate business layer meta-model concepts, adapted from [11, 22] are
described as follows:

– Business actor: It defines an individual persons (e.g., customers or employ-
ees), but also groups of people (e.g., departments or business units) within
the organizations.

– Business role: A role that an actor fulfills in an organization. Importantly,
this role is usually defined as the work carried out by an actor.

– Business collaboration: It defines a (temporary) configuration of two or more
business roles resulting in specific collective behavior in a particular context.

– Organizational service: It is a unit of functionality that is meaningful from
the point of view of the environment. The following concepts realize a service:
Busi-ness processes, business functions, business interactions. Moreover, A
business process/function is a unit of internal behavior, performed by one or
more roles within the organization. Finally A business interaction is a unit
of behavior similar to a business process or function, but it is performed in
a collaboration of two or more roles within the organization.

– Business event: An event that happens (externally) and may influence busi-
ness processes, functions or interactions. A business event is most commonly
used to model something that triggers behavior, but other types of events
are also conceivable: e.g., an event that interrupts a process.

– Business object: An entity manipulated by behavior such as business
processes or functions.



24 W. Guédria et al.

Business

object

Business

actor

Business

role

Business

collaboration

Business

interface

Business

event

Business

Behavior

Business

interaction

RepresentationMeaning

Contract

Product

Value
Organizational

service

aggregates

composed

of

used by

assigned to

accesses

assigned to

triggers
triggers

triggers

triggers

assigned to

realizes

associated

with

aggregates

aggregates

associated

with

realizes

realizes

assigned to

accesses

used by

used by

Fig. 2. ArchiMate business layer concepts

4 Conceptual Model Construction

4.1 Enterprise Architecture and Interoperability

ArchiMate, as presented in section 3.2, does not consider properly interoper-
ability concepts. In the meanwhile, we may found concepts and relations ex-
ploring potential collaboration/interactions with local or external units to the
main organization that may be a source of interoperability [5,22]. Subsequently,
this emphasizes the motivation of bridging the gap between both research areas
EA and EI. Moreover, it presents tendency research topics for networked enter-
prises dealing with current challenges such as economic changes, globalization,
et cetera. On one hand, interoperability framework needs EA models to analyze
current situation and path forward future design for enterprises. On the other
hand, EA models will be enriched with interoperability concepts to tackle new
networked enterprises requirements (e.g., outsourcing).

Being “interoperable” refers to being able to share information between busi-
ness partners, understand and process exchanged data, seamlessly integrate it
into internal ICT systems, and enable its beneficial use [27]. In the following
we propose the construction of the integrated model at the business layer. As
implies by name, the business layer focuses on business concepts such as ser-
vices, business process, product, etc. From the interoperability side, we focus
also on business interoperability that can be defined as the organizational and
operational ability of an enterprise to cooperate with its business partners and
to efficiently establish, conduct and develop IT-supported business relationships
with the objective to create values [27].
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4.2 Integration of ArchiMate EA Concepts into OoEI

In this section, we define the integrated enterprise architecture interoperability
model at the business layer. Figure 3 gives an overview of this model.
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Fig. 3. Integrated Model: EA concepts and interoperability at business layer

In order to differentiate the EA concepts from the interoperability ones, we
present them with the gray color.
Business collaboration, that defines a configuration of two or more business roles,
will not be possible if the two roles are incompatible. Hence the importance of
the interoperability that allows this kind of collaboration. This is designed by
the property allows between the concepts business and businessCollaboration.

The two main dimensions of EI: interoperability barriers and interoperabil-
ity concerns are considered. Hence we find the concepts InteroperabilityBarrier
and InteroperabilityConcern as well as their respective sub-classes: Organiza-
tionalBarrier, TechnologicalBarrier, ConceptualBarrier and Business, Process,
Service, and Data.

The business interoperability concern has a behavior allowing it to realize
a service. Hence the concept Business is related to BusinessBehavior by “has”
property and the BusinessBehavior is related to OrganizationService by “realize”
property.

5 Evaluation Using a Case Study

As part of the research approach, this section illustrates the evaluation of the pro-
posed model using an industrial case study. The use case concerns a multinational
company: METS (Manufacture Electro-Technical of Sousse) a subsidiary of the
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German Draxelmaer group1, specialized in automobile manufacturers including
wiring harness systems, exclusive interiors and electrical components. To ensure
its functions and reach its objectives, the company needs to interoperate with
many partners, including its headquarters in Germany. This is relevant for the
application of our approach.

In order to understand the way the enterprise functions, a series of inter-
views were conducted, our integrated model was then instantiated using the
information of the company. METS is a 100% export oriented company: all its
production is directed to the headquarters in Germany. The headquarters are
then responsible for the distribution to the clients or other production sites. The
normal business process starts when the company receives an order of production
from the headquarters in Germany. If the order concerns a new product, then a
prototyping is needed and a sample is produced. After a decision is reached, the
production process can be launched. There are five main stakeholders for the
company:

– The headquarters in Germany, from where the company receives orders.

– The production site in Poland to whom the company exports the semi-final
prod-ucts.

– The production sites, from where the company receives semi-final products
to finalize.

– The suppliers of the raw materials and accessories.

– Customs for the export.

As analyzing relations are the first requirement for identifying interoperations,
a formal representation of the METS Company and the main relations are pro-
vided, using the integrated model. In order to differentiate between the instan-
tiated concepts (i.e. specific to the company) and those of the proposed model,
the instantiated concepts are represented by rectangle shapes as shown in figures
4 and 5.

The company is represented by the Enterprise Mets concept. As an instance
of ooei:System, it inherits all their properties and constituents. Hence it has its
own structure and behavior, represented respectively by Structure METS and
Behavior METS. The company produces wire harnesses for the cars and has two
main objectives: continuous reduction of the costs of its production and to be the
leader within its market. This is represented by the concept Harness production,
instance of ooei:function and two instances ooei:objective: Market leader and
Reduce costs.

As any multinational enterprise, METS evolves in its environment and
has many partners. This is represented by Mets env concept, instance of
ooei:environment. Within this environment, the customs, the supplier of the
accessories, the transporter, the Draxelmaier headquarters, the supplier of raw
material and the provider of all other services are found. This is respectively
represented by the concepts: Customs, Ac supplier, Transporter, Drx group,

1 http://www.draexlmaier.de
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Rm supplier, Service provider. The instantiation of the integrated model pro-
vides an overview of the enterprise structure and the main relations that exist.

The case study evaluation provides primer results. The maturity of this eval-
uation is, certainly, limited but offers an initial investigations for interoprabilty
readiness in networked enterprises. Back to our scenario, we observed that based
on the resulted model, the managers can have a clear idea about the main ele-
ments within their architecture when dealing with interoperability requirments.
This can be thereafter extended by associated rules to allow automatic reasoning
for developing tools for diagnosis of enterprise interoperability problems.

6 Conclusion and Future Work

In this paper, we have proposed an integrated model bridging the interoper-
ability and enterprise architecture concepts following the constructive research
methodology. At a first stage, the concepts were identified and defined, and then
the analysis of the relations between concepts was defined in order to construct
the integrated conceptual model. The evaluation stage was done through a case
study. The resulted integrated model was based on the OoEI and the Archimate
model at the business layer.

Future work are planned to extend the defined conceptual model with concepts
from other EA modeling languages and to cover applicative and technical levels
[4] of the enterprise architecture.

References

1. Dinh, T.L., Thi, T.T.P.: Information-driven framework for collaborative business
service modelling. IJSSMET 3(1), 1–18 (2012)

2. Architectures for enterprise integration and interoperability: Past, present and fu-
ture. Computers in Industry 59(7), 647–659 (2008)

3. Vernadat, F.: Enterprise Integration Modeling and Integration: Principles and Ap-
plications. Springer (1996)

4. Lankhorst, M.M.: Enterprise Architecture at Work - Modelling, Communication
and Analysis, 4th edn. The Enterprise Engineering Series. Springer (2013) 978-3-
642-29650-5

5. Institute of Electrical and Electronics Engineers. IEEE standard computer dictio-
nary: A compilation of ieee standard computer glossaries (1990)

6. Ford, T., et al.: Measuring System Interoperability: An i-Score Improvement. In:
Proceedings of the 6th Annual Conference on Systems Engineering Research (2008)

7. Naudet, Y., Latour, T., Chen, D.: A systemic approach to interoperability formal-
ization. In: IFAC 2008 Workshops (2008)

8. Von Bertalanffy, L.: General System Theory: Foundations, Development, Applica-
tions. Georges Braziller, Inc., New York (1968)

9. Moody, D.L., Shanks, G.G.: Improving the quality of data models: empirical vali-
dation of a quality management framework. Inf. Syst. 28(6), 619–650 (2003)

10. Recker, J.: Conceptual model evaluation. towards more paradigmatic rigor. In:
Proceedings CAiSE 2005 Workshops, Porto, Portugal (2005)



Enterprise Interoperability Architecture 29

11. Jonkers, H., Proper, H.A., Turner, M.: TOGAF and ArchiMate: A Future Together.
White Paper W192. The Open Group (November 2009)

12. Guédria, W.: A Contribution to Enterprise Interoperability Maturity Assessment.
Ph.D. thesis, University of Bordeaux1, Bordeaux, France (2012)
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Abstract. Enterprise architecture (EA) management represents an
evolving discipline in the curriculum of information systems research.
Research in the area of EA management is often conducted in close co-
operation with industry partners, who on the one hand provide input in
terms of current challenges and on the other hand are more than will-
ing to apply and evaluate the research findings. Therefore, researchers
in the area of EA management applying the design science paradigm are
confronted with the challenge to make theoretical contributions which
additionally can be applied and help to solve current and anticipated
problems in practice.

In this paper we present the so-called pattern-based design research
(PDR) an iterative design research method to overcome this problem
by enabling researchers to theorize and learn from the intervention at
the industry partner(s) while performing rigorous and relevant design
science research. We illustrate the applicability of PDR by discussing
our research projects of the last 7 years in the area of EA management.
We conclude that PDR provides a suitable research method that can be
applied in the area of EA management and discuss further challenges
from the perspective of practitioners and researchers.

Keywords: Patterns, Design Science, Research Method, Enterprise
Architecture Management, Rigor and Relevance.

1 Motivation

Enterprise Architecture (EA) Management is an evolving management discipline
within the curriculum of Information Systems (IS). The discipline targets at
the holistic management of the enterprise, in particular its architecture formed
by elements as business processes, applications, information flows, hardware, as
well as their interrelations. Researchers active in the field of EA management are
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faced with various challenges of high practical relevance. For these challenges, the
researchers seek to develop technology-based solutions, i.e., ‘do’ design science
research [1]. Such research has to be conducted in close cooperation with industry
experts, in order to:

– identify a problem of practical relevance,
– develop a solution that fits the application context, and
– evaluate the purposefulness of the solution in its context.

During solution development and evaluation, design research has to rely on sound
methodologies [2] to ensure rigor of the research results (cf. [3]). This puts re-
searchers in the field of EA management research in a particularly challenging
situation. On the one hand enterprises are inherently complex subjects, for which
rigorous development of purposeful solutions is likely to take time. On the other
hand research in close cooperation with an industry partner has to adapt to
the pace of partnering organization, delivering useful results early. Therefore,
researchers find themselves in a field, where – as Davenport already states in [4]
– rigor and relevance compromise each other to some extent. A key challenge
hence is to account for both rigor and relevance in EA management research
endeavors with industry. Further, researchers are challenged to ensure that their
research does not degenerate into ‘routine design’ that must be distinguished
from design science [1].

EA management seeks to establish sustainable solutions to challenges that
affect the structure of the enterprise as a whole. Key to this management effort
is a holistic perspective on the EA. Usually, EA descriptions, containing differ-
ent views on the enterprise, are used. These descriptions are again defined on
a conceptual model of the enterprise. EA management uses the descriptions to
increase transparency about the enterprise [5] and to control the architecture’s
evolution [6]. In this context, researchers target, for example, at the identification
of ‘good’ architectures (behavioral science) [7] as well as at the development of
models [8], methods [9], and tools [10] (design science). Especially for the latter,
a close cooperation with industry is essential. Only industry experts are able to
raise relevant business problems, provide data about real enterprise architectures
and participate in an artifact’s evaluation. To allow for rigor in a close cooper-
ation with an industry partner which allows for relevance inherently, a design
science research method has to account for several challenges occurring in such
context [11]:

– Research has to provide outcomes, whose level of abstraction matches the
expectations of the research community [12]. For research conducted in co-
operation with industry this community is heterogeneous consisting of both
practitioners and researchers, aiming at different and potentially inconsumer-
able levels of abstraction.

– Many EA management-related problems are “wicked problems” (cf. [13,14]).
They occur, if the specific contexts of companies relate to asymmetric criteria
determining different solutions [15]. To increase the relevance of research
outcomes in terms of importance and suitability (cf. [16]), the company’s
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context has to be taken into account when performing EA management
research with an industry partner.

In this paper, we describe the research method of Pattern-based Design Re-
search (PDR). This method uses patterns to provide early and relevant results
to practitioners and design theories to rigorously abstract these results to sci-
entific contributions. We repeatedly applied this method to different problem
dimensions in EA management, like the management processes and the descrip-
tion techniques. Latter application is described in more detail in this paper to
show by example, how PDR can facilitate EA management research. Section 2
introduces the basic conception of PDR, referencing relevant groundwork from
both pattern research and design research. The course of a research as well as the
results thereof are described in Section 3 starting with early results on patterns
and concluding with their abstraction to building blocks. In Section 4 we discuss
challenges from both academic and practitioner direction, that we had to face
applying the PDR method. Further, we give an outlook on possible future ap-
plications of PDR to EA management and briefly sketch the research ecosystem
that would be needed to facilitate PDR in the context of EA management.

2 The Pattern-based Design Research Method

The Pattern-based Design Research (PDR) method introduced in [11] and vi-
sualized in Figure 1 provides a research approach for a close cooperation of
researches and industry experts suitable for the context of EA management.
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By the observation of common solutions to reoccurring EA management prob-
lems in practice and their conceptualization the basis for an EA management
Design Theory Nexus (DTN) is formed. The identified patterns (cf. [17,18,19]) as
well as related grounding theories are then used to build design theories [20,21].
By the conceptionalization of the context in which a pattern is suitable as well as
the specific goals, a DTN is built. Industry partners willing to use the practice-
proven knowledge provided by the DTN can design their organization-specific
EA management function by using their context and goals as input. The re-
sulting solution design can then be applied to the organization’s context. For
example, the solution design can be configured by adjusting the used terminol-
ogy. The resulting configured solution serves as a blueprint to be implemented
by the organization. The implementation includes the realization of processes as
well as the provision of tool support if required. After the actual implementation
of the configured solution we speak of an instantiated solution. This differentia-
tion allows, for example, to distinguish a process’s design from its instances. Of
course, the instantiated solution is subject to evolution when the organization
runs it over time. If process instances differ from their original design, a better
solution has been implemented by the organization itself. This solution might,
for example, suite better to the organizations context than the solution design
created by the use of the DTN. In general, the derivations between the configured
and the instantiated solution can be used as a basis to extend the knowledge
contained in the DTN. In addition to adjustments of already known solutions,
even completely new solutions can be observed this way. Such an observation
closes the cycle of the PDR method and a new iteration begins by the solution’s
conceptualization to form a pattern candidate.

3 Applied PDR – Course of Action

Our research on Software Cartography, EA management patterns, and Building
Blocks for EA management Solutions has followed the PDR method since 2004.
Close cooperation with more than 30 industry partners over the years has al-
lowed us to identify, design, refine, and validate many relevant solutions. Being
at least partially industry-funded, the patterns as well as tooling based on the
patterns has helped us to deliver useful solutions to our partners. In the fol-
lowing, we present the different stages of our research and outline both directly
applicable results and the theoretic underpinnings developed by us. Table 1 gives
an overview of the different research artifacts.

In 2004 we started a research project on visualizing application landscapes.
This project was called “software cartography” [22] and could, due to the sup-
port of Prof. Dr. Denert, start with a series of interviews with practitioners.
In these interviews, we identified the challenge of missing and not structured
techniques for visualizing application landscapes. We further were able to col-
lect exemplary visualizations that some of the partnering enterprises created
without applying re-usable techniques. In the publications [23,24], we identified
four types of “software maps”, called “cluster map”, “process support map”,
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Table 1. PDR for EA management – course of action

Year Applicable results Theoretic underpinnings

2004 Software Map types (1)

2005 Software Map types (2)
IEEE 1471 for Software Cartogra-
phy

2006 Software Cartography tool
Transformation perspective on
Software Cartography (1)

2007
Transformation perspective on
Software Cartography (2)

2008
EA management Pattern Catalog
Wiki

Structure and style of EA manage-
ment patterns

2009 Workshop: Patterns in EA management

2010
Building Blocks for EA manage-
ment Solutions (BEAMS)

Refining the ISO 42010
Meta-Language for EA Informa-
tion Modeling

2011 BEAMS Wiki
Development of Organization-
Specific EA Modeling Languages
using Building Blocks

“time-interval map”, and “graph-layout map”. For all these types we not only
described typical application scenarios, but also outlined best-practices apply-
ing to their practical application. Without having them called so explicitly, we
documented the first pattern candidates. These pattern candidates provided the
basis for continuing research in cooperation with almost 30 industry partners
over the next five years.

From a more theoretic perspective, we experienced a significant lack of means
in describing and formalizing how the different visualizations in an EA descrip-
tion interrelate. From work with the practitioners we learned that different roles
in an organization are using the different visualizations for different purposes,
i.e., to answer different relevant questions. The theoretical underpinnings from
the field of software engineering, more precisely the “documentation of software-
intensive systems” (cf. IEEE Std. 1471 [25]) provided a terminology to structure
and formalize the pattern candidates. In [26] we explored software cartography
as a means to document software-intensive enterprises and motivated the con-
cepts concern and stakeholder related to the viewpoints, as which we understood
the software map types.

Giving account to the importance of EA modeling and data collection we fo-
cused our research in the years of 2005 and 2006 on issues related to the auto-
mated creation of EA visualizations. Thereby, we identified issues in visualization
handling during an extensive survey of existing tools for EA management [27].
To overcome the error-prone and time-consuming task of manual creation of EA
viewpoints, we propose a model transformation approach, which links the data to
be visualized and their graphical representations. The fundamental principles of
software cartography, an approach for EA modeling, including a method for the
automatic creation of visualizations based on EA models is presented in [28,29].
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In [30] we sketch an approach to designing organization-specific information
models for EA management based on patterns. This approach is intended to
manage the complexity of such models, to which the wide spread domains (e.g.
processes, technical architecture, strategic issues) that are involved in EA man-
agement contribute. Our contribution in this respect lies in the introduction of
patterns into the field of EA management information models. Thereby, other
approaches, as e.g. structuring the information models into layers, are comple-
mented by the possibility to reuse pre-existing solutions to address EA manage-
ment issues. Having provided an initial example, how such a pattern could look
like, we embarked to describing more patterns, as we have encountered them in
our industry projects.

Extending the idea of patterns to the area of EA management from a compre-
hensive perspective, we introduce three different types of EA management pat-
terns: Information Model Patterns (I-Pattern), Viewpoint Patterns (V-Patterns),
and Method Patterns (M-Patterns) [31]. M-Patterns document proven-practice
methods to address typical problems in EA management. V-Patterns represent
best-practice EA visualizations, and I-Patterns indicate information require-
ments for EA management. The EA management patterns thereby follow the
typical structure of patterns (cf. [32]) containing e.g. a name, context, problem,
solution, and consequence descriptions. The different EA management patterns
are interlinked as e.g. a V-Pattern is referenced within the method description of
an M-Pattern and the V-Pattern links to the I-Pattern defining the information
demands underlying a respective V-Pattern. Thus, the different patterns build
up a pattern language for EA management.

The EA management pattern catalog [33] documents EA management pat-
terns for management methods, viewpoints, and information models as well as
the dependencies between these patterns and the thereby addressed concerns.
These patterns are presented in a consistent terminology and information orga-
nization to simplify the selection, adaptation, and integration of patterns. The
catalog incorporates the findings from earlier research in the project Software
Cartography and the EA management Tool Survey 2005 [27]. Subsequently the
patterns were evaluated using an on-line questionnaire to identify methodolo-
gies and viewpoints that are considered relevant and useful by practitioners.
The EA management Pattern Catalog tries to find a balance between a green
field approach and a completely predefined approach as provided by some EA
management frameworks and EA management tools. It avoids a giant integrated
information model but utilizes a consistent terminology and a common organi-
zation to permit an understanding and comparison of multiple approaches from
different sources. Sample viewpoints help readers to grasp essential concepts.

With the first workshop on “Patterns in Enterprise Architecture Management”
(PEAM 2009) we seek to set the stage for EA management patterns also in the
scientific community. The introductory words in [34] refrain the growing inter-
est in academia and industry to “identify, collect, document, and exchange best-
practices” for EA management. The PEAM workshop addresses European EA
management researchers and practitioners to exchange their knowledge using
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patterns as means of documentation. An EA management pattern “is a general,
re-usable solution to a common problem in a given context which identified driving
forces, known usages, and consequences”. Six paper presented in the workshop ad-
dress various topics ranging from processes for EA management, over modeling of
smart enterprise networks, to viewpoint patterns for EA management in the con-
text of mergers and acquisitions. The specialized format of the workshop ensured
relevance and applicability of the presented solutions. During the review both sci-
entists and practitioners were invited to judge relevance and contribution of the
solution. Afterwards, a “pattern shepherd” was assigned to the authors of each
accepted paper, providing guidance on the writing style of the paper. In the work-
shop, no comprehensive presentation was given by the authors, but well-prepared
attendants discussed aspects of understandability and presentation. Their feed-
back was incorporated into the final papers to ensure that other readers of the
patterns are able to understand and apply the presented solutions.

Focusing again more on the theoretic underpinnings of EA and EA manage-
ment, we further investigated architectural descriptions in 2010. Architectural
descriptions representing and modeling the architecture of a system or parts
thereof are typically used in the engineering disciplines to plan, develop, main-
tain, and manage complex systems. Primarily originating from construction en-
gineering, the means of architecting and architectural descriptions have been
successfully transferred to related disciplines like software engineering. While a
rich and formal theory on conceptual modeling exists as well as frameworks on
how to approach architectural descriptions, e.g. the ISO standard 42010 [35], only
few attempts have yet been made to integrate the prescriptions and guidelines
from these sources into a formal architectural description framework. In [36], we
establish such a framework against the background provided by the ISO stan-
dard 42010 [35] by formally defining the terms concern, view, viewpoint, and
architectural description.

In the light that different EA descriptions are based on viewpoints that again
entail different underlying information models, we analyze these information
models in [37]. In particular, we focus on the meta-languages used for prevalent
information models and diagnose their diversity. For the analysis we apply the
work of Guizzardi [38], who established a theoretic base for ontological model-
ing. Based on the analysis of the used meta-languages, we elicit requirements for
a “unifying meta-language”. The requirements for these meta-language in turn
are based on recurring phenomena in EA information modeling, e.g. “hierarchy
modeling” for element hierarchies or “multi-level modeling” for ontological in-
stantiation of elements. We further reflect that multi-purpose modeling facilities,
like the UML, fail to satisfy these requirements. The requirements further shape
the path for subsequent theoretic research on how to describe EA information
models.

The enduring need for applicable standards in the field of EA management
and the lack of a commonly accepted understanding of scope, reach, and fo-
cus of EA management motivate our work in [39]. We reflect on the different
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organizational structures that raise implications on EA management and de-
mand an enterprise-specific realization of the management function. We further
reflect that pattern, while providing re-usable solutions, lack guidance on their
integration. In response to these deficiencies we describe the building blocks for
EA management solutions (BEAMS). BEAMS provides practical guidance for
organizations to support the design and development of an organization-specific
EA management function by presenting method and language building blocks.
These building blocks are selected based on the concerns, goals, and context of
the using organization. They are then integrated following structured integration
procedures based, e.g. on the technique of method engineering [40,41]. Alongside
we discuss how BEAMS gives hints for researchers willing to contribute to the
discipline of EA management, and outline the theoretic foundations of BEAMS.

To ensure that the best practices contained in BEAMS are available to a
wide audience of practitioners, the organized library of building blocks was made
available using an enterprise 2.0 system1. In the BEAMS wiki each building block
is documented by a single wiki page. Furthermore, the pages are equipped with
hybrid templates that describe the characteristics of the corresponding building
block in a structured manner [42].

The thesis [43] presents the complete method for developing organization-
specific EA modeling languages to support EA management addressing the chal-
lenges of enterprise transformation. The method builds on a library of language
building blocks resulting from the PDR over the years. These building blocks
are organized according to a conceptual framework of the EA. We distinguish
three types of building blocks: “information model building blocks” (IBB) de-
scribing the abstract syntax, “viewpoint building blocks” (VBB) describing the
applicable concrete syntax, and “glossary building blocks” (GBB) providing tex-
tual semantic definitions for the concepts. The method further builds on a set
of formalisms to integrated IBBs into a comprehensive and organization-specific
information model. Additional formalisms help to apply the VBBs on the infor-
mation model and to evolve the GBBs into a terminology aligning to the terms
used in the organization. All formalisms are based on the theoretic underpin-
nings of two domain-specific meta-languages, one for information modeling and
one for viewpoint definition. In addition, we provide guidelines how to consis-
tently evolve and adapt existing EA description languages developed by this
method.

4 PDR – Experiences, Challenges and Outlook

In this paper, we outlined our Pattern-based Design Research (PDR) method
and their successful application to the field of EA management, in particular EA
modeling. We experienced both the benefits of applying the method as well as
challenges in application, which we describe subsequently.

1 The BEAMS wiki is available at
http://wwwmatthes.in.tum.de/pages/ste22z023rd3/BEAMS

(last accessed 2013-04-03).

http://wwwmatthes.in.tum.de/pages/ste22z023rd3/BEAMS


38 S. Buckl et al.

The practice-driven research and the early delivery of results as patterns was
highly appreciated by the industry partners supporting and funding our research.
In particular, the viewpoint patterns described in the pattern catalog have been
applied as means to determine, which ‘images’ of the architecture would be useful
to have. A number of (invited) talks on the topic [44,43] and several publications
in ‘yellow press’ [45,46] reflect the positive reaction of practitioners regarding
the EA management patterns. The pattern catalog wiki further promoted the
findings and more than 1000 registered users accessing the patterns in 2010 (2
years after setup of the wiki) give an indication on the practical impact of the
findings [47].

Nevertheless, these registered users did not form the active community that
we expected them to form. We enabled the users to comment on patterns and
to document known uses in practice. Further, we invited users with a track-
record in EA management research and practice to contribute their findings
and results as patterns. After two years, only a small number of comments
(less than 20) were added to the wiki, and in addition to the patterns received
at the PEAM workshop only one pattern was documented by an invited user.
This in particular ascribes to the fact that EA management practitioners in a
single company have difficulties in observing the same pattern repeatedly, i.e.,
three times. Practitioners with the possibility to observe solutions at different
organizations, e.g. consultancies, on the other hand are not that likely to share
their overarching insights in the field.

In publishing the patterns that we observed, identified, and documented in
our research we experienced several difficulties. In early publications in the IS
environment, reviewers were susceptible to the idea of applying patterns in the
field of EA management. A similar discussion on the applicability of pattern in
the context of IS research can be found in [48]. When it came to the presenta-
tion of single patterns, outlets with a strong focus on rigorous research were not
likely to accept, what the reviewers called “non-representative cases”. Different
reviewers advised us to perform empiric analyses, but thereby did not acknowl-
edge the fact that empiric analyses targeting novel design solutions are hard to
undertake. Pattern conferences and workshops, like the PLoP conference series2

conversely provided an outlet receptive for pattern-based documentation of re-
sults. The feedback received in the reviews and on-site nevertheless did not focus
on the relevance and applicability of the solution, but on its documentation, i.e.,
the ‘patternness’ of its documentation. In our opinion nevertheless, feedback on
all three facets of a pattern solution would be required, i.e., feedback on:

– the practical relevance of the presented context, problem, and solution,

– the theoretic groundwork3 on which context, problem, and solution descrip-
tion rely, and

– the patternness of the documentation, i.e., the understandability to a
practitioner.

2 See http://hillside.net/conferences (last accessed 2014-04-03).
3 Grounding theories.

http://hillside.net/conferences
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Our PEAM workshops were an attempt to ensure that feedback regarding all
three facets can be provided. A program committee of both practitioners and
researchers in the particular field review relevance of the pattern and appropri-
ateness of the theoretic foundations. Once a pattern is regarded relevant and
sufficiently grounded, a shepherd supports the authors to improve the pattern-
like presentation. This presentation in turn is subjected to a final discussion at
the writers’ workshop, at which practitioners and researchers provide final feed-
back. With the novel format of the workshops, we were able to overcome what
we experienced to be deficiencies of ‘classic’ publication outlets, when it comes
to patterns.

The PDR method has proven its applicability in the context of EA manage-
ment, but is in its nature more universally applicable. Disciplines and research
fields with high practical relevance, wicked design problems, and the need to per-
form research in cooperation (and with the funding) of practitioners are likely
susceptible for this research approach. Possible fields may be design solutions
for cloud computing, enterprise-wide knowledge management, or business intel-
ligence. The method does further not rely on a completely open presentation of
the pattern candidates and patterns: while a receptive and critic external audi-
ence promotes the formulation of relevant solutions, also consultancies may take
advantage from applying the PDR method. Pattern candidates and patterns
can in this context be useful to document the findings from different consulting
projects, and to consolidate the relevant knowledge in a knowledge base for the
organization.
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Abstract. This paper is concerned with the research methodology that was used
in the GEA (General Enterprise Architecting) research programme. The goal of
this programme was the development of a new approach for doing enterprise
architecture. We discuss the motivations for starting the GEA programme, its
focus, as well as its objectives. Based on this, the research methodology as it
was used by the GEA programme is discussed and motivated. This involves a
combination of design science and case study based research. The paper also
discusses the way the GEA programme went about to actually implement the
research methodology in a real-world situation, while also highlighting its results.

Keywords: Enterprise architecture, enterprise coherence, design science.

1 Introduction

This paper focuses on the research methodology used in the GEA (General Enterprise
Architecting) research programme. The goal of this programme was the development
of a new approach to enterprise architecture. The scientific results of this programme
have been reported in [9, 17, 18, 19, 20, 21, 22]. The focus of this paper is not on a
discussion of these results, but rather on the way the programme was structured, the
research methodology used, and the way it was actually implemented in practise.

In Section 2 we will briefly discuss the motivations for the GEA programme, its
focus, and its objectives. This provides us with the context to discuss, in Section 3,
the research methodology used. Section 4, then reports on the way this was actually
implemented during the execution of the GEA programme. Finally, before concluding,
Section 5 highlights the results of the research programme.

2 The GEA Research Programme

The GEA method was developed in a multi-client research programme involving twenty
organizations: ABN-AMRO Bank; ANWB (Dutch Automobile Club); Achmea
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Insurances; Belastingdienst – Centrum voor ICT (IT department of the Dutch Tax Au-
thority); ICTU (IT expertise centre of the Dutch government); ING Bank; Kappa Hold-
ing; Ministerie van Binnenlandse Zaken en Koninkrijksrelaties (Ministry of Foreign
Affairs); Ministerie van Defensie (Ministry of Defence); Ministerie van Veiligheid &
Justitie – Dienst Justitiële Inrichtingen (Ministry of Public Safety and Justice); Minis-
terie van Landbouw, Natuur en Voedselkwaliteit (Ministry of Agriculture, Nature and
Food quality); Nederlandse Spoorwegen (Dutch Railways); PGGM Pension Fund; Poli-
tie Nederland (Dutch Police); Prorail; Provincie Flevoland; RaboBank; Rijkswaterstaat
(Executive agency of the Dutch Ministry of Infrastructure and the Environment); UWV
(Agency for work & social well-fare); Wehkamp.

The development of GEA was initiated in 2007 by the consultancy firm Ordina. The
core driver for them to initiate the GEA programme [13] was their observation that
in their experience enterprise transformations (changing an enterprise from its business
processes to its underlying IT) fail more often than not. They also observed how existing
methods and frameworks for enterprise architecture fell short in contributing to the
success of enterprise transformation efforts [9, 13].

These experiences were also supported by a study conducted by the (Dutch) General
Court of Auditors on the causes of failures of IT projects in the public sector in the
Netherlands [1]. The resulting report [1] also links the failure of these projects to a
lack of coherence/alignment between core aspects of the involved government agencies
(translated from Dutch):

“ICT projects for the government seem to be much more expensive than anticipated
initially, require more time than planned to complete, or do not deliver the desired
results. This is a serious matter, since ICT projects of the government mostly involve the
spending of public money. Furthermore the effects of projects that fail, to a larger or
lesser extent, are often large-scale projects with profound social impact.

The most important cause of the (partial) failure of ICT projects revealed by the first
part of the research was that ICT projects for the government are often overly ambitious
and too complex because of the combination of politics, organizational and technical
factors. With these overly complex projects there is no balance between ambition, avail-
able people, resources and time.”

A survey [13] held at the start of the GEA research programme showed that these
experiences were also shared among the client organizations participating in the pro-
gramme. The underlying issues were considered grave enough for these organizations
to indeed co-invest, in terms of time and money, in the GEA research programme. For
the involved organizations, the important triggers were:

– many enterprise transformation efforts fail,
– failing to adopt a holistic approach to address key business issues, frequently lead-

ing to a unilateral approach from an IT oriented perspective,
– existing architecture methods fall short in meeting their promises because:

• they are set up from an IT perspective only,
• they hardly address the strategic level of the organization,
• they are set up in terms of the Business/IT gap and
• their underlying IT architectures applied on the enterprise-wide level are un-

justly called enterprise architectures.
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The aforementioned survey [13] was also used to the requirements on the outcomes of
the research programme. This also resulted in the formulation of the driving postulate
of the programme: the overall performance of an enterprise is positively influenced by
a proper coherence among the key aspects of the enterprise, including business pro-
cesses, organizational culture, product portfolio, human resources, information sys-
tems, IT support, etc. The GEA programme refers to the latter coherence as enterprise
coherence [13]. Enterprise coherence subsumes the traditional notion of ‘Business-IT
alignment’ in the sense that it is not just ‘business’ and ‘IT’ that need to be aligned [17].

The above mentioned triggers were discussed in a workshop with a customer refer-
ence group of the client organizations involved in the GEA programme [13], leading to
the formulation of the following problem definition: Many organizations lack enterprise
coherence governance, where enterprise coherence was defined as follows [18]: “En-
terprise coherence is the extent to which all relevant aspects of an enterprise are con-
nected, in such a way that these connections facilitate an enterprise obtaining/meeting
its desired results”. Based on this five key research questions were formulated:

1. What are the core factors that define enterprise coherence?
2. What are the core factors that influence enterprise coherence?
3. What impacts does the governance of enterprise coherence have on the perfor-

mance of enterprises in practise?
4. How can enterprise coherence be expressed explicitly?
5. How can enterprise coherence be governed?

More specifically, the research objectives of the research programme were:

1. Definition of the core indicators and factors that define enterprise coherence.
2. Definition of the core indicators and factors that influence enterprise coherence.
3. Identification of the potential impact factors of enterprise coherence governance

on the organizational performance.
4. Be able to measure an enterprise’s level of coherence governance.
5. A design theory on how to guard/improve the level of coherence in enterprises.

The latter design theory is referred to as the GEA method.

3 Research Methodology

3.1 Design Science as the Basic Approach

In developing the GEA method, the GEA programme used the Design Science research
methodology. Design science addresses research through the building and evaluation of
artefacts designed to meet the identified business need [4]. Design science research can
be characterized as prescriptive research because it focuses on using existing knowl-
edge to improve the performance of systems [6]. Thus, artefacts resulting from Design
Science research are geared towards addressing business or organizational needs in a
problem domain [4], or offering opportunities of improving practise even before prac-
titioners identify any problem with their way of working [5]. Figure 1 shows how the
Design Science approach has been applied in the GEA programme.
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The box on the left-hand side of Figure 1 represents the problem domain of the re-
search programme, i.e. the environment of enterprise coherence governance consisting
of organizations in the public and industrial area with more than 200 employees, a high
degree of multiple forms of labour division, the business issues that influence the level
of coherence and the people involved in enterprise coherence governance.

The boxes in the middle of Figure 1 represent the two major phases of the research
programme, i.e. the develop/build phase and the evaluation phase of the intended theory
and artefacts (i.e. GEA). The box on the right-hand side of Figure 1 shows examples
of the theories, frameworks, instruments, constructs, models, techniques, measures and
validation criteria that were adopted to develop GEA, so that it supports the execution of
enterprise coherence governance. The Figure also shows that the GEA theory/method
actually consists of three components (artefacts in design science terminology): ECA
(Enterprise Coherence-governance Assessment) [17, 22], ECF (Enterprise Coherence
Framework) [18] and ECG (Enterprise Coherence Governance-approach) [19, 23].

Environment

People
Decision makers
Influencers
Enterprise architects
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>200 employees
High degree of 
multiple forms of 
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Fig. 1. Adoption of Design Science approach by the GEA programme [3, 4]

3.2 Adoption of Design Science Research Guidelines

Hevner et al [4] provide seven guidelines for proper Design Science research. Below
we highlight how the GEA programme has endeavoured to meet these guidelines.
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Guideline 1: Design as an Artefact. Design science research must produce a viable
artefact in the form of a construct, a model, a method, or an instantiation [4].

The key artefact resulting from the research programme is the GEA method, consist-
ing of a theory and the artefacts ECF, ECG and ECA.

Guideline 2: Problem Relevance. The objective of Design Science research is to de-
velop ‘technology-based solutions’ to important and relevant business problems [4].
The problem environment mainly comprises the level of purpose and the level of design
of organizations, the business issues that influence the coherence at and between these
levels and the people involved in enterprise coherence governance. The people involved
in enterprise coherence governance are decision makers, influencers and enterprise ar-
chitects. Design Science research is initiated by the identification and representation of
challenging phenomena in the problem domain [3].

As shown in the left part of Figure 1, the challenge addressed in the GEA research
programme is the improvement of enterprise coherence governance.

Guideline 3: Design Evaluation. The utility, quality, and efficacy of a design artefact
must be rigourously demonstrated via well-executed evaluation methods. Evaluation
of an artefact can be done using empirical and qualitative research methods such as
observational, analytical, experimental, testing or descriptive-oriented methods [4].

Define and Design Prepare, Collect, and Analyze Analyze and Conclude

Develop theory

Select cases

Design data
collection protocol

Conduct 1st case
study 

Write individual
case report

Draw cross-case
conclusions

Conduct 2nd case

study
Write individual

case report

Conduct remaining
case studies

Write individual
case reports

Modify theory

Develop policy
implications

Write cross-case
report

Fig. 2. Multiple case study research approach, adopted from Yin [32]
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The lower box in the middle part of Figure 1 shows the evaluation method used
in the programme, being the multiple case study research approach from Yin [32] as
illustrated in Figure 2.

Guideline 4: Research Contributions. Effective Design Science research must pro-
vide clear and verifiable contributions in the areas of the design artefact, design foun-
dations, and/or design methodologies [4].

The lower middle part of Figure 1 shows that the main contribution of the research
programme to the knowledge base consist of the GEA theory and its artefacts ECA,
ECF and ECG as well as the publications reporting on its effect in practise.

Guideline 5: Research Rigour. Design Science research relies upon the application
of rigourous methods in both the construction and evaluation of the design artefact. De-
sign Science artefacts are created based on existing foundations and methodologies in a
knowledge base which include theories, frameworks, instruments, constructs, models,
methods, instantiations, experiences, and expertise [4].

The right part of Figure 1 shows the foundations and methodologies (i.e. existing
literature) that we adopted in the development of GEA. The bottom of the left part of
Figure 3 shows that existing literature and experiences was be applied in the design,
evaluation, and modifying phases of the research programme.

Research Phase 1: Major tasks done in the design of GEA theory and GEA artifacts 
 

 
1. Identify the triggers to the research programme 
2. Translate triggers into research problem definition based on an  
    exploratory survey among decision makers, influencers and enterprise architects 

3. Proof the research problem exists via development and exploration 
    of an enterprise coherence governance assessment (ECA)  

4. Define the research questions and research objectives based on the  
    research problem and ECA results 
     

6. Set up requirements based on relevant literature, the conducted ECA and  
    the exploratory survey 
 

5. Review literature on enterprise governance, enterprise architecture, and research  
    methodologies that is relevant to research questions and research objectives  

7. Formulate a theory on improving enterprise coherence (version 1) 

8. Design/build the artifacts ECF, ECG, ECA (version 1) 

9. Check if GEA theory including GEA artifacts meet the requirements 

10. Set up meta model GEA (version 1) 

 Research Phase 2: Evaluation Phase of GEA  

 11. Prepaire for observational evaluation of GEA  

 12. Select cases 

 13. Set up data collection protocol 

 14. Conduct cases 

 15. Draw cross case conclusions 

Research Phase 3: Modify GEA theory and GEA artifacts 

16. Set up meta model GEA (version 2) based on cross case conclusions 

17. Compare meta model GEA version 1 and meta model GEA version 2 

18. Modify GEA theory including GEA artifacts based on comparison meta models and  
      cross case conclusions 

Multiple case study research 
approach from Yin 

Prepaire 

Evaluate 

Evaluation methods used  
in research phase 1,2,3 

The Anatomy of a Design 
Theory from Gregor et al.  

Design Science in Information 
Systems Research from  
Hevner et al. 

White paper 1-8, 
parallel tasks  1-10 
 Review white papers by 
decision makers, influencers, 
enterprise architects 

Scientific paper 1-7, 
parallel tasks  1-15 
 

Publish 

Comments 

Review scientific papers  
by  scientists  
 

Reviews: 

Research methodologies: 

Literature on enterprise 
governance, enterprise 
architecture, and 
research methodologies  

Rigor into design 

Rigor into evaluation 

A Design Science Research 
Methodology for Information 
System Research from 
Peffers et al.  

Fig. 3. Activities conducted to achieve the research objectives
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Guideline 6: Design as a Search Process. The search for an effective artefact requires
utilizing available means to reach desired ends while satisfying laws in the problem en-
vironment [4]. Design involves iterative research activities such as constructing, evalu-
ating, and refining the artefact based on findings [3].

The major design activities to carry out in the research programme to achieve the
research objectives are shown in the right part of Figure 3. It also shows that all the
development activities to conduct in the research programme have been grouped into
phase 1, phase 2 and phase 3. The result of phase 1 consist of the first version of GEA
and the evaluation phase 2 formed the basis to modify GEA during phase 3 into the
final version of GEA. In the left part of Figure 3 the evaluation methods that were used
in the research programme are shown.

While using the Design Science approach from Hevner et al. [3, 4] as the overal
research approach, the GEA programme also used:

– The Multiple Case Study Research Approach by Yin [32] to conduct phase 2.
– The Anatomy of a Design Theory by Gregor et al. [2] was used to evaluate GEA.
– The Design Science Research Methodology for Information System Research by

Peffers et al. [7] was used as a ‘template’ for the GEA design process.
– In order to develop the initial versions of several of the GEA artefacts the group

decision technique MetaPlan [8] was used.

Note: When the GEA programme was initiated in 2007, some of these approaches were
not yet available [2, 7]. However, soon after their publication, these approaches were
indeed integrated in the planning of the GEA programme as shown in Figure 3.

Guideline 7: Communication of Research. Design Science research must be pre-
sented effectively both to technology-oriented as well as management-oriented audi-
ences. Communication of the research programme was targeted both at academic and
industrial audiences, more specifically leading to several scientific publications [17, 18,
19, 20, 21, 22, 23, 24] and industrial publications [9, 10, 11, 12, 13, 14, 15, 16, 25,
26, 27, 28, 29, 30, 31]. The latter class of publications also played an important role in
ensuring the relevance of the research results, as well as in ensuring a continued access
to relevant case studies. This also made it necessary to target these publications at the
local Dutch speaking EA community.

3.3 Research Activities of the GEA Programme

In fulfilling the above guidelines, the GEA programme followed the relevance, rigour,
and design cycles as identified by Hevner et al [3], and in particular the design research
process as suggested by Peffers et al. [7]. This process is illustrated in Figure 4.

The resulting process as followed by the GEA programme was already illustrated
in Figure 3. The relevance, rigour, and design cycles that are typical of design science,
are present throughout the listed research activities. For example, the relevance cycle
is represented by tasks 2, 3, 11, 12, 13, 14, 15. The rigour cycle is represented by the
adoption and application of existing scientific literature. The design cycle is represented
in Figure 3 by the activities in tasks 1-4, 6-10 and 16-18.
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4 Implementation of the GEA Programme

4.1 Setup of the Research Programme

The GEA research programme itself was structured in terms of four groups:

1. A core team consisting of six to eight people with in-depth knowledge in the field
of enterprise architecture.

2. A customer reference group representing the twenty major enterprises who co-
financed the programme. These representatives involved policy makers, managers
of enterprise architecture departments and lead enterprise architects.

3. An expert review team involving thirty lead enterprise architects.
4. A steering committee with seven leading representatives from science and industry.

To participate in one of these groups, candidate participants had to meet strict criteria:

1. For the core team, the participants were required to have in-depth knowledge of the
field of enterprise architecture and a willingness to spent a considerable amount of
time on the activities of the research programme.

2. For the customer reference group, participants were required:
– to be working in one of the participating client organizations,
– have a strong affinity with the discipline of enterprise architecture,
– identify with the triggers and research problem of this research,
– to be willing to discuss the interim results of this research on a regular basis and
– to be willing (as an organization) to co-fund the research effort.

3. To be part of the expert review team, members were required to have an in-depth
knowledge in the field of enterprise architecture and the willingness to thoroughly
evaluate the interim results of this research within a relatively short time-span.

4. The scientific members of the steering committee were required to be among the
leaders in their field. The industrial members of the steering committee were re-
quired to be employed/working at the boardroom level. All members of the steering
committee were required to have the willingness (and commitment) to discuss the
innovation strategy of this research on a regular basis.
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The (potential) interests for the participants to be involved in this study were:

1. For the members of the core team it was an opportunity to follow their deep passion
for the field of enterprise architecture, and be part of an effort to improve the field.

2. For the members of the customer reference group, participation provided a way to
acquire better instruments to resolve enterprise coherence problems in practise.

3. For the members of the expert review team it was the opportunity to enrich their
knowledge in the field of enterprise architecture with cutting edge insights.

4. For the scientific members of the steering committee it provided a way to obtain
closer contact with relevant parties in industry. For the industrial members of the
steering committee it provided a way to obtain better governance instruments.

The actual involvement (and composition) of these groups depended on the specific
phase of the research programme. The results of the research activities, as conducted by
the core team, were regularly discussed with (and evaluated by) the customer reference
group. The members of the expert review team were charged with the responsibility to
guard the quality by thoroughly evaluation the results. The steering committee regularly
assessed the progress of the programme and the development strategy followed.

4.2 Development Process

As one of the first activities, the ECA (Enterprise Coherence-governance Assessment)
instrument was developed and used in seven organizations to assess their level of enter-
prise coherence. The primary aim of the exercise was to assess if the perceived problem
(Many organizations lack enterprise coherence governance) actually manifested itself
in practise. Furthermore, jointly with the partners who co-invested in the research pro-
gramme, a go/no-go criterion was formulated: if more than 50% of the seven organiza-
tions involved in the first ECA studies lack enterprise coherence governance, it was safe
to assume that the lack of enterprise coherence governance is indeed a relevant issue
that needs further elaboration by the GEA programme.

The secondary goal for the development of the ECA, and its application in seven
participating organizations, was to gain an initial insight into research question number
one and three: What are the core factors that define enterprise coherence? What impacts
does the governance of enterprise coherence have on the performance of enterprises in
practice? On the one hand, the answer to these questions provided insight into the need
to carry out further research into the governance of enterprise coherence, while on the
other hand providing a first refined definition of enterprise coherence and its practical
impact on organizational performance.

At the start of the GEA research programme, the intention was to actually conduct
three of such ECA studies during the programme:

1. A first assessment at the start of the programme, providing a baseline measure.
2. A second assessment once a shared understanding of enterprise coherence was

reached. By comparing the results to the baseline, the effect of having a shared
awareness of the forces that influence coherence should be measurable.

3. A final assessment once proper/full governance of enterprise coherence would be
put in place in a participating organization. By comparing these final assessment
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results to the earlier ones, the additional effect of coherence governance could be
made explicit.

Nevertheless, soon after the start of the research programme, it became apparent that
doing these three assessments was not feasible. In the time needed for such longitudi-
nal assessments, the composition of the involved organizations, as well as the people
involved, would change so much that the results would no longer be comparable be-
tween the first, second and third moment of measuring. It was therefore decided to
integrate the ECA into the GEA method, and use the ECA in each of the cases in which
GEA would be applied, and use its outcomes to drive the research activities in phase 2
(see Figure 3), in particular using Yin’s [32] case based approach.

4.3 Case Studies

During phase 2 (see Figure 3), the GEA theory (or parts thereof) was applied in multi-
ple organizations with the goal to evaluate the theory, and make improvements where
needed. More specific goals for the case studies were: Does the GEA theory meet its re-
quirements?, Are the artefacts as defined by GEA producible in practise?, and Is GEA
effective and applicable as a governance instrument?.

In selecting the case studies, the focus was on large organizations involving a broad
application of the GEA results. The primary case studies included:

– Professionalization in administrative body of a ministry of the Dutch goverment [23].
– An impact assessment of the introduction of a new law at the Custodial Institutions

Agency of the Dutch Ministry of Public Safety and Justice [24].
– Digitization of the document flow at a ministry of the Dutch government [20, 21].

In line with Yin [32], the case studies involved the use of an explicit data collection
protocol. Yin suggests to use five levels of questions in collecting data:

1. Questions to specific interviewees.
2. Questions at the level of an individual case (these are the questions in the case

study protocol to be answered by the investigator during a single case, even when
the single case is part of a larger, multiple-case study).

3. Questions focused on finding patterns across multiple cases.
4. Questions at the level of the entire research effort (for example, calling on informa-

tion beyond the case study evidence and including literature or published data that
may have been reviewed).

5. Normative questions about policy recommendations and conclusions, going beyond
the narrow scope of the study.

The specific questions are, for each level, given below. These questions were validated
by the core team of the GEA programme.

Level 1:

– At the time of the validation process of the ECF:
1. Are the guiding statements valid and up to date?
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2. Do the representatives of the perspectives agree with the identified perspec-
tives, the identified core concepts within it and the related guiding statements?

– At the time of the ECG analysis process of a major business issue:
1. Do the causes, triggers, sub problems, risks, implications, etc. of the business

issue lead to change initiatives?
2. Do the (existing) guiding statements result in additional change initiatives or

restrictions (the so called solution space)?

Level 2:

– Are the documents at the level of purpose present and accessible?
– Does the definition of the level or purpose result in a clear understanding of the

sense of purpose and design of the organization?
– Is one able to identify, and engage, the right representatives for each of the perspec-

tives? This engagement should cover both the identification and validation of the
cohesive GEA elements and the analysis processes to solve the business issue.

– Are the representatives of the perspectives able to validate the ECF?
– Are the representatives of the perspectives, using the validated ECF, able to execute

the analysis processes to solve major business issues?
– Does the development of the ECF lead to an increase of enterprise coherence?
– Does the use of GEA lead to an integral solution that contributes to the coherence

of the organization?
– Is the organization able to, autonomously, specify a business issue that can serve as

input to a GEA based analysis?
– Do the owners of the business issue succeed in specifying the business issue in such

a way the representatives of the prospects can perform the complete GEA analysis
and develop an integral solution?

Level 3:

– The level 3 questions about the pattern of findings across multiple cases are:
1. Degree of acceptance by stakeholders?
2. Extend of applicability?
3. Extend of matching required dynamics?
4. Extend of compliance with required integrality?
5. Degree of accessibility?
6. Degree of transferability?
7. Extend of balance of interests?
8. Degree of innovativeness?

Level 4:

– Did the execution of the cases result into detectable performance improvements?
– Does the literature support the answers to the above findings?



54 R. Wagter, H.A. Proper, and D. Witte

Level 5:

– What recommendations can be made towards the further development and expan-
sion of the area of enterprise coherence?

The data gathering, structuring and analysis resulted in the validation of evaluation
criteria such as: degree of acceptance by stakeholders, extend of applicability, achieved
level of coherence governance, degree of transferability, balance between interests of
different stakeholders, and level of innovation.

5 Results of the GEA Programme

The core result of the GEA programme is the GEA method, being a (situational) design
theory on how to achieve enterprise coherence, involving three main components: ECA
(Enterprise Coherence-governance Assessment) [17, 22], ECF (Enterprise Coherence
Framework) [18] and ECG (Enterprise Coherence Governance-approach) [19, 23].

Scientific results of the GEA programme have been published in several papers [17,
18, 19, 20, 21, 22, 23, 24], while results have been communicated to practitioners as
well in terms of white papers and industry oriented publications [9, 10, 11, 12, 13, 14,
15, 16, 25, 26, 27, 28, 29, 30, 31].

Collectively, the GEA method components cover the GEA concepts as depicted in
Figure 5, where one concept builds on the other, leading to a coherent whole. All the
promises of the EA-Vision, such as improving the coherence of the organization, should
be achieved through the execution of EA-Processes. The execution of the EA-Processes
results in EA-Products that will direct change programmes and via this the enterprise
coherence. EA-People are needed to carry out the EA-Processes and to produce the EA-
Products. EA-People needs, to execute the EA-Processes, sufficient allocation of means
in terms of time, budgets and tools. EA-People and the execution of EA-Processes need
to be governed by EA-Governance. And finally to store a maintainable formal descrip-
tion of the formulation of the EA-Vision, EA-Processes, EA-Products, EA-People and
EA-Governance there is a need for an EA-Methodology. The ECG binds all these con-
cepts together in a workable procedure for doing enterprise architecture.

Enterprise Architecture

Methodology

Governance

Means

People

Products

Processes

Vision

Fig. 5. Coherent set of GEA concepts
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Using the criteria from Gregor et al. [2], the results can be summarized as follows.

Purpose and Scope. The purpose and scope of the GEA method is the development of
an approach for understanding, governing and improving enterprise coherence

Constructs. The constructs the GEA method consists predominantly of the ECF, which
makes an enterprise’s coherence explicit, an ECG to govern and to improve the enter-
prise coherence, and an ECA to measure the level of enterprise coherence governance.

Principle of Form and Function. The GEA method is a methodology to aid in the
identification of the level of enterprise coherence and issues a set of processes and
heuristics to measure and improve the enterprise coherence governance.

Artefact Mutability. Suggestions for improving the GEA method are given for further
work and research: one example is further research in applying the GEA method in
cases of strategic alliances.

Testable Propositions. It is claimed that the GEA method is adaptable to situational
settings, despite of its positioning as a general approach.

Justificatory Knowledge. The GEA method is derived from other governance theories
and enterprise architecture approaches and based on several design theories.

Principles of Implementation. It is stated that implementation of the GEA method
requires facilitation by a facilitator experienced in enterprise architecture, governance
approaches, assessment approaches and running collaborative workshops.

Expository Instantiation. Three key examples of the application of the GEA method
are given in large real world cases.

6 Conclusion

In this paper we discussed the research methodology used in the GEA (General Enter-
prise Architecting) research programme. The goal of this multi-client (involving twenty
organizations) research programme was the development of a new approach for doing
enterprise architecture. We discussed the motivations for starting the GEA programme,
its focus, as well as the objectives. Based on this, the research methodology used by
the GEA programme was discussed. This involved a combination of design science
research and case study based research. We also elaborated on the way the GEA pro-
gramme went about to actually implement the research methodology in a real-world
situation, while also highlighting the results of the programme. The programme was
structured around four groups of participants: a core team, a customer reference group,
an expert review team and a steering committee. In the course of the programme, inter-
mediate results were published. Not only targeted at an academic audience, put specif-
ically also at an industrial audience to ensure continued support (in the market) for the
GEA method during its development.

The most important lesson learned of applying the chosen research methodologies is
the assurance of a high quality of the GEA method in terms of being relevant, rigour,
proper evaluated and proper designed.
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Abstract. The emerging field of enterprise engineering provides a
promising outlook for positioning relevant research. Enterprise Archi-
tecture frameworks which are frequently used in practice, but are often
criticized from a research perspective, can be positioned in this field. The
challenge for the enterprise engineering field is to provide a framework to
improve such frameworks using a rigorous scientific approach. This paper
aims to contribute to addressing this challenge by proposing components
for a research framework which focuses on applying engineering insights
to enterprise architecture. It first explores how current enterprise archi-
tecture frameworks handle issues relevant for engineering (i.e., complex-
ity, change and integration). It then introduces additional components
which could contribute towards a more systematic approach. These com-
ponents are derived from the way the Normalized Systems Theory was
developed, and successfully introduced engineering standards into the
design software architecture.

Keywords: Enterprise Architecture, Enterprise Engineering, Normal-
ized Systems.

1 Introduction

Enterprise engineering is an emerging field which can benefit from many re-
search approaches. One approach is to consider frameworks, methods and anal-
ysis techniques in the context of traditional engineering sciences. While certain
issues faced in an organizational context will not be addressed by this approach,
it limits the scope of issues to a more systematic analysis. Examples of typical
issues which are addressed by engineering sciences are complexity, change and
integration. These issues are very relevant for enterprises as well.

Integration is an often-recurring theme in many organizational research do-
mains. It refers to the need of an organization to operate as a unified whole,
which can be guided in a strategic direction (cf. management research) or is rec-
ognized as a distinct brand by customers (cf. marketing research). Within the
information systems research domain, the integration issue becomes most appar-
ent in Business/IT alignment research [1]. Even without considering supporting
IT functions, organizations need to be able to integrate their product portfolio,
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the production processes used to create these products, and the organizational
structures which execute these processes. These different components are gen-
erally considered to increase in complexity over time. First, more sophisticated
products are needed to avoid a competition based solely on price, while leads for
example to the servitization of products (i.e., bundling products and services)
[2]. Second, the demand for increased quality (e.g., TQM) and responsiveness
(e.g., JIT) requires more complex production processes. Third, globalization and
frequent mergers and acquisitions often result in more complex organizational
structures, or require a complex reorganization to obtain a simpler structure.
Fourth, IT systems has been described to become increasingly complex, as de-
scribed by Lehman’s laws [3]. Additionally, organizations need to be able to
respond quickly to changes in their environment in order to maintain a compet-
itive advantage [4,5]. Moreover, changes cannot be considered to be individual
or isolated. Rather, it is claimed that different changes need to be applied at
a steady pace in order to adequately react to contemporary markets [4,5]. This
means that it is difficult to describe a stable state of an enterprise to use as a
starting point for change, and that different change projects can interact with
each other.

Within the enterprise engineering field, enterprise architecture frameworks
can be considered to contain the most advanced knowledge to address these
issues. The ANSI/IEEE 1471-2000 standard defines architecture as “the funda-
mental organization of a system, embodied in its components, their relationships
to each other and the environment, and the principles governing its design and
evolution” [6]. This definition distinguishes between descriptive and prescriptive
perspectives on enterprise architectures. In a descriptive perspective, the rep-
resentation of the structure of elements and the relationship between them is
the main contribution of an architecture. This perspective is usually associated
with a blueprint of an organization as a system. In a prescriptive perspective,
the design of organizational artifacts is guided by specifying principles or regu-
lations which limit the design freedom for individual artifacts. By adhering to
these principles, a well integrated system will be designed. Various enterprise
architecture frameworks are explicitly descriptive (e.g., “enterprise architecture
is a set of descriptive representations of an enterprise” [7]) or prescriptive (e.g.,
“enterprise architecture is a coherent whole of principles, methods, and mod-
els that are used in the design and realization of an enterprise’s organizational
structure, business processes, information systems and infrastructure.” [8]).

Both types of enterprise architecture framework propose to deal with the
identified issues of complexity, change and integration in different ways. Cer-
tain authors claim that, because of the radical differences between two types of
approaches, they are complementary instead of comparable (e.g., [9]). In this
paper, we explore how current approaches deal with the issues of integration,
complexity and change, and provide an outlook on future research directions
to works towards a more deterministic approach. Notwithstanding their differ-
ences, similarities between enterprise architecture frameworks can be observed.
Therefore, we first explore some general characteristics of enterprise architecture



60 P. Huysmans and J. Verelst

frameworks in Section 2. Next, we describe more in-depth how the identified
issues are addressed in two mainstream enterprise architecture frameworks in
Section 3, in order to describe the current state of the field more in-depth. We
then discuss in Section 4 how current research initiatives attempt to advance the
enterprise engineering field by explicitly applying engineering concepts to soft-
ware, process and organizational domains. Following this discussion, we propose
research directions which are more closely related to a traditional engineering
approach to address current research gaps in Section 5.

2 How Complexity, Integration and Change Are Handled
in Enterprise Architectures

2.1 Reducing Complexity by Applying Abstraction

Enterprise Architectures comprise a large amount of concepts, entities and vari-
ables, which cannot be retained or managed at once. Frameworks aim to reduce
complexity by creating abstractions from real-world artifacts by creating models
[10]. According to Bernus et al. [8], complexity can be measured using a function
of the number of elements and relations in a system. Following this definition,
complexity can indeed be reduced by omitting classes of elements and relations.
As a result, smaller and simpler models can be created, which focus explicitly
on a certain aspect and neglect other aspects. Various abstraction mechanisms,
such as perspectives, viewpoints, areas of concern, dimensions, etc. are used to
limit the scope of a certain class of models or principles [11]. This approach can
aid understandability and enable easier communication between stakeholders in
the organization, which is indeed considered to be an important advantage of
descriptive enterprise architecture frameworks. However, the application or as-
piration of enterprise architecture frameworks is not limited to communication.
Enterprise architecture frameworks (especially prescriptive ones) are applied to
design organizations and supporting systems as well [8,12]. During design, cer-
tain aspects of a system cannot be abstracted without considering their impact.
Certain authors therefore argue that enterprise architecture design principles
should be augmented with standards and guidelines [13]. In this way, each ar-
chitectural layer can be designed by adhering to a specific set of guidelines.

2.2 Achieving Integration

Enterprise architecture frameworks originated based on the need for integration
between the strategic orientation of an organization and its concrete operation.
The identification of the need for such an integrated view can be traced back
to organizational theory [14]. It was observed that the formal structures, goal
orientations and time orientations between sales, research, and production di-
visions in large industrial organizations were very different from each other. A
higher degree of differentiation between divisions was found to be inversely re-
lated to the degree of integration of the organization. While the differentiation
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of the divisions was explained as a reaction to the variety of requirements from
their environment, the effective performance of the organization requires the in-
tegration of the outcomes of every division [14]. Various authors have identified
organization-wide communication and decision-making as crucial preconditions
for this integration [15,16]. Consequently, any organization-wide approach such
as the specification of a strategic plan or an architecture can be considered as a
contribution to integration and alignment [17].

However, when integration is considered to be more specific (as in: integration
between architectural layers), contributions are less frequent. Most frameworks
focus on the specification of the different layers which need to be defined, and
modeling of the separate layers. As discussed above, this is mainly aimed at the
reduction of complexity. Less focus is on the integration between layers. Most
publications on enterprise architecture research therefore report on contributions
which can be located on a single layer, while few authors address integrating
multiple layers [18]. The capability to deal with the relations between model
elements on various levels of the enterprise architecture is also referred to as
traceability. Wegmann considers this traceability to be essential for enterprise
architecture, as it makes the integration between different levels explicit. How-
ever, he acknowledges that, while enterprise architecture frameworks should be
created to enable this traceability, it is difficult to clearly establish and maintain
between the levels [19].

2.3 Dealing with Change

A specific distinction between the handling of change can be observed be-
tween descriptive and prescriptive enterprise architecture frameworks. Descrip-
tive frameworks consider an organization as a static system, at a given moment
in time. The models created for this static system are referred to as as-is mod-
els. When changes need to be introduced, a new version of the framework (i.e.,
a to-be version) is created, which specifies a future static state. Through gap
analysis, change projects can be defined which guide the organization from its
as-is to to-be state. However, a method to implement these changes is often out
of scope for these frameworks [7].

Prescriptive frameworks, on the other hand, claim to focus more explicitly on
providing guidance for change. According to the ANSI/IEEE STD 1470-2000
definition, principles should be defined to govern both the design and evolution
of enterprise architecture. Other authors consider the very nature of architec-
ture (and hence, principles) to be the limitation of design freedom [20]. However,
many of the frameworks suggest to create company-specific principles, without
providing a way to evaluate the applicability of such principles in other contexts.
This limits the generalizability of these principles, and obstructs their system-
atic application. Nevertheless, this is exactly what is expected from a mature
enterprise engineering field.
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3 Exploring Specific Enterprise Architecture Frameworks

In this section, we explore whether the Zachman and TOGAF enterprise ar-
chitecture frameworks provide systematic guidelines to deal with complexity,
integration and change.

3.1 Zachman

The Zachman framework [21,7] is an enterprise architecture framework which is
often referenced amongst practitioners and researchers. According to several au-
thors, the Zachman framework has the widest adoption in enterprise architecture
projects [22,23]. Moreover, it is often used as a basis for evaluating, establishing
and customizing other frameworks [23]. Some other frameworks literally position
themselves as extensions based on the Zachman framework (e.g., FEAF [24]).
Therefore, it is important to understand how the Zachman framework is origi-
nally developed. Otherwise, assumptions can be made based on which incorrect
solutions for the identified enterprise architecture issues can be suggested. The
Zachman framework deals with change and complexity as described in Section 2
for descriptive frameworks: it uses abstraction in different perspectives and di-
mensions to reduce complexity, and proposes to develop different versions of the
framework to deal with changes. In order to achieve integration between models
in different cells, different mechanisms are described: constraints, dependencies,
and model transformations.

Constraints: The models from each perspective (i.e., each row) have a different
set of constraints they need to adhere to [7]. For example, the models in the
scope row are subjected to usability constraints (e.g., utility of the artifact),
while models in the technology row are subjected to constraints from the state
of the art of the used implementation platform. These constraints are additive
across the different perspectives: constraints of a lower row also limit the models
from higher rows. For example, the technological constraints on the technology
models (e.g., only webservices are allowed) will also impact the system model,
which will need to structure the system using services. When a constraint in a
lower row is inconsistent with a model defined in a higher row, “the designers
who are responsible for the two rows must initiate a dialog to determine what
must be changed and to ensure that no gap in expectations exists between the
different perspectives” [7]. Consequently, it is argued that the issue of conflicting
constraints can be handled by communication.

Dependencies: It is acknowledged that the different cells describe abstraction
of the same underlying organization, and that dependencies between the cells
have an impact. At a minimum, the cells are considered to be related to every
other cell in the same row [7]. If a change in the structure of one cell affects
the structure of another cell, a dependency between these cells exists. More-
over, such dependencies can occur not only within a row, but also between rows.
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The framework however does not provide guidance to determining the possible
impacts between models from different cells. It is however acknowledged that the
challenge during designing a model “is to design each while understanding the
integrity of all others to avoid being surprised by undesirable side effects appear-
ing long after it is possible to contain them” [7, p.595], and that understanding
and storing the dependencies would “constitute a very powerful capability for
understanding the total impact of a change” [7, p.603].

Model Transformations: While the idea of building IT systems using the Zach-
man framework is mainly claimed by other authors, Sowa and Zachman already
mention the idea of model transformations [7]. For example, Pereira and Sousa
elaborate on the notion of model transformations by specifying which models
are used as input for certain cells [25].

While these mechanisms acknowledge the need for integration, they lack concrete
guidelines to achieve such integration. Rather, they either suggest ad-hoc solu-
tions (i.e., handling constraints through communication), admit that no solutions
exist (cf. dependencies), or provide no detailed discussion (cf. model transfor-
mation). Consequently, the Zachman framework can be considered as a purely
descriptive framework, which does not aim to provide prescriptive guidelines.

3.2 TOGAF

Contrary to the Zachman framework, TOGAF [12] explicitly proposes to define
principles to guide the development of different architectures. However, these
principles are considered to be organization-specific. The provided principles are
considered to be examples, which makes them less relevant to evaluate in a
broader context. TOGAF is based on four architecture domains: business archi-
tecture, applications architecture, data architecture and technical architecture.
Instead of focusing on the end products of the architecture, TOGAF focuses on
the process to develop the different architectures. In order to develop these archi-
tectures, TOGAF suggests an Architecture Development Method (ADM). The
ADM is usually considered to be the most important component in TOGAF.
Therefore, TOGAF is generally considered to be a process-oriented framework,
instead of a product-oriented framework such as Zachman.

TOGAF does specify the “architectural input” which are required for the
different phases in the ADM. However, given the absence of a clear approach for
integrating different architectures, no concrete way of working can be described.
For example, applications and data need to be mapped to physical technological
artifacts in phase D. A detailed step in the method description is then: “12.4.6:
Resolve Impacts Across the Architecture Landscape” [12]. However, no further
details are provided on how to resolve these impacts. Therefore, it is not clear
how, for example, conflicting principles need to be resolved or dealt with.

TOGAF explicitly aims to be a starting point for developing an enterprise
architecture, but needs to be extended with other methods. For example, it
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proposes to use Service Oriented Architecture-related methods to design the IT
architecture. Other researchers have reported on research efforts towards this
goal as well [26]. Nevertheless, TOGAF itself provides little guidance for the
actual design of enterprise architecture artifacts.

4 Suggestions for Prescriptive EA Components

A current lack in enterprise architecture frameworks is the availability of pre-
scriptive guidelines for designing organizational artifacts. Descriptive frameworks
do not focus on providing prescriptive guidelines, and prescriptive frameworks
either suggest organization-specific guidelines, or focus on defining a process to
design architectures, without elaborating on the actual designed artifacts. In or-
der to address this lack, we propose several components in this section which are
based on the research initiatives related to Normalized Systems [27,28,29]. The
theory on Normalized Systems implies a highly structured approach to software
architectures, based on fine-grained modular structures and the systematic reuse
of building blocks called elements. The resulting software architectures exhibit
behavior that we consider quite different from less structured approaches. More
specifically, the result can be considered more deterministic. Determinism is re-
lated to evolvability (i.e., impacts are easily identifiable as all applications share
the same fine-grained modular structure), reuse (i.e., all applications consist of
instantiations of the same elements), correctness (i.e., because all applications
are based on the same elements, every bug only needs to be corrected once), and
reliability and performance (i.e., the investment optimizing an element is eco-
nomically feasible due to the systematic reuse of the elements). Consider for ex-
ample how application development is made more deterministic: first, it requires
the elements to be built in a certain technology environment, which requires
highly advanced expertise in design of software architecture. Next, however, is a
phase that is of remarkably lower complexity or expertise levels: building appli-
cations. It suffices to identify the required instances of elements, and performing
the required manual coding. There is no architectural design phase in building
these applications, as the design is already incorporated in the elements. This
makes the development process quite similar for all applications, leading to in-
creasing reuse of knowledge about the elements, applications and development
process. In this way, Normalized Systems Theory has contributed to resolving
wicked issues in software engineering regarding complexity, change and integra-
tion. As such, it can be considered a useful candidate to explore for dealing with
these issues in the enterprise architecture field.

The components presented here had an essential role in developing the Nor-
malized Systems theory, but are not only applicable to software architecture.
They have emerged based on more generally applicable engineering knowledge
[27], not on specific software architecture knowledge. Moreover, they have al-
ready been applied to the fields of business process design [30] and enterprise
architecture [31]. Therefore, we suggest the use of these components as a basis
for a research framework for enterprise engineering.
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4.1 Modularity Guidelines

Even though originating from systems theory the modularity concept has caught
the attention of engineers, managers and researchers in a large variety of fields
[32]. Modularity is defined as a property of a complex system, whereby the
system is decomposed into several subsystems (i.e., modules). Obviously, each
of these modules ultimately must cooperate with other modules in order to
ensure the adequate functionality of the system as a whole. The interaction of a
module with its external environment should be exhaustively and unambiguously
documented in its interface. The interface describes the inputs required by the
module to perform its part of the functionality, and the output it will provide
to its external environment. As soon as such an interface is designed, one may
learn about the intermodular dependencies, i.e., what does a module require
from the other modules to perform its own functionality and what is the impact
of a change in the module design for other modules.

From a modularity perspective good modular design is characterized by: (a)
low intermodular coupling (i.e., few intermodular dependencies), and (b) high
intramodular cohesion (i.e., strongly related and dependent elements within a
module). From a practical point of view good modular design implies that: (a)
changes in the design of one module have no or only a limited impact on the
design of other modules, and (b) the function of one module can be studied in
more or less isolation from the rest of the system. Consequently, a well-designed
modular system enhances the comprehensibility and decreases the complexity of
the overall system.

Enterprise architectures can be considered to be modular structures [33,34,10].
On each architectural layer, artefacts are defined which provide functionality
required on higher layers, and use functionality from lower layers. Their pre-
scriptive design should then be guided by modularity principles. Modularity has
already been proposed by several authors to guide enterprise architectural design
[33,34]. Unfortunately, good modular design is far from trivial because many ar-
chitectural decisions have to be taken. Therefore, more in-depth guidelines are
needed which demonstrate how modularity guidelines should be applied in an
enterprise architecture context. Hence, a theory which prescribes principles to
guide the design of a good modular design is highly desirable. For instance, Nor-
malized Systems theory relies on modularity principles to define more specific
software-related principles for achieving an evolvable software structure.

4.2 Preventing Combinatorial Effects

When more insight is gained in the modular structure of enterprise architec-
ture, more specific concepts which build on modularity can be introduced. For
example, combinatorial effects have been identified as the main obstacle for
achieving evolvability in software architectures in Normalized Systems Theory.
A combinatorial effect occurs when the effort required to apply a certain change
increases with the size of the system. While combinatorial effects have initially
been identified at the software level, subsequent research has identified them at
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the business process level and enterprise architecture level as well [30,31]. At the
business process level, the modular structure has been described as consisting
of tasks and their compositions (i.e., process flows). Combinatorial effects have
been identified at the level of both the task and process flow levels, and a set of
guidelines has been formulated to prevent such combinatorial effects [30]. Conse-
quently, these guidelines can be evaluated and elaborated upon. The resulting set
of guidelines can be used to deterministically design business processes without
combinatorial effects in any context. Similar to Normalized Systems Theory on
the software level, the design can be called deterministic since it needs to adhere
to guidelines which have been shown to introduce combinatorial effects when vi-
olated, without any assumptions regarding the specific organizational context in
which they are applied. At the enterprise architecture level, modular structures
have been identified as well, and combinatorial effects have been described [31].
These combinatorial effects have been grouped in two categories. A first category
describes so-called horizontal combinatorial effects, which affect artifacts within
a single enterprise architecture layer. Combinatorial effects at the software level
or business process level are examples of such horizontal combinatorial effects.
A second category describes vertical combinatorial effects. Vertical combinato-
rial effects can be caused on any layer, but have an impact on other layers. For
example, design decisions at the application level have been observed to impact
the organizational level [31]. Such combinatorial effect show why the abstraction
in current prescriptive enterprise architectures frameworks may be insufficient.
As discussed above, prescriptive enterprise architecture frameworks apply ab-
straction by defining principles on different layers. This implies that issues on
each layer can be addressed by principles on that layer. This approach cannot
adequately deal with vertical combinatorial effects. As a result, complementary
efforts are required.

4.3 Functional—Constructive Gaps

General Systems Theory (GST) studies the general behavior and characteristics
of systems. The functional and constructional perspectives on a system are fun-
damentally different conceptualizations of a system [35]. The functional perspec-
tive is concerned with the external behavior of the system [36]. This perspective
is adequate for the purpose of using or controlling a system. Consequently, the
actual construction of the system is not relevant. Instead, the focus is on how this
system interacts with its environment. Therefore, knowledge of the required in-
put variables, transfer function and output variables are key components of this
perspective. The input and output variables represent which interactions occur
with the environment. The transfer function describes how the input variables
are transferred into output variables. This transfer function can be adjusted by
control variables, which can alter the behavior of the system. This perspective
uses so-called black box models to represent a system.

In contrast, the constructional perspective describes what a system really is
[37,38]. In this perspective, knowledge about the composition (i.e., which com-
ponents constitute the system) and structure (i.e., how these components are
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related) is important. Consequently, a fundamentally different kind of model
is needed to represent this perspective. This type of model is called a white
box model. Such models represent the construction and operation of a system.
Analogously to functional decomposition, constructional decomposition can be
applied to study the subsystems of a complex system.

Both perspectives need to be integrated: a functional requirement needs to be
brought about by a constructional design. However, this relation is not straight-
forward. Therefore, a so-called functional—constructive gap exists, which needs
to be bridged by a certain design. Prescribing such designs has proven to be
extremely difficult. Nevertheless, further insight in such approaches is valuable,
since an enterprise architecture could be considered as a series of functional—
constructive gaps. On each layer of an enterprise architecture, different models
are created in both a functional and constructive perspective. Insight in how
models from both perspectives can be related to each would provide a better
way to approach the integration issue in enterprise architectures. Normalized
Systems theory has previously been described as a transformation from elemen-
tary functional requirements to a constructive software design [28].

4.4 Developing Domain-Specific Patterns

Certain authors argue that a domain-specific approach is required for the spec-
ification of prescriptive guidelines, because substantial differences exist between
various domains. Such principles can be published in the form of patterns, which
describe generic solution for a class of domain problems. This can be considered
to be a middle ground between the stance that enterprise architecture principles
can only be organization-specific, as discussed above, and that generally applica-
ble principles exist, but have not yet been specified sufficiently. A domain-specific
approach is increasingly feasible because business processes are currently being
standardized in several sectors. Previously, organizations have developed their
own business processes for a very diverse range of domains, including human
resources, accounting, finance, order management, logistics and production. The
software supporting these business processes was therefore also relatively dif-
ferent between organizations. Many custom-built systems were produced, and
software packages needed extensive customizations to make them fit for the
organization’s processes. These idiosyncratic business processes made it expen-
sive to develop sufficiently generic and flexible building blocks at the level of
granularity of services because the cost could not be spread over multiple orga-
nizations and/or projects. It has been noted that “domain analysis is invariably
conducted within one organization so that transfer of components between do-
mains is difficult” [39]. However, recently a number of indications that organiza-
tions are starting to standardize their processes are occurring. Such indications
are, amongst others, (a) increased adoption of enterprise software packages such
as ERP systems; (b) initiatives to develop reference models of business pro-
cesses; and (c) standards for communicating business information (ontologies).
Domain-specific patterns could make a thorough, engineering-based evaluation
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feasible, since they are concrete enough to show design alternatives, and abstract
enough to be applied in different organizational contexts.

5 Towards an Enterprise Engineering Research
Framework

In this paper, we argued how typical engineering problems such as integration,
change and complexity are relevant to organizations as well. Within the field of
enterprise engineering, we explored how enterprise architecture frameworks sug-
gest to deal with these issues. We differentiated between descriptive and prescrip-
tive frameworks, and their different approaches to these issues. The current state
of the art suggests that many descriptive product-based frameworks are avail-
able, together with several prescriptive process-based frameworks. While these
frameworks can certainly aid the design of enterprise architectures in practice,
they are insufficient for the scientific development of the enterprise engineering
field. Instead, an increased focus on prescriptive, product-based components is
required.

In the previous section, we discussed several components which could be con-
stituents of a research framework for developing such prescriptive, product-based
guidelines. Such a framework would consider an enterprise architecture as a se-
ries of functional—constructive gaps, of which each gap needs to be addressed
adequately. In order to evaluate the transformation from a functional to a con-
structive perspective, a theory-based evaluation needs to be conducted. Com-
binatorial effects, which are based on stability and entropy, are proposed as a
candidate for such an evaluation criteria. On the software level, the elimination
of combinatorial effects has resulted in software architectures which are evolv-
able. It is important to note that the adequate identification of combinatorial
effects needs to be done on the lowest, most detailed level of software design.
Compare this to the tendency of enterprise architecture frameworks to promote
high-level overview models. Such models do not contain enough detail to judge
whether certain modularity principles are violated. This implies that such high-
level overviews may be highly useful in attempts to comprehend an enterprise,
but they are not sufficient in order to design an enterprise without combinatorial
effects. Nevertheless, many of these enterprise architecture frameworks do make
claims that they improve evolvability. This may still be true for example because
comprehension is improved, but not from the point of view of a deterministic
way to design architectures.

The identification of combinatorial effects requires an explicit statement of how
the modular structure of the level which is addressed. Describing the structure of
a certain domain requires a constructive perspective. Consequently, a bottom-up,
domain-specific approach for developing enterprise architecture patterns should
be aimed for. Through iterative refinement of such patterns, reusable building
blocks can be created. These reusable building blocks should address all relevant
concerns of their level. On the software level, Normalized Systems has shown that
this is a requirement for achieving anthropomorphism, as advocatedby theObject-
Oriented Paradigm. Anthropomorphism can only be achieved when a building
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block can be used in a functional, black-box way, without the need to deal with
concerns which are related to the construction of that building block.

This research approach suggests that no overarching enterprise architecture
principles should be defined up front, since the complexity which is in scope
is very large. Rather, a clear positioning of developed artifacts and the way in
which they are evaluated allows a consistent maturing of the field. More specifi-
cally, this allows for various research initiatives, both in the short and long term.
In the short term, such research goals could focus on a further specification of
the research framework. First, a more specific scoping of the domains which
can be designed and the issues which can be handled by design should be clari-
fied. This could be related to, for example, research related to the identification
of modular structures. While much research is already available on the modu-
lar structure of IT, products, business processes and organizational structures,
other, less obvious, examples of modular structures are emerging, such as in
the legal domain [40]. Methodologically, such research could benefit from an ex-
plorative case study approach. In order to observe relevant modular structures,
in-depth knowledge of the field is required, which assumes a qualitative research
approach. Such an approach allows the researcher to study a phenomenon which
is not clearly separated from its environment [41]. This is necessary to observe
modular dependencies which do not surface within the immediate environment of
the phenomenon. Second, a specification of the functional—constructive gaps in
an organizational context should be researched. This could related to, for exam-
ple, architectural layers in enterprise architecture frameworks. Methodologically,
a similar research approach as for the previous research goal could be used. How-
ever, researchers which actually implement enterprise architecture frameworks in
organizations could provide valuable insights for this research goals. Therefore,
an action research approach could be attempted as well. Third, a taxonomy of
combinatorial effects should be created, which allows classification of empirical
observations of such effects. Such a taxonomy could elaborate on the classifica-
tion of horizontal versus vertical combinatorial effects [31]. This research goal
could aggregate the research results of cases performed for the two previous
research goals. Fourth, a taxonomy for different types of solutions could be pro-
posed. On the software level, combinatorial effects are prevented by using pattern
expansion. However, other solution types can be better suited for organizational
designs, such as centralization or bus patterns. These solution types could build
on generally applicable engineering knowledge. When exemplary solutions are
observed in practice, these could be reported through explanatory case studies.
However, the development of new solutions could be presented as genuine design
science research.

On the long term, more mature research results can be aimed for. For specific
domains, reusable patterns should be researched, which have a well-defined set
of functionalities and handle a specific set of concerns. In this way, a more
deterministic approach of building enterprise architectures can be achieved. For
example, a pattern could be designed for an insurance or a production order.
These patterns should be designed to deal with changes from not only their
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functional domain (e.g., procurement), but from other domain as well (e.g.,
legal concerns). Given the current state of the field, a design science approach
with multiple iterations seems necessary. An important catalyst for this type of
research would be an outlet where concrete artifact designs can be discussed and
published.

6 Conclusions and Limitations

In this paper, we examined how enterprise architecture frameworks may improve
the emerging field of enterprise engineering. We therefore examined how such
frameworks deal with issues such as integration, change and complexity. We
then proposed several components to work towards a research framework for
performing enterprise engineering research, based on the approach which was
used to develop the Normalized Systems theory. This theory has shown that
prescriptive, product-based guidelines can be developed to approach software
development adhering to engineering standards. We believe that a similar goal
should be aimed for by the enterprise engineering community. Of course, not all
enterprise architecture issues can be addressed by this approach. For example,
social issues during enterprise architecture projects will not be resolved. The
scoping of the issues which are relevant for an engineering approach therefore
indicate the limitations of such an approach. While such issues are not denied,
the issues identified in this paper can be considered to be relevant and unresolved.
Focussing on such issues can therefore result in significant contributions for the
enterprise architecture field.
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Abstract. Enterprises encounter serious problems in keeping pace with
ever faster changing markets. Enterprise Engineering (EE) is an emerging
field that is promising in providing solutions. Doing research in this field,
requires choosing an appropriate research method for different parts of
the research. This is the composition of the research method from known
research methods, we call this engineering of the research approach. We
structure available methods, approaches and techniques for qualitative
research in information systems. We describe three epistemologies and
discuss the different qualitative research methods and differences and
similarities between them. For our research on EE that applies trans-
action cost economics in designing enterprises using the notions of En-
terprise Ontology and Enterprise Architecture we combine a positivist
approach during literature study with an interpretivist approach during
Action Research.

Keywords: Enterprise Engineering, Research Approach, Qualitative
Research Methods, DEMO, Design Science, Action Research.

1 Introduction

Organizations change rapidly because they must keep pace with ever faster chang-
ing markets. But organizations encounter serious problems in controlling changes.
In trying to adapt to necessary changes, organizations may perform projects. In
international surveys1 it is found that many strategic projects fail. More in detail
it is found that most of the large (labor costs over $ 10 million) projects fail or
are challenged, while small (labor costs less than $ 1 million) succeed. The top 3
causes are (lack of) involvement of qualified users, support by management (fast
decision making) and clear objectives. Tools and infrastructure are in the 10th
place. So, technical factors (tools and infrastructure) are less important than so-
cial factors (the top 3 causes) for projects to be successful. Dietz & Hoogervorst
[1] investigated to what extend enterprises derive success from their strategy: the
majority of the strategic initiatives fail. They distinguish two factors, one is the
strategy chosen and its adaptation over time and the other is the implementation

1 International Standish Group 2010.

X. Franch and P. Soffer (Eds.): CAiSE 2013 Workshops, LNBIP 148, pp. 73–86, 2013.
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of the chosen strategy. They argue that research has shown that strategic failure
is mostly the avoidable result of inadequate strategy implementation. The impact
of IT on enterprises is increasingly acknowledged to be fundamentally strategic as
new IT penetrates progressively the core business processes [2]. So the integration
of IT in the enterprise is necessary because then the emphasis is put on the social
factors and less on technical factors.

An answer to these problems can probably be found with Enterprise Engi-
neering (EE). EE is an emerging field and combines relevant parts of traditional
organization sciences and information system sciences.

Chen & Vernadat [3] define EE as the art of analyzing, restructuring, designing
- or redesigning - and, as much as possible, optimizing whole or part of a business
entity with respect to its mission and objectives, where a business entity is any
socio-economic system built to produce products or services. Vernadat [4] states
that the current challenge is to build agile enterprises, which he describes as
systems of cooperating business entities that can belong to different legal entities
and that can be easily tailored to fast changing conditions. Business entities are
combinations of business processes. Chen, Doumeingts & Vernadat [5] define
Enterprise Architecture (EA) as the description of the basic arrangement and
connectivity of parts of a system. They state that the concept of architecture is
closely related to engineering.

According to Dietz [6] the basic premise of EE is that an enterprise is a
designed system and for the design of an enterprise the notions of Enterprise
Ontology (EO) and Enterprise Architecture (EA) are crucial. EO provides a
means to make a model of the construction of an enterprises at a high level
of abstraction, i.e. completely independent of its implementation. EO also has
a precise definition of a business process, that consists of transactions. EA is
defined as the set of design principles that an enterprise applies in designing
itself. As is known from engineering practice, without these principles the design
freedom would be practically unlimited which is of course not desirable.

Although the definitions of EE in [3,5] compared with the definition in [6] are
different, their definitions of business process are very much alike. That is why we
feel EE is a good candidate to offer solutions for the above mentioned problems
enterprises encounter to keep pace with the ever faster changing markets.

Fields like EE require specific research methodologies with which one can
devise artifacts and at the same time study how useful they are. The reason for
this article is that we want to make clear (for the readers as well as for ourselves)
the position that we take towards research in EE and what are accepted ways
of doing research in this field. We base ourselves on the work of Myers [7] about
qualitative research in IS which is available in an updated version as a website2.

EE is about organizations and information systems (IS). We approach the
research from the IS side and we realize we also could have taken an approach
from the organization sciences. We take the approach from the IS side because
it is about engineering and also because this fits best with our background, that
is in IS.

2 http://www.qual.auckland.ac.nz/
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2 Research Objectives and Research Questions

The objective of our research is to better understand the role of transaction costs
in designing enterprises. This is the operationalisation of our aim in Section 1
to make clear what accepted ways of doing research in the EE field are. The
notions of EE, EO and EA as described in the previous Section 1 [3,4,5,6] pro-
vide the theoretical basis for designing enterprises as combinations of business
processes. Costs are an important aspect in organizing an enterprise. Williamson
[8] characterizes transaction by 3 dimensions and 3 governance structures. The
dimensions are uncertainty, the frequency with which transactions recur and the
degree to which investments are transaction specific. The governance structures
are market, internal or an intermediate mode of organization. The characteris-
tics of the dimensions determine where transactions can best be located: on the
market, internal or in an intermediate mode. This theory can provide evidence
to support the way transactions as defined in [6] should be combined into busi-
ness entities that form the agile enterprises as defined in [3] that we need to face
nowadays problems of ever faster changing markets. This leads to the central
research question how can agile enterprises be designed in practice by applying
Transaction Cost Economics to Enterprise Engineering?

3 Literature Review

First we will give the definition of Enterprise Engineering we will use and that
comprises the definitions from [3,4,5,6]. In accordance with the AppEER- web-
site3 we define EE as the overarching term for the disciplines (among which
are both EA and EO, see Section 1, as well as business process management,
enterprise modeling, enterprise transformation) that study the engineering of
socio-technical systems. With socio-technical systems we mean specifically in-
formation systems (IS) in their full alignment with their human / organizational
context. Because EE is an emerging field of research without (yet) commonly
accepted research approaches, we investigate in this chapter research approaches
for IS research to find an approach for EE. There are different ways to structure
methods, approaches and techniques that researchers use. We want to study
organizational and managerial aspects of IS and we want to study in depth a
limited number of cases. Because of these reasons quantitative (e.g. statistical)
methods are not appropriate, so we will describe qualitative methods. In doing
so, we follow Myers [7]. In Figure 1 we schematically give the relation between
qualitative research methods and epistemology that we will explain. We start to
discuss research approaches from the viewpoint of epistemology. Next, we take
into account different methodologies and last we discuss differences between and
possible combinations of the different methodologies.

3 Appeer.ee-team.eu
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Qualitative Research

Interpretive CriticalPositivist

Action Research
Case Study

Epistemology

Influences / guides

Fig. 1. Epistemology and Qualitative Research Methods

3.1 Epistemology

Epistemology is a branch of philosophy that studies the nature and scope of
knowledge, more specifically it is concerned with what is acceptable knowledge
in a certain field. Orlikowski & Baroudi [9] made an inventory of 155 information
systems research articles published from 1983 to 1988. They examined the arti-
cles for the underlying epistemology and could classify the articles as positivist,
interpretive or critical. This classification is also proposed by Chua [10].

Positivism. Positivist studies are primarily meant to test theory. Researcher and
object of study are independent. Researchers assume an objective physical and
social world that exists independent of human beings. This is the traditional
approach of natural and social research [9]. Applied to IS research, it is applicable
for situations where the designer wants to evaluate if the designed artifact works
according to the specifications of the design. Because a positive approach does
not take into account the effect on human beings, this approach is less suited for
studying the effect of IS on the human beings that work with the IS.

Interpretivism. In interpretivism one asserts that reality is a social product and
hence incapable of being understood independent of the social actors that con-
struct that social reality. In interpretive research the researcher tries to under-
stand how members of a social group by their participation in the social pro-
cesses, help to constitute their social action. So, no objective reality exists and
the perception and the importance of subjective meanings is emphasized. Ap-
plied to IS research, part of the evaluation is also the way the designed artifact
works in its environment of human actors or, in other words, the judgment if
the designed artifact works according to the user’s requirements. The evaluation
results can lead to improvements of the designed artifact.

Criticism. The critical researcher tries to critically evaluate and transform social
reality, this is opposed to the other two research perspectives that confine them-
selves to predict or explain social reality. The idea within criticism is that social
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reality is historically constituted and that by critiquing existing social systems
the contradictions and conflicts can be revealed so that people can act to change
the existing system. Again, applied to IS research, the designed artifact is not
only observed in its working environment, but the researcher also tries to influ-
ence the environment. At this point, we must discern between the following two
things: first we have the content of the artifact and second we have the project
that implements the artifact. The researcher can have two roles: the role of defin-
ing the content of the artifact and/or the role of project leader. The researcher
can have the role of project leader in an interpretive or critical setting. Only if
the researcher also determines the content of the artifact, we speak of a critical
role for the researcher. Thinking of nowadays social reality, where IS is supposed
to have a supportive role in organizations, one should be careful in applying the
critical approach. This seems to be confirmed by Orlikowski & Baroudi [9] who
classified none of the studied articles as critical.

3.2 Qualitative Research Methods

In the last part of Section 1 we wrote that we follow Myers [7] in his description of
qualitative research in information systems. He argues that for studying social
phenomena, a qualitative approach is most appropriate and in Section 2 we
explained why this applies to our research. A research method is the strategy of
inquiry that is used to design the research and collect data. This implies that the
research method can be used with every of the three epistemologies. Here, we
will discuss action research (AR) and case study research (CSR) as qualitative
research methods. As we shall see, AR has much in common with design science
(DS) research , we will also discuss DS research and the distinction between AR
and DS research.

Action Rsearch. AR originally aims to contribute to the solution of immediate
problematic situations of people and to the body of knowledge of the social
science community. It had much difficulties in being acknowledged as a good
research approach for IS. Baskerville & Wood-Harper [11] address the relation-
ship between AR and consulting: action researchers are required to defend their
method against the challenge that “this is nothing but consultancy!” At that
time Baskerville recognized that AR was not a main stream social science tech-
nique that was transported to the IS field. He thinks that maybe in the IS field
AR will finally flourish. In Baskerville & Myers [12] AR has proven its added
value in IS research as a method to solve current practical problems while ex-
panding scientific knowledge. The trigger for AR has been the frequent calls for
IS researchers to make their research more relevant.

Case Study Research. The term case study has multiple meanings. It can be used
to describe the unit of analysis or to describe a research method. As the unit
of analysis, case study can be used in conjunction with e.g. AR. As a research
method there are numerous definitions and Yin [13] defines the case study as
a research strategy that attempts to examine (a) a contemporary phenomenon
in its real-life context especially when (b) the boundaries between phenomenon
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and context are not clearly evident. Benbasat, Goldstein et al. [14] add to the
definition of Yin that multiple methods of data collection are employed to gather
information. They sum up a list of 11 key characteristics for case studies, see
Table 1.

Table 1. Key characteristics of case studies [14]

1. Phenomenon is examined in a natural setting
2. Data are collected by multiple means
3. One or few entities (person, group or organization) are examined
4. The complexity of the unit is studied intensively
5. Case studies are more suitable for the exploration, classification and hypothesis

development stages of the knowledge building process; the investigator should
have a receptive attitude towards exploration

6. No experimental controls or manipulation are involved
7. The investigator may not specify the set of independent and dependent variables

in advance
8. The results derived depend heavily on the integrative powers of the investigator
9. Changes in site selection and data collection methods should take place as the

investigator develops new hypotheses
10. Case research is useful in the study of ’why’ and ’how’ questions because these

deal with operational links to be traced over time rather than with frequency or
incidence

11. The focus is on contemporary events

Design Science. According to March & Smith [15] IT research studies artificial
as opposed to natural phenomena, DS is concerned with devising artifacts to
attain goals. They define a framework that consists of four types of products
(constructs, models, methods and implementations) and four research activities
(build, evaluate, theorize and justify). Build and evaluate are design science ac-
tivities and theorize and justify are natural science activities. In a later article of
Hevner [16] IS research is characterized by two paradigms: behavioral and design
science. From the business-to-IT alignment model from Henderson & Venkatra-
man [17] the framework from Hevner is extended with a relevance part which
provides requirements from the environment (business needs) for the IS research.
In [16] IS research is defined as a three cycle method: relevance cycle and rigor
cycle with the design cycle in the middle, see Figure 2. The goal of behavioral-
science research is truth (relevance cycle). The goal of design-science research is
utility (design cycle). In the rigor cycle the foundations and methodologies that
together form the knowledge base for accomplishing IS, research are provided
and new additions to the knowledge base are made.

Hevner [16] is a reaction to the essay of Iivari [18] in which is argued that
the distinction between IS as DS and IS as inventions from practitioners, is the
specification of a reasonably rigorous constructive research method for building
IT artifacts.
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Fig. 2. Three Cycle view of Design Science, Hevner [16]

Peffers, Tuunanen et al. [19] developed a design science research methodology
(DSRM), because they felt that the lack of such a methodology in IS research
could have contributed to the slow adoption in IS. Peffers et al wanted to design
a commonly accepted framework. Therefore they studied influential research and
used a consensus-building approach to design the framework. This framework
consists of six activities and has four possible entry points for research, see
Figure 3.
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Fig. 3. Design Science Research Methodology, Peffers et al. [19]

3.3 Differences and Similarities between DS and AR

In literature discussion can be found whether AR and DS are similar or not.
Iivari [18] differentiates between DS and AR: DS has its roots in engineering
and AR has its roots in the socio-technical design movement. Iivari & Venable
[20] argue that DS research and AR are decisively dissimilar: they discern on
the one hand purely technical problems and innovations and on the other socio-
technical problems and innovations. Iivari & Venable [20] argue that DS research
focuses on constructing new and innovative ways to solve class(es) of problems,
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thus creating new reality. In many situations AR is conducted to understand
phenomena like the working of complex organizational situations and human
behavior and come to improvements to that. So, DS concentrates on constructing
new artifacts, while AR concentrates on improving the use of artifacts in their
meant environment. Järvinen [21] argues that AR is similar to DS. He does so by
trying to collect the characteristics which describe the nature of AR in general on
the one hand and the characteristics of DS on the other hand. He characterizes
AR with 7 characteristics and DS with 6 characteristics. He concludes that it
seems there is a very high fit between the two sets of characteristics. In table 2
the corresponding characteristics are placed opposite to each other. So we see
that Järvinen and Iivari do not disagree so much, but that the involvement of
the environment in the evaluation is seen as an important dissimilarity by Iivari,
while Jrvinen considers this a similarity.

3.4 Combining AR and DS to Overcome Problems with Traditional
AR

Iivari & Venable [20] describe also situations where AR and DS research can be
combined. When we take in mind the nowadays practices of software develop-
ment like Agile and Scrum and also a management method as Lean, it seems
that a shift towards AR is driven by the environment’s demand to respond faster
[22]. They define IT artifacts as ensembles, by which is reflected that structures
of the organizational domain are inscribed into the artifact during its develop-
ment and use [22]. Orlikowski [23] identifies the prevailing DS approach as “build
and then evaluate”. AR aims at linking theory with practice, and thinking with
doing. They propose to combine the two methods into a new method action
design research (ADR) and in this way recognize that the artifact emerges from
interaction with the organizational context. The method has 4 stages (problem
formulation; building, intervention and evaluation (BIE); reflection and learning;
formalization of learning) and 7 principles, see Figure 4. In the BIE-stage they
discern IT-dominant BIE and organization-dominant BIE. In IT-dominant BIE
artifacts are initially evaluated by practitioners and only more mature artifacts
are evaluated by end-users. In organization-dominant BIE where the emphasis is
on innovation in organizational intervention, each iteration is evaluated by both
practitioners and end-users.

3.5 Project Management

The methods described before put emphasis on the what and pay less attention to
the how. The what and the how correspond with the two roles of the researcher,
i.e. the role of defining the content of the artifact and the role of project leader
(see Subsection 3.1). A method that describes the how is that of Mulder in [24].
He applied AR and defined a project management method for AR projects, see
Figure 5. He clarifies the coherence between a participative project approach
and decision making in an organization. He found a large added value of this
project management approach. Speed, quality and involvement of parties and by



Research Approach in Enterprise Engineering: A Matter of Engineering 81

Table 2. Similarities of the fundamental characteristics of action research and design
science according to Järvinen [20]

Action Research Design Science

AR-1: Action Research emphasizes the
utility aspect of the future system from
the people’s point of view.

DS-4: Design science’s products are as-
sessed against criteria of value or utility.

AR-2: Action research produces knowl-
edge to guide practice in modification.

DS-2: Design science produces design
knowledge (concepts, constructs, models
and methods).

AR-3: Action research means both ac-
tion taking and evaluating.

DS-3: Building and evaluation are the
two main activities of design science.

AR-4: Action research is carried out in
collaboration between action researcher
and the client system.

DS-5: Design science research is initiated
by the researcher(s) interested in devel-
oping technological rules for a certain
type of issue. Each individual case is pri-
marily oriented at solving local problem
in close collaboration with the local peo-
ple.

AR-5: Action research modifies a given
reality or develops a new system.

DS-1: Design science solves construction
problems (producing new innovations)
and improvement problems (improving
the performance of existing entities).

AR-6: The researcher intervenes in the
problem setting.

DS-5: Design science research is initiated
by the researcher(s) interested in devel-
oping technological rules for a certain
type of issue. Each individual case is pri-
marily oriented at solving local problem
in close collaboration with the local peo-
ple.

AR-7: Knowledge is generated, used,
tested and modified in the course of the
action research project.

DS-6: Knowledge is generated, used and
evaluated through the building action.

consequence the acceptance of the solution is by far better than a distant expert
judgment. A participative approach considers organization design as a change
process in which parties unfreeze from their current (undesired) situation, start
discovering new possibilities for change and establish this in a new design.
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Fig. 4. Action Design Research (ADR) acc. Sein et al. [22]

4 Our Research Approach

In our research we will start studying theory and literature on transaction cost
economics (TCE). The researcher takes in this a positivist position while per-
forming the design cycle and the rigor cycle. This is a necessary step to take
for us in order to ground our experiences from practice in theory and existing
literature. This should lead to a framework for applying TCE to EE. We want to
apply this framework in practice and learn from it. For this approach a qualita-
tive research method is appropriate, not a quantitative. According to Orlikowski
[9] and Figure 1 this means that we need an interpretive or critical stance. The
critical stance implies that the researcher wants to change the social reality of
the changing organization. This does not fit to a role as consultant as we have in
our projects. In the project, we take decisions in the project management pro-
cess and in the change process we propose the solutions and do interventions.
According to Figure 1 this means that the researcher needs an interpretive role.
As argued in Section 3 we follow [7,25] in using a qualitative approach in our
research. We already discussed the differences and similarities between DS and
AR [20,21,22,23] and we repeat here that an AR approach fits best in an Agile
environment where the use of methods like Scrum and Lean is encountered. We
use case studies for defining the unit of analysis. For the setup and execution
of projects, we adopt Mulder [24], see Figure 5. In Table 3 we summarize our
research approach.
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Table 3. Summary of research approach

Objective Enterprise design by applying transaction cost economics to
EE

Focal level Role of transaction costs in enterprise design

Epistemology Positivist for theoretical study, Interpretivist in cases

Research Method Action Research

Project Management
Method

Participative

4.1 Activities Already Performed

In Section 1 we followed Dietz [6] that Enterprise Ontology (EO) is a crucial
notion for EE. A method for EO is DEMO and that method has been applied in
a number of projects. As part of this research, we investigated finished DEMO
projects for what the added value of DEMO as an EE method in projects has
been. A first round of interviews with the stakeholders of these DEMO projects
and the founders of DEMO has been conducted in April – June 2012. The notion
“DEMO project” means that the people involved in those projects acknowledge
them as DEMO project. All projects investigated are claimed to be successful.
After the first, more general, round of interviews, there will be a second round of
interviews, that will concentrate on specific subjects that have been discovered
during the first round as interesting for further investigation. The projects were
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diverse in scope, see Table 4. We developed an interview list with questions
from different perspectives and with different questions for the different types of
stakeholder. We will not discuss the results of the interviews here, but we confine
ourselves to remarking that we are in the process of interpreting the interviews
and defining the subjects for the second round of interviews.

Table 4. Projects investigated for their application of DEMO

Project name /
project organization

Characteristics

VISI Development of a model of large construction projects and
a model for software for exchange of messages for coordi-
nation between project partners

KLM Air France Choice of information system for the merger of the two
cargo divisions

Rijkswaterstaat Application Portfolio Rationalization

ING Implementation of Shared Service Center Securities in a
bank

5 Conclusions

We argued that it is important in research to discern between different aspects
while doing IS research. The philosophical assumptions (epistemology) a re-
searcher has, and the methods of doing research he uses, determine the scientific
relevance of the things he does. In literature, researchers did try to make sharp
distinction between different research methods and to prove that one method
is better than another. Other authors tried to prove the similarities of differ-
ent methods and also there are authors who try to combine different methods
into one new method. We believe that it makes more sense to make a combi-
nation from different available approaches and justify why this combination is
best suited for the situation at hand. Providing a solution for the problems en-
terprises encounter with ever faster changing markets, requires at first the study
of theory and other literature with a positivist attitude. But in nowadays world
of Scrum an Lean, applying theory right away in practice is required. For this,
AR is an appropriate approach and the researcher needs an interpretivist stance
in applying the solution provided.
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Abstract. Throughout recent years a lot of research has been done to develop 
enterprise architecture (EA) approaches for large and complex enterprises. 
Consequently, an array of tools has been developed for these large enterprises 
to aid in EA management. However, traditional small and medium-sized 
enterprises (SMEs), which are very important for economy, have to a great 
extent been neglected. Recently research has been done towards a new EA 
approach for SMEs. The approach is called CHOOSE. As tool support is almost 
indispensable in complex environments, the need for tool support was quickly 
experienced while doing case studies in SMEs. Unfortunately, tool support is 
already rated low on usability by EA practitioners in large companies. A 
different approach was required to provide tool support for managers in SMEs. 
The developed software tool already received positive feedback from managers. 

Keywords: Enterprise architecture, software tool support, small and medium-
sized enterprise, CHOOSE.  

1 Introduction 

A common analogy is often made between enterprise architecture (EA) and architecture 
in construction. When an architect is asked to design a house, the focus will be on where 
the staircase has to be or how many rooms or balconies there have to be. The specifics 
of the color or brand of paint are not of interest yet. The future habitant agrees on some 
kind of blueprint, a master plan that will serve as the starting point for more detailed 
decisions. This high level blueprint will show the major functions of the house and how 
these have to be constructed. As future occupant of the house this high level and abstract 
representation is probably the most informative. On the other hand, the engineer or 
constructor is probably more interested in a detailed elaboration. 

When companies became bigger and more complex the need for EA arose. The 
advantages of EA for large enterprises have been widely acknowledged in practice 
and literature [1]. Landenberg and Wegmann [2] investigated which aspects of EA 
were being researched. One of their conclusions was that interest in the field is 
currently growing, given the increase in publications. Furthermore, Ernst et al. [3] 
found in their survey that in practice, EA is also of growing importance. However, 
most of this research is targeted towards architecture in large enterprises. But while 
small and medium-sized enterprises (SMEs) are considered the backbone of our 
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economy [4], little research has been done towards EA approaches for those SMEs. In 
a literature research concerning information systems in SMEs [5], not one paper was 
found from 1979 to 2008 about EA in SMEs. 

In response to this lack of research about EA for SMEs, Bernaert and Poels proposed 
a new EA approach for SMEs [6; 7]. A metamodel was created, focusing on the 
essential dimensions and characteristics of EA in the context of SMEs. The metamodel 
was called the CHOOSE metamodel, which is an acronym for "keep Control, by means 
of a Holistic Overview, based on Objectives and kept Simple, of your Enterprise". 

Just as tool support is widely considered indispensable in large companies, the 
need for it was also quickly identified in SMEs by several case studies. However, as 
existing tools are already considered low on usability by EA practitioners, a different 
approach is proposed in this research: a software application for tablets. As SMEs 
usually rely on insight from the CEO and do not have any enterprise architects on 
staff, this software application had to be useable for management. 

In the next chapter, the problem statement and goal of this research are discussed. 
In chapter three, existing tool support is first considered. In the fourth chapter, our 
solution towards a user-friendly tool for the EA approach CHOOSE is then proposed. 
The last chapter concludes with a summary and future research directions.  

2 Problem Statement and Goal of the Research 

2.1 Specific Research Problem 

While developing the EA approach CHOOSE, case studies were performed in SMEs. 
Even after the first tests, it was clear that tool support was indispensable. Working on 
a whiteboard with post-its was not practicable (Fig. 1). 

 

Fig. 1. Need for tool support during case studies 

First of all, input was very slow, having to write every element on a separate post-
it. If a goal had to be corrected, a new post-it had to be made. Once the model was 
finished, it was impractical to store away three whiteboards and present it on a 
meeting the week after. More importantly, finding an element could take a while and 
making any sort of analysis was out of the question. Academic sources also widely 
support the necessity of software tool support. 

“For EAs to be useful and provide business value, their development, maintenance, 
and implementation should be managed effectively and supported by tools.” [8] 
“EA management should be supported by tools, which support distributed access 
to consistent data, offer the possibility to structure the information managed, and 
also aid users in filling out their role in the EA management process.” [3] 
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3 Related Research 

3.1 Existing Tool Support 

Kurpjuweit and Winter [9] identify three different objectives for which tools can be 
used. They can be used to document and communicate, they can be used to analyze 
and explain or they can be used to design the EA. Typically after selecting an EA 
approach and selecting the preferred modeling language, there are software tools 
available to model your enterprise. Several options are available on the market, for 
example IBM’s system architect [10] or Metis from Troux technologies [11]. 
However most of these tools are focused on the design aspect and are solely used to 
model the enterprise.  

Based on a survey performed by the university of Munich, Ernst et al. summarize 
how different tools perform according to different criteria and different scenarios [3]. 
They came up with a kiviat diagram, showing the minimum, maximum, and median 
score obtained by the different tools (Fig. 2). We can see that even for EA 
practitioners, the average usability of the different tools scores rather low. One reason 
was that all tools came with predefined metamodels. Some came with up to 400 
entities with corresponding associations. Even for daily practitioners this is perceived 
to be very complex, making the tools hard to work with in practice. Especially the 
visualization needed improvement. Two major issues occur when visualizing an EA 
with existing tools. First, the automated generation of adequate visualization is mostly 
not possible. The second issue is that the semantics of those visualizations are often 
not properly defined. This leaves a lot of room for interpretation. These issues are 
both explained by the simple fact that most tools are drawing tools where 
visualizations are manually created. This often causes practitioners to use certain 
symbols or links out of context. Although the model is understandable for the creators 
of the model, the tool can no longer interpret the results correctly. The result is a 
drawing rather than a model. A nice quote from this paper that summarizes this 
paragraph: “drawing is no management”. 

 

Fig. 2. Diagram showing a low usability rating 

The graphical user interface of a typical EA tool is usually composed of three 
different components (Fig. 3 from left to right). The content explorer, a canvas to do 
the modeling itself, and a concept explorer with the different modeling language 
constructs. Often this works by dragging and dropping the different constructs from 
the concept explorer to the canvas and thus slowly building up the different models.  
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Fig. 3. Typical EA tool 

4 Solution Approach 

While it has been made clear that tool support is needed, one of the key words in the 
abbreviation CHOOSE was ‘Simple’. Given the resource poverty of SMEs [12], they 
are unable to staff an enterprise architect, or pay expensive consulting fees. As 
described above, modeling tools are typically aimed towards enterprise architects. So 
while developing a tool for this new approach, it was clear that contrary to the above 
tools, a different approach would be required for SMEs. Even practitioners in big 
companies rated the existing tools rather poor in usability. Furthermore these tools 
expect the users to be fully aware of the models and modeling languages. 

To find an approach towards tool development, a methodology that is aimed to 
achieve user-friendly interfaces was adopted from Cooper et al [13]. He was one of 
the first to criticize traditional software development processes and was the first to 
pioneer a software development process that was based on the users’ needs. How 
could a good product be created when it did not take into account the users’ goals, 
needs and motivations? The improved software development process that he proposed 
now emphasizes the design aspect (Fig. 4). 

 

Fig. 4. Software development process 

The first step, called ‘initiate’, is the step where the need for a certain program is 
identified. The need for tool support has already been discussed as being necessary to 
support an EA approach. The necessity of this new EA approach has also been shortly 
dealt with in the introduction. As the tool is currently still under development (build 
phase), the last two steps in the process will not be dealt with in this paper. The 
technicalities of the building itself are also beyond the scope of this paper. In the next 
section we will thus focus on the design step. An approach towards design is 
introduced in the next section. 
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4.1 Goal-Directed Design 

The task of the design step in Fig. 4 should not only be about the appearance of a 
product. When properly deployed it should identify user requirements and take into 
account his/her behavior. Design should be about product definition, based on the 
goals of users, needs of the business and the constraints of technology. Design is 
defined in a broader sense. 

Just as we made an analogy with architecture when arguing that EA is needed, a 
similar reasoning can be made here. In the case of an architect, he/she will have to 
understand how the people live and work before he/she can start designing a house. 
He/she then should sketch the spaces to support and facilitate those behaviors. For the 
architect, designing a house is more than making the house look pretty. 

This broader approach towards design is called ‘interaction design’. Interaction 
design is more than making sure something looks pretty; interaction design is about 
understanding the users and knowing cognitive principles. 

An approach to implement this design philosophy is proposed by Cooper et al. 
[13]. In short, this approach is called ‘goal-directed design’. The main steps followed 
in a goal-directed design approach are shown in Fig. 5. 

 

Fig. 5. Goal-directed design process 

Research. The research phase consists mainly of understanding the future user and 
knowing who that future user will be. In the research done to develop the CHOOSE 
approach it was already clear that the CEO would have to be closely involved. There 
are two reasons illustrating the need for the CEO’s involvement. 

Firstly in SMEs, employees generally do not know the structure, let alone know 
why they are doing something. It is generally only the entrepreneur who knows the 
whole working of the company and this distinguishes SMEs from larger companies, 
because a CEO can have an overview of its SME. Secondly, in SMEs, the job 
description for employees is often vaguely defined and an overview of tasks or 
responsibilities is often missing [14].  

In a study performed by Hankinson et al. [15], managers responded that they 
worked between 50 and 60 hours a week. Most time was spent in meetings and 
informal interactions (50%) and on the phone (40%). The remainder was spent 
travelling. Only 5 hours or less than 10% of time was used on strategic issues, 
personal analysis, and analyzing results. Notably, managers generally indicated that 
their time management was poor. To get a better insight in the lifestyle of the 
manager, a small amount of managers was asked to keep a very detailed schedule of 
their workweek. In this small-scale test, the results, stated above, could be verified. 
We clearly saw that managers were very busy with day-to-day activities. This left 
little time in between for working on strategic issues [16]. 
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Another important factor to keep in mind is that managers are not expert 
technology users. According to [17], users can be divided in three types: experts, 
willing adopters and mainstreamers. Mainstreamers are people who do not use 
technology to use the technology. They use it to get something done. They use just a 
few key features and do not care about any other.  

Modeling. In the modeling step, a persona is defined, which is the portrait of what the 
ideal user would be. Additionally a list of goals of what the user is interested in is 
composed. This is usually input from the research step. By completely defining a 
‘persona’, programmers and designers always keep focus on who they are making the 
program for. Usually, programmers talk about ‘the end user’. By making the end user 
an actual person, it restricts them of stretching the ‘end user’ to fit the situation. ‘This 
is easy’ might be true for the programmers, but may not be the case for the defined 
persona, and obliges programmers to rethink their approach to fit the persona’s needs.  

Because a complete persona definition is beyond the scope of this paper, a small 
summary is offered. Our target user is a manager in an SME, who is generally not 
technology savvy. He/she often does not know about the specifics of EA. Though, if 
he/she would use an EA approach, he/she would want it to be simple while still 
offering value. It would have to aid in keeping an oversight of the company.  

Requirements Definition. While developing the CHOOSE approach, a list of eleven 
main criteria were found for EA in an SME context [7]. As the tool is used to support 
this approach it should at least be able to achieve these criteria. These criteria will 
serve as a guideline when setting requirements for the tool.  

Requirements for tools can be thought of as consisting of objects, actions, and 
contexts. For example, for a calling application this might be something like: ‘Call 
(action) a person (objects) directly from an appointment (context)’. As it can be quite 
difficult to extract information in this format, it is easier to separate them into data, 
functional and contextual requirements [18]. 

Data Requirements. These requirements are the objects and information that our users 
want from our tool. As can be identified by the criteria from EA, we need data output 
that can give an overview of the company. Furthermore a description of how things 
are done in the company is needed. A focused view will provide a more detailed view. 
This output furthermore has to be usable in other often-used programs like Excel and 
PowerPoint. 

Functional Requirements. A mobile application was chosen to fit the busy schedule of 
a manager. Since there is little time to work on strategic matters during the day, the 
only adoption of an application would happen if it could be used during downtime. It 
has to be useable when they have a few minutes spare time in a waiting room or 
maybe five minutes before they go to bed. Showcased by the popularity of the iPad 
and other Android tablets, tablets are on the rise. Even in SMEs, it is becoming the 
standard tool that every manager has with him/her [19]. A tablet was chosen over a 
mobile phone because it offers almost the same mobility while giving more screen 
estate.  
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Contextual Requirements 

• Business Requirements: It has to be cheap to implement [12]. 
• Experience Requirements: If we want managers to spend their precious time on 

EA and use this tool, it has to be appealing and fun. 
• Technical Requirements: It has to work on a platform that can complement a 

manager his/her usage pattern. As the CHOOSE metamodel is still being 
refined, the software architecture should be flexible to allow changes to be 
adapted quickly. 

Summary of Tool Criteria. The following list of five criteria is proposed for this tool. 
These will be used as guidance when developing the application: 

1. Offer a focus view of enterprise components 
2. Offer a holistic overview of the firm 
3. Simplicity, the tool has to be easy to use  
4. Fit in day-to-day activities of manager 
5. Fun and appealing  

Design Framework. Considering usability was an issue with existing tools for EA 
practitioners, making the tool usable for managers would be challenging. If we go 
back to the roots of usability, Vitruvius is considered as being the first student of 
ergonomics and usability [17]. His questions were based around three key words: 

• Firmitas: How durable is the design and does it have strength? 
• Utilitas: How useful is the design and does it fit the user’s needs? 
• Venustas: How beautiful is the design? 

What Vitruvius did not suggest was how to achieve these objectives. However, 
directions to achieve these objectives are offered by Davidson et al. [20]. They found 
an important link between mental models and usability. 

Norman [21], an academic researcher in interface design, argues that design is 
often constrained by culture. People want to be able to foresee what an object will do. 
When an interaction with a system is deeply engrained through cultural learning it is 
hard to change the way people interact with an object. The easiest way to make an 
interface design consistent with how a user expects it to behave is by mimicking the 
physical product. For example, calculator applications or calendar applications often 
mimic the behavior of the physical products. Unfortunately, as is the case with our 
application, there is not always a physical object that can be mimicked. The insight to 
decrease the discrepancy between how an object behaves and how a user expects it to 
behave is offered by Norman [22], Cooper et al. [13] and IBM [23]. They have 
discerned three models of a system: 

• Mental Model: How a user perceives that a product works. 
• Implementation Model: Actual way the system works internally (programmer’s 

perspective). 
• Represented Model: The way the application is represented to the user. 

According to Davidson et al. [20], who researched this link between usability and 
mental models, the program will be perceived easier to use and easier to understand 
the closer the Represented Model resembles the Mental Model. 
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Several design methods are used to support and influence these mental models of 
the user: simplicity, familiarity, availability, flexibility, feedback, safety, and 
affordance are proposed by IBM [24]. By following these methods, the user’s mental 
model will be better aligned with the represented model. According to [20], the 
application will then have higher usability.  

Simplicity has been one of the key words throughout the development of the 
CHOOSE approach (the S stands for Simple). Additionally it came out as one of the 
main criteria during the requirements definition. As simplicity is the main guideline, 
in the next section this is the only design method that is further zoomed into. A design 
framework is furthermore also concerned with detailed design to make the application 
look beautiful. Although beauty is subjective, a lot of guidelines were taken into 
account, though are not further elaborated here and will be presented in a thesis. 

Simplicity: Less Is More. When visiting a website it can sometimes feel like walking 
through Times Square: You see a myriad of different advertisement billboards each 
with catchy slogans like “The next big thing”, “Probably the best beer in the world”, 
“The real thing”. Many of these billboards are very flashy with vibrant colors and 
flashing lights, trying to get the passer-by its attention. Every brand competes with 
each other to make the billboard that pops out the most, trying to capture the so 
important passer-by glance. 

However, people are impatient and they can only process a limited amount of 
information [24]. The more content you show, the smaller your chances will be of 
them to notice your most important content. Less really is more in this case. 

Even small details like words, colors, buttons can add to the already heavy load a 
person has to process. Removing irrelevant options, slogans, and content decreases 
this load on users. Designing a user interface in a clever way can further diminish this 
load and enhance user experience [17]. 

Thompson et al. [25] did an experiment to find out whether users preferred features 
over usability or vice versa. They concluded that features sell a product better, but 
when users were able to test the product before their purchase they would buy the 
product with better usability over the product with more features. In software, the cost 
of adding extra features is close to nothing. Considering people appear to buy 
products based on features, this leads to features piled upon features. The problem is 
that with each extra feature that is added, the product becomes more difficult to use. 

Iyengar and Lepper [26] set up multiple experiments to test whether people like 
more or less choice. All results obtained showed significant higher sales revenues 
when offering only a handful of options. They also found that people where more 
satisfied with what they bought when being offered fewer options. Because it offers a 
person a sense of control, people prefer to have a choice over no choice at all. 
However if that choice exceeds a handful of options, choice can get overwhelming.  

4.2 Tool Presentation 

During the requirements definition stage in the goal-directed design process, five 
criteria were derived for our tool (Section 4.1.3). Furthermore simplicity, familiarity, 
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availability, flexibility, feedback, safety, and affordance were the design methods that 
were introduced in the design framework (Section 4.1.4). While presenting the tool, 
some criteria and design methods will be referred to where they are applicable.  

One aspect of the CHOOSE approach is to build up a goal tree. To showcase the 
tool, an extract from a case study is presented. The case study was performed in an 
SME that sells tires and does some maintenance on cars. One of the goals of this 
company was to increase its customer base. Two possible scenarios were considered. 
The first scenario was opening a new shop, the second was to increase visibility 
through improved signing of the building and better online visibility. To showcase the 
tool, the goal ‘online visibility’ is added to the goal tree (Fig. 6). 

When starting up the application, the user is presented with a playful start screen. 
At first glance the start screen is already radically different from traditional 
approaches. Firstly it has to entice the manager of working with the program when 
he/she has some spare time (Criterion 5). Another important criterion is that no 
outside help is needed to exercise EA (SMEs’ resource constraint). At the bottom 
right a question mark is shown. Whenever in doubt about some concept, the manager 
can quickly get an explanation (Design method: safety). In our case we head over to 
the goals part of the application and start the wizard for adding a new goal. In step 1 
the name of the goal and a description can be added. In the following screen, since 
‘online visibility’ is one of the goals to achieve a general increase in visibility, the 
latter goal is selected as the upper goal. Next we want this goal to be assigned to the 
marketing expert. This is done by browsing through the actor tree and selecting our 
marketing expert. Next we need a process to operationalize this goal. Here ‘manage 
social media’ is selected to operationalize ‘online visibility’. Finally ‘Facebook’ is 
selected to be the online platform of choice. Facebook will serve as input and output 
for our operation ‘manage social media’ and is thus also of concern for our goal 
‘online visibility’. Finally, in the last step, a small summary is shown before the goal 
can be saved. When we return to the ‘goals’ part of the application, we can now 
browse to the goal ‘online visibility’ (Fig. 7). In this view, the file explorer from 
Microsoft Windows is mimicked which should make it very intuitive for users to 
browse through the goals tree (Design method: familiarity). At the right hand side a 
focused view of all the connected elements is offered (Criterion 1). Note that very few 
buttons are offered, providing just enough features (Criterion 3). The main button 
here is the add button at the top right corner. This started the wizard that guided us 
through the procedure of adding our goal ‘online visibility’. By guiding the user step 
by step, information is shown in chewable chunks, so it never becomes overwhelming 
for the user (Criterion 3). Every model can be searched through in the same way, 
offering a consistent user experience (Criterion 3). 

(Prototype: https://www.dropbox.com/sh/03vyn790i1wggsv/G_uDPwJy00/CHOOSE) 
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Fig. 6.  Add goal ‘online visibility’ 
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Fig. 7. Focused view ‘online visibility’ 

5 Conclusion 

EA approaches have been primarily developed for large companies, despite the 
importance of SMEs for economy. Tools furthermore have been developed to aid 
enterprise architects. In this paper, we investigated how tool support could be made 
usable for managers in SMEs. By using a goal-directed design approach in the tool 
development process, we came up with a radically different application. A tablet 
application has been proposed that is easy enough for managers and CEOs to use. 
First tests in SMEs have been very promising. They found it much easier to 
comprehend then traditional tools and were very enthusiastic about using a tablet. 
Further evaluation in practice will still be needed to evaluate the tool and the EA 
approach CHOOSE.  

Although we focused on CEOs and managers working in SMEs, the goal-directed 
design approach could be expanded towards larger companies. Further research could 
find ways of better involving other stakeholders with easy to use applications. For 
example, employees could use a smartphone application to get an overview of their 
tasks and responsibilities, connected to the companies’ goals. This could offer 
employees a sense of purpose.  
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Abstract. Large enterprises need to coordinate the IT initiatives that
exist in different organisational units of the enterprise. If these initia-
tives are not coordinated, the resulting IT system is likely to become
difficult to use and expensive to develop/maintain. Enterprise architec-
ture methods are designed for that purpose. We report on the use of
a service-oriented enterprise architecture method, called SEAM, in the
context of a mid-size university. The originality of SEAM is its service
orientation and the recursive modeling from business down to systems.
Using SEAM, we develop a service model of the overall organisation.
The model is stored in a web-based tool. We also propose a concrete im-
plementation of architectural principles described in the literature. This
principles help build an integrated IT system. The paper explains the
background of this project and the current progresses. This approach il-
lustrates how enterprises can build a common view for their IT resources.

Keywords: enterprise architecture, services, business and IT alignment,
SEAM, Solu-QIQ.

1 Introduction

Today organisations rely on information technology (IT) as a support for their
business goals, regardless of the services and products they provide. Business and
IT alignment play a vital role in an organisation’s success. IT provides business
value, so the IT strategy should be carefully developed together with the business
strategy.

All the work presented here is based on a case study. The case study is the
enterprise architecture (EA) of the École Polytechnique Fédérale de Lausanne

X. Franch and P. Soffer (Eds.): CAiSE 2013 Workshops, LNBIP 148, pp. 99–110, 2013.
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(EPFL). On the main campus there are over 11,000 people including students,
researchers and staff. The work of all these people is supported by IT systems.
Some of these IT systems are designed for all of the people on campus, some are
used only by students and professors, and some are used only by the adminis-
trative staff.

In general, IT strategy includes multiples aspects spanning from technology
selection to business process structure. In this project we are focusing mostly on
how to best structure the relations between the business processes and the IT
services, through the implementation of the architecture principles proposed by
Ross, Weill and Robertson [6].

Our goal is to illustrate our proposed IT strategy. We present the goals and the
plan of actions through working on this case study at EPFL. First, in Section 2,
we focus on understanding the challenges. Then, in Section 3, we list the initia-
tives at EPFL that currently address these challenges. In Section 4, we present
the basic elements that construct the IT strategy based on EA principles [6],
and we suggest a way of communicating the IT strategy within the organisation.
For this communication we use the Solu-QIQ tool, based on the methodology
of urbanisation of IT systems (URBA), and the systemic enterprise architecture
methodology (SEAM). In Section 5, we illustrate the application of our sugges-
tions on a specific example of the business process, the process of hiring new
Ph.D. students. We finish with the overall conclusions and future work.

2 Main Challenges

EPFL is a large organisation (with over 4500 employees) and it faces many
IT challenges. For example, currently at EPFL there are around 100 different
systems (both business and infrastructure) that provide services to EPFL’s com-
munity. They can be grouped in several categories. Some of these systems are
listed in Table 1.

The table shows systems managed by the Central Services. In addition to
these systems, each laboratory within an institute or a school, has its own re-
sources. The data about IT systems at EPFL is gathered by EPFL’s information
system’s coordinator, Didier Rey. From this data, we see that all of the resources
involved in the operation, maintenance and development of IT systems are highly
distributed.

Additionally, new emergent technologies regularly appear. When used, they
can cause changes in the current landscape of systems. In terms of resources, the
situation becomes more complicated. The number of new IT projects continu-
ously increases, as well as the time required to complete them. A major challenge
is to manage even the new projects with the current resources. Some of these
resources are the most basic ones: electricity and cooling.

Furthermore, EPFL is a complex system that has an impact by delivering
services that support its three core missions: education, research and technology
transfer. To ensure the quality of service (QoS), EPFL must protect its bound-
aries and be efficient inside this boundary. We can achieve this efficiency by
optimizing the business processes and the resources used.
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Table 1. Some of the IT systems at EPFL, grouped in several categories

Mission:

IS-Academia Academic management tool used by students, lecturers, re-
searchers, administrative staff, etc.

Infoscience Database used to archive and report works and scientific publica-
tions.

Moodle Learning management system and course sharing platform used
as course support.

GrantsBD Portal for uploading and following research and scientific equip-
ments requests at EPFL

Administration:

SAP Finances and human resources management system
IS-Academia The same academic management tool can be used for room book-

ing, courses and exams schedule, grades management, etc.
Sharepoint Content and document management system

Infrastructure:

Active Directory Directory service.
VPN Virtual private network.

CAMIPRO Systems around EPFL student (or staff) card with electronic chip,
that allow people to use a variety of functionalities like: payment
in the miscellaneous campus shops and stores without any ready
cash, access to some protected rooms, borrowing a bike, etc.

Indeed, the current IT systems work well. The greatest challenge appears
when business processes need to be integrated across organisational units. We
see integration as a problem, because people and IT systems involved in busi-
ness processes are typically not in one organisational unit. When people and
IT systems are in separate units, it is difficult for them to work together and
communicate.

EPFL has already made efforts to address all these challenges. These efforts
are explained in the following section.

3 Current Initiatives

At EPFL exists an information systems coordination body (Coordination des
systmes d’information –CSIN) that has the mission of aligning the development
of IT systems with EPFL’s strategy and of assuring the coordination between
different IT units. This body has several committees, commissions and manage-
ment groups. CoordAppl – Coordination des applications is one of them.

CSIN organised several workshops at EPFL with target to:

– define high-level strategy by reviewing the impact of the applications on the
return of investments (Gartner, early 2012)

– define the set of principles on how to select a project by giving specific axioms
(2011)
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– provide project management training (Hermes training, 2011)
– build a prototype to evaluate the integration of IT systems, by using the

open source enterprise service bus (WSO2 ESB) [11], a part of a master’s
thesis project.

– propose a service-oriented approach to a help desk (ITIL transition workshop
at DIT, in progress)

– identify gaps in the existing processes and find solutions for them (Coor-
dAppl SEAM workshop on Ph.D Hiring, 2012 – present)

The conclusions from these workshops apply only to their specific problems and
do not offer long-term solutions for the overall IT landscape. We propose an
approach that offers a durable solution for the organisation of IT systems at
EPFL. The concrete example upon which we elaborate our work is based on
the progress and outcome of the ongoing CoordAppl SEAM workshop. In this
workshop, we work with people responsible for the main IT systems and the
heads of certain IT departments at EPFL. The combination of their knowledge,
expertise and experience helps us to identify problems and solutions.

In most of the workshops, we use SEAM [10,9,7], a family of methods for
strategic thinking, business / IT alignment, and requirements engineering. We
use SEAM to communicate about the organisation and the IT systems. Fur-
thermore, SEAM conceptualizes different aspects of an organisation: its busi-
ness, enterprise architecture and software development. Also, it shows different
organisational-level hierarchies, and it enables designers to choose how to see
the system: as a whole (a black box), or as a composite (a white box). In addi-
tion, SEAM shows the behaviours of the systems, the properties representing the
information exchanged, and the actors participating in the process. The origi-
nality of SEAM is in the integration of generic system thinking principles into
discipline-specific methods. [8]

4 Basic Elements of the Proposed IT Strategy

In the aforementioned workshops, we address the gaps inside business processes
themselves and the gaps between business processes and IT. We followed Ross’s,
Weill’s and Robertson’s [6] recommendations of using architectural princi-
ples. These architectural principles ”provide a rallying point for managers re-
sponsible for building out and exploiting the enterprise architecture”[6], which
consists of the following:

1. Core business processes
2. Shared data driving core processes
3. Key linking and automation technologies
4. Key customers

The IT strategy we implement is our interpretation of these architectural
principles. We explain:



The Case of IT Strategy at EPFL 103

1. Core business processes – For each core business process, there has to be
someone who takes care of the user’s needs, who knows every detail of the
process, its rules and regulations. This person should be able to design the
process and know how to change it when the business strategy changes. This
is the role of a process owner [4].

2. Shared data driving core processes – Data is an essential asset of every or-
ganisation. Its integrity, quality, security and utility are the most important
features. The person responsible for the data used and exchanged in a busi-
ness process is the data steward [3].

3. Key linking and automation technologies – Our key concept is service. We
base our understanding of a service on a definition from systems thinking, [2]
”The service concept represents a unit of essential functionality that a sys-
tem exposes to its environment”; where a system, ”is a group of interacting,
interrelated, and interdependent components that form a complex and uni-
fied whole”. Based on the given definition, the key linking and automation
technologies represent the connection of IT systems (done by a middleware)
and the connection of services supporting processes. From this, the people
(and systems) who participate in providing one service or process should
belong to one (virtual) unit.

4. Key customers – As many people are involved in the business process, it is
very important to identify the key actors.

In Section 2, we have seen the challenges EPFL faces. In this section, we pro-
pose a solution that requires changes in EPFL’s enterprise architecture, which
involves identifying a process owner, a data steward, key customers and a link-
ing technology around the services. The change would not take place all at once,
especially not when a large number of people and systems are involved. Edu-
cating people about this proposed strategy is an important part of a successful
change. By learning about it, people can better accept the change. Once they see
that their individual goals are aligned with the business goals and they observe
their contribution to the strategy, the process of educating them should be an
easy task. Therefore, applying the architectural principles in EPFL’s IT strategy
requires two actions:

1. Create a service-oriented enterprise architecture (EA) based on
the architectural principles presented.
At EPFL, there are over 50 separate ongoing projects that are part of the
current IT strategy. Having synergy among these projects would improve the
overall IT strategy. We use our interpretation of the architectural principles
to achieve this synergy. As an enterprise is a complex system, its main charac-
teristic is continuous evolution [9]. We manage this evolution by using SEAM
representation of the architectural principles. In the various SEAM models,
an enterprise’s evolution and the changes we propose are easily reflected. We
use SEAM because it is systematic and it is recursive from business down
to technology. In a traceable manner SEAM explicitly shows the services
provided and the processes that implement these services. Moreover, SEAM
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models service systems allowing to modify the organizational boundaries.
All SEAM models are made with the SeamCAD tool.

2. Create a shared vision of the service architecture by communicat-
ing about this vision with everyone involved.
We use, together with SEAM, another EA approach: the urbanisation of
IT systems (URBA). URBA is a methodology used mainly in France. We
apply URBA’s suggestion only for using a cartography tool. For this, we
chose Solu-QIQ [1], a tool successfully used by many companies (including
RATP [5]). The tool offers an iterative approach for building a cartography
of the information systems. As an output, the tool automatically generates
a navigational web site that we use to communicate with people involved in
building the systems. The advantages of Solu-QIQ over other tools is that
it can be used for massive modelling and that the meta-model in the back-
ground makes it fully customisable. This customisation allows Solu-QIQ to
support SEAM, so we use it as a database to store our SEAM models.

5 Illustrating the IT Strategy: Example

IT strategy is a very broad field. When many systems are involved, as is the
case with EPFL, the IT strategy has several dimensions. This is the reason we
focus only on specific parts and domains of EPFL’s business. The IT strategy
we suggest can be applied, however, to all domains and functionalities. We show
the work we did on one business process; it can serve as an example for working
on other processes.

In this section, the spotlight is on the process of hiring a new doctoral
(Ph.D.) student. As mentioned before, this process is used in the CoordAppl
workshop. We use a SEAM model to better perceive the anomalies and problems
in the process.

This process is useful for evaluation because is a common process at EPFL.
From the Ph.D. hiring process, we learned which services and sub-processes can
be also used in post-doc and professor hiring processes. Moreover, the problems
(encountered by the actors in the process) demonstrate the need for integration
of systems, alignment of IT with business process, and alignment of processes
with business strategy.

In Subsection 5.1, we describe the flow of specific actions in the process.
In Subsection 5.2, we identify the specific problems. This is followed by the
SEAM representation of the as-is and the to-be models, shown in Subsection
5.3. In Subsection 5.4, we illustrate the basic functionalities of the Solu-QIQ
cartography tool. In addition, we present an example of the service view. This
view is important for communicating with people about our service-oriented EA
vision of the IT strategy. We complete the section with suggestions on how to
apply the IT strategy based on the lessons learned from working on this example.
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5.1 Description of the Ph.D. Hiring Process

Inscription:
The process begins when an applicant fills an application record on IS-Academia
(Table 1). Record validation is possible only if three reference letters are com-
pleted on IS-Academia directly by the applicant’s references. Afterwards the
doctoral program committee (including the doctoral program assistant) analyses
all application records and decides who is admissible to the program. The doc-
toral program assistant informs the applicants about this decision by e-mail. The
doctoral program assistant also informs the lab professors by e-mail.
Selection:
After having identified potential (admitted) applicants, the professor organises
interviews (with or without the help of the lab’s administrative assistant). After
the interviews, matches are made with one professor and one student interested
in working together. This part of the process is not supported by any existing
system. IS-Academia is used only to insert some notes about candidates the
professors are interested in, and of course, for reading the candidate’s data from
the application record.
Employment:
The professor informs the lab’s administrative assistant of his decision, and this
assistant asks the doctoral program assistant to prepare an admission letter that
confirms the hiring of the selected candidate by the professor’s lab. This letter
has to be signed by the doctoral program director and the professor hiring the
candidate. This is the key step in the actual hiring of the Ph.D. student. The lab
administrative assistant, asks the future students for the usual required docu-
ments (CV, passport copy, etc.). These documents, together with the admission
letter are sent to the HR assistant, who is responsible for making the contract
and arranging for visa, if needed. Once the contract is ready, it is sent for sig-
nature to the future Ph.D. student and a new record in SAP is made for him.
From this point on, the employment record of the Ph.D. student is in SAP, and
his academic record is in IS-Academia.

5.2 Ph.D. Hiring Process: Problems

We identify, together with the CoordAppl workshop participants, most of the
problems. These problems have two facets. The first facet shows the difficul-
ties actors are facing. These actors are those directly involved in the process
(professor, applicant, i.e., future Ph.D. student, doctoral school administrative
assistant, HR assistant, etc.). Some of the problems are:

– Physical documents get lost during the process.
– The same data from the future Ph.D. student’s record is inserted by different

people in two separate systems: IS-Academia and SAP.
– Confidential data is easily accessible.
– After the applicant has been selected, he is not aware of the status of the

process, so he cannot know when something goes wrong.
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– Getting the hard copy of the contract is critical for a future Ph.D. student. He
needs it to apply for housing and permit, if needed. Also, he must be officially
enrolled in the doctoral program to benefit from free language courses.

The second facet shows the business and technical reasons these problems are
difficult to solve:

– Different administrative procedures and rules in EPFL’s 18 doctoral pro-
grams.

– No document management system connected with IS-Academia and SAP.

– Low level of coordination between the people involved in the separate units.

– Not integration between IS-Academia and SAP, leading to redundancy and
duplication of data and documents.

– No person responsible for the business process, someone who knows the rules
in depth and is able to make decisions (business process owner). The same
applies to the data (data steward).

5.3 Systemic Enterprise Architecture Methodology (SEAM)

We use the SeamCAD tool to build the SEAM models that conceptualizes the
business process. Fig. 1 shows the as-is model of the Ph.D hiring process. We
do not show the details about the execution of the process and the documents
exchanged. What can be seen is the separate organisational units that provide
services and participate in the process. The problems identified are caused by
lack of integration between these units.

The solution to this example problem is depicted on Fig. 2. Everyone pro-
viding services to the process is put in one virtual integrated unit. The SEAM
representation of being in one container (called working object) means that ev-
eryone shares resources and is aware of what is going on inside. A + sign on an
object represents what is added by the solution, and a ∼ sign represents what
needs to be changed. Now, in the to-be model we have the following:

– a virtual Ph.D. hiring service unit is added, which groups everything involved
in providing services to the Ph.D. hiring process;

– an additional role of a business process owner is attributed to the EDOC
deputy dean;

– a data steward is added;

– an enterprise service bus (ESB) is added that links processes and services
from different systems in the virtual Ph.D. hiring service unit;

– all the heads of the current organisational units are now added to the man-
agement of the integrated process.

Fig. 2 shows the service organisation of the Ph.D. hiring process. The only
remaining challenge is moving people from the as-is to the to-be, hence we use
the cartography tool.
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Fig. 1. SEAM as-is model of the Ph.D. hiring process. The separate organisational
units can be seen.

Fig. 2. SEAM to-be model of the Ph.D. hiring process. The virtual service unit inte-
grating people and systems from several organisational units can be seen.
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5.4 Solu-QIQ - Urbanisation of IT Systems (URBA)

The Solu-QIQ [1] cartography tool outputs a navigation web site which makes
our IT strategy easily accessible and transparent. The first step is to define a
meta model, the graphical representation of organisation’s structure, showing the
four basic urbanisation views: business, functional, application and infrastruc-
ture. In our meta model we additionally have a service view and an organisational
view.

The meta model is only a database schema, so data has to be inserted into
the tool in order to get an output. Data gathering requires interviewing involved
people (business-process actors, department heads, IT specialists, etc.).

In order to ensure that the views of the participants have been correctly
captured, additional in-depth interviews are necessary. Subsequently, the output
is regenerated and rechecked. An example output1 of the tool can be seen in Fig.
3. It shows a concrete example of a SEAM model: the IT systems (IS-Academia
and Moodle) and actors (Alain Wegmann and Didier Rey) that provide a service
(Recuperation des fichiers), projects related to this service (GED and Support
évolution...), and the process in which the service is involved (Sélection des
candidat-e-s).

Fig. 3. One output of the web site that the Solu-QIQ tool generates, showing the
applications and actors providing a service, projects around this service, and the process
that consumes that service

5.5 Suggestions

From the Ph.D. hiring example, we are able to provide guidelines and describe
the future work for employing the IT strategy. Here are our suggestions:

1 All of the work connected with the cartography and the Solu-QIQ tool is done as a
master’s thesis project by a LAMS student.
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1. Construct the SEAM as-is model following a pattern based on the example
shown here. Communicate with all people involved in providing a service by
using Solu-QIQ’s output. Through interviews, all of these people contribute
to making the cartography of the IT systems. This way, they see all the
people and all the IT systems involved in providing the same service. If
the output does not show their view of the service, they have the power to
react (during the interviews) and even modify the shape of the cartography.
After several iterations of interviews, the cartography output will converge
to one common view. This is the most accurate view of the EA. Then, we
can construct the SEAM to-be model, identify the process owner and the
data steward. For the linking technology, once an appropriate middleware is
found, it can be used for other business processes too. With these actions
we suggest what to do.

2. Reorganise the organisational units into one virtual unit based on the services
they provide (one unit per service). We recommend service-orientation in
the whole enterprise, captured by SEAM usage. After the cartography is
completed, actors can continue communicating by using SEAM models. This
set of actions explain why we do what we do.

3. Obtain relevant information about certain IT systems (their use and inter-
action) by working on one functionality at a time. We work only on the pro-
cesses that belong to that functionality. After the models have converged, we
choose another business process belonging to that same functionality. This
action explains how we plan to work across whole EPFL.

4. This work is currently done by a research lab (LAMS) acting as consultant,
but later it will be performed by someone within the governance organization
(CSIN). Appropriate person needs yet to be identified, so only in the future
we can specify who will do the work.

6 Conclusions

In this paper, we first present the main challenges that EPFL faces with design-
ing an IT strategy and the initiatives currently taken to overcome them. Then
we address EPFL’s enterprise architecture, according to our proposed IT strat-
egy and our interpretation of the architectural principles. These architectural
principles require that a process owner, a data steward, key linking technology
and key actors are identified. We suggest service-oriented enterprise architecture
and organising the units around the services they provide. These units should
use a linking technology for integrating the different systems interacting in the
process.

After defining this IT strategy, we need to communicate and share the vision.
This is achieved by using SEAM and the tools SeamCAD and Solu-QIQ.

Using the Ph.D. hiring business process as an example, we describe the ap-
plication of our proposed IT strategy. In several figures we show the SEAM
as-is and to-be models. We illustrate a sample output of the Solu-QIQ tool and
suggest steps to be taken for working on other processes.
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From the overall work done so far, we conclude that the communication and
the adoption of our approach is the most crucial part of the project.

7 Future Work

We have presented how to optimize one business process within EPFL. But
an overall IT strategy will be complete only if we address all core business
processes. For the future work, we propose to iteratively follow the suggestions
from Subsection 5.5 for the remaining processes.

In parallel, to ensure the QoS of the provided services, we must also focus on
protecting EPFL from its environment. This mainly includes working on several
security standards and protocols.

Finally, until now, we haven’t done a validation of our approach, but we have
the full support of EPFL’s CIO to carry on with this project as a mean to have
visibility and transparency on the services defined, the services’ providers and
the services’ users. The validation will happen after the Solu-QIQ tool is used
routinely and after we gather the first feedbacks from the people involved.

References

1. AB+Software, http://www.abplussoftware.fr/
2. Anderson, V., Johnson, L.: Systems thinking basics. Pegasus Communications

(1997)
3. Firth, C.: Data quality in practice: experience from the frontline. In: Conference

of Information Quality, pp. 25–26. John Wiley and Sons Inc. (1996)
4. Hammer, M., Stanton, S.: How process enterprises really work. Harvard Business

Review 77, 108–120 (1999)
5. Régie Autonome des Transports Parisiens, http://www.ratp.fr/
6. Ross, J.W., Weill, P., Robertson, D.: Enterprise Architecture As Strategy: Creating

a Foundation for Business Execution. Harvard Business Review Press (2006)
7. Rychkova, I., Regev, G., Le, L., Wegmann, A.: From Business To IT with SEAM:

the J2EE Pet Store Example. In: 11th IEEE International Enterprise Distributed
Object Computing Conference, EDOC 2007, pp. 495–495. IEEE (2007)

8. SEAM Introduction, http://lams.epfl.ch/reference/seam/
9. Wegmann, A.: On the Systemic Enterprise Architecture Methodology (SEAM).

In: Published at the International Conference on Enterprise Information Systems
2003, ICEIS 2003, Citeseer (2003)

10. Wegmann, A., Kotsalainen, A., Matthey, L., Regev, G., Giannattasio, A.: Aug-
menting the Zachman Enterprise Architecture Framework With a Systemic Con-
ceptualization. In: 12th International IEEE Enterprise Distributed Object Com-
puting Conference, EDOC 2008, pp. 3–13. IEEE (2008)

11. WSO2 Enterprise Service Bus,
http://wso2.com/products/enterprise-service-bus/

http://www.abplussoftware.fr/
http://www.ratp.fr/
http://lams.epfl.ch/reference/seam/
http://wso2.com/products/enterprise-service-bus/


Simulation-Driven Approach for Business Rules

Discovery
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Abstract. Business rules are everywhere. Some of these rules are im-
plicit and thus poorly enforced, others are written but not enforced,
and still others are perhaps poorly written and obscurely enforced [1].
In this work, we propose an interactive, simulation-driven approach for
the discovery of business rules. The rules are first specified in a natural
language, then translated to the Alloy specification language. The Alloy
Analyzer tool is used as a platform for rule simulation and discovery:
it provides a domain specialist with an instant feedback, helping her to
detect the issues with the existing business rules and to discover new
rules in a systematic way.

Keywords: Business rules, Business Rule Discovery, Alloy, Require-
ments Elicitation.

1 Introduction

This paper illustrates how business rules for the order processing activity at
Générale Ressorts SA can be discovered using the Alloy Analyzer tool [2]. The
order processing example is academic, but it is grounded on a real problem:
many insurance companies have a strategy for leveraging on late payments to
maximize their return. In other industries, it can take up to three years between
the ordering of parts and the payment. These terms are not captured as busi-
ness rules, but they could be. When the IT systems make these payment terms
explicit, management has to face many annoying facts in their business strategy.
Another example: very often processes are defined in a strict way to make sure
that the interest of the company is protected. But this is feasible only for second
and third tier customers. Strategic customers always bypass the rules. When
a rule is defined explicitly - the exceptions are not considered until a problem
occurs with a key customer.

We claim that systematic capturing of business rules and the analysis of is-
sues created by rules will help companies to define and improve their strategies.
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112 B. Bajić-Bizumić, I. Rychkova, and A. Wegmann

However, systematic handling of the rules expressed in a natural language is
challenging: ”Capturing the logic of an entire business would require probably
many thousands of rules; a smaller subsystem, perhaps several hundreds” [3];
they can be specified by different analysts, can be inherited from the previous
process versions, and can reflect different policies or strategic decisions.

The goal of this paper is to illustrate how Alloy can assist in the systematic
discovery of business rules and the issues related to them. Our approach is based
on rule modeling and simulation in Alloy Analyzer [2]. The use of formal speci-
fications and model checking techniques allows us not only to discover the new
rules but also to validate their consistency.

The remainder of this paper is organized as follows: In Section 2, we discuss our
motivation and present the related works; In Section 3, we present our example -
the Order Processing, specified for Générale Ressorts SA. We also introduce the
Alloy specification language and discuss how business rules can be specified with
this language. In Section 4, we present the Alloy model for Order Processing. In
Section 5, we illustrate the BR discovery with Alloy Analyzer . We generalize
our approach in a form of four steps to interactive BR discovery. In Section 6,
we present our conclusions.

2 Motivation and Related Work

According to [3], ”A business rule is a compact statement about an aspect of
a business. It’s a constraint, in the sense that a business rule lays down what
must and must not be the case. At any particular point, it should be possible to
determine that the condition implied by the constraint is true in a logical sense;
if not, a remedial action is needed.”

Many research and industrial publications are focused on challenges associ-
ated with business rules (BRs). In industry, vendors such as ILOG (currently a
part of IBM), FICO Blaze Advisor and Pega Systems, Inc. have been develop-
ing business rule engines (BRE) since the late 1980s and are now leaders in the
emerging BRE segment [4,5,6]. In academia, the computer sciences and engi-
neering outlets have been active in business rule research [7,8,9], with extensive
studies in rule programming, meta-modeling, rule mining, rules engines, busi-
ness user interfaces and their role in services oriented architectures (SOA). Fur-
thermore, joint academic and industry developed Object Management Groups
(OMG) Semantics of Business Vocabulary and Business Rules (SBVR) standards
(released in September 2006), which is intended to provide standards surround-
ing BR structure, terminology, classifications and meaning in BR authoring and
repositories [10].

Different approaches propose different phases in business rules management
life cycle (BRMLC). In [3] the main phases are discovery, definition, review and
maintenance. By [1] the main phases are: discovery, analysis, design, authoring,
validation, deployment. In [11] these phases are: plan, capture, organize, author,
distribute, test and apply. In this paper, we focus on discovery (i.e. capturing)
phase of BRMLC. The goal of discovery phase is to identify the potential business
rules affecting the domain segment in development.



Simulation-Driven Approach for Business Rules Discovery 113

To see the effect of the introduced business rules, the designer must go through
a number of phases, such as analysis, design, authorizing, validation and deploy-
ment. It would be much more effective, if the designer could get instant, visual
feedback on how new business rules influence the behavior of a process. Exam-
ples of the company behavior could help him find what constraints are missing in
the model. To discover new BR in an interactive way and ensure the consistency
and validity of the overall set of BR, we propose the approach based on Alloy
simulation.

Although BRs traditionally are expressed in a natural language [12], the works
presented in [13] and in [10,14] report on other forms of BR formalization. In
[13], the diagramatic language is used and in [10,14,15] the rules are specified
with formulas in modal logic. In this work, we use an Alloy specification language
(based on first order logic) and propose a technique for BR discovery based on
model simulation and analysis in the Alloy Analyzer tool.

3 Modeling Business Rules with Alloy

In this section, we introduce our working example, the order processing, specified
for Générale Ressorts SA. First, we specify the order processing and its associated
business rules in a natural language; then, we discuss how this example can be
specified in Alloy [16]. In the following sections we present the Alloy model for
order processing and illustrate how the business rules for order processing can
be interactively analyzed and discovered using the Alloy Analyzer tool [2].

3.1 Case Study: Order Processing in Générale Ressorts

Générale Ressorts SA is the market leader in watch barrel springs and a first-
class manufacturer of tension springs, coil springs, shaped springs and industry
components [17]. Générale Ressorts SA works with thousands of customers and
strives to ensure the highest quality both for its products and for its customer
services.

Order processing is one of the strategic activities in Générale Ressorts SA: it
covers a complete order life cycle, from order creation to payment and delivery.
Whereas the company constantly improves its technological processes in order
to shorten the production cycle, the payment can take months after the product
is delivered1. Therefore, flexible business rules for order processing and customer
transactions management are essential for GR.

Order processing includes the following processes: order creation, order prepa-
ration, shipping and accounting. It is also closely related to the customer man-
agement processes in the company. The whole process, from the moment the
customer makes an order to the delivery and the accounting is known as the
order-to-cash cycle.

1 The ”shipping after payment confirmation” policy is not acceptable for this industry
in general and for Générale Ressorts SA in particular.
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In this paper, we define the (simplified) order processing activity that focuses
on order creation, delivery and payment only: A customer submits an order
request for manufacturing a watch component (part); the confirmed order is
then prepared and delivered to customer. As stated above, the payment for the
confirmed customer orders is a necessary condition to finalize the overall order
processing transaction for a given order, though it is not required for order
delivery.

Below, we present list of business rules related to order processing:

1. Order creation
BR1.1 A customer order can be created and confirmed only for the customers registered in
the enterprise information system.
BR1.2 A customer order can be created and confirmed only for the parts existing in the
product catalog.
BR1.3 If an order request from a new customer is received, this customer has to be registered
in the enterprise system.

2. Order delivery
BR2.1 Every confirmed customer order must be eventually delivered to the customer.

3. Accounting
BR3.1 Every confirmed customer order must be eventually paid by the customer.

4. Customer management
BR4.1 Every customer record must contain one customer name.
BR4.4 Every customer record must be associated with a previous orders history.
BR4.5 A customer whose transactions with GR is equal or superior to XX XXX euro per
year receives a status of strategic customer at GR.
BR4.6 A customer whose transactions with GR is inferior to XX XXX euro per year receives
a status of regular customer at GR.
BR4.7 Strategic customers must always be able to submit the order with GR.

3.2 Alloy

Alloy [18] is a declarative specification language developed by the Software De-
sign Group at MIT. Alloy is a language for expressing complex structural con-
straints and behaviour based on first-order logic.

The Alloy Analyzer [2] is a tool for the automated analysis of models written
in the Alloy specification language. Given a logical formula and a data struc-
ture that defines the value domain for this formula, the Alloy Analyzer decides
whether this formula is satisfiable. Mechanically, the Alloy Analyzer attempts
to find a model instance - a binding of the variables to values - that makes the
formula true. [19]

The syntax of Alloy is similar to the syntax of OCL (the Object Constraint
Language) for UML [20]. In the following lines, the Alloy keywords are marked
in bold. Data structures are represented with signatures (sig) and fields. Logic
of Alloy language combines the quantifiers of first-order logic (∃ (one), ∀ (all),
etc.) with the arithmetic operators (+,−. =,etc.), set operators (∪, ∩, ⊂ (in),
etc.), relational and logical operators (¬ (not/!), ∧ (and/&&), ∨ (or/||), ⇒
(implies/=>), etc.).

There are three types of constraints specified in Alloy: Fact (fact) is a model
constraint that permanently holds; Predicate (pred) is a constraint that holds
in specific context or for a specific part of the model only; Assertion (assert)
is a property that the designer believes should be implied from the model and
can check (command check) if it can be deduced from the other (permanent or
contextual) constraints. In the examples given in the paper, assertion is presented
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in a shorter form assertionName: check. In our previous work [21] we defined
the iterative process for service design where the Alloy signatures, facts and
predicates were used for service specification. In this work, we extend the use
of Alloy constructs: in particular, we use Alloy constraints for modeling and
validation of business rules.

Representation of Business Rules in Alloy
By their definition, business rules are intended to assert business structure or
to control or influence the behavior of the business [22]. Structural rules define
the business information model. Whereas, a behavioral rule is about how the
business reacts to business events. They are specified when something happens
at the boundaries of the system [10]. In this approach we deal with both kind of
business rules.

According to the rule classification from [22],[10], we distinguish two cate-
gories of rules: structural business rules and behavioral business rules. We also
distinguish between behavioral rules that have a global scope (represent system
invatiants) and those that have limited scope (must hold for a given process,
activity or context). We use Alloy facts to specify the rules that must hold for
entire model (i.e. structural business rules and behavioral rules that are system
invariants). For example, “Every customer record must contain at least one valid
billing address.” We use Alloy predicates to model the business rules with a
clear scope or context, for example, “If an order request from a new customer is
received, this customer has to be registered in the enterprise system.”

Whereas some behavioral rules can be seen as restrictions or prohibitions, thus
modeled with Alloy facts and predicates, other business rules have a different
nature, for example, “Strategic customers must always be able to submit the order
with GR”. This business rule is not a restriction, but a necessity - a property
that has to be ensured or provided despite of any other conditions.2 We model
this type of business rules using Alloy assertions.

4 Alloy Specification for Order Processing

4.1 Order Processing: Data Structure

The data structure for the order processing is modeled using Alloy signatures as
illustrated below.

abstract sig GR {
orderConfirmedSet: set Order,
orderDeliveredSet: set Order,
orderPaidSet: set Order,
partSet: set Part,
customerSet: set Customer

}

one sig GR_pre extends GR {
orderRequest: one OrderRequest

}
one sig GR_post extends GR {}

2 This distinction has been already proposed in [15], where two modal operators are
defined: necessity (with its negation: possibility) and obligation (with its negation:
prohibition).
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Alloy signatures (sig) can be abstract or concrete, can have explicit cardinal-
ities and can contain one or multiple fields. Each field indicates a relation to a
corresponding object type and can be considered as an analogy of attributes in
object-oriented (OO) languages. For the order processing example, we specify
a system - GR - as an Alloy signature illustrated above, characterized by the
following fields:

partSet - the set representing all parts (watch components) that can be ordered;
customerSet - the set of customers registered in the GR information system;
orderConfirmedSet - the set of orderes created and confirmed in GR;
orderDeliveredSet - the set of orders (subset of created and confirmed orders)
delivered to their customers;
orderPaidSet - the set of orders (subset of created and confirmed orders) paid
by the customers.

Similarly to [23], we adapt the state-oriented perspective and specify the execu-
tion of order processing in terms of a state transition: we define a pre-state -
GR pre - that describes the state of a system (GR) before the order processing
has been performed and the post-state - GR post - that describes the condition
that must hold for the system upon the activity termination.

Once the data structure is defined, we specify how the order processing will
be executed (behavior).

4.2 Order Processing: Modeling Behavior

Order processing and its three component processes are modeled as Alloy predi-
cates. These predicates specify a transition between GR pre and GR post states.
The proposed specifications are represented as ”black box”: they do not show how
the corresponding processes are executed but only the final result of their execu-
tion visible in GR (i.e. how the GR attributes orderConfirmedSet, orderPaidSet
and orderDeliveredSet will change upon the process termination). For example,
the orderCreation predicate (lines 1-10) declares that the new order must be cre-
ated and added to the orderConfirmedSet in the post-state GR post (i.e. upon
the order creation termination). Along these lines order delivery and payment
are specified (lines 11-18).

The orderProcessing predicate (lines 19-20) specifies that upon the order pro-
cessing termination, three processes (order creation, order delivery and order
payment) must be accomplished. In Alloy, this corresponds to a logical conjunc-
tion of orderCreation, orderPayment and orderDelivery predicates.

4.3 Order Processing: Business Rules

To complete our model of order processing from Section 3.1, we model the fol-
lowing business rules in Alloy: BR1.1, BR1.2, BR2.1, BR3.1 and BR4.7.

The business rules BR1.1 and BR1.2 have an explicit scope - the order cre-
ation process. According to our BR taxonomy presented in 3.2, these rules are
modeled with Alloy predicates customerExists and partExists :
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//BR 1.1: A customer order can be created only for the customers registered in EIS.
pred customerExists{

one c: Customer|
(c.name = OrderRequest.name)
and (c.address = OrderRequest.address)
and (c in GR_pre.customerSet) }

//BR 1.2: A customer order can be created only for the parts existing in the product catalog.
pred partExists{

one p: Part|
(p.partID = OrderRequest.requestedPartID)
and (p.partInfo = OrderRequest.partInfo)
and (p in GR_pre.partSet)}

//BR... <other BR for Order creation>
pred orderCreation {

customerExists and partExists and ... => .... }

1. pred orderCreation {
2. customerExists and partExists and ... =>
3. (one aNewOrder: Order| one aCustomer: Customer| one aPart: Part |
4. aPart =
5. findPartByPartID[GR_pre.orderRequest.requestedPartID,GR_pre.partSet]
6. and aCustomer=
7. findCustomerByName[GR_pre.orderRequest.name,GR_pre.customerSet]
8. and aNewOrder=createOrder[aPart, aCustomer] and
9. GR_post.orderConfirmedSet=GR_pre.orderConfirmedSet+ aNewOrder)
10. else GR_post.orderConfirmedSet=GR_pre.orderConfirmedSet }
11.pred orderPayment {
12. one aCustomer: Customer | one o: Order | (o in aCustomer.oHistory)
13. and !(o in GR_pre.orderPaidSet)
14. and GR_post.orderPaidSet=GR_pre.orderPaidSet + o }
15.pred orderDelivery {
16. one aCustomer: Customer | one o: Order | (o in aCustomer.oHistory)
17. and !(o in GR_pre.orderDeliveredSet)
18. and GR_post.orderDeliveredSet=GR_pre.orderDeliveredSet + o }
19.pred orderProcessing{
20. orderCreation and orderPayment and orderDelivery }

BR1.1 states that before we start order creation (pre-state), the customer
(order requestor) has to be registered in the customerSet. Along these lines,
BR1.2 states that for order creation requested part should exist in the partSet.
This predicate is called within its scope - orderCreation. As a result, a new order
will be created upon orderCreation only if the specified rules are respected.

The business rules BR2.1 and BR3.1 must hold for the entire model of order
processing. They are modeled with Alloy facts3 eventuallyDelivered and eventu-
allyPaid :

//BR2.1: Every confirmed customer order must be eventually delivered to the customer.
fact eventuallyDelivered {

all o: Order |
orderDelivery and (o in GR_pre.orderConfirmedSet)
=> (o in GR_post.orderDeliveredSet }

//BR3.1: Every confirmed customer order must be eventually paid by the customer
fact eventuallyPaid {

all o: Order |
orderPayment and (o in GR_pre.orderConfirmedSet)
=> (o in GR_post.orderDeliveredSet }

These facts claim that when delivery (payment) of orders is provided, all the
existing orders will be eventually delivered (paid) in post-state.

3 Alternatively, if the scope of the model is larger (i.e. it covers not only Order Pro-
cessing but other activities of GR), these BR can be modeled with predicates as in
the previous example.
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With the rule BR4.7, we ensure that the strategic customer can always create
a new order despite of any other conditions. This is the “necessity” rule according
to our taxonomy from 3.2; we model this rule with an Alloy assertion.

//BR4.7 Strategic customers must always be able to submit the order with GR.
strategicCustomerCanAlwaysOrder: check{

all c: StrategicCustomer |
(orderCreation and (c.name = OrderRequest.name) and
(c.address = OrderRequest.address) and partExists) =>
(one o: Order |

o.ocCustomer = c and
o.ocPart.partID = OrderRequest.requestedPartID and
(o.ocPart.partInfo = OrderRequest.partInfo) and
!(o in GR_pre.orderConfirmedSet) and
(o in GR_post.orderConfirmedSet)) }

The assertion claims that whenever there is an order request for the strategic
customer for the existing part, the new order is created in EIS. This assertion
can be checked for our model and must be always valid, which means that this
business rule is respected in the system. In the case we get counterexamples, the
rule is not respected and we need to revise the model.

5 Business Rules Discovery and Validation with Alloy
Analyzer

In this section, we demonstrate how the Alloy Analyzer tool can assist in
interactive discovery and validation of business rules that have been miss-
ing/omitted/implicit in the initial business specification of Order Processing.
We terminate this section by generalizing our approach in a form of four steps
an analyst needs to accomplish.

5.1 Order Processing: Model Simulation and Business Rules
Discovery

Our approach to BR discovery is based on simulation. The objective of model
simulation is two-fold: first, to check our model for consistency (absence of con-
tradictory constraints in business rules); and second, to test the random set
of model instances generated by Alloy Analyzer. These instances, in our case,
represent the scenarios of order processing enabled by our created model.

The Alloy Analyzer generates the model instances in a form of visual diagrams.
Examining these diagrams, an analyst identifies the scenarios indicating implicit,
missing, or incorrect business rules. We call this phase a business rule discovery.

Simulating the Alloy model for order processing, we investigate how the sta-
tus of a customer orders changes during the order processing activity. For a
given order, this status can be identified by analyzing the orderConfirmedSet,
orderDeliveredSet and orderPaidSet of GR. Note that the same order can be in
one or multiple sets at a time. For example, if the order is in the orderPaidSet
- it is paid. Consequently, if the order is not in orderPaidSet in pre-state, but
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is added into orderPaidSet in post-state upon termination of a given activity, it
means that it has been paid.4

Simulating our model, we find the instances where the customer can make
a new order, while some of his previous orders (order history) that have been
already delivered remain ”unpaid”. This scenario is illustrated in Fig. 1. The
scenario shows a regular customer (parallelogram on top) creating an order. This
customer is associated with 2 orders: Order0 and Order1 (black rectangles).
Order 0 is a newly placed order (not in the orderConfirmedSet in pre-state);
Order 1 is an old order that is delivered but unpaid (the status is indicated
in the bottom of the corresponding rectangle). In the post-state, the new order
Order0 is confirmed (added into orderConfirmedSet) and placed in the oder
history, meaning that it was accepted by the system.

The presence of this scenario need to be analyzed by a domain specialist as
it potentially can bring to a company a lot of unpaid orders and short or long-
term loses. The domain specialist decides whether he needs to define new BRs
to restrict this behavior and to protect the interest of the company.

Fig. 1. Order Accepted with Unpaid Orders in the History

5.2 Order Processing: Model Simulation and Business Rules
Analysis

We provide a domain specialist with an instant feedback, helping him to rea-
son about the existing business rules, to interactively discover new or implicit
business rules and, eventually, to improve their enforcement. Once the new rule
is specified by the domain specialist, it can be translated to Alloy for further
model analysis. The new business rule covering this business case is:

– BR4.8. New order from a customer can be accepted only if all delivered
orders in the customer’s order history are paid.

4 The statuses cannot be canceled, i.e. once the order is paid, it cannot be ”unpaid”,
etc.
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This business rule has an explicit context - order creation. We model it with
Alloy predicate customerMustPayDeliveredOrdersBeforeNewOrder.

pred customerMustPayDeliveredOrdersBeforeNewOrder{
all c: Customer | all o:Order |
(c.name = OrderRequest.name and c.address = OrderRequest.address and
o in c.oHistory and !(o in GR_pre.orderDeliveredSet))
=> (o in GR_pre.orderPaidSet)}

This predicate claims that, for order creation, all orders from customer’s his-
tory that are already delivered have to be paid. We modify the orderCreation
predicate to add this BR.

pred orderCreation{
customerExists and partExists and
customerMustPayDeliveredOrdersBeforeNewOrder ... => .... }

As a result, simulating the model, we observe that there are no cases where the
order is created and unpaid delivered orders exist for a given customer. However,
when we check the validity of the business rule for strategic customer, by checking
the assertion strategicCustomerCanAlwaysOrder, we receive the result that it is
not valid. The counterexamples show the cases where this rule is not respected -
no new orders are added in orderConfirmedSet for the given order request (Fig.
2). In this example, we see that the new order is not created for the strategic
customer, invalidating BR4.7. As strategic customers are of crucial importance
for GR, they should bypass the new rule and be able to order, even if they have
some unpaid orders. In order to resolve current conflict, GR domain specialist
modifies the rule 4.8:

Fig. 2. Example - New Order Not Created For Strategic Customers Because of Unpaid
Past Orders

– BR4.8 New order from regular customer can be accepted only if all delivered
orders in the customer’s order history are paid.
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pred regularCustMustPayDeliveredOrdersBeforeNewOrder{
all c: RegularCustomer | all o:Order |
(c.name = OrderRequest.name and
c.address = OrderRequest.address and
o in c.oHistory and
!(o in GR_pre.orderDeliveredSet))
=> (o in GR_pre.orderPaidSet)}

pred orderCreation {
customerExists and partExists and customerMustPayDeliveredOrdersBeforeNewOrder ...=> ....}

If we check now the assertion strategicCustomerCanAlwaysOrder, we do not
obtain any counterexamples, which means that the rule is valid again. If we run
the order creation process, we can obtain the instances showing that the strategic
customer can order even with unpaid orders in his history. Alternatively, the
domain specialist can provide the rules for strategic customers, which limit the
number of unpaid orders or their total amount.

5.3 Interactive BR Discovery Process: Four Steps

We generalize our approach and define the four steps that a business analyst,
business rules designer and/or domain specialist can accomplish in order to sys-
tematically discover the business rules and to analyze the issues related to them.

1. The business analyst specifies the BR in a natural language;
2. The designer classifies the BR according to their scope and nature (see Sec-

tion 3.2) and translates them to Alloy specification language. He also models
the whole system of interest (a process, an activity etc) in Alloy, so that he
can detect how the business rule influence the system behavior.

3. The designer simulates the model with Alloy Analyzer tool and examines
the model instances. 5 Model instances reveal the issues with the existing
business rules and indicate the missing or implicit rules. ”Necessity” busi-
ness rules can be validated or invalidated by checking corresponding Alloy
assertions.

4. Once a new business rule is discovered, the business analyst specifies this
rule in a natural language. Then this rule is added to the Alloy model for
further simulations.

6 Conclusion

In this paper, we have presented an interactive, simulation-driven approach for
business rule discovery. Our approach is based on formal model checking with
the Alloy Analyzer tool. We specify business rules as constraints in Alloy: three
types of constraints (facts, predicates and assertions) can be used depending
on the type of business rule (necessity/possibility, obligation/restriction) and on
their scope.

5 If no such instances are generated - this indicates the presence of contradictory rules
in the model.
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We have illustrated our approach with the example of order processing. We
demonstrate how the order processing activity and the business rules for it can
be modeled in Alloy. We also illustrated how the Alloy Analyzer tool can assist
in interactive discovery and validation of business rules. Though formal methods
are rarely considered in business, our findings demonstrate that, thanks to their
rigor, these methods can support companies, enabling more systematic discovery,
analysis and validation of their business rules.

The next step in our approach is to make the language for business rules
specification closer to business analyst. One way to do this is to use Attempto
Controlled English (ACE) [24], a controlled natural language, i.e. a rich subset of
standard English designed to serve as knowledge representation language. This
would enable analysts to express the business rules with rigor and in terms of
their respective application domain.
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Abstract. IT Management best-practice process frameworks for IT Service 
Management and IT Governance have been applied by many organizations to 
structure and improve operational IT management and IT governance. It further 
facilitates customer centric, cost efficient and compliant IT Service provision-
ing. IT Management has undergone various evolutionary stages and changes 
over recent years due to the evolving maturity of best-practice recommenda-
tions and evolving IT requirements. This paper refers to the current practices 
and standards in the areas of IT Service Management and IT Governance. A 
case study identifies and outlines implications for the Higher Education sector. 
The practical adoption of these frameworks in higher education institutions 
suggests that the domain has advanced and matured in recent years. However 
further research and adjustments are required to further facilitate the adoption of 
the core ITSM and IT Governance principles. 

Keywords: IT Service Management, IT Governance, ITIL, CobiT.  

1 Introduction 

Service Science for IT and related technologies holds high importance in the current 
business world with organizations recognizing IT not only as a cost center but also as 
a crucial factor in enabling the success of an organization through IT Alignment. This 
manifests itself in areas such as IT Governance and IT Service Management (ITSM) 
[1] [2]. Organizations aim to improve the IT Services delivery by adopting IT service 
management processes and transforming their organization from a provider of IT 
focused functions into a customer-centric organization meeting customer require-
ments [3]. Such an IT context requires the organization to effectively identify required 
IT Services, plan the development of new services, support operational services and 
continuously redefine service provisioning. Thus IT Management should cover the 
entire lifecycle of IT Services. ITSM and IT Governance aid in this scenario by offer-
ing frameworks that act as models for organizations in implementing the best practic-
es and improvising their service offerings. ITSM aligns the business and IT of an 
organization by directing IT efforts to achieve business demands and achieving cus-
tomer satisfaction by ensuring the quality of the services. The alignment of IT usage 
and business needs in an organization in an appropriate manner can be achieved with 
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IT Service Management and IT Governance has been high on the agenda for many 
organizations over recent years [2]. Various best-practice frameworks and standards 
have been adopted by many organizations including higher-education in an effort to 
improve the quality and effectiveness of the IT Services and the efficiency of IT Ser-
vice delivery, to develop a customer oriented approach to IT Service provision and to 
provide a meaningful basis for required IT Governance mechanisms.  

This paper is organized into four sections. The first section provides an introduc-
tion to ITSM and IT Governance and a motivation for the current the research. The 
second section highlights the relevant best practice frameworks and standards, their 
adoption in research and industry and analysis of the frameworks. The third section 
consists of a synthesis of conclusions drawn from the research and analyses possibili-
ties on improving and adopting these frameworks for the future. The final section 
provides the conclusions and future outlook. 

2 IT Management Frameworks and Standards 

“To the majority of computer scientists, whether in academia or industry, the term 
‘services’ is associated with Web services and service-oriented architectures. Howev-
er, there is a broader story to be told of the remarkable growth of the service sector, 
which has come to dominate economic activity in most advanced economies over the 
last 50 years. The opportunity to innovate in services, to realize business and societal 
value from knowledge about service, to research, develop, and deliver new informa-
tion services and business services, has never been greater. The challenges are both 
the multidisciplinary nature of service innovation, which combines business, technol-
ogy, social-organizational, and demand innovation as well as the lack of formal  
representations of service systems“ [7]. 

Sporer & Riecken refer to the relevance of service thinking and the adoption of IT 
service concepts such as Service-Oriented Architectures [7]. There are several stan-
dards, and best practice frameworks to define, plan, operate and manage IT Services 
that aim to embed the concept of service thinking into an organization [2]. The most 
relevant and widely used best practice frameworks and standards in the context of IT 
Management are ITIL, ISO 20000, CobiT and ISO/IC 27002 [2-4]. CobiT focuses on 
how to deliver information to satisfy business needs, ITIL is concentrated on the deli-
very of IT Services (i.e. a specific business need), ISO 20000 provides a standard 
broadly based on ITIL for IT Service Management and ISO/IEC 27002 provides a 
standard for information security.  

IT Infrastructure Library (ITIL) is a widely cited and adopted de-facto standard 
that often provides the basis of IT Service delivery and support processes in industry. 
It is widely accepted across the world in public and private sectors as a reference 
framework and practical basis for IT Service Management [2]. It was first introduced 
and distributed by the Office of Government Commerce (OGC) in the UK in the 
1980s in the light of growing IT complexity and costs to facilitate structured IT ser-
vice delivery. ITIL aims to provide process definitions and descriptions for the entire 
IT function and service delivery of any given organization with a focus on IT service 
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with IT Services stakeholders). The results are illustrated in Figure 4. This could fur-
ther be extended by a SWOT analysis, a planning method used to evaluate the 
Strengths, Weaknesses, Opportunities, and Threats involved in a business decision, 
strategy or project [12]. It involves specifying the objective of the project (provision 
of IT Services that meet quality criteria and requirements) and identifying the internal 
and external factors that are favorable and unfavorable to achieve that objective. It is 
interesting to note that costing aspects and the notion of change feature prominently in 
the various categories. 

Breiter [13] and Wild [14] further identify distinct requirements for IT Service 
Management in the Context of Higher Education organizations. An analysis of the 
requirements in the context of Higher Education organizations highlights the chang-
ing nature of IT Service provisioning. The key requirements have been mapped to the 
areas IT Governance, ITSM and Facility, Network and System Management in  
Figure 5.  

 

Fig. 5. IT Management Levels 
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even contradicting each other (e.g. general IT staff stated that an organizational 
framework providing a defined Service Level Process as outlined by DS1 is of limited 
use whereas the IT Officer identified it as a core Process). That represents an interest-
ing observation that IT processes are generally considered and evaluated from differ-
ent perspectives: the evaluation of the IT process from the perspective of the execut-
ing co-workers and the management point of view that emphasizes the planning and 
structuring aspects of a process. Thus the definition of Critical Success Factors to-
gether with metrics in the form of Key Performance Indicators (e.g. number of raised 
incidents, average workaround time for incidents) can provide a starting point for the 
different stakeholders. 

According to the results of an employee survey Service Level Agreements and Op-
erating Level Agreements are of limited importance for general IT stakeholders. The 
background for this assessment is the operational ad-hoc practice of providing servic-
es to customers (students) and the varying and unspecific definition of performance to 
be provided with this service. The view of the employee is further enforced by the 
fact that a supply agreement in a public institution like a university is difficult to im-
plement, especially since the agreement is not contractually or legally binding. How-
ever for the IT officer and general IT management, the introduction of SLAs and 
OLAs are important, since a continuous availability of IT services according to re-
quirements and the definition of service levels will ultimately ensure the end-user 
satisfaction and success of the institution. 

While the higher education sector generally has to cope with low staffing levels, 
this should not become a deterrent in adopting industry best-practices. It is further 
agreed upon that it is important to evaluate the strengths and weaknesses as a basis 
fort he selection process (e.g. selection of ITIL processes). Given the typically decen-
tralized nature and the running of similar, overlapping IT Services (e.g. multiple 
learning and teaching management platforms) leads to duplication of ICT staff with-
out necessarily increasing the quality of the IT Services. Thus a consolidation of IT 
Services may lead to the availability of additional staffing resources. This generally 
requires a sound communication between central IT and distributed IT staff to enable 
acceptance of IT standards. Furthermore improved communication between IT (IT 
Governance and ITSM) and management (Corporate Governance) will strengthen the 
position of the IT department as a service provider, rather than a technology provider 
adding costs to the organisation. 

Both CobiT and ITIL are relevant best-practice frameworks and overlap in a num-
ber of core areas and processes. One important difference between COBIT and ITIL 
is the availability associated with the approaches (e.g. with regard to cost of documen-
tation). The core COBIT specification and related documentation is available freely, 
e.g. from the Information Systems Audit and Control Association (ISACA) website. 
On the other hand ITIL specifications and a large body of additional documentation 
can become costly for an organisation (e.g. is not freely available). 

Another challenge can be found in the effective planning, communication and 
management of IT Services from the provider and the customers. The difference of 
perceptions (e.g. with regards to the quality of an IT Service) across an institution of 
higher education may thus lead to difficulties in managing the relation of students and 
staff. In a Higher-Education context, student dissatisfaction with IT Services (e.g. at 
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the faculty level) is reflected in general in internal surveys and national surveys that 
provide the basis for rankings (e.g. CHE ranking in Germany). A consolidation of 
services (e.g. university wide teaching and learning platform, centralised service desk) 
facilitates the maintenance of standards and perceptions across an organisation.  

4 Conclusions and Outlook 

The changing nature of IT Service provisioning in the context of higher education 
together with ever increasing dependency on IT necessitates the adoption of best prac-
tice and research frameworks to ensure alignment, quality and cost efficiency. Thus, 
“Best Practice” reference models such as ITIL or CobiT and related standards can 
provide a basis for implementation. 

Future work must further concentrate on the mapping of IT Management theory 
and practice. The realities of higher education organizations for the provision of IT 
Services using and integrated management architecture and process model remain 
challenging. However the study has demonstrated that the adoption and integration of 
management tools with “Best-Practice” Frameworks have the potential to facilitate 
and enhance IT Management. 
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Abstract. Business/IT alignment has become one of the most relevant
concerns on organizations. Enterprise Architecture (EA) and ITIL, two
distinct governance approaches with different perspectives, have become
recently dominant between practitioners. However, parallel EA and ITIL
projects can lead to wasted resources and a duplication of costs and ef-
forts. In this paper we propose an EA and ITIL integration using Archi-
Mate as a common frame of reference. We also want to point out that
implementing ITIL is like implementing any other architecture change
and demonstrate it by using TOGAF to perform an ITIL implemen-
tation on ArchiSurance, a fictitious organization from the well known
ArchiMate case study.

Keywords: Enterprise Architecture, ITIL, IT Service Management,
business/IT alignment, TOGAF.

1 Introduction

In the last decades, IT has evolved from its traditional orientation of adminis-
trative support to a strategic role, turning business/IT alignment into a major
concern. In the early nineties, Henderson [1] proposed a strategic alignment
model based on two building blocks: strategic fit and functional integration, us-
ing business strategy as the driver and IT as the enabler. This model presented
several perspectives on how to integrate business and IT domains, using concepts
like information systems service organizations and IT governance [1].

Recently, the growing demand on IT led to the improvement of the key con-
cepts related to IT Governance, namely the ones connected to IT alignment with
strategic objectives and cost reduction initiatives [2]. From these Governance ini-
tiatives, two main approaches have had major relevance: Enterprise Architecture
(EA) and IT Service Management (ITSM).

EA is a coherent whole of principles, methods, and models that are used
in the design and realization of an enterprise’s organizational structure, busi-
ness processes, information systems, and infrastructure [3]. Therefore, according
to EA approaches, organizations usually share several architectures: business,
processes, information, application and technology infrastructure [3,4,5].

X. Franch and P. Soffer (Eds.): CAiSE 2013 Workshops, LNBIP 148, pp. 134–145, 2013.
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ITSM evolved naturally as services became underpinned in time by the de-
veloping technology. In its early years, IT was mainly focused on application
development, but as time went by, new technologies meant concentrating on
delivering the created applications as a part of a larger service offering, support-
ing the business itself [6]. ITIL [7] is the de facto standard for implementing
ITSM [8]. It is a practical, no-nonsense approach to the identification, planning,
delivery and support of IT services to the business [9].

Unfortunately, having two different frameworks to approach governance can
led to several setbacks. In a time when organizations strive to be efficient and
effective, it seems counterintuitive to be wasting resources by having different
organizational departments or teams handling both approaches independently.

This paper is part of a wider effort to join both approaches by establishing a
specific enterprise architecture for organizations that need to manage IT services.
EAs don’t focus on specific issues because their goal is to be able to represent
every organization. On the contrary, our goal is to narrow it down, and restrict
the architecture to organizations that have the management of IT services as an
architectural driver, using ITIL principles, methods, processes and concepts to
perform IT service management, and general EA principles, methods and models
to the design and realization of the remaining organizational structure.

Thus, this paper’s goal is to show how ITIL can be approached from an
EA point of view, and how this can be used to design ITSM organizations and
implement ITIL through EAmethods as if it were any other architectural change.

The methodology applied across this paper is Design Science Research, where
we develop and validate a proposal to solve our problem [10]. The following sec-
tions follow the methodology’s steps: “Related Work” covers aims and objectives
as the awareness and recognition of a problem from a state of the art review giv-
ing us the issues that must be addressed. Later on, “Research Problem”, exposes
the main problem while offering a tentative idea to how these issues might be
addressed. Afterwards, “Proposal” presents a proposal as an attempt to solve
the previously described problem. Next, we present a “Demonstration” followed
by the “Evaluation” comparing the results with the research questions and to
conclude we show our proposal applicability and themes for further work.

2 Related Work

Here we will introduce what is Enterprise Architecture, followed by TOGAF -
an EA framework, and ArchiMate - an EA modeling language. Finally we will
address ITIL, a best practices model to IT service management.

2.1 Enterprise Architecture

Today, business performance depends on a balanced and integrated design of the
enterprise, involving people, their competencies, organizational structures, busi-
ness processes, IT, finances, products and services, as well as its environment [11].
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EA is a coherent set of principles, involving the design and performance of dif-
ferent architectures. It specifies the components and its relationships, which are
used to manage and align assets, people, operations and projects to support
business goals and strategies [3,12], concerning those properties of an enterprise
that are necessary and sufficient to meet its essential requirements [11]. EA is
based on a holistic representation of organizations, on views and the ability to
map relationships between artifacts and architectures which usually are [3,4,5]:
Business, Process, Application, Information, and Technology. The alignment be-
tween them allows a coherent blueprint of the organization, which is then used
for governance of its processes and systems [13].

2.2 TOGAF

The Open Group Architecture Framework (TOGAF) is a framework for devel-
oping an EA [4]. It was developed and is currently maintained as a standard
by The Open Group (TOG). The first version of TOGAF, in 1995, was based
on the US Department of Defenses Technical Architecture Framework for Infor-
mation Management (TAFIM) [4,14]. Each version of the standard is developed
collaboratively by the members of the TOG Architecture Forum [4,14].

TOGAF provides the methods and tools for assisting in the acceptance, pro-
duction, use, and maintenance of an EA [4]. It is one of the leading architecture
frameworks worldwide, and in its latest version there is increasing reflection on
the use of the architecture and its governance [14]. The TOGAF documents focus
on EA key concepts and TOGAF Architecture Development Method (ADM), a
step by step approach to developing an EA [15].

2.3 ArchiMate

The ArchiMate EA modeling language was developed to provide a uniform repre-
sentation for architecture descriptions [15,16]. The goal of the ArchiMate project
is to provide domain integration through an architecture language and visual-
ization techniques that picture these domains and their relations, providing the
architect with instruments that support and improve the architecture process
[25]. ArchiMate is now also becoming well known in the international EA com-
munity, being today a TOG standard [15].

The domains of business, application and infrastructure are connected by a
service orientation paradigm, where each layer exposes functionality in the form
of a service to the layer above [16]. Besides this, it also distinguishes between
active structure, behavior and passive structure elements, having also another
distinction between internal and external system view. On top of this, ArchiMate
is a formal visual design language, supports different viewpoints for selected
stakeholders and is flexible enough to be easily extended [16].

2.4 ITIL

ITIL was created by the Central Computer and Telecommunications Agency
(CCTA), and was first released to the public in the late eighties [14]. ITIL is a
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common-practice model possessing the character of a branch standard [8]. While
the first version was mainly based on experience in data centers running big
mainframes, in 2000 a revised version (v2) was launched becoming the worldwide
de facto standard for IT Service Management [14].

The next version of ITIL (v3) appeared in 2007 and covers the major weak-
nesses identified in the previous versions, namely being too focused on technology
[2]. Now, instead of focusing on the service itself, the focus lay on this cycle of
life, renewal and decommissioning of services, with a greater business-focused
perspective [14]. The ITIL Core consists of five publications and each book cov-
ers a phase from the Service Lifecycle with various processes which are always
described in detail in the book in which they find their key application [17].

3 Research Problem

There have been some attempts to integrate EA and ITIL. In fact, Brown and
Winter [18] proposed an EA expansion to integrate ITIL v2 and Service Oriented
Architectures (SOA), having EA as a pivotal concept with ITIL regarded for
IT operations. Nabiollahi [19] provides a service based framework for EA to
meet the ITSM requirements of ITIL, suggesting an EA extension to involve
service architecture layer from ITIL Service Design [20]. The development of an
architecture model for IT services is proposed, making it a service layer for EA.

Thorn [21] addresses the relation between ITIL and TOGAF, regarding EA as
a fundamental concept for organizational engineering, in which ITIL is included
as a framework to an operation model for IT delivered services. He argues that
both frameworks can be used together by mapping them, TOGAF covers the
development of EA, and is involved in the products conception lifecycle whereas
ITIL ensures the delivery and management of IT services to users [2,21].

In the same note, Sante [14] addresses the fact that the recent versions of
ITIL and TOGAF keep converging to integration. In fact, in ITIL V3 references
are made to architectural concepts, hitherto only found in publications on archi-
tecture. The same, although to a much lesser extent, applies to TOGAF 8.1.1:
references are made to IT management [14]. The author relates the five ITIL
books to TOGAFs ADM cycle, showing there are indeed several similarities,
but identifying two main differences: a) developing business architecture is part
of the TOGAF framework while the scope of ITIL is limited to developing an
effective and efficient IT department, whilst developing business architecture is
out of scope in ITIL; and b) running IT operations and delivering actual IT
services are within the scope of ITIL, while TOGAF does not cover the develop-
ment and maintenance of a run time environment, neither the way how services
are actually produced and delivered [14].

Thus, EA is regarded as a fundamental concept for organizational engineering,
and ITSM is regarded as the dominant operations model sufficiently integrated
into the former [22]. EA guarantees consistency in building new products or
services and addresses business requirements, while ITSM guarantees the con-
sistency of services, through the use of standard processes [22].
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All these integration attempts tried to answer a real problem that should
not be taken lightly. However, while all these approaches seem to come close
to an integration, they don’t propose a definitive and holistic solution. In fact,
Braun’s [18] and Thorn’s [21] work is limited to ITIL v2, what makes it outdated,
Nabiollahi [19] proposes a service architecture as a new architecture layer, but
doesn’t clarify the architectures relationships. As for Sante’s [14] work, although
we agree upon the approaches used and the conclusions reached, the result isn’t
a unique body of knowledge with EA and ITIL, but two different frameworks
linked by a mapping. Moreover, none of these approaches provide models or a
formal representation for the proposed solutions. In fact, what we are looking for
is a holistic solution, following the EA approach but using ITIL best practices
to perform IT service management.

Our research question is then how can we contribute to this discussion and
how can ITIL be integrated with EA in a way that would allow ITIL and EA
teams to collaborate on organizational change.

4 Proposal

ITIL is often described as a process-based [6] or a process-oriented [17] frame-
work. Although we realize that most of ITIL contents are about describing best
practice processes (and the information they use), we believe that limiting ITIL
to these only two domains is one of the factors that makes its integration with
EA so difficult. That said, we believe that like EA, we should also look at ITIL
as a composition of other architectures, linked by a service oriented approach,
where functionality is available to the next layer in the form of services.

Additionally, we also realized that it would be harder to integrate two ap-
proaches if they didn’t speak exactly the same language, so we needed a uni-
form representation, a common frame of reference. To represent EA we chose
ArchiMate as it offers an integrated architectural approach that describes and
visualizes the different architecture domains and their underlying relations and
dependencies [16]. As for ITIL, it is an English natural language set of docu-
ments consisting of several volumes of IT management concepts, processes and
methods [8]. Therefore, in the absence of a formal ITIL graphical language and
based on our belief that ITIL can be regarded as part of EA, sharing the same
domains, components and relationships, we decided to try to model the ITIL
meta-model using the language we had already chosen for EA: ArchiMate.

We want however to emphasize that providing a common meta-model of EA
and ITIL is a different issue from using a EA oriented language for representing
ITIL. In fact, we are proposing the former, so this work isn’t the enterprise
architecture of ITIL but the modeling of ITIL inside the organization’s EA.

Hence, we started by searching through the five ITIL books for concepts
that belonged to each of the EA domains. Having them, we built a mapping of
these concepts to ArchiMate’s metamodel elements based on ITIL and Archi-
Mate’s own definitions. With this concept mapping, we built the ITIL meta-
model using ArchiMate concepts for the whole ITIL 26 processes and 4 functions.
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At the end, although we had answered the Zachman Framework’s “What”,
“Where”, “When”, “Who” and “How” questions, we still lacked the “Why”.

To answer this last one, we had to extend the “what is done by the system”
approach with the “why is the system like this”. This why question is answered
in terms of organizational objectives and their impact on information systems
supporting the organization [23]. Thus, we chose ArchiMate’s Motivation Exten-
sion which is used to model the motivations, or reasons, that underlie the design
or change of some EA. These motivations influence, guide, and constrain the
design [16]. Here we followed a similar course of action: we identified ITIL moti-
vational concepts, mapped them to ArchiMate’s concepts, and built motivation
models for the ITIL 26 processes and 4 functions.

The research for ITIL graphical representations, the concept maps and the
description of the method for the models’ construction are out of the scope of
this article, and were addressed in two other papers, one about ITIL Business
Motivation Model [24] and another one that is awaiting publication.

As we have stated, it is quite possible to identify ITIL components and re-
lationships in every EA domain. Thus, if one starts looking at ITIL from this
point of view, we begin to realize that by representing and splitting it across
EA realms, we can use composition to integrate them by integrating each of its
layers. Therefore, our first proposal is: if an organization can be represented by
an enterprise architecture, with all its layers, components and relationships, and
if that organization has implemented ITIL, then ITIL components and relation-
ships will be a subset (in every layer) of the EA ones.

On the other hand, an architecture model is not just useful to provide insight
into the current or future situation; it can also be used to evaluate the transition
from ’as is’ to ’to be’ [3], and there is a strong relationship between implementing
a target EA and an ITIL program. These relationships are manifested in terms
of People, Process, Business, and Information [26]. Thus, based on our first
proposal that ITIL is part of EA, in the sense that if an organization has ITIL,
then in every EA layer there will be ITIL elements, then our second proposal
is: implementing ITIL on an organization represented by an EA is the same as
implementing any other architectural change, so an EA method for the transition
from a baseline to a target architecture could be used to implement ITIL.

5 Demonstration

To demonstrate how ITIL fits in EA, we needed to present an organization EA
model containing ITIL elements. To achieve this, we decided to use ArchiSurance.
The ArchiSurance Case Study is a fictitious example developed to illustrate the
use of ArchiMate in the context of TOGAF [27]. It concerns the insurance com-
pany ArchiSurance, which has been formed as the merging of three independent
companies. It describes the baseline architecture before the merging and then a
number of change scenarios. TOGAF ADM is then used to go from that baseline
architecture to a target one with ArchiSurance after the merging.
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Since this is a running example that is widely used across the ArchiMate
community [3,15,16,25,28,29] and on ArchiMate training courses [27] we thought
it would fit our demonstration purposes. Moreover, The Open Group “expects it
to evolve over time, and encourages its members to add new aspects and views
or create new change scenarios, as long as they are consistent with the original
case description and models” [27]. That said, we start by pointing out that our
models are indeed consistent with the existing ones, since we don’t subtract
anything but add ITIL instead. In fact, our baseline architecture is the target of
the ArchiSurance example. Our premise is that after the merging, ArchiSurance
was facing the same problems that several other organizations face when they
decide to use ITIL. Thus, we will use the exact same approach that is used on the
ArchiSurance scenarios examples: we will use the TOGAF ADM and ArchiMate
to represent an architecture change from a baseline (“as-is”) of ArchiSurance
(after the merging) to a target (“to-be”) architecture with the implementation
of ITIL Service Operation.

Therefore, in the Phase A: Architecture Vision we establish an architecture
effort and initiate an iteration of the architecture development cycle by setting
its scope, constraints, and goals. Some relevant drivers, assessments and goals are
shown in Figure 1 (all the figures are simplified versions of some of our models,
due to paper size restrictions). Goals are the basis for requirements, so the next
viewpoint we developed was the Goal Refinement viewpoint, which allows to
model the refinement of goals into more concrete goals, and its refinement into
requirements that describe the properties that are needed to realize the goals
[27]. Both of these views were based on our earlier ITIL motivation models.

Fig. 1. Detail of Business Goals and Principles

Our next model was the Introductory View, where a simplified notation is
used at the start of a design trajectory [27]. Next, we moved on to Phase B:
Target Business Architecture and Gap Analysis where we show how the target
architecture realizes the key business requirements. For this purpose, TOGAF
specifies a Business Footprint diagram. In ArchiMate, this can be expressed using
the Requirements Realization viewpoint, which allows the designer to model the
realization of requirements by the core elements [27] (Figure 2).
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Fig. 2. Detail of Requirements Realization viewpoint

Still on this phase we also show the results of a global gap analysis for the
business architecture (Figure 3). In both of these views we used the elements
from the business layer of our core ITIL models (in light color), integrating them
with ArchiSurance models (in dark color) in this latter view.

Fig. 3. Detail of target Business Architecture

To formalize the gap analysis we used Rolland’s [30] gap typology. Therefore,
since we are adding ITIL components to the existing EA, our gaps are mostly
“Structural Changes” as they correspond to a modification of the set of elements
which composes the model, and are specified by the “AddComponent” operator.

Afterwards, we moved on to Phase C: Target Application Architecture and
Gap Analysis, where the Application Communication diagram (Figure 4) shows
the proposed target situation for the application landscape, with the results of
a global gap analysis for this layer. In the front office, shared service center, and
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Fig. 4. Detail of target Application Architecture

Fig. 5. Detail of target Infrastructure Architecture

back office several ITIL component applications were introduced, like the CMS
portal or the Monitoring and Control Tool, with the latter being used to monitor
all ArchiSurance baseline applications (in the figure we omitted the relationships
for clarity sake). Next, it was time for Phase D: Target Technology Architecture
and Gap Analysis, where we use the Infrastructure viewpoint to show the target
situation for the infrastructure (Figure 5). Here we introduced ITIL artifacts as
the CMS portal or the KE portal which are deployed on the existing (baseline)
ArchiSurance infrastructure.

The following step, for Implementation and Migration Planning, TOGAF 9
introduces for Phases E and F the transition architecture, representing a possible
intermediate situation (plateau) between the baseline and the target architec-
ture. We used ArchiMate’s Migration viewpoint to show the baseline, target,
and transition architectures, as well as their relationships. Finally, transition
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architectures enable the planning of implementation projects such as Service
Desk, Request Fulfillment or ProblemManagement. The sequence of these projects
depends on which of the transition architectures is selected. This can be shown
in a TOGAF Project Context which we also developed to link work packages
to the functions, services, processes, applications, data, and technology that will
be added, removed, or impacted by the project.

Thus, we demonstrated both of our proposals: 1) ArchiSurance is an organi-
zation with a EA representation and an ITIL implementation, where the ITIL
components (and relationships) are subsets (in every layer) of the EA ones; and
2) we implemented ITIL on an organization represented by an EA, using an EA
method as if it was any other architecture change.

6 Evaluation

For evaluation we will use the The Moody and Shanks Framework [31]
which proposes the following quality factors: completeness, integrity, flexibility,
understandability, correctness, simplicity, integration and implementability.

Hence, for completeness we can say our ArchiSurance models contain all
user requirements, because these were to implement Service Operation (SO),
and our ITIL models contain all the relevant SO elements and relationships. For
integrity our models have all the SO rules and constraints, namely the ones
that address which are the processes to be implemented, and their application
and infrastructure dependencies. They also have flexibility because other ITIL
processes can be picked from our overall models and added to ArchiSurance,
without changing the model itself. As for understandability the concepts and
structures used are ITIL, EA and ArchiMate ones, which are easily recognizable
for people in these fields. In fact, and as a side note, when we evaluated our ITIL
models through interviews, everyone quickly understood them. For correctness
the ArchiSurance “as-is” models are provided by the ArchiMate team themselves,
so we can presume correctness, as for our ITIL models, they were built by a
method that mapped every ITIL concept to the correct ArchiMate one, followed
by its representation according to every ArchiMate rule and convention. The
integration with ArchiSurance was also performed according to ArchiMate and
TOGAF conventions and rules. We can also find simplicity because in our
ArchiSurance models we only show the relevant constructs for a coarse-grained
analysis, omitting, for instance, events and business objects from our original
ITIL models. Concerning integration, we can see from the final models that
the ITIL elements and relationships fit and are consistent with the baseline
architecture in every layer. And finally, for implementability we know the
implementation is possible, because it is simply the implementation of ITIL
Service Operation, something that is done quite often in organizations.

7 Conclusion

With this work, we tried to close this gap between EA and ITIL, and pro-
pose an integration through a common frame of reference, a graphical modeling
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language. In fact, like ArchiMate’s own goal itself, our objective was also “to
provide domain integration through an architecture language and visualization
techniques that picture these domains and their relations, providing the architect
with instruments that support and improve the architecture process” [16].

The practical outcome of our approach is that once one start thinking about
implementing ITIL as an architecture change, one can use architecture tools and
methods to perform it. With our ITIL models, an architect has now the tools
to design ITSM organizations, hand-picking from our motivation models his
organization’s specific motivations and tracing them to the right ITIL processes
to implement. He can model both the baseline and target architecture with our
ITIL components, and then, through gap analysis on each EA layer, he will be
able to see which people, information, processes, tools or infrastructure they will
need to buy, keep, develop or change in order to reach the intended ITIL target.

On the other hand, this paper also wants to start a discussion about using
EA for best practices in specific domains, which can be ITSM, but could as well
be purchasing or logistics. In fact, by defining the motivations and architecture
in each domain, one can design specific organizations and evaluate and assert
their best practices’ compliance.

In short, in times where cost and value generation are such important drivers,
IT governance, more than ever, should turn organizations more effective and
efficient. Therefore, we hope this contribution can help to better understand
EA and ITIL, two worldwide standards, complementary on organizations, with
distinct IT and organizational perspectives, yet so close that they have much
more to gain from aligning together instead of walking apart.
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Abstract. IT pervades all sectors of today's organizations. To support efficient 
business solutions, business-IT alignment has been long-time discussed as a 
solution. Given the complexity of achieving alignment, in our research we have 
hypothesized the importance of one partial possible solution, namely, the fit 
between strategy and information system requirements. To systematically 
investigate the influence of widely-used business strategy formulations, such as 
Porter’s Value Chain, Kaplan & Norton’s Strategy Maps, and others, we 
propose a model-centric approach to strategy-IT alignment where the strategy 
formulations are represented in the form of models, and mapped to 
requirements models. The objective of this paper is to present a pilot empirical 
investigation assessing if strategy-IT alignment is an issue of concern, and 
seeking to obtain insights from practitioners about relevance of our model-
based view for strategy-IT alignment. The empirical information is collected 
through a well-prepared questionnaire-based survey. 

Keywords: Business, Alignment, IT, Strategy, Requirements.  

1 Introduction 

Alignment between business and IT is a topic that has been widely addressed in 
literature. Already in 1961, organizational performance was defined to entail a 
coherence between at least the factors like strategy, structure, and technology, where 
it aimed at aligning the organization with the environment and internally organized 
resources to support this alignment [1]. Since then, alignment has been consistently 
acknowledged as an important open issue of a top-management concern [2], as well 
as from the IT side, for IT executives [3]. Within the literature, several dimensions 
and levels of the alignment have been identified [4] making the topic quite complex to 
be addressed holistically.  

Business strategy is defined as the determination of long-term goals and courses of 
action using resources to achieve them, thus enabling organizations to enact it [5]. 
Attaining to a long-term business vision and the objectives following it makes 
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strategy prone to a changing environment, varying from external opportunities and 
threats as well as internal strengths and weaknesses. A business strategy formulation 
refers to established text-based representations of business strategy within the 
discipline of Strategic Management. 

Given this complexity, our work lies on a subset of business-IT alignment focusing 
on the fit between strategy and information system requirements, which we refer to as 
Strategy-IT alignment. From one end, strategy encapsulates a general undetailed plan 
of action, encompassing a certain period of time to achieve a vision, and thus, should 
be understood and communicated for an enterprise to define the means required for its 
successful execution. On the other end, information system requirements comprise the 
essential information needed to build the IT means to support and facilitate business 
operations intended at delivering offerings to customers. A core concern within 
Strategy-IT alignment is coordinating strategic initiatives and plans with Information 
Systems (IS). 

Substantial work has been done on linking strategy to requirements for IS 
development, but typically in either an informal manner, where text-based strategy 
formulations are used to guide IS development from a high perspective, or by taking 
into consideration only basic elements of business strategy like the case is with 
current enterprise architectures and models. 

Our proposal envisions a model-centric strategy-IT alignment based on modeling 
prevalent business strategy formulations such as Strategy Maps, Value Chain and 
others [6], which can then be mapped to requirements techniques, such as goal-
oriented, or complement other strategy-IT alignment methods. Goal orientation 
enhances the association of desired functionality of systems to strategic goals by 
reinforcing the evaluation of system features towards business strategy, as well as 
strategy towards consumer preference. 

The novelty of this approach lies in leveraging characteristics from model-driven 
development (MDD) such as automation and traceability, allowing for the 
propagation and assessment of features and/or changes towards strategy (e.g. strategic 
goals, targets and objectives for balance scorecards, value proposition, etc.), making 
changes less prone to creating problems. Traceability enhances maintainability and 
adaptability of systems with respect to strategy and requirements [7], making the 
impact of their modification traceable, which allows for impact assessment (e.g. 
system disruptions, conflicts, etc.).  

The objective of this paper is to justify the theoretical argumentations of our 
Strategy-IT alignment research from an empirical perspective, namely, to validate that 
this alignment is an issue of concern, as well as to collect insights from practitioners 
about appropriateness of our model-centric approach. The main questions that are we 
going to address in the study are the following: 

• Is strategy-IT alignment an issue of concern in practice? 
• If so, what kind of solutions do practitioners consider addressing the issue? 
• Do practitioners consider models as means to address this issue? 
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In this paper we present a work in progress concerning the design of an empirical 
study. A pilot study has been performed with the questionnaire and we report on the 
process followed, as well as present preliminary results. The following section 
includes the arguments motivating the need for our study. Thereafter the design of the 
study is presented, followed by the presentation of the pilot results. The paper 
concludes by presenting the intended remaining steps to complete the empirical study. 

2 Related Work 

Despite the acknowledged importance of the topic, very few solutions have been 
widely used by practitioners. Noteworthy exceptions include the Strategic Alignment 
Model (SAM) [8], and the Business IT Alignment maturity model [9]. During the past 
decade a strong empirical motivation for business-IT alignment has been put forward 
[4], [10]. Empirical analysis of Business-IT alignment mainly concerns the motivation 
for and desirability of business-IT alignment globally: (1) the relation between the 
alignment and business performance or (2) the relation between types of business 
strategies (such as conservative or innovative) and (3) the degree of alignment.  

When it comes to Strategy-IT alignment, to the best of our knowledge, no such 
focused empirical basis exists to investigate the need for and the existence of an 
explicit strategy definition and the use of models for achieving the alignment. At best, 
the usefulness of specific theory-based proposals was shown on case studies  
[11, 12, 13, 14]. When looking into empirical studies published in business-IT 
alignment literature, Luftman’s work, and annually publishing survey results with 
CIOs being respondents [15], is the most cited. However, his perspective is not 
concerned with Strategy-IT alignment particularly, and the focus is mostly on the 
alignment’s maturity. Moreover, strategy-IT alignment is not only relevant to CIOs - 
Luftman’s primary respondents, but also to all those affecting it, or being affected.  

Possible ways to address Strategy-IT alignment include business-IT alignment 
approaches, whether that is alignment between business strategy and distinct 
enterprise models, or business strategy and Enterprise Architecture (EA). However, 
alignment approaches are falling short in two ways. From one side, business strategy 
formulations from Strategic Management, such as Porter’s Value Chain [16], Strategy 
Maps and Balanced Scorecards (SMBSC) [17], and others, are overlooked in [2, 8, 
11, 18].  On the other hand, EA proposals such as Zachman [19], ARIS [20], or 
TOGAF [21], providing the principles, methods, and models used to design and 
realize an enterprise’s organizational structure, include business elements without 
linking them to business strategy formulations.  

3 Overview of a Model-Centric Strategy-IT Alignment 

Introducing strategy to system's design and architecture using models has a potential 
to facilitate the propagation of strategic notions to system development techniques 
and methods. In our effort to align business strategy with IT through enterprise 
architecture and system requirements, we have formalized established business 
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strategy formulations as conceptual models. Conceptualizations of the strategy 
formulations are designed for each of the three views identified by Barney [22]: 

• For the resource-based view, where internal capability shapes strategy, a 
conceptualization of Strategy Maps and Balanced Scorecards [17] exists in the 
means of the SMBSC meta-model [23]. 

• For the industrial organization, where positioning based on competition shapes 
strategy, a conceptualization of the Value Chain [16], the Value Shop and the 
Value Network [24] exists in the means of the Value Configuration (VC) meta-
model [25]. 

• For the “Schumpeterian view of competition”, where innovation shapes strategy, a 
conceptualization of the Blue Ocean Strategy [26] exists in the means of the BOS 
Meta-model [27]. 

Furthermore, we have designed a Unified Business Strategy Meta-Model (UBSMM), 
a unified conceptualization of the strategy formulations mentioned above [6], to 
facilitate the alignment of different business strategies, and can also serve as a pivot 
model between different business strategy formulations of a single or multiple 
enterprises. 

For the scope of this study the conceptualization of SMBSC is used as an 
illustration of our approach [23]. A strategy map is a business strategy formulation 
serving as a mediator between the mission, core values, and the vision of a business to 
the work performed.  

 

Fig. 1. The Strategy Maps and Balanced Scorecards template [17] 

Kaplan and Norton proposed a template for strategy maps representing how an 
organization can create value [17]. A set of goals is defined and initially grouped 
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within the financial and customer perspectives, along with goals for all types of 
capital, both human and economic. Goals are extended to a set of targets using 
measures to evaluate their achievement, and thereafter, initiatives are identified to 
achieve the targets, the balanced scorecard. This extension of the strategy map is the 
balanced scorecard, which is essential for monitoring and assessing the cause-effect 
links between strategic goals across an organization. Scorecards consist of strategic 
objectives and related measures, which include concrete targets and initiatives 
towards their achievement. Scorecards present an organization’s business activities 
through a number of measures typically from four organizational perspectives: 
financial, customer, internal, learning and growth, and provides a language to 
communicate priorities within an enterprise. The figure below presents our current 
conceptualization of SMBSC, originated from [23].  

 

Fig. 2. The Meta-model of Strategy Maps and Balanced Scorecards [23] 

Once a strategy formulation is conceptualized, it becomes possible to map it to an 
enterprise model, such as a goal model.  For example, the mappings from the SMBSC 
conceptualization from Figure 2 to the i* goal modeling technique has been proposed 
in our previous work [28]. The i* is known for being used in the early phases of 
requirements engineering by focusing on the social aspects of systems by capturing 
the intentionality and rationale of actors within an organizational setting. It 
additionally supports derivation of system requirements, as presented in the OO-
Method [29], where it is used to capture the organizational context and the actors’ 
intentions for a business requirements model, as the basis for the elicitation of a 
conceptual model capturing the functional requirements of a system.  

In addition to the theoretical proposal briefly described in this section, the 
objective of this paper is to present a pilot empirical investigation assessing if 
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strategy-IT alignment is an issue of concern, and seeking to obtain insights from 
practitioners about relevance of our model-based view for strategy-IT alignment. The 
empirical information is collected through a well-prepared questionnaire-based 
survey. 

4 Designing an Online Questionnaire for Strategy-IT 
Alignment 

Designing, conducting and reporting an empirical study constitutes a complex 
operation involving several steps. In our in progress study, we have followed 
Öppenheim’s framework [30] with fourteen stages for a social study, among which 
we have completed first eight, as we present in this section. 

Stages one through four refer to looking into literature, reflecting upon it, and 
choosing an appropriate form for the study. Our study aims at validating strategy-IT 
alignment with an empirical basis and collecting insights about using models to 
address it. Due to the need for a large reach to practitioners, the design of study 
selected is an online questionnaire.  

The assumption to be investigated (stage five) is expressed through the three 
questions formulated in Introduction.  

For the questionnaire design (stage six) guidelines from [31], [32] have been used. 
These include establishing objectives, measure and scales to be used, types of 
questions, layout, wording, flow of questions, and identifying validity concerns. We 
have set the following two objectives for the questionnaire: 

1. Identify whether strategy-IT alignment is a concern for the Business and IT actors 
within a company, and particularly for strategy and requirements for systems 
development (to whom, and why). 

2. Identify whether an understanding gap exists between the Business and IT, why, 
does it affect strategy-IT alignment, and how could it be addressed. 

The questionnaire was built with the free online tool Survey Gizmo (accessible at 
http://www.surveygizmo.com), and consists of 41 questions spreading across six 
sections. Sections are derived from the questions discussed in the introduction; 
sections one to three are related to the first two questions, focusing on the topic 
holistically (section one) but also on the main variables, with section two on strategy 
and section three on systems development. Sections four and five are related to the 
third question. 

• The first section focuses on strategy-IT alignment capturing whether it is a 
concern, and whether this concern is being addressed (and how), etc. 

• The second section focuses on business strategy and IT strategy. 
• The third section focuses on the alignment of business strategy and systems 

development.  
• The forth captures the respondents’ background knowledge and familiarity with 

models and is intended to be a way to assess responses of section five. 
• The fifth section focuses on the use of models for strategy-IT alignment. 
• The sixth captures demographic information.  
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All sections include examples and explanations of core terms used, together with 
information motivating some questions. Types of questions used, include open-ended, 
multiple choice, checkboxes, and Likert scale questions. They cover possible 
alternatives making sure options offered are relevant to the questions, do not overlap, 
units/scales are consistently used, and double-barreled questions are avoided [32]. 
Questions have been neutrally formulated to avoid bias, and questions for consistency 
checking across answers have been used [32]. The questionnaire is available at: 
http://edu.surveygizmo.com/s3/1185501/Strategy-IT-Alignment-Pilot-Study.  

The questionnaire has been tested through a pilot study (step seven) for assessing 
its validity and understandability. This has been done using a group of four academic 
experts on business-IT alignment, and a convenience sample of 52 professionals from 
around the world.  Domain experts piloting the questionnaire have confirmed 
conformance to the hypothesis defined (construct validity), and sufficient domain 
coverage (content validity). Using a sample of professionals has simulated a real 
setting, which allowed testing the questionnaire by providing input on all functional 
aspects (language, structure, layout, etc.). The response rate was 52% (from 100 
messages sent via email and through Linkedin). Moreover, the pilot study has offered 
preliminary results discussed in the next section. 

Step eight entails sampling, including method and drawing. Our sampling approach 
includes input both from a large population across different companies, but also input 
from whole companies. For the former, we have selected a simple random sample of 
companies registered in Kista, Sweden, which includes a population of 1500 
companies across multiple domains and lines of business (information provided by 
the Swedish Agencies registration Office, http://http://www.bolagsverket.se). In both 
cases companies employ at least 10 people. 

5 Results from the Pilot Study 

The pilot study has provided results with respect to the objectives defined. Results are 
preliminary as their collection purpose has been to improve the questionnaire and not 
to draw solid conclusions. This can happen only after the actual study will have been 
conducted, as it requires information that includes bias and error in respect to the 
target population and sample used. Therefore, validity of the results to support any 
conclusions drawn from the pilot study is not conclusive, but only indicative. When 
the study is completed, statistical analysis of the results entails taking into account 
several perspectives such as demographics and through descriptive statistics present 
data for the sample either through univariate or through bivariate analysis.  

Figure 3 presents answers for the question “Is Strategy-IT Alignment an issue of 
concern for your company?” based on respondents’ functional role (columns 2-4), on 
the job function (columns 5,6), and on the size of the company (columns 7,8).  

Regarding the first objective, 56.2% confirmed that strategy-IT alignment is an 
issue of concern for their company (first column in Figure 1). 50% of the respondents 
acknowledge business utilizes the capacities of IT, but 65% thinks they do not work 
in sync. While 85% think that IT adds value to the business, only 25% think it 
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model-centric proposal would be well received by practitioners for strategy-IT 
alignment bringing value to their company. 

6 Conclusion and Future Work 

In this paper we have argued for the need to enrich the current body of knowledge in 
strategy-IT alignment with an empirical basis. We proposed the conduct of a study in 
the form of a questionnaire. We presented the design steps required methodologically 
and also reported on the current status of our work by explaining our steps and 
presenting sample results of the pilot study we have carried out. The study 
complements our theory-based research on a model-centric Strategy-IT alignment, 
presented in the previous work [6, 23, 25, 27, 28].  

Apart from addressing the objectives of our research, the questionnaire can be also 
used by companies and organizations as a mechanism to assess their progress on 
strategy-IT alignment periodically. Feedback received from the pilot study both by 
domain experts as well as by the sample population involved, has provided us with 
suggestions for improvements important to assure the quality of the final 
questionnaire both in the terms of functionality and clarity but also in terms of 
conceptual soundness. This will constitute the core of our future work to complete the 
questionnaire and carry out the empirical study.  
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Abstract. Information Technology (IT) has been used in large organizations 
since the 1950s, for internal and external purposes. The pervasive use of 
technology in organizations has created a critical dependency on IT that calls 
for a specific focus on IT Governance (ITG) that is essential to ensure the 
Business/IT alignment objectives. However, determining the right ITG 
mechanisms remains a complex endeavor. Therefore, we propose to perform an 
exploratory research and analyze several ITG case studies to elicit possible ITG 
mechanisms patterns used in specific organizational context. It should be noted 
that a pattern is something which describes a successful solution to a problem in 
a specific context. Our main goal is to build some theories (ITG mechanisms 
patterns) which we believe that will guide organizations about the suitable ITG 
mechanisms to implement. The research methodology adopted was Design 
Science Research. We finish our research with limitations, contribution and 
future work. 

Keywords: IT Governance, Mechanisms, Patterns, Design Science Research, 
Organizational Context.  

1 Introduction 

Information Technology (IT) has become crucial to the support, sustainability and 
growth of the business [1]. This pervasive use of technology has created a critical 
dependency on IT that calls for a specific focus on IT Governance (ITG) [2][3].  

ITG define and spread the necessary mechanisms as a means of rationalizing, 
directing and coordinating an organization’s IT-related decision making [4], in order 
to ensure the present and future Business/IT alignment  objectives [5][6]. Some 
authors even state that ensuring the alignment between business and IT is one of the 
primary goals of ITG [7]. 

Recent studies have focused in some ITG problems as the inconsistencies and 
incongruities about the ITG mechanisms [8] or the lack of consensus about the ITG 
definition [9]. However, less research can be found about how organizations can 
effectively implement ITG [10] and the identification of the relation of ITG 
mechanisms with a specific organizational context is also advisable.  

Therefore, this article - through the analysis of several ITG Case Studies - aims to 
elicit a set of ITG patterns taking into account the ITG mechanisms used by 
organizations as well as their organizational context. Such patterns enable the solution 
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of “real world” problems because they capture and allow for the reuse of experiences 
of best practice in a specific professional domain [11]. 

2 Research Method 

The research methodology used in this article was Design Science Research (DSR) 
that began growing in popularity in Information Systems (IS).  

From the four artifacts produced by DSR (constructs, models, methods and 
instantiations) we will focus on constructs and models. Therefore, the constructs that 
we propose are the domain definition, the ITG mechanisms and the ITG factors. The 
model that we propose is the definition of ITG patterns taking into account the 
integration of the constructs.   

As advised by [12], the research methodology applied is divided according to the 
two processes of DSR in IS: Build and Evaluate. In the Build process we created our 
constructs and model and in the Evaluate process we validated our artifacts through 
Hevner guidelines [13] and the appraisal of scientific community. 

In order to elicit our constructs we used an extensive literature review (LR). Our 
main LR sources were the IEEE, ACM, and Springer digital libraries where we 
looked for terms as “IT Governance”, “IT Governance mechanisms”, “IT case study”, 
“IT Governance factors”, “Structures”, “Processes” and finally “Relational” 
mechanisms in articles from no further than 2012.  

3 Related Work 

So far, few researches focused on any kind of ITG patterns elicitation. Indeed, we 
only found two related researches [5] and [6] and they do not solve our research 
problem.  

Among the literature several authors argued that organizations should use ITG 
mechanisms [3][6][14] as advised by [15] but few researches attempt to describe and 
provide a complete explanation on ITG mechanisms.  

We looked into several ITG mechanisms researches. The most detailed researches 
regarding ITG mechanisms were [6][8][14][16]. However, after a deep analysis we 
believe that the research [8] is the most complete one, since is grounded in an 
extensive literature review, try to solve some inconsistencies among the ITG 
mechanisms and provide a complete list of ITG mechanisms. Plus, is a recent study 
(2012) and all the other researches are included in their literature review references.  

Therefore, we decided to adopt the list of ITG mechanisms (about 50) provided by 
this research. All the mechanisms are general to any kind of organization context. 

Unfortunately, due to space limitations, we cannot provide the definition of the 
ITG mechanisms and therefore we forward the readers to the original article [8].  

Determining the right ITG mechanisms is a complex endeavor and it should be 
recognized that what strategically works for one company does not necessarily work 
for another [3][17]. This means that some factors may influence the successfulness of 
ITG implementation. 
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Among the literature we found three good researches regarding ITG factors 
[18][19][20]. 

The first approach is provided by [18] and the identified factors are: Culture, Ethic, 
Industry, IT Strategy, Maturity, Regional Differences, Size, Structure and Trust. The 
second approach can be seen in [20] and the factors provided are: Overall Governance 
mode, Firm size, Diversification mode, Diversification breadth, Exploitation strategy 
for scope economies and Line IT knowledge. The third approach is provided by [19] 
who identified these factors: Strategic and performance goals, Organizational 
structure, Governance experience, Size and diversity and Industry and regional 
differences. 

After analyzed all the different approaches, we decided to use the first approach 
since not only encompasses several factors presented in the other two researches 
detailed but is also the most recent and complete one research.  

4 Results 

After the identification of the ITG factors and mechanisms, we selected 30 CSs from 
the sources stated in Section 3.  

Some of the information gathered from the 30 CSs regarding both the ITG factors 
and the ITG mechanisms can be seen in Table 1 and Table 2 respectively. 

In Table 1 we only use “X” to indicate by which factors each organization is 
characterized. When all the cells regarding an ITG factor are empty, it means there 
was no evidence of it. 

Regarding Table 2, we have adopted the following simbology: when the 
mechanism does not exist, the cell is empty; when the mechanism is partially 
implemented or there is some evidence that it is used, the cell is filled with “”; when 
the mechanism is totally implemented, we use “”.  

One example about how we gathered information about ITG mechanisms is for 
example in CS1 “KBC documents roles and responsibilities for all hierarchical levels 
involved in the governance framework.” we understand that they are considering the 
“Integration of governance /alignment tasks in roles & responsibilities” mechanism. 

Unfortunately, due to space limitations, we can only provide the results of two ITG 
factors (Structure and Culture) and of the ITG mechanisms that are presented in the 
five ITG mechanisms patterns that we are going to elicit in Section 6.  

Table 1. ITG Factors results 

ITG Factors 
Case Studies 

1 2 3 4 5 6 7 8 9
1
0

1
1

1
2

1
3

1
4

1
5

1
6

1
7

1
8

1
9

2
0

2
1

2
2

2
3 

2
4 

2
5 

2
6 

2
7 

2
8 

2
9 

3
0 

Structure 
Centralized X  X X      X  X   X X     
Decentralized                  
Federal X  X X  X X  X X X X X X X X X   X X X X 

Culture 

The contest model   X  X X    X X X  X X  X X  X X  
The organization as a family     X      X X         
The network model       X           
The pyramidal organization     X  X X X            
The Solar system X X X X X               
The well-oiled machine        X         X 
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Table 2. ITG Mechanisms results 

  

ITG Mechanisms 

Case Studies 
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e 1 Integration of governance /alignment tasks in roles & 
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2 IT strategy committee               

3 IT steering Committee               

10 IT organization structure           
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21 IT performance  measurement                

22 Strategic Information System Planning                 

23 Frameworks ITG              

25 Business/IT alignment model                

26 Portfolio management            

27 Chargeback                

28 IT budget control and reporting              

29 Project Tracking             

31 Architectural exception process            
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35 Shared understanding of business/IT objectives                    

38 ITG awareness campaigns                

40 IT leadership             

43 Business/IT account management            

5 Discussion 

Due to space limitations, we can only provide (Table 3), five of the 26 elicited ITG 
mechanisms patterns. These patterns were manually elicited by the authors after a 
deep analysis of both Table 1 and Table 2. Moreover, only when a mechanism was 
used in 100% of the organizations (at least 2 organizations are required) in a specific 
context it was considered as ITG mechanism pattern. 

Table 3. ITG Patterns 

 Patterns 

1 
Large Australian universities adopting “the contest model” culture usually use the following 
mechanisms: 2, 10, 21, 25, and 29. 

2 
Large Australian enterprises with “Federal” structure and “the contest model” culture use the following 
mechanism: 10, 23, 25, 29 and 40. 

3 
Large Belgium Insurers with “The solar system” culture use the following mechanisms: 1, 3, 10, 21, 
22, 23, 25, 26, 28, 29, 35 and 38. 

4 
Large United Kingdom enterprises with “Federal” structure and “The contest model” culture use the 
following mechanisms: 10, 26, 28 and 43. 

5 
Large financial services American enterprises with “Federal” structure, “The contest model” culture 
and “IT for efficiency and IT for flexibility” strategy use the following mechanisms: 3,10, 26, 27, 29 
and 31. 

 
IT should be noted that these patterns cannot be seen as a cookbook that must be 

strictly followed by organizations when implementing ITG. However, they should be 
seen as guidance about which can be the most relevant ITG mechanisms to implement 
given the specific organization’s context. We believe these patterns will be useful for 
organizations to be aware of their priorities mechanisms.  

Since no other similar research was performed before, we can´t compare our 
results with previous scientific knowledge. 
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6 Evaluation 

Several guidelines should be followed by researchers when they are using the DSR 
methodology [13]. In Table 4 we explain how our research fulfills such guidelines: 

Table 3. Hevner guidelines fulfillment 

 Description 

1 
Design as an artifact was fulfilled by producing two artifacts: A Construct and a Model. In the Construct 
we define the domain in which this research falls as well as the elicitation of the ITG mechanisms. The 
Model we constructed consists of a set of ITG mechanisms patterns regarding nine ITG factors. 

2 
Problem relevance was achieved by determining the relevant ITG mechanisms to be implemented 
according some organizational contexts as acknowledged and motivated by De Haes and Grembergen 
[10]. 

3 
Design evaluation was achieved by doing a rigorous evaluation of our artifacts. This evaluation was done 
through the appraisal of the scientific community and by strictly following the guidelines of DSR. 

4 
Research contribution was achieved through the results of this research activity. These results help to 
improve ITG implementation successful providing ITG mechanisms patterns for specific organizational 
contexts. 

5 
Research rigor was fulfilled by the use of various methods and data collection summarized in previous 
sections. 

6 
Design as a search process is not an easy guideline to fulfill because there are no other competing 
approaches as we proved in Section 4.1. Likewise, as we stated, our solution is not a cookbook to be 
followed but a set of ITG mechanisms patterns that organizations must be aware of. 

7 
Communication of research was fulfilled by communicating the results of this study through the 
submission in reputable international conferences. 

7 Conclusion 

After the CSs analysis, it becomes clear that there are a set of ITG mechanisms that 
are comprehensively implemented by organizations. So far 26 ITG mechanisms 
patterns (only 5 were shown) were elicited, each one according to a specific 
organizational context characterized by the ITG factors. This research main 
contribution is the elicited ITG mechanisms patterns that can be viewed as the 
minimum baseline of mechanisms for each respective organizational context.  Such 
baseline may be used by organizations to prioritize the ITG mechanisms needed for 
ITG implementation. 

The mechanisms 3, 10, 26 and 29 are the most common among the elicited patterns 
and the mechanism 10 is even present in all the 26 patterns.  

Of course our research has some limitations as well. The chosen factors are not 
static and other factors can be considered in the future as well. Plus, ethic, maturity 
and trust should be further detailed for more comprehensive analysis. Finally, 
although our difficulty in find good IT CSs among the literature, this process should 
be a continuous work and more CSs may be considered in the future. 

For future work it will be very interesting to analyze whether the successfulness of 
the CSs, in order to conclude if these patterns should be reused in similar 
organizations. Furthermore, we intend to perform some real-world CSs in a near 
future to test some of our proposed theories. Finally, more interviews should also be 
performed in order to increase the practitioner’s viewpoint. 
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Abstract. We present a novel approach to modeling business objectives
(strategies) and a novel notion of alignment between strategy and service
models leading to the successfully deployed ServAlign tool that supports
automated alignment analysis.

Keywords: business objective modeling, intentional service design,
strategic service alignment.

1 Introduction

The central role of the notion of business objectives in the theory and prac-
tice of management has long been recognized. A framework, methodology and
supporting toolkit for strategic service alignment underpins services manage-
ment in a variety of ways. The ability to assess alignment between the set of
service offerings of an organization and its strategic objectives is critical as a
”correctness check” for its operations. Alignment checking can help reveal un-
realized strategies (i.e., strategies for which no operational support exists within
the organization). It can also reveal redundant services (i.e., services that do
not support any strategic intent). Alignment can provide the basis for service
design by using the strategic landscape of an organization to guide the design of
its services. The re-alignment of services to an altered strategic landscape pro-
vides the machinery for organizational response to dynamic business contexts.
The alignment of strategies and business functionality has received considerable
recent attention [1,2,3,4,5] but much remains to be done on 3 counts: (1) Offer-
ing a richer vocabulary for describing business objectives (2) Offering a formal
definition of correlation (or alignment) between service designs and business ob-
jectives and (3) Developing automated support for the analysis of correlation
or alignment. TheServAlign framework addresses these challenges. The tool has
been implemented and evaluated successfully in industry contexts (tool and eval-
uation details, plus comparison with related work, ommitted here due to space
constraints, can be found at www.uow.edu.au/∼aditya/servalign).

2 A Business Objective Modeling Language

We present a high-level Business Objective Modeling Language (BOML) (in the
following we will use “business objective” and “strategy” interchangeably) in the
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following. Its expressive adequacy was validated via analysis of a large number
of examples of corporate strategy documentation in the published literature, as
well as about 11 actual strategy documents.
We view a business objective model as a set of business objective statements con-
taining the following:
(1) A goal: Goals are descriptions of conditions that an organization seeks to
achieve (e.g., “Our corporate strategy is to be the market leader in mobile hand-
sets”).
(2) A measure (objective function or constraint): An objective function
is a construct used in operations research techniques to define what the pre-
ferred or optimal solution(s) to an optimization problem might be. These are
typically articulated as maximize f or minimize f, where f is a function defined
on the decision variables (using which the constraints that feasible solutions are
required to satisfy are also written). Our analysis of a large number of actual
corporate strategy documents, as well as the management literature, suggests
that strategies involving corporate performance measures (such as those found
in the Balanced Scorecard framework) or key performance indicators (KPIs) are
articulated in the form of maximization or minimization objectives (e.g., “Our
strategy is to maximize customer satisfaction”). Business objectives involving
performance measures are sometimes written as constraints. These might occur
directly or may obtain from the transformation of an objective function into a
constraint via the introduction of a threshold on the value of the function (e.g.,
one way to articulate a strategy to minimize average customer wait times at a
customer care center is to agree that this strategic objective would be satisficed
if the average customer wait time was 3 minutes or less). Business objectives
thus articulated lead to 2 distinct ontological constructs: (1) objective functions
and (2) constraints.
(3) A plan: A plan is a set of goals together with a set of sequencing and
related coordination constraints. In the general case, a plan can be as complex
as a process model (with conditional split-join constructs), but our analysis of
a number of corporate strategy documents suggests that strategies are typically
articulated at a very high level of abstraction, where control structures more
complex than linear sequencing are almost never required.. In this paper, we
will view plans only as linear sequences of goals (e.g. “Our strategy is to first
gain market acceptance in NZ, then position ourselves in the UK market, then
use the UK market credibility to enter the Australian market”). There are three
steps (goals) in this strategy, connected via a linear sequencing relation.

In order to relate business objectives with service designs, we will need to
refine business objectives to a point where they are expressed in a vocabulary
that (approximately) matches that in which services are represented. In the
following, we will refer to strategies formulated as functional goals and plans as
functional strategies.

Objective function refinement: In an optimization problem, we seek values for
a set of decision variables, such that these satisfy a set of constraints on the
decision variables, and the value of an objective function is either maximized or
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minimized. One can view the process of computing an optimal solution as search
through a space of feasible solutions (i.e., solutions which satisfy the set of con-
straints) in a manner guided by the objective function (which tells us which
amongst a set of feasible solutions is most preferred). An objective function thus
(implicitly) provides a preference relation on a set of solutions. In our setting,
these solutions are not feasible (constraint-satisfying) assignments of values to
decision variables - instead they are alternative realizations of functional strate-
gies (i.e., mappings from functional strategies to sets of services). For now, an
objective function will be semantically viewed (note that the syntactic represen-
tation remains unchanged) as a set of pairs {〈S1, S2〉, 〈S2, S3〉, . . .} where each
pair of the form 〈S1, S2〉 is a statement of preference over sets of services (in this
instance, that the set S1 is preferred to the set S2. In the following, we will re-
quire a notion of consistency of a set of objective functions. Objective functions
O1 and O2 are inconsistent if and only if there exists a pair of solutions S1 and
S2 such that S1 is preferred over S2 by O1 and the reverse holds under O2 (note
that this notion of consistency in contingent on the available set of solutions -
O1 and O2 may be consistent given one set of solutions, but inconsistent given
another). Formally, a refinement of an objective function F into a set of objective
functions {f1, f2, . . . , fn} is valid if and only if: (1) For any 〈s1, s2〉 ∈ F , there
does not exist any 〈s2, s1〉 ∈ fi for any i. (2) F ⊆ f1 ∪ f2 ∪ . . . fn. (3) There does
not exist any F ′ ⊂ {f1, f2, . . . , fn} such that F ⊆

⋃
F ′. (4) {f1, f2, . . . , fn} is

consistent. The first condition in this definition ensures that the refinement of
an objective function does not make statements of preference that contradict the
parent objective function. The second condition states that all of the preferences
statements implicit in the parent objective function must also be made by the
combination of the refined objective functions (i.e., no statement of preference
goes missing as a consequence of refinement). The third condition requires that
the refinement is non-redundant, i.e., no objective function is included in the
refinement that does not contribute to ensuring that all of the preference state-
ments in the parent objective function are included in the refinement. Finally,
we require the refined set of objective functions to be consistent.

In many situations, an objective function of the form maximize x can be re-
fined to obtain {maximize y,maximize z}, based on the observation that x = y+z.
Other commonly occurring patterns exist, e.g., maximize x refined to obtained
{maximize y, minimize z }, based on x = y/z. If the variables in question are
constrained to take on positive real values (as is typically the case with most
QoS metrics), then refinements such as these are guaranteed to satisfy the se-
mantics above. There are situations, however, where the explicit application of
these semantics can be used to detect invalid refinements. Consider two services
S1 and S2, in a setting where services are characterized by QoS measures m1,m2

and m3, all of which we seek to maximize. Assume that m1 is a somewhat more
abstract QoS metric than the other two, such that in most (but not all) set-
tings, the following holds: m1(S) = m2(S) + m3(S), for some service S. If we
erroneously refine the objective function maximize m1(S) to obtain {maximize
m1(S),maximize m2(S)}, we may end up with an anomalous situation where
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m1(S2) < m1(S1) and m2(S2) < m2(S1), but m3(S1) < m3(S2). The applica-
tion of the semantics above helps detects situations such as these. The ServAlign
toolkit is designed to support such checking.

Following the KAOS framework, we define a refinement of a goal G into a
set of sub-goals {g1, g2, . . . , gn} to be valid if and only if (we assume here that a
set of goals refers to the conjunction of its elements): (1) g1 ∧ g2 ∧ . . . ∧ gn �|=⊥,
(2) g1 ∧ g2 ∧ . . . ∧ gn |= G and (3) G′ �|= G for any G′ ⊂ {g1, g2, . . . , gn}. Note
that the refinement of strategies articulated as constraints is identical to the goal
refinement machinery above.

We require a notion of goal (or effect) accumulation in order to define plan
refinement. Plan refinement involves the refinement of the constituent goals, but
with the proviso that these sub-goals are also appropriately sequenced and that
the cumulative effect of achieving these goals in the specified order leads to
the achievement of the parent goal. We assume without loss of generality that
goals are represented in conjunctive normal form (CNF) as prime implicates.
Given two goals g1 and g2 (now viewed as sets of clauses) such that g1 is se-
quenced before g2 in a plan, the cumulative goal achieved by the achievement of
these two goals in sequence is given by the pairwise goal accumulation function
acc(〈g1, g2〉) = g2 ∪ {g′1 | g′1 ⊆ g1, g

′
1 ∪ g2 is satisfiable and for any g′′1 where

g′1 ⊂ g′′1 ⊆ g1, g
′′
1 ∪ g2 is unsatisfiable}. We use this to define a goal accumulation

function over a sequence of goals, Accm(〈g1, g2, . . . , gn〉). If Plan = 〈g1, g2〉, then
Accm(Plan) = acc(Plan). If Plan = 〈g1, g2, . . . , gn) is a sequence with more
than two goals, then Accm(Plan) = acc(Accm(〈g1, g2, . . . , gn−1〉), gn). Note,
acc and hence Accm are sets of sets of clauses in general (accumulation of goals
may lead to multiple mutually-exclusive non-deterministic outcomes). The re-
finement of a plan P = 〈g1, g2, . . . , gn〉 to a sequence of sub-plans
〈〈g11, g12, . . . , g1p〉, 〈g21, g22, . . . , g2q〉, . . . , 〈gn1, gn2, . . . , gnr〉〉 is valid if and only
if: (1)For each gi ∈ P , {gi1, gi2, . . . , gis} is a valid (goal) refinement of gi. (2) For
every e ∈ Accm(P ), there exists an
e′ ∈ Accm(〈g11, g12, . . . , g1p, g21, g22, . . . , g2q, . . . , gn1, gn2, . . . , gnr〉 s.t. e′ |= e
These semantic constraints on valid strategy refinements can be leveraged in
three ways in the ServAlign toolkit. First, it provides a means of generating
strategy refinements in an automated fashion that is correct with respect to
these semantics. Second, it provides a mechanism for checking user-generated
refinements. Finally, it provides the basis for generating a library of strategy
refinement patterns that a user may potentially use.

3 Strategic Service Alignment: Foundations

A strategic service architecture consists of:
(1) A strategy model: A 4-tuple 〈Goals, P lans,Objectives, Constraints〉. We
will assume that strategies at varying levels of abstraction are related via a set
of strategy refinement links.
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(2) A services model: This consists of a set of business services (we require that
these be represented, at a minimum, in terms of formal post-conditions and QoS
constraints). We do not consider the sub-structure of services in this paper, or
control flow relations between them (these are addressed elsewhere). (2) A set
of strategy-service realization links: These relate strategies to the services that
realize them and can be of two kinds: basic realization links (which directly asso-
ciate strategies, at the most refined level, with services) and derived realization
links (such a link would associate a strategy to a service via a refinement of the
former, which be directly related to the latter via a basic realization link).

We will refer to any strategy associated with a service via a realization link as
a strategic antecedent of the service. Let ConServ be the set of QoS constraints
described in any service contained in a set of services Serv (we assume a uniform
global vocabulary for QoS variables). A set of services Serv ismore preferred than
another set Serv′ under a set of consistent objective functions O if the value of
the optimal solution of the optimization problem 〈f, ConServ〉 is greater than
the value of the optimal solution of the optimization problem 〈f, ConServ′〉, for
every distinct objective function f in O (assuming, without loss of generality,
that every objective function is a maximization objective). Given a consistent
set of objective functions O, and given a functional strategy Str, an optimal
realization of Str relative to O is any subset Serv of the set of available services
such that Serv realizes Str and for any alternative subset Serv′ of the set of
available services that might also realize Str, Serv′ is less preferred to Serv under
O. Basic realization links are established using the following machinery: (1) A
set of services {s1, s2, . . . , sn} realizes a goal g if and only if it is a minimal (with
respect to set inclusion) set of services such that Postcond(s1)∧Postcond(s2)∧
. . .∧Postcond(sn) |= g. (2) A set of services realizes a plan if and only if it is the
minimal set of services (i.e. there is no subset that achieves the same condition)
that realizes each of its constituent goals. (3) A set of services Serv realizes an
objective function f if and only if, for each strategic antecedent Str of a service
in Serv that is not an objective function or constraint, the optimal realization
of Str relative to f is included in Serv. (4) We will use a constraint negation
operator (using the standard negation symbol ¬) which asserts the negation of
the associated constraint predicate. Thus, ¬(x < 20) is x ≥ 20, and so on. A set
of services Serv realizes a constraint c iff ConServ ∪ ¬c is unsatisfiable. Testing
the satisfiability of a set of constraints thus obtained can be done using standard
constraint solving techniques.

We will require a notion of internal alignment of a strategy model. A strategy
model 〈Goals, P lans,Objectives, Constraints〉 (a 4-tuple consisting of the sets
of goals, plans, objective functions and constraints respectively) is aligned iff: (1)
Goals ∪ {Accumulate(p) | p ∈ Plans} is satisfiable, and (2)Constraints is sat-
isfiable and (3)Objectives is consistent. We note that satisfiability checking for
Constraints will require the use of constraint solvers (simple solvers for linear
inequalities on reals will suffice for most cases, but more sophisticated solvers
may be required depending on the expressivity/complexity of the language for
defining constraints on QoS factors). We note that a similar model of internal
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alignment for the services model is not of interest. This is because there is no
requirement for concurrent execution of all of the services in a services model
(unlike the strategy model - where there is an implicit assumption that an or-
ganization seeks to concurrently achieve all of its strategies). It is reasonable,
therefore, for an organization to support a service which increases exposure to a
certain market and concurrently support another that reduces exposure to that
market - the crucial point is that these services are not executed concurrently.

Non-obstruction is another critical attribute of alignment. A service S ob-
structs a functional strategy Str under the following conditions: (1)If Str is a
goal, then postcond(S) ∪ Str |=⊥ or (2)if Str is a plan, then postcond(S) ∪
Accumulate(Str) |=⊥.

A strategic service architecture is aligned iff: (1)The strategymodel is internally
aligned. (2) Every user-specified strategy (as distinct from a strategy obtained via
refinement) is realized by some subset of the services model. (3) Every service in
the services model has a user-specified functional strategy as a strategic antecedent
(note that it would notmake sense to consider services that exist only to realize ob-
jective functions, and no functional strategy). (4) No service in the services model
obstructs any functional strategy in the strategy model.

Assessing strategic alignment involves progressive refinement of the user-
specified strategies until these use the same vocabulary as the services model.
At this point, the test for alignment of a strategic service architecture is ap-
plied. The critical question is: how do we decide when to stop refining strategies
any further? Ideally, when the concept vocabulary used for the most refined set
of strategies is included in the concept vocabulary used to define the services
model. The problem with this approach is that if the models were inherently
mis-aligned, we would continue strategy refinement without termination and
never find the required ontological match. Our approach, instead, is to leverage
the degree of ontological match. We iterate the strategy refinement step as long
as there is monotonic improvement in the degree of match between the resultant
vocabularies, and stop prior to the degree of match decreasing.
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Abstract. After visualizing data of various observational experiments on the 
way in which modelers construct process models, a promising process modeling 
style (i.e., structured process modeling) was discovered that is expected to 
cause process model quality to increase. A modeler constructs process models 
in a structured way if she/he is working on a limited amount of parts of the 
model simultaneously. This paper describes two cognitive theories that can 
explain this causal relation. Cognitive Load Theory (CLT) suggests that the 
amount of errors increases when the limited capacity of our working memory is 
overloaded. Cognitive Fit Theory (CFT) states that performance is improved 
when task material representation matches with the task to be executed. Three 
hypotheses are formulated and the experimental set-up to evaluate these 
hypotheses is described. 

Keywords: business process modeling, process of process modeling, structured 
process modeling.  

1 Introduction 

Between 2009 and 2012 several observational experiments were performed to study 
different characteristics of how subjects create process models (e.g., [1–9]). The focus 
was on relating properties of the process of process modeling to specific 
characteristics of, for example, a case description [6], the modeler [7], and the 
modeling result (i.e., the constructed process model) [4]. Therefore, every activity on 
the modeling canvas was recorded (e.g., create_activity, create_edge, move_activity, 
etc.) [1]. We were granted access to the data of these experiments to be able to study 
them in detail with the use of process mining techniques. 

We developed a way to visualize in a more accessible way the raw, uninterpreted 
data of single process modeling instances: The PPMChart [2] displays the recorded 
data of the modeling process for one modeling session (see Fig. 1). Each process 
model element that existed during the modeling process is represented by a horizontal 
time line. These lines are vertically sorted according to the order a liquid would reach 
the elements of the process model if it is converted into a flow network. On every 
line, the operations on the element it represents are displayed as colored dots that are 



 Cognitive Aspects of Structured Process Modeling 169 

placed according to the time of their occurrence. The color of the dot represents the 
operation on the element (e.g., create_activity in bright green, create_edge in blue-
green, create_gateway in dark green, etc.) 

 

Fig. 1. Example of a PPMChart 

Next, to be able to graphically discover reoccurring patterns, various PPMCharts 
were compared [2]. Each chart was supplemented with the quality measurement of the 
resulting process model (i.e., mainly soundness [10]). Three conjectures were 
formulated about the relation of specific properties of the modeling process to the 
quality of the resulting process model [4]. One of these conjectures involves the 
concept of structured process modeling. We call a modeling session highly structured 
if the modeler is working on a limited amount of process model blocks at the same 
time [4]. A process model block is defined as the collection of elements in two or 
more optional or parallel paths in the process model: i.e., a split construct, a matching 
join construct and all according nodes and edges of different paths between both 
routing constructs (see for example highlighted part of Fig. 1) [4]. The more process 
model blocks that are simultaneously under construction, the lower the degree of 
structuredness of the modeling process. 

In every dataset we studied, we discovered a highly significant non trivial relation 
between the degree of structured process modeling and the quality of the resulting 
process model [4]. Therefore, we will try (i) to explain why a structured process 
modeling style could lead to high process model quality, and (ii) to prove that a 
structured process modeling style causes higher process model quality. We refer to [4] 
for an overview of the metrics we use for the degree of structured process modeling 
and process model quality. 
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2 Theory 

In order to be able to explain why a structured process modeling style could lead to a 
higher quality of the resulting process model, in this section cognitive aspects of the 
processing capabilities of the human brain are addressed.  

According to [11] people have three types of memory: sensory memory, working 
memory, and long-term memory (see Fig. 2). People’s observations are firstly stored 
in the sensory memory for a very short period after which a selection of the 
information is automatically and unconsciously redirected to the working memory 
[12]. Next, the information is complemented with existing information from the long-
term memory which results in the storage of newly formed long-term information 
(i.e., transfer) and/or directly leads to specific performances (i.e., reflexes) [13]. For 
the construction of a process model, the information about observations concerning 
the process to be modeled is recollected in the working memory (i.e., organization) 
and combined with other useful knowledge from the long-term memory (i.e., 
retrieval). Examples of useful knowledge in the long-term memory are domain 
knowledge, knowledge about modeling, about the modeling language, etc. 

 

Fig. 2. Sensory memory, working memory and long-term memory 

The working memory has a limited capacity of seven plus or minus two ‘chunks’ 
of information [14]. The amount of information stored in one chunk depends on the 
expertise of the subject on the specific task. Our long-term memory is structured in 
schemas that consist of connected pieces of information. People considered experts at 
a certain task, generally store more information (larger schemas) and have more 
efficient access to this information (well-structured and well-connected schemas) 
[15]. Therefore, they can store more information in a single chunk of working 
memory (one schema of an expert provides access to more information than a 
novice’s schema). Thus, everybody’s working memory has about the same capacity, 
but differences are related to how efficiently people use the limited working memory. 

The efficiency with which our working memory is used is determined by the 
cognitive load of performing a task [15]. Three types of cognitive load exist: (i) 
intrinsic cognitive load (i.e., the amount of information needed to perform the task, 
depending on the task), (ii) extraneous cognitive load (i.e., the amount of information 
needed to interpret the input, depending on the representation of the task data), and 
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(iii) germane cognitive load (i.e., the remaining amount of information the subject 
needs to load in the working memory for performing the task, mainly depending on 
the expertise of the subject) [13]. CLT suggests that when people encounter a 
shortage of working memory they tend to make mistakes [15]. 

For a particular task and a particular task material representation, only the germane 
cognitive load influences people’s performance in the execution of the task. 
Moreover, as discussed before, experts occupy less working memory than novices to 
cover this germane cognitive load. However, it is not practical to only focus on the 
expertise of a subject in task performance to increase her/his effectiveness and 
efficiency, because training a novice to become an expert takes time. Hence, a 
technique that reduces the necessary amount of information to be stored at the same 
time in the working memory, is an appropriate candidate to improve a human’s 
effectiveness and efficiency to perform a certain task.  

Structured process modeling is a technique that encourages modelers to work on 
few elements of the process model at the same time. Therefore, we argue that less 
working memory capacity is needed to model in this way than when working on 
several parts of the model simultaneously. This explains why structured process 
modeling can cause process model quality increase. Requiring less working memory 
capacity reduces the chance of making errors [15] and leaves more space for other 
activities (e.g., lay-out), which, in turn, causes quality improvement [16]. 

There is another cognitive theory that influences the result of a modeling task. The 
Cognitive Fit Theory states that when the task material representation fits with the 
task to be executed, people tend to be more effective and more efficient in executing 
the task [17]. For example, a table representation of data is argued to fit better for 
solving questions that ask about facts, and a graph representation fits better for 
questions about insightful information derived from the data [18]. 

Previous research indicates that a breadth-first ordering, according to the process 
model to be constructed, of the descriptions of activities is related to a higher model 
correctness than a depth-first or random ordering [6]. Note that the structured process 
modeling technique is similar to a breadth-first modeling approach (i.e., first finish 
parallel paths (breadth) before working on the consecutive parts (depth). Therefore, 
we suspect that a breadth-first ordering of the task description, in combination with a 
modeling style akin to breadth-first modeling (i.e., structured process modeling), 
provides the benefits of cognitive fit, and would thus consolidate the effect of 
structured process modeling on process model quality. 

3 Hypotheses 

The discussed observations (in Section 1) and theories (in Section 2) inspired us to 
formulate next three hypotheses: 

H1: Structured process modeling relates to process model quality improvement. 
H2: The quality improvement will be higher for novices than for experts 

(expertise in the case domain, in modeling, and/or in the modeling language). 
H3: The quality improvement will be higher if the task representation fits with 

the technique (i.e., a breadth-first ordering of the task description). 
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4 Research Method 

In order to be able to corroborate the hypotheses, we plan to perform a double-blind, 
randomized, controlled experiment (see Fig. 3). The targeted subjects are a group of 
150 master students that take a Business Process Management course. The students 
will be randomly appointed to a treatment and a control group. The treatment group 
(T) will be instructed to model using the structured process modeling style. The 
control group (C) will have a fake treatment (half of them get no instructions, half of 
them learn a technique that can be considered as depth-first modeling). In each group 
(T and C) an equal amount of participants will receive a breadth-first sorted, a depth-
first sorted, and a randomly sorted task description.  

The session will start with a short tool tutorial and a pre-test case to determine 
initial degree of structured process modeling (ST1, SC1) and process model quality 
(QT1, QC1). Next, the instructions of the treatment and fake treatment will be given. 
Finally, the experiment case has to be solved by the participants and the altered 
degree of structured process modeling (ST2, SC2) and process model quality (QT2, 
QC2) will be measured. We can check if the treatment had effect through the 
comparison of the degree of structured process modeling before and after treatment.  

The hypotheses can be evaluated using the process model quality measurements in 
different subgroups before and after the treatment. To investigate H1, the results of T 
and C should be compared (75 students each). H2 can only be studied if there are 
enough domain experts for the particular cases among the students or by comparing to 
results from new experiments with more experienced subjects. For H3, the students 
from T with a breadth-first ordered text (25 students) can be compared to the other 
students in T (50 students), and with the part from C that has received a depth-first 
ordered text and the depth-first modeling instructions (13 students). 

 

Fig. 3. Experiment set-up (S: structuredness, Q: quality, T: treatment group, C: control group) 
Fake treatment: depth-first modeling in one session (Ca), extra exercise in other session (Cb) 

Pre-test: case 1
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Abstract. In this paper we present some cognitive guidelines to move
from higher degrees of abstraction to lower, more concrete degrees of
abstraction, and reciprocally. For a time, in Requirements Engineering
this approach was called the top-down method and it was intended to
be used as a general method in the first steps of specifying a system:
the whole application was decomposed using this method. In everyday
analysis and design, it continues to be a fundamental way of separation
of concerns, applying the motto of divide and conquer. In order to divide,
we must visualize the whole system in terms of lower level components:
processes, use cases or user stories. But the important question is that
zooming in can not start –in Requirements Engineering– at every level
but at a given level of abstraction, usually at the level where some event
will trigger the execution of some processes: such is the case of user
stories and use cases. Another important issue we want to stress is the
essential role that stories play in our cognition: this is why user stories
–as well as use cases– have been and continue to be intensively used in
software development.

Keywords: zooming in, zooming out, decomposition, abstraction level,
top-down.

1 Introduction

The traditional structured analysis and design methods which appeared in the
last ’70 promoted –for requirements engineering– the top-down method, which
allowed to move from higher levels of abstraction to intermediate ones and fi-
nally to lower levels of abstraction. This idea, inherited from the structured pro-
gramming field, had the underlying conception that moving between abstraction
layers was something that we could arbitrary do without any limitation.

Unfortunately for the top-down method, some authors [22] detected it was,
in fact, a myth. In fact, the method can be applied by analysts when they have
already gained experience with previous similar systems they have already an-
alyzed and designed (at least in the early steps), so they are, in fact, applying
their previous knowledge and are not discovering the internal structure of new
systems by going top down. Analysts had, this way, the delusion of applying
a real method instead of observing that they were working using their skills

X. Franch and P. Soffer (Eds.): CAiSE 2013 Workshops, LNBIP 148, pp. 174–185, 2013.
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and retrospectively adjudicating the success to the supposedly well established
top-down method.

In Imaz [10] we stated that:

Starting at a high level, we conceive a whole large system implying com-
position by other subsystems. We are a long way from basic-level cate-
gories. It is at this level where there is a risk of loosing one’s way, as
Ed Yourdon ([22], p. 360) has pointed out in relation to the top-down
problem: “analysis paralysis,” the “six analyst” phenomenon, or the “ar-
bitrary physical partitioning”. Yourdon’s proposal is to use a middle-out
method, in which the middle is closer to basic-level categories, and from
where to go down and up looking for concepts that fit the analysis pur-
pose better (see fig. 1). Moreover, somebody who successfully applies the
top-down method is a person who has sound skills in the specific domain
that one is working on. [10] p. 86

Fig. 1. Two different movements: bottom-up and top-down

What Yourdon pointed out about top-down method was in line with the cat-
egorization theory that Eleanor Rosch established in the mid-1970s, for which
she tried to offer an empirical foundation. One important result of Rosch’s [12]
[16] work is the concept of basic-level categories. Basic-level categories are at
a middle level of abstraction. They refer to subcategories or category members
that have a special cognitive status: that of being a best example.

Basic-level categories are basic in a number of respects. From a perceptual
point of view, basic-level categories map to an overall shape, to single images
with fast identification. From a functional point of view, basic-level categories are
associated with a general motor program –the way in which our brains control
our movements– for using, for example, chairs and tables. In terms of mental
images, we can form a general mental image of basic-level categories like chairs
or dogs. But we cannot form a mental image for superordinate categories like
furniture or animals.
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Matching the points raised by Yourdon (what we can categorize are processes
at an intermediate level, which are launched by some concrete events), in the
middle ’90 was coined the concept of use case and with the Agile movement
appeared a similar construct: that of user stories. Both constructs appear as
solid basic-level categories –at an intermediate level– and their success until now
provide the empirical evidence that they are solid requirement engineering con-
structs due to this intermediate level conceptualization. In the following sections
we will give some additional cognitive arguments and foundations.

2 Cognitive Semantics

In this section we will show how the concept of use case is based on some cognitive
semantics’ ideas of perspective, viewpoint, focusing and so on.

Leonard Talmy states that Cognitive Semantics is the study of the way con-
ceptual content is organized in language. In Talmy’s view, a sentence (or other
portion of discourse) does not objectively represent its referent scene –the rep-
resented scene is not something out there in the world–, but it evokes in the
listener a cognitive representation, defined as an emergent, compounded by var-
ious cognitive processes out of the referential meanings of the sentence elements,
understanding of the present situation, general knowledge, and so on [19] p. 93,
note 2.

Historically, science has tried to show its objectivity eliminating the subject
from the scientific discourse. The same effort has been assumed by the software
engineering community when using a disembodied discourse, but this intention
is unmasked when analyzing in detail some conceptual structures in which the
subject surreptitiously reappears, as –for example– the concept of perspective
implies an object and a subject and the concept of focusing implies that the
subject is using his visual capacity (as Langacker defines it: ”what we choose to
look at” [13]).

Another aspect of cognitive semantics is that the conceptual structure is em-
bodied, that is, the nature of the human mind is largely determined by the form
of the human body. But the form of the human body must be understood in a
broad sense, meaning the human being in an environment, in a given situation
–cultural, social, and so on– as some concepts of CS imply.

In terms of literary analysis it is said that a narration has a content but,
equally important, it has also a style. Analyzing the question from the point of
view of Cognitive Semantics (in particular, Langacker’s Cognitive Grammar), it
can be stated that:

In viewing a scene, what we actually see depends on how closely we
examine it, what we choose to look at, which elements we pay most at-
tention to, and where we view it from. The corresponding labels I will
use, for broad classes of construal phenomena, are specificity , focus-
ing , prominence, and perspective. They apply to conceptions in any
domain. [13] p. 66 (bolds in the original)
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Associated with the concept of scene, for example, we have the concepts of
focusing, perspective and so on. It is evident that a perspective implies a sub-
ject observing a scene from a given point of view, that is, a subject in a given
situation.

The concept of perspective allows us to make a difference between observing
a computer system in the organization or observing the enterprise itself, and
conceptualizing the internals of the computer system or the business processes
running into the enterprise. The concept of perspective is represented in (Fig. 2):

Fig. 2. Two different scenes: the enterprise and two systems into a computer

When focusing on the computer system we need additional concepts in order
to use different categories applied to the same system. Besides what we choose
to look at –focusing– we need to take into consideration which elements we pay
most attention to or prominence, in particular one sort of prominence: profiling.
Langacker states that:

As the basis for its meaning, an expression selects a certain body of con-
ceptual content. Let us call this its conceptual base. Construed broadly,
an expression’s conceptual base is identified as its maximal scope in all
domains of its matrix (or all domains accessed on a given occasion).
Construed more narrowly, its base is identified as the immediate scope
in active domains –that is, the portion put ‘onstage” and foregrounded
as the general locus of viewing attention. Within this onstage region, at-
tention is directed to a particular substructure, called the profile. [13] p.
66 (bolds in the original)

Langacker illustrates the concept of profile using the week example. The concept
of week is a seven-day cycle, which is the base and may be profiled in different
segments called Monday, Tuesday, Wednesday, etc.



178 M. Imaz

In our example, one conceptual base is the computer system and the profile
may be a process or a data flow –a particular substructure– or an object in
another profile. That is, the same conceptual base may be considered in terms
of different profiles: data flows and processes or objects, for example.

Both ways of categorizing the computer system are different types of concep-
tual integrations or blends of mental spaces. The concept of mental space refers
to partial cognitive structures that emerge when we think and talk ‘allowing a
fine-grained partitioning of our discourse and knowledge structures’. [6] A con-
ceptual integration or blend [7] [10] is an operation that could be applied to a
couple of input spaces, which gives as a result a blended space or blend. The
blend receives a partial structure from both input spaces but has an emergent
structure of its own.

On the other hand, a conceptual base such as a business process, may be pro-
filed in terms of tasks, decision points, etc., or may be also profiled as use cases,
that is, subsets of the business process in which some actors –users– interact
with software components in order to achieve a goal.

3 The Essential Role of Stories

The same way that use cases are based on some cognitive processes, use stories
are also based on an important cognitive concept: that of stories. There is an
extensive literature about the significant role of stories in cognitive sciences. Even
business reviews like Harvard Business Review have published many articles
about stories [4] [17] in the last years. The reason for not having paid enough
attention to stories reflects prejudices about literature and its non scientific
nature.

In the mid-nineties, Turner [20] and Fauconnier have developed some obser-
vant theories about stories and mental spaces. In particular, Turner has illus-
trated how an aspect of our mind –the literary side– provides us a knowledge
that sometimes lacks a more scientific discipline.

The literary mind is not a separate kind of mind. It is our mind. The lit-
erary mind is the fundamental mind. Although cognitive science is asso-
ciated with mechanical technologies like robots and computer instruments
that seem unliterary, the central issues for cognitive science are in fact
the issues of the literary mind.
Story is a basic principle of mind. Most of our experience, our knowl-
edge, and our thinking is organized as stories. The mental scope of story
is magnified by projection –one story helps us make sense of another.
The projection of one story onto another is parable, a basic cognitive
principle that shows up everywhere, from simple actions like telling time
to complex literary creations like Proust’s A la recherche du temps
perdu. [20] p. V (bolds are italics in the original)

Turner continues telling us that his book is an attempt to show how wrong
the common view is and to replace it with a view of the mind that is more
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scientific, more accurate, more inclusive, and more interesting, a view that no
longer misrepresents everyday thought and action as divorced from the literary
mind.

We constantly witness at stories that involve actors engaged in bodily actions,
that is, small stories of events in space: the wind blows clouds through the sky,
a child throws a ball, a girl pours water from a glass.

When we watch someone sitting down into a chair, we see what physics cannot
recognize: an animate agent performing an intentional act involving basic human-
scale categories of events like sitting and objects like chair. So what we, as
human, additionally see is the intention of sitting in the animate agent.

In Requirements Engineering, the same idea of stories has been resumed in
the agile movement, to the point that Leffingwell ([14] p. 56) points out that
“the teams backlog consists of all the work items the team has identified. In
the meta-model, we generically call these work items stories (some call them
backlogs or backlog items)”. The author, before using the concept of user stories
defines generically stories as a work item.

These basic ideas of stories are resumed in the concept of user stories. A user
story –used for requirements elicitation in agile and lean methods– is a particular
way of describing functionality that will be valuable to either a user, developer or
purchaser of a system or software. User stories are composed, in agile methods,
of three aspects [2] p. 4:

• a written description of the story used for planning and as a reminder
• conversations about the story that serve to flesh out the details of the
story

• tests that convey and document details and that can be used to determine
when a story is complete

These three aspects are also called Card, Conversation, and Confirmation. The
Card may be the most visible manifestation of a user story, but it is not the most
important. It represents customer requirements rather than document them.
This is the suitable way to think about user stories: while the card may contain
the text of the story, the details are worked out in the Conversation and recorded
in the Confirmation.

It is important to point out that conversations are not a detailed specification
of the user story, but are merely general points that act as reminders in order
to later resume the details of the story.

Conversation represents a discussion between the development team, cus-
tomer, product owner, and other stakeholders, which is necessary to determine
the more detailed behavior required to implement the intent. In other words, the
card also represents a “promise for a conversation” about the intent. [15], p. 5.

According to a proposed template to create user stories, each story can be
written in the following format:

I as a (role) want (function) so that (business value)
In the previous section we have seen that an expression selects a certain body

of conceptual content: the conceptual base. But attention may be directed to a
particular substructure, the profile.
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4 Basic Level Candidate Elements

In this section we intend to show why use cases and user stories are at a basic
level of categorization. We may consider three types of scenes when viewing
a system: the system itself, viewed from an external perspective; the classical
internal perspective, used in the old top-down method (on which ovals correspond
to subprocesses) or in modern views based on UML views and the scenario
perspective, used on use cases and user stories perspectives.

Fig. 3. Two different scenes: the enterprise and two views of the system

In classical approaches –as the top-down or previous– the external perspec-
tive represents the system such as called by its name. In Langacker’s terms,
we are focusing– what we choose to look at– on the system from an external
perspective –where we view it from.

But while in classical methods we started doing a zooming in –going directly
to an internal perspective– to see the components of the system, in modern ap-
proaches –use cases and user stories– we do a zooming out to cover the users
involved. This makes both pieces of elicitation essential elements in require-
ments engineering, as they are the equivalent of basic-level categories in cognitive
semantics.

The question would be: why use cases and user stories are the basic-level
categories in requirements engineering? Because they are connected to bodily
motor schema: those of interacting with machines, devices and particularly, dig-
ital devices. We can easily imagine interactions with pieces of software but not
with abstract subprocesses that constitute the whole system we are going to
implement. In use cases and user stories somebody –the actor or the user– is the
agent that triggers processes in order to obtain some valuable results.

They essentially decrease the complexity in terms of abstraction, as when as-
sociated to bodily experience, there is a more direct visualization of requirements
in terms of previous similar digital devices. Another argument in favor of consid-
ering use cases and user stories as such basic-level categories is the generalized
use of them in most classical, agile and lean developments.

Another important reason is the direct communication obtained with final
users and the ease with which they understand the goal of such stories.
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Even if both use cases and user stories may be defined as a scenario perspec-
tive, there are some differences. The main is the profile, the particular substruc-
ture to which is directed the attention: while in user stories we pay attention to
the user and his intention (goal or business value) such as can be seen in Fig. 4,
in use cases the attention is directed to the technical structure specification.

Sometimes we say that user stories are business directed but use cases are
system directed. In fact, some authors define two types of use cases: Fowler, for
example, recognizes that a system use case is an interaction with the Software,
whereas a business use case discusses how a business responds to a customer or
an event [8], p. 103.

Fig. 4. In user stories the attention is directed to the user

5 Use Cases vs. User Stories

It would be interesting to consider aspects of both constructs. Leaving aside
the different profiles between user stories and use cases (paying attention to
the user or to the technical aspects) the other major difference is the degree of
specification. When zooming in a user story, we may find some points that are
not stated in a procedural way. In [5] we have some stories and conversations.
One of them is the story:

As a Creator, I want to upload a video from my local machine so that
any users can view it.

Conversation is an open dialogue between all the team members and the client.
Anyone can raise questions, ask for things to be clarified, and the answers can
be recorded down as bullet points for later reference.

• The “Upload” button will be a persistent item on every page of the
site.
• Videos must not be larger than 100MB, or more than 10 minutes

long.
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• File formats can include .flv, .mov, .mp4, .avi, and .mpg.
• Upload progress will be shown in real time.

As we can observe, these are points to be remembered, but are not a specification
in natural language. They are part of a collective memory: team members and
user stories.

On the other side, use cases have an associated structured template where to
include a specification. In the template there are sections as: use case title, pri-
mary actor, level, precondition, postcondition, main success scenario, extensions,
etc.

In this differentiation between user stories’ and use cases’ internals, the inten-
tions of the team members are critical , as we can see in Fig. 5. A collaborative
organization –such as in agile or lean teams– allows some decisions and specifica-
tions to be deferred until the moment they will be implemented. It is the case of a
just-in-time implementation, considering each of the points of the conversation.

Indeed, in use cases the team group has decided to postpone the implementa-
tion to a later time, for different team members, as it usually occurs with more
classical development processes. And in such a case the right decision is to spec-
ify the use cases in order to get the right implementation. When zooming in a
user story we find some comments in the form of points to consider, and when
zooming in use cases we find structured specifications in a procedural mode.

Fig. 5. The intentions of the team members are critical

Even if we limit –in this paper– the scope of use cases to agile and lean
methods, we must remember that use cases were incorporated in the Rational
Unified Process, a classical development method. We must also remember that
use cases are also applied to large and complex systems, as exposed by Rotem-
Gal-Oz [18]. But, unlike the purpose of Rotem-Gal-Oz ([my] paper is not about
explaining why use cases should be used for enterprise requirements analysis),
our aim is clearly to explain why use cases should be used.
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6 Conclusions

In the early ’70 Dahl, Dijkstra and Hoare published Structured Programming [3],
where the authors already stated that the only efficient way to deal with com-
plicated systems is in a hierarchical fashion. The dynamic system is constructed
and understood in terms of high level concepts, which are in turn constructed and
understood in terms of lower level concepts, and so forth [3], p. 176. The previ-
ous year, Wirth [21] had published a paper where he proposed that the program
is gradually developed in a sequence of refinement steps. This is the essence of
what was later named the top-down method.

In the following years, this approach was rapidly generalized to design and
analysis, in what was called structured design and analysis. The problem with the
approach is that it was not scalable to the analysis and, in particular, to zooming
in from the higher level of abstraction –the system or software– to an interme-
diate level, as stablished by Yourdon when he points out the “analysis paraly-
sis,”the “six analyst” phenomenon, or the “arbitrary physical partitioning”.[22].

In the early ’90 was formulated the concept of use case and in these same years
appears the agilemovement, which coined the concept of user stories. The long and
strong history of these constructs –twenty years for use cases– is an empirical evi-
dence of their success and that they are at the right level of abstraction: basic level.

A cognitive point of view about two of the most frequently used constructs of
Requirements Engineering shows that this popularity is due to certain cognitive
foundations. One important aspect of user stories and use cases is that they
both are packages of requirements determining a useful purpose for the user.
The other important point we have seen here is that both are at an intermediate
level of abstraction, corresponding to what has been named basic-level categories
in cognitive sciences.

The important fact is that basic-level categories are closely linked to motor ca-
pacity, which makes them immediately understandable: the bodily motor experi-
ences are those of interacting with machines and devices, so there is a direct pro-
jection from the bodily –concrete– experience to the requirement artifacts we are
defining. If we zoom in –in terms of a classical top-down method– to more details,
we get complex sets of isolated requirements that need to be packaged into mean-
ingful units that help to give them somemeaning. But zooming in –in terms of user
stories– we get conversations and the confirmation (test case) or, in terms of use
cases, a semi-formal specification, depending on the applied profile.

This is the reason of their popularity and the long and solid life they have
maintained through many years in agile and lean methods. Above these con-
structs may be some abstract components, derived from the aggregation of user
stories (or use cases) that can accommodate to more general categories. The
top-down approach called these abstract components subsystems or processes
in general. Such components may be rebuild from use stories or use cases using
a zooming out movement (Yourdon proposed to speak of middle-out method,
from which we move bottom-up) and categorizing them as bigger groups, but
they can not be discovered as the top-down method sometimes intended to do.
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As future work, we plan to evaluate the possibility of extending the concept
of use case –as based on human body schemas– to more formal constructs, such
as used in complex systems like operating systems, mission critical systems,
etc. Operating systems, for example, are based on concepts like tasks, jobs or
commands. Considered in detail, these concepts are metaphorical extensions of
human activities and we may investigate the concrete activities which constitute
the source mental space of such metaphors. The immediate observation we can
make is that tasks are most likely abstract views of use cases, in which actors
correspond to events that trigger the tasks, the task itself correspond to a use
case and the result of the execution is common to both constructs.

As Turner says: in our small stories, we distinguish objects from events, objects
from other objects, and events from other events. We categorize some objects as
belonging to the category person and other objects as belonging to the category
chair . [20] pp. 14-15 (bolds are italics in the original). That is, what is involved
in stories, generically, are objects and events.
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Abstract. Deployment architecture is an important part of the software devel-
opment lifecycle. Our preliminary research indicates that the process of con-
structing the deployment architecture holds several challenges which, if not 
properly met, may hinder the success of the project and result in low customer 
satisfaction. In this ongoing research, we analyze this process in different firms, 
in an attempt to understand its challenges towards proposing strategies for its 
improvement. To this end, we collected data via 25 questionnaires at a global IT 
firm, and 12 in-depth interviews with architects from 10 firms. Analyzing the 
data qualitatively, through the lens of distributed cognition theory, helped us to 
understand the structure and flow of this multiple-stakeholders process and 
identify common potential pain points and challenges that need to be addressed. 

Keywords: deployment architecture, distributed cognition, qualitative research.  

1 Introduction 

Deployment architecture is an important part of the software development lifecycle. 
Its purpose is to bridge the gap between the requirements of the capabilities and the 
solution delivered and installed at the customer`s site [1]. It is defined as "allocation 
of the system’s software components (and connectors) to its hardware hosts" [2, p.1], 
and highly influences the quality of service (QoS) [2].  

Since the deployment solution involves adjusting the product to the customer`s 
needs and environment, it has a major effect on customer satisfaction of the product 
[3]. Several empirical studies have examined the deployment process, mostly focus-
ing on creating the deployment architecture and understanding its requirements [4]. 
Deployment architecture concerns that are not widely inquired include the challenges 
along different phases of the deployment process and the different tools and support 
the service architect (who creates the architecture, hereafter referred to as the archi-
tect) can rely upon. These concerns may influence the decisions made by the architect 
while constructing the deployment architecture solution and specifically, the compo-
nents selected to be part of this solution.  

The objective of this ongoing research is to enhance the deployment architecture 
process, resulting in better solutions and higher customer satisfaction. Accordingly, as 
a first step, our empirical study aims at identifying the challenges and difficulties that 



Using Distributed Cognition Theory for Analyzing the Deployment Architecture Process 187 

 

may hinder its success. To this end, we study the flow of the architecture deployment 
process, its different participants, and their decision-making and reasoning processes. 

Some attention has been given in the research areas of software and IS engineering 
to cognitive processes related to different activities of development. For example, a 
survey on cognitive studies in the context of software analysis and design can be 
found in [6]. However, we could not find empirical studies investigating cognitive 
processes of software architects in general and of deployment architects in particular. 
In this study, we make a first step towards investigating the construction of deploy-
ment architecture from a cognitive point of view. Considering that the creation of 
deployment architecture involves several different sources – both human and  
non-human – we recruited for our analysis the theory of distributed cognition.   

Distributed cognition separates a system, e.g., a collection of people and tools 
working together to achieve a goal, to subsystems, referring to the cognition of each 
subsystem in the process as a separated unit [5]. It addresses the concerns of the dif-
ferent subsystems, their interaction, conflicts and dilemmas that stem from their dif-
ferent points of views. Distributed cognition further proposes strategies to improve 
the systems and its processes based on the identified conflicts This theory fits very 
well to our objective since the creation of the deployment architecture solution is a 
complex process, which involves different stakeholders and various tools and arti-
facts. Addressing each of these as a unique subsystem, with its own cognition and 
perception of the process, can provide us a better understanding of the process, its 
weaknesses, and accordingly, opportunities for its improvement.  

2 Distributed Cognition 

Distributive cognition is based on the principle that "cognitive processes are socially 
distributed across the members of a group" [7]. It extends the reach of what is consi-
dered cognitive beyond the individual, and relates to the interactions between people, 
materials and resources. The theory looks for a broad class of cognitive events and 
does not expect all such events to occur within the physical boundary of an individual, 
in contrast with other popular cognitive theories [7]. Social organizations are consi-
dered forms of cognitive architecture. A system can dynamically configure itself, 
bringing subsystems into coordination to accomplish various goals. A cognitive 
process is delimited by the functional relationships among the elements that partici-
pate in it, rather than by the spatial collocation of the elements. The context of an 
activity determines the way information flows through a group. Memory is distributed 
among various subsystems, and each unit (subsystem) has its own cognition, accord-
ing to the actions it performs; this can lead to some contradictions in the perceptions 
of different units [8].  The study of cognition is not separable from the study of cul-
ture; culture provides us with intellectual tools that enable accomplishing things that 
could otherwise not have been completed [7].  

The study of distributed cognition is usually done ethnographically, focusing on 
the meaning of the systems and the meaning of the words used during the process [7]. 
In contrast to classic cognitive theories, the focus here is not only on the knowledge 
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of people, but also on how they use what they know in order to do what they do. The 
theory claims that cognitive activity is constructed from both internal and external 
resources and that the meanings of actions are grounded in the context of an activity. 
This theory can be used to improve the design of working processes [8]. 

In the domain of IS engineering, this theory has been used mainly in HCI research 
[7,9]. Nillson et al. [9] used distributed cognition to analyze human-machine interac-
tion, and the term socio-technical system, which includes the people carrying out a 
task and the artifacts they use. This created a new perspective on the structure and 
role of the subsystem in the process; a subsystem can include both human and non-
human parts, and interact with other such subsystems [9]. 

3 Empirical Study 

3.1 Method and Settings 

The main objective of our study is to identify the challenges and difficulties that may 
hinder the quality of the deployment architecture solution. To this end, we conduct a 
qualitative research, where the investigator does not have a pre-defined theory about 
the environment inspected, but rather uses techniques and tools to explore and discov-
er phenomena [10]. We use tools and methods based on the grounded theory metho-
dology [10]; data is collected from the field and inductively analyzed. 

We initiated our research at a global, large-scale IT firm by a pilot of interviews, 
for a first acquaintance with the firm and its deployment division, followed by distri-
buting an open-questions questionnaire to deployment architects. The questionnaire 
was aimed to achieve a preliminary identification of the major concerns of the process 
and opportunities for improvements, as perceived by architects. In order to enrich our 
data beyond this single case study [11] we collected data via in-depth interviews in 
additional firms. All together, ten global firms – six hi-tech firms, two communication 
firms and two shipping firms – were included in the research so far. Only global firms 
that regularly execute major deployment projects were included in the research. The 
interviewees were experienced deployment architects, working with customers as 
well as with internal divisions responsible for defining products. In what follows we 
present preliminary results obtained thus far in this research. 

3.2 Analysis and Findings 

Using an inductive qualitative data analysis method [10], we divided the text from the 
interviews transcriptions and questionnaires to statements and classified them to cate-
gories of challenges within the process. All together, 80 relevant statements were 
identified and classified. Next, we mapped the emergent categories to the unit of 
analysis as defined by the distributed cognition theory. When applying grounded 
theory, consideration of literature is allowed for guiding data analysis [12]. 

The first and most profound principle of distributed cognition is to determine the 
unit of analysis, in which cognition will be examined. Since we explore the process of 
deployment architecture, we defined the unit of analysis to include all stakeholders of 
this process, as well as the resources and systems used. The different subsystems in-
cluded in our unit of analysis, based on the data collected, are described in figure 1.  
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Fig. 1. Subsystems in the deployment architecture process 

In what follows we present and briefly explain each category and its related chal-
lenges. Due to space limitations, we will not present here exemplary quotes.  

Memory Distributed among Subsystems: Having the memory distributed among 
subsystems, as explained by the distributed cognition theory, results in different sub-
systems having different view of the process [7]. This often leads to conflicts and 
contradictions between subsystems. 

Challenge: Having organizational memory distributed among different subsystems 
causes conflicts during the process. It leads each subsystem to focus on its own inter-
ests and priorities. For example, architects often find themselves constrained to prom-
ises given by salespersons, which in some cases are not provided by the product. This 
happens usually because the communication between these two subsystems occurs at 
a late stage, after all the requirements of the product have been established. Such cas-
es result in either high costs of patching solutions, or in failure to deliver. 
This challenge is typical to firms not using a knowledge repository.  

Internal and External Representations of Concepts/Artifacts: Each subsystem has 
its individual cognitive processes based on its own knowledge and point of view, in 
addition to the information communicated by other subsystems [7]. This results in 
interpretation of an external representation of information (e.g., requirements docu-
ment) to an internal, often different representation of this information, which affects 
the action taken by the subsystem.  

Challenge: The difference between internal and external representations often causes 
misunderstandings during the process. For example, when different stakeholders refer 
to the same item using different terminology. As a result, major issues regarding 
product features may be misinterpreted and thus not delivered as intended. This chal-
lenge was found in all the firms in our study except for one. In this firm, a separate 
team was responsible for creating an overall taxonomy for the process; all stakehold-
ers were instructed to use these unified terms. 
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Interaction among Subsystems: The different subsystems communicate with each 
other in order to complete the process successfully [5,p.251]. However, this depen-
dency on communication might lead to tension and conflicts between stakeholders.  

Challenge: We encountered in several cases that the communication between code 
developers and project management is weak or non-existent. Thus, managers are often 
not informed about problems related to product development. Only later, during the 
deployment, the product is found to be not eligible to be deployed at customer`s site: 
Another example of missing communication between subsystems is related to lack of 
information about the quality of different components of the product, which failed 
tests in the context of other stakeholders. This problem was mentioned by many of the 
architects; we found no solution for this problem in any of the firm we studied. 

Interface with Tools: Interaction between human and non-human subsystems and the 
effect of the latter on the cognitive processes of the former is another focus of distri-
buted cognition. As illustrated in figure 1, the deployment architect uses other subsys-
tems, which are automated tools such as remotely accessible knowledge repositories 
or the Internet. This eliminates the need in spatial proximity between subsystems, and 
implies that the context of action (the purpose of using the tool) denotes its  
meaning [7].  

Challenge: Due to the differences in focus, different stakeholders use different tools 
to create and manage information. While the architect should be able to see all differ-
ent views, no single tool can display all the views of all the stakeholders at the same 
time. This causes the architect to waste additional time on looking for data in multiple 
tools and systems, viewing only fragments of the information at a time, which makes 
it difficult to see the bigger picture. Moreover, some tools are over complex for their 
purpose, leading stakeholders to work with simpler tools (e.g., excel), which are suffi-
cient for them but do not provide the wide perspective needed for the architect. This 
challenge is typical to firms, which do not have a holistic knowledge management 
solution, with a knowledge repository and appropriate tools for each stakeholder. 

Cultural Environment: Culture influences cognitive processes both within and be-
tween subsystems [7]. 

Challenge: A good example, which we witnessed in several American firms, although 
global in nature, is the tendency to neglect addressing international regulations. Firms 
failing to consider these factors, usually when management does not put enough em-
phasis on the matter and due to the natural focus on the local market, often face severe 
problems when deploying their product in countries where unique regulations on this 
type of product are defined. This challenge was mostly found in firms based in coun-
tries with rigid regulations. Firms addressing this concern as part of their working 
process, instruct the participants of the deployment process to address international 
regulations at an early stage, and construct the solution accordingly.   

4 Conclusion 

This paper demonstrated the analysis of the deployment architecture process through 
the lens of distributed cognition. Using this theory we were able to refer to each of the 
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stakeholders and tools as a separate subsystem, having its own cognition and interac-
tions with other subsystems. We used this perspective to analyze the data we collected 
on the deployment architecture process, and to identify the challenges deployment 
architects face and their sources.   

In contrast to typical empirical studies on distributed cognition, based mostly on 
observations, we based our findings on statements taken from interviews and  
questionnaires. However, since we used two different data collection tools – ques-
tionnaires and interviews, and different data sources spreading over 10 firms from 
different domains, we believe this limitation is mitigated, at least to some extent, by 
this triangulation. Having said that, it should be noted that this is still an ongoing 
study, and that the findings presented here are merely preliminary. We plan to refine 
and validate our findings via additional interviews and observations. Next, we will 
develop strategies for improving the deployment architecture process based on our 
findings and on the principles of the distributed cognition theory. 
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Abstract. Despite the growing interest in agile information systems develop-
ment approaches, we contend that existing approaches retain traditional  
assumptions about the structure of information, assumptions that inhibit agile 
responses to emerging and evolving information requirements.  We suggest an 
approach, based on cognitive principles, to model information requirements by 
separating conceptual views of data from logical models, allowing the former to 
be changed without requiring changes to the latter. 

1 Introduction 

Traditional approaches to information systems engineering were based on some ver-
sion of the waterfall model, in which development is undertaken in well-defined stag-
es, with each being completed before the next stage started. Such a process entails 
developing a comprehensive set of system requirements early in the process. This 
approach assumes the stakeholders of an information system are a well-defined group, 
whose functional requirements are known and can be elicited systematically [1, 2].  

In addition, these approaches make a number of (usually implicit) assumptions 
about data requirements, including: (1) the sources of the data are well-understood; 
(2) there is some centralized management of data (a global conceptual schema), pos-
sibly shared by several applications; and (3) the information structure (conceptual and 
logical design) is relatively stable over time. 

In view of the limitations of the waterfall model, the focus in information systems 
engineering has shifted to approaches that emphasize modularity and agility. In par-
ticular, requirements emerge and are refined through several iterations, during which 
additional functionality is added incrementally based on interaction with users and 
other stakeholders and the availability of a prototype or partially implemented system.  

Notwithstanding these developments, we contend that agile development ap-
proaches retain implicit assumptions about the structure and stability of informa-
tion requirements characteristic of waterfall methods. Specifically, although agile 
methods recognize that functionality and user interfaces might change often across 
iterations, the structure of information requirements (and therefore, of data in the 
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database) is assumed to be relatively stable. There are two reasons why the data as-
pects of applications might be less volatile than the processing and interface aspects. 
First, data reflect a view of the application domain in terms of a set of concepts and 
relationships among them. While the required functionality might change relatively 
easily, it is usually implicitly assumed that stakeholders’ views of the domain are 
quite stable over time. Second, functionality might often be changed or added without 
a need to “retrofit” the developed system, whereas changes in data structures might 
force changes to the implementation of many functional components. It follows that, 
during the development process, one should not expect much agility with respect to 
the structure of the information requirements for the system. 

We claim, however, that modern application environments do require more flex-
ibility and agility to accommodate changes to the information itself. The reasons for 
such changes include: (1) the emergence of new (not originally anticipated, and often 
external) sources of data (e.g. on the Internet), the structure of which might not match 
the conceptual model elicited during initial requirements determination; (2) the ap-
pearance of new users or stakeholders who might have different domain views that 
were not captured during initial requirements determination; and (3) the discovery of 
new information requirements that were not anticipated earlier. Such changes would 
typically call for changes in data structures and consequently the functionality already 
implemented might need to be re-implemented. 

Information requirements are manifested via the structure of the data in the appli-
cation. Databases were introduced in order to decouple issues of access to data from 
the physical structures used to store data, making it possible to change physical data 
structures without affecting the implemented functionality or requiring changes to the 
mechanisms used to store and retrieve data. However, this independence does not 
extend to changes to logical or conceptual data structures. Specifically, logical data 
structures often are designed to reflect specific views (as embedded in conceptual data 
models). Thus, when new or different user views emerge, data models need to be 
changed accordingly, and the functionality that has been already implemented based 
on these structures might need to be changed as well. 

In this position paper, we suggest an approach, based on cognitive principles, that 
enables flexibility in supporting different views of a domain, without having to re-
implement existing functionalities. If this can be done, then agility can be extended to 
changes in users’ views of a domain. Thus, an earlier commitment to a specific user 
view will not constrain the possible changes that can be accommodated in later devel-
opment cycles. As user views are manifested in the form of information requirements, 
we believe our approach will result in agility with respect to these requirements.  

2 An Example 

We begin with an example demonstrating how information requirements changes may 
cause changes of data structure (which in turn might affect processing elements of a 
system). We first present a specific view and the related data structure design. We 
then discuss changes to the view arising from changing application requirements, and 
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how these might impact the database design and accordingly query implementation. 
Later we revisit the example to show how such view changes can be accommodated 
in our proposed approach without impacting the implementation of functionality. 

Consider a university information system that manages student data. A graduate 
school is responsible for its thesis-based graduate students. It manages personal stu-
dent information. In addition, each student has a supervisor, and the system needs to 
keep track of the assignment of students to supervisors.  

In this highly simplified system, the information requirements can be captured in a 
relational data model, consisting of a single table:  

STUDENT(Student_ID, Name, Address, Supervisor). 

Note that, if it is necessary to keep track of supervisor information, this can be ex-
tended by adding a table with supervisor information. Suppose further that a basic 
reporting requirement is to list the name of students from a particular location, X, and 
their supervisors. This can be satisfied with the following SQL query: 

select Name, Address, Supervisor  
  from student where Address=X 

Now suppose new requirements arise from the introduction of a course-based gradu-
ate program (in addition to the existing thesis-based program). It is necessary to  
maintain the same personal information about students in this new program. However, 
these students do not have a supervisor; instead, they participate in a designated ma-
jor. The existing logical data model does not accommodate this new reality very well. 
It is possible to extend the definition of the STUDENT relation by adding a `major` 
attribute and allowing null values for both ‘major’ and ‘supervisor’. However, given 
the resulting ambiguity in interpreting the meaning of null (‘not applicable’ versus 
‘unknown’), a more appropriate solution is to create two new relations capturing the 
information unique to each specific subclass of student (thesis and course-based)1: 

 STUDENT(Student_ID, Name, Address) 
 THESISSTUDENT(Student_ID, Supervisor)   
 COURSESTUDENT(Student_ID, Major) 

Given this change in the logical data model resulting from the evolving requirements 
(manifested by a new view of the kinds of entities about which information must be 
maintained), the existing query to extract student information and supervisor names 
for students with a particular address will no longer work. Instead, it will be necessary 
to join the STUDENT and THESISSTUDENT tables to answer this query. Thus, any 
functionality relying on the original query will not be supported until the query is 
rewritten. Moreover, it will be necessary to repopulate the tables in the new design 
based on the changes made. In this case, both the original database structure and the 
queries can be considered brittle, as they might not work (without modifications) 
when the requirements of the application domain change. Note also that the queries 
cannot be written or adjusted to the new requirements without detailed knowledge of 
the specific schema chosen. 
                                                           
1 It is possible to create only two tables for the new requirements and maintain the names and 

addresses of students in the tables for the particular type of student (thesis vs. course-based). 
In that case, it will be more complicated to query information common to all students. 
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To address this brittleness, we introduce cognitive principles that can guide the de-
sign of flexible data structures to naturally accommodate changing views of the do-
main without requiring changes to the queries that support information requirements. 

3 Cognitive Principles 

We aim to identify principles that will enable changes to the conceptual views of the 
application domain without requiring changes to the underlying data structures. To 
identify such principles we turn to cognitive science, specifically, to classification 
theory [8,9], which deals with how humans form concepts based on their experiences. 
In particular, we focus on two cognitive principles of classification: (1) instances 
possess properties and exist independent of how they are classified; (2) classes do not 
exist independent of human cognition, but instead are abstractions of useful similari-
ties formed based on observed properties of instances. Different abstractions are 
formed to reflect different views (reflecting different uses). 

We suggest these principles be applied to information systems design by using the 
following design rule [4]: 

Design Rule 1: Instances in an information system should be stored with their 
properties, independent of any specific classification. 
To understand the significance of this rule, note that the common approach places 
data in pre-determined “containers”, which usually reflect a given view (i.e., a partic-
ular set of classes).  The most common type implementation of a container is the 
relation in the relational model. The proposed rule actually means that database de-
sign will not be driven by (or reflect) any particular user view, except that a view may 
indicate the relevant properties of instances.  

The above design rule does not deny the importance of classes in information sys-
tems engineering. Classes still have a vital role in requirements analysis, system de-
sign, and data access. Rather, it considers the issue of which classes are relevant to 
information requirements as completely separate from the mechanisms to store data. 
Hence, we term this as applied to design class independence. 

As user views as well as accessing and entering information will still be defined in 
terms of concepts or classes, we add a second design rule: 

Design Rule 2: Mechanisms must be provided to define classes in terms of proper-
ties and to retrieve or access instances of a given class. 
Given that, in our approach the database stores only instances. Retrieving all instances 
of a class means identifying all instances possessing a given set of properties.  

These design rules imply that classes can be defined and modified, and data ac-
cessed in terms of classes, without a need to change the way instances are stored. 
Classes thus become completely abstract, and do not serve as “containers” for data. 

Consider now how class independence can support flexibility in domain views. 
This requires first that instances be related to classes.  Such relationships reflect how 
classes are defined. The simplest way to do this is the classic approach where a class 
is defined in terms of a set of properties. Any instance possessing this set will be con-
sidered an instance of the class. A class-independent implementation will require 
operations to support identifying the instances of a class and the classes to which an 
instance belongs.  
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4 Implementing the Cognitive Principles to Support 
Information Requirements Agility 

Consider again the student example (Section 2). We can envision a domain of in-
stances possessing properties as the foundation for the logical design of data. There 
are various ways to implement this idea. For consistency with the example above, we 
assume a relational database implementation.2 One way to realize the instance-based 
approach is to have a separate (binary) table representing each property of interest. In 
our example, given the initial information requirements, we could have three tables:  

NAME(Student_ID, Name) 
ADDRESS(Student_ID, Address) 
SUPERVISOR(Student_ID, Supervisor).  

As explained above, in the instance-based we need a mechanism to define classes in 
terms of properties.  For example the class STUDENT can be defined as:  

STUDENT = {Name, Address, Supervisor}.3  

For the emerging requirement to accommodate students in course-based programs, all 
that is needed is to add a new property for Major to each relevant instance (in our im-
plementation example this will entail adding a binary table where each row represents 
an instance possessing the new property). In addition, a class structure to reflect the new 
view can be defined without making any changes to the underlying data: 

THESISSTUDENT = {Name, Address, Supervisor} 
COURSESTUDENT = {Name, Address, Major}. 

This structure is purely a view over the attributes. The base (binary) tables do not 
change as new classes are defined, existing classes are modified (their properties 
change), or classes are eliminated. For example, if a list of all students (both thesis 
and course-based) is needed, the class STUDENT = {Name, Address} can be added 
without any change to data structures or to other classes. 

It can be readily shown that under this structure, any previously defined queries 
(such as to retrieve the names, addresses and supervisors of students having a particu-
lar address) will continue to work.  

From this example, we see that a logical data model based on cognitive principles 
of classification offers considerable flexibility to accommodate changes in informa-
tion requirements and to views of the domain. In contrast, models such as the rela-
tional model that embed a certain (class-based) view of the domain in the logical data 
model are cumbersome, requiring changes at the design level to accommodate  
changing requirements and/or views of the domain.  

                                                           
2 Note that other ways of realizing this design are possible. Graph-based structures provide a 

natural mechanism to support domain conceptualization in terms of instances and properties. 
Similarly, column-oriented and key-value structures are similar to our binary table approach. 

3 Technically, STUDENT can be defined as a view through a query joining the Name, Address, 
and Supervisor tables on the Student_ID attribute. The identity of the student does not appear 
explicitly, as it is not part of a conceptual class, but rather an implementation mechanism. 
Such identity will exist however in the underlying data structures (e.g. relational). 
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5 Conclusions and Further Opportunities 

Requirements in information systems engineering clearly fall within the domain of 
cognition. Developing an information system often begins without a full understand-
ing of stakeholder requirements. Moreover, in modern technologies and applications, 
requirements cannot be expected to remain stable over time. The uncertainty and vo-
latility surrounding requirements has been recognized in software engineering, lead-
ing to the rise of agile approaches.  

However, one aspect of development has been largely ignored in the pursuit of 
agility – the nature of information requirements and their manifestation in database 
design. We contend that this is fundamentally a cognitive issue, as information re-
quirements reflect stakeholder conceptualizations of the important phenomena of 
interest in the domain. We argue that the role of cognition, beyond being closely 
linked to users views and hence requirements, can be extended to data design prin-
ciples that support changing information requirements that are now commonplace. 

Here we have not addressed the actual process of eliciting users’ views. Elsewhere 
we describe how additional cognitive principles can be used to determine user views 
[3,6], to evaluate alternative views [6], to guide conceptual data design [3], to inte-
grate different views [Parsons & Wand 2003], and as underlying foundations for  
general information processing architecture [7]. 
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Abstract. Process model quality has been an area of considerable re-
search efforts. In this context, the correctness-by-construction principle
of change patterns offers a promising perspective. However, using change
patterns for model creation imposes a more structured way of modeling.
While the process of process modeling (PPM) based on change primitives
has been investigated, little is known about this process based on change
patterns and factors that impact the cognitive complexity of pattern
usage. Insights from the field of cognitive psychology as well as observa-
tions from a pilot study suggest that the nesting depth of the model to
be created has a significant impact on cognitive complexity. This paper
proposes a research design to test the impact of nesting depth on the
cognitive complexity of change pattern usage in an experiment.

Keywords: Process Model Quality, Process of Process Modeling,
Change Patterns, Exploratory Study, Problem Solving.

1 Introduction

Much conceptual, analytical, and empirical research has been conducted during
the last decades to enhance our understanding of conceptual modeling. In partic-
ular, process models have gained significant importance due to their fundamental
role for process-aware information systems. Even though it is well known that a
good understanding of a process model has a direct and measurable impact on
the success of any modeling initiative [1], process models display a wide range
of quality problems impeding their comprehensibility and maintainability [2].

To improve process model quality, change patterns offer a promising perspec-
tive [3]. Instead of creating a process model using change primitives (e.g., add
node, add edge) high-level change operations combining several change primi-
tives are used as basic building blocks for model creation. Examples of change
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patterns include the insertion and deletion of process fragments or their em-
bedding in loops. Particularly appealing is correctness-by-construction [3], i.e.,
the modeling environment provides only patterns to the process modelers, which
ensure that a sound process model is transformed into another sound model.

The use of change patterns implies a different way of creating process models,
since correctness-by-construction imposes a structured way of modeling by en-
forcing block structuredness. Irrespective of whether change patterns or change
primitives are used, model creation requires process modelers to construct a men-
tal model (i.e., internal representation) of the requirements to be captured in the
process model [4]. In a subsequent step, the mental model is mapped to the con-
structs provided by the modeling language creating an external representation of
the domain [4]. While the construction of the mental model presumably remains
unaffected, the use of change patterns leads to different challenges concerning
pattern selection and combination for creating the external representation. In
particular, process modelers might have to look several steps ahead to construct
a certain process fragment, which constitutes a major difference compared to
the use of change primitives, which do not impose any structural restrictions.

The process of creating process models based on change primitives has caused
significant attention leading to a stream of research on the process of process
modeling (PPM) [4–7]. This research is characterized by its focus on the for-
malization phase of model creation, i.e., the modeler’s interactions with the
modeling environment [5]. Still, little is known about the PPM when utilizing
change patterns. To fill this gap, we conducted a pilot study with 16 process
modelers [8], which indicated that the cognitive complexity imposed by change
pattern usage is highly related to the structure of the process model to be cre-
ated, in particular the nesting depth of the model. Modelers did not face any
major problems when constructing simple process fragments, e.g., when insert-
ing activities in sequences, making an activity optional, or inserting an activity
in parallel. Faced with more complex control flow structures, in turn, the struc-
tural restrictions imposed by change patterns led to considerable problems (i.e.,
detours or incorrect models). These observations were underlined by feedback
of the participants who appreciate the correctness-by-construction guarantees,
but feel restricted when faced with complex control flow constructs. To further
investigate these observations this paper proposes a research design to test the
influence of nesting depth on the cognitive complexity of change pattern use.

2 Cognitive Foundations of Problem Solving

We consider the creation of process models to be a complex problem solving task.
Problem solving has been an area of vivid research in cognitive psychology for
decades. Therefore, we turn to cognitive psychology to understand the processes
followed by humans when solving a problem like creating a process model.

Schemata. The human brain contains specialized regions contributing different
functionality to the process of solving complex problems. Long-term memory is
responsible for permanently storing information and has an essentially unlimited
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capacity, while in working memory comparing, computing and reasoning take
place [9]. Although the latter is the main working area of the brain, it can store
only a limited amount of information, which is forgotten after 20–30 seconds if
not refreshed [10]. The question arises how information can be processed with
such limited capacity. The human mind organizes information in interconnected
schemata rather than in isolation [9]. Those schemata, stored in long-term mem-
ory, incorporate general concepts of similar situations [9]. Whenever situations
similar to a schema arise, the latter is retrieved to help organizing information
by creating chunks of information that can be processed efficiently [11]. To illus-
trate how chunking actually influences the understandability of process models
consider a fragment with one alternative branch. Unexperienced modelers may
use three chunks to store such process: one for each XOR- gateway and one
for the activity. In contrast, an expert may recognize the pattern for optional
activities, i.e., a schema for optional activities is present in long-time memory,
allowing the storage of the entire process fragment in one working memory slot.

Problem-Solving Strategies. Novices confronted with an unfamiliar problem
cannot rely on specialized problem solving strategies. Instead, an initial skeletal
plan is formed [12]. Then, they utilize general problem solving strategies, like
means-ends analysis, due to the lack of more specific strategies for the task [13].
Means-ends analysis can be described as the continual comparison of the prob-
lem’s current state with the desired end product. Based on this, the next steps
are selected until a satisfying solution is found [13]. After applying the con-
structed plan, it can be stored in long-term memory as plan schema [12]. For
this, task-specific details are removed from the plan schema resulting in a plan
schema that can be automatically applied in similar situations [14]. When con-
fronted with a problem solving task in the future, the appropriate plan schema
is selected using case-based reasoning [15]. The retrieved plan schema provides
the user with structured knowledge that drives the process of solving the prob-
lem [11, 15]. Plan schemata allow experts to decide what steps to apply to end
up with the desired solution [16]. If the plan schema is well developed, an expert
never reaches a dead end when solving the problem [17].

Plan schemata seem important when creating process models based on change
patterns since patterns cannot be combined in an arbitrary manner, especially
when complex control-flow structures have to be created. If no plan schema
is available on how to combine patterns to create the desired process model,
modelers have to utilize means-ends analysis until a satisfying solution is found.
This behavior is more likely to result in detours and decreased modeling speed.
Moreover, the cognitive complexity for conducting means-ends analysis increases
when confronted with complex control-flow structures like deeply nested blocks,
making it more difficult to reach the correct solution. In addition, respective
structures require the modeler to possess schemata to process larger chunks of
information beforehand (i.e., increased need for look-ahead) to be able to model
the respective fragment fast and without any detours. As a consequence, mental
effort increases as well as the probability for detours.
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3 Research Design

Based on the cognitive foundations in Sect. 2 we propose a research design to
investigate the influence of nesting depth on the cognitive complexity of change
patterns usage for model creation by means of a controlled experiment.

Subjects. As explained in Sect. 2, novices and experts differ in their prob-
lem solving strategies. While novices have to rely on general problem solving
strategies like means-ends analysis, experts can rely on plan schemata. Since
process modelers in practical settings are often not expert modelers, but rather
casual modelers with a basic amount of training [18], we do not require mod-
eling experts for our study. To avoid, however, that difficulties are caused by
unfamiliarity with the tool, rather than by difficulties with the tasks themselves,
we require subjects to be moderately familiar with process modeling as well as
change patterns. For this, subjects are trained using theoretical backgrounds of
change patterns, but also obtain hands-on experience in the creation of process
models using change patterns to guarantee that they are sufficiently literate in
change pattern usage. Regarding process modeling experience and experience
in change patterns usage we assume a relatively homogeneous group, which is
tested ex-post. Choosing subjects moderately familiar with process modeling
and change patterns usage allows us to make statements about casual modelers
that cannot be generalized to modeling experts.

Independent Variable and Factor Levels. As independent variable we
consider the nesting depth of the solution model with factor levels: high and low.

Objects. As outlined in Sect. 1, the creation of a process model requires the
process modelers to construct a mental model (i.e., internal representation) of
the requirements to be captured in the process model [4] and to map this mental
model to the constructs provided by the modeling language (i.e., creating an
external representation of the domain [4]). Tasks should be designed such that
it can be ensured that observed difficulties are caused by change patterns usage
rather than problems understanding the domain and constructing the mental
model (which would also exist when using change primitives for model creation).
Therefore, to factor domain influences out, participating subjects are asked to
re-model a process (denoted as reference model in the following) starting from an
empty modeling canvas. For this, process designers have to apply a sequence of
change patterns to incrementally re-construct the given reference model starting
from the empty model canvas. In addition, activities are labeled A, B, C to
reduce the potential impact of domain knowledge.

Since the experiment aims to compare the cognitive complexity of using
change patterns depending on the nesting depth, two versions (with high and
low nesting dept) of the modeling task have to be designed, making sure that
both tasks differ only in their nesting depth and not in other model character-
istics. From research into process model quality we know, for example, that the
size of the process model impacts model comprehension [19] and that different
control-flow constructs do not have the same cognitive complexity [20]. As a
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consequence, these factors have to be controlled when designing the material for
the experiment. Our intention therefore is to choose 2 models with the same
number of activities, the same change patterns, and the same minimum number
of change patterns needed to construct the solution.

Response Variables. To operationalize cognitive complexity of change pat-
terns usage we consider, (1) accuracy, i.e., how close the subject’s solution is
to the reference model, (2) efficiency, i.e., how many detours it takes them to
reach the solution, (3) speed, i.e., how fast they create the solution, and (4)
the required mental effort. To measure accuracy we consider product deviations,
i.e., discrepancies between the modeler’s solution and the reference model. For
example, a process model which contains two product deviations, requires the
application of two change patterns to transform that model into the reference
model. To operationalize efficiency, we consider process deviations measuring
the modeler’s detours until coming up with the solution. Process deviations are
calculated as difference between the number of applied change patterns to reach
the solution and the minimum number of change patterns required for the task.
Finally, we consider the time needed to accomplish the task (i.e., speed) as well
as the required mental effort, measured using a questionnaire after the task [21].

Hypotheses. This leads us to the following null hypotheses.

– H1,0: High nesting depth does not lead to significantly more product devia-
tions when compared to low nesting depth.

– H2,0: High nesting depth does not lead to significantly more process devia-
tions when compared to low nesting depth.

– H3,0: High nesting depth does not require significantly more time when com-
pared to low nesting depth.

– H4,0: High nesting depth does not impose a significantly higher mental effort
when compared to low nesting depth.

Instrumentation. For data collection Cheetah Experimental Platform [22] is
used, logging given answers (e.g., demographic data), the time to accomplish the
tasks, and all model interactions to obtain process deviations.

Experimental Design. The experiment is conducted as balanced single factor
experiment with repeated measurements. Prior to the experiment a familiariza-
tion phase takes place (i.e., subjects are trained using change patterns). Subjects
are then randomly assigned to two groups of equal size, subsequently referred to
as G1 and G2. To provide a balanced experiment with repeated measurements,
the overall procedure consists of two runs. In the first run G1 applies factor level
low nesting depth, G2 factor level high nesting depth. In the second run, factor
levels are switched and G1 applies factor level high nesting depth, G2 factor
level low nesting depth to the same object. Choosing such a cross design is an
additional measure to counter potential learning effects.



Change Patterns for Model Creation 203

4 Summary

While the process of creating process models using change primitives has caused
some interest in recent years [4–7], our understanding of the process of creating
process models using change patterns is limited. This paper proposes a research
design to investigate the PPM using change patterns in more detail. In particular,
the impact of nesting depth on the cognitive complexity of creating models is
examined. Results of the experiment will provide a better understanding of the
PPM using change patterns and help to understand how to design tool-support
for change patterns based modeling.
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Summary. Companies increasingly adopt process-aware information
systems (PAISs) to model, enact, monitor, and evolve their business
processes. Although the proper handling of temporal constraints (e.g.,
deadlines and minimum time lags between activities) is crucial for many
application domains, existing PAISs vary significantly regarding the sup-
port of the temporal perspective of a business process. In previous work,
we introduced characteristic time patterns for specifying the temporal
perspective of PAISs. However, time-aware process schemas might be
complex and hard to understand for end-users. To enable their proper
visualization, therefore, this paper introduces an approach for transform-
ing time-aware process schemas into enhanced Gantt charts. Based on
this, a method for creating personalized process schedules using process
views is suggested. Overall, the presented approach enables users to easily
understand and monitor time-aware processes in PAISs.

Keywords: Human-centric PAIS, Temporal Perspective, Time Patterns.

1 Introduction

Companies strive for improved life cycle support of their business processes [1].
In particular, IT support for modeling, enacting, and analyzing these processes
results in competitive advantages [2,3]. In this context, process-aware informa-
tion systems (PAISs) offer promising perspectives for process automation. In
particular, they allow defining a business process in terms of an explicit process
schema and executing respective process instances in a controlled and efficient
manner [1].

Existing PAISs vary significantly regarding their support of the temporal per-
spective of processes [4,5]. However, integrating the temporal perspective in a
PAIS is crucial, since most business processes must obey temporal constraints [6].
Moreover, in many application domains the proper handling of temporal con-
straints is vital in order to successfully complete a process (e.g., flight planning,
patient treatment, and automotive engineering) [7,8]. By contrast, different kinds
of planning tools (e.g., project management tools) exist, providing sophisticated
facilities for handling and visualizing time constraints. However, these tools lack
an operational process support, which is needed for proper visualization and
systematic analysis of the temporal perspective in PAISs.

X. Franch and P. Soffer (Eds.): CAiSE 2013 Workshops, LNBIP 148, pp. 205–216, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Generally, when incorporating the temporal perspective complex and large
process schemas may result, which are difficult to comprehend for users. In par-
ticular, it is important that all users involved in a business process are aware
of respective temporal constraints [9]. To tackle this challenge, we introduce an
approach transforming a time-aware process schema to an extended version of
Gantt charts. Note that Gantt charts are well known in project management [10].
In particular, Gantt charts allow users to easily perceive and assess temporal
properties of time-aware processes. However, despite their simplicity, represent-
ing an entire time-aware process schema as Gantt chart might be complex and
inappropriate for end-users. To address this issue, we provide mechanisms for
abstracting a process schema (and the respective Gantt chart) to meet specific
requirements of a particular user. This allows providing personalized process
schedules for each user and thus reducing the complexity of time-aware process
schemas.

Sect. 2 discusses related work. Sect. 3 introduces fundamentals required to
understand this paper. Sect. 4 describes the transformation of time-aware pro-
cesses to Gantt charts. Sect. 5 shows how personalized process schedules can be
created based on respective Gantt charts. Finally, Sect. 6 concludes the paper.

2 Related Work

Gantt charts have been used for visualizing project plans for a long time [11,10].
Nowadays, almost all project management tools offer a Gantt chart-based ap-
pearance of project plans [10]. Furthermore, extensions to Gantt charts have
been proposed in different application domains. Such an approach is provided
by AsbruView [12], which was originally introduced for therapy planing; in par-
ticular, it extends Gantt charts with minimum/maximum durations and provides
basic support for loops as well as conditional routing. Still, it does not consider
some of the specific requirements found in the context of PAISs (e.g., time lags
between activities).

In turn, considerable research has been conducted concerning the modeling
and verification of time-aware processes [13,5,14,15]. However, respective ap-
proaches either rely on traditional process appearances (e.g., BPMN) for visual-
izing time-aware processes or do not consider visualization issues at all. Closest
to this work is the proposal made by Eder et al. regarding personal schedules [9].
In particular, a personal schedule contains all (future) activities assigned to a
specific user and suggests an optimal execution order for them according some
optimization strategy. Thereby, the activities of all process instances executed in
the PAIS are considered, i.e., the activities of a personal schedule may originate
from instances running on different process schemas.

3 Backgrounds

This section provides basic notions. Sect. 3.1 discusses fundamentals on time-
aware processes, while Sect. 3.2 introduces Gantt charts.
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Fig. 1. Well-structured Time-aware Process Schema

3.1 Fundamentals on Time-Aware Process Schema

A process schema is described in terms of a directed graph whose node set
comprises activities and gateways. Thereby, an activity corresponds to a hu-
man task, requiring user interaction, or an automated task. In turn, gateways
may be categorized as AND/XOR-gateways and may be used for modeling paral-
lel/conditional branchings, and loops. (Note that the latter are expressed through
XOR-gateways.) Control edges between activities and/or gateways represent
precedence relations, i.e., the control flow of the process schema (cf. Fig. 1).

This paper, presumes that process schemas are well-structured [16], i.e., se-
quences, branchings (of different semantics), and loops are specified as blocks
with well-defined start and end nodes having the same gateway type. These
blocks, also known as SESE (single-entry-single-exit) blocks (cf. Fig. 1), may be
nested, but are not allowed to overlap.

Regarding the temporal perspective, the following time patterns (TP) are
considered in the following: time lags between two activities (TP1), duration
(TP2) of activities and processes, and cyclic elements (TP9). These pattern are
selected since they are the most relevant ones in practice. A full list of time
patterns for PAISs as well as their formal semantics are described in [4,5,17].

An activity duration (TP2) restricts the time span allowed for executing an
activity, i.e., the time span between the start and end events of the activity [5,17].
We assume that each activity in a process schema has an assigned duration.
Activity durations are expressed in terms of a time interval [MinD,MaxD]
with 1 ≤ MinD ≤ MaxD (cf. Fig. 1). In addition, a process schema itself may
have a process duration (TP2) representing the allowed time span between
the start and end of corresponding process instances [5,17].

Time lags between two activities (TP1) restrict the time span between
start/end events of two activities [5,17]. Such a time lag may not only be defined
between directly succeeding activities, but between arbitrary activities, presum-
ing they may be conjointly executed in the context of the same process instance.
A time lag is visualized by a dashed edge with a clock (cf. Fig. 1). The label of
the edge specifies the constraint: 〈IS〉 [MinD,MaxD] 〈IT 〉, where 〈IS〉 ∈ {S,E}
and 〈IT 〉 ∈ {S,E} mark the events (i.e., start/end) of the source/target activ-
ity; e.g., S[10, 20]E expresses that the time lag between the start of the source
activity and the end of target activity shall be between 10 and 20 time units.

Cyclic elements (TP9) restrict the time span between activity instances of
different iterations of a loop [5,17]. This includes instances of the same activity as
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well as different activities of a loop. Like time lags, a cyclic element is visualized
by a dashed edge with a clock between the source and target activity (cf. Fig. 1).
To distinguish between the two, the label of a cyclic element is annotated with
a “∗” next to the allowed range: 〈IS〉 [MinD,MaxD]∗ 〈IT 〉.

3.2 Fundamentals on Gantt Charts

0 10 20 30 40 50

B

C

D

A
Activity

End-Start

End-End
Start-Start Project End

Project Start

Fig. 2. Gantt Chart

Gantt charts are used to visualize schedules in the con-
text of project management [11,10]. Generally, a Gantt
chart is a bar chart that displays activities of a project
on a time line together with their temporal relation-
ships. Each activity has a dedicated start and end time.
For example, in Fig. 2, activity A is planned to start
at t = 0 and end at t = 15. The horizontal length of an activity represents its
duration. Usually the average duration of activities is visualized. In particular, it
is not possible to visualize the minimum and maximum duration of an activity.
Directed edges between activities represent temporal relationships. To be more
precise, Gantt charts support start-start, end-start, and end-end relationships.
A start-start relationship expresses that both activities start at same time (e.g.,
B and C in Fig. 2). In turn, an end-start relationship indicates that an activity
may start after finishing another one (e.g., A and B). Finally, activities with
end-end relationship must be finished at same time (e.g., C and D).

4 Gantt-Based Visualization of Time-Aware Processes

4.1 Transforming Process Schemas to Gantt Charts

This section shows how to transform a well-structured time-aware process to
a corresponding Gantt chart. Compared to traditional Gantt charts, however,
time-aware process schemas are more expressive (cf. Sect. 3), e.g., considering
minimum and maximum activity durations, minimum and maximum time lags
between activities, exclusive choices, and loops. Consequently, Gantt charts must
be extended to allow for a mapping of time-aware process schemas to them. We
denote this extension as extended Gantt (eGantt) chart.

A
MinD MaxD

A
[MinD, MaxD]

Fig. 3. Visualizing an Activity

Activity Transformation.When trans-
forming a time-aware process schema to
an eGantt chart, each process activity
A must be mapped to a corresponding
eGantt activity A (cf. Fig. 3). Thereby, the length of the bar is chosen according
to the minimum duration MinD of A. In addition, a dashed bar is appended
visualizing the maximum duration MaxD of A, i.e., length of the dashed bar is
MaxD−MinD. In case MaxD=MinD, the dashed bar is omitted. Overall, this
allows users to easily perceive and assess temporal properties of activities.

Sequence Block Transformation. To transform a sequence of process activi-
ties to an eGantt chart, the temporal relationships between the activities must
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be taken into account. However, since actual activity duration is unknown at
build-time no distinct position exists to place the start of succeeding activities
on the time line. Even if the minimum/maximum duration of each activity is
known at build-time the actual duration will be only known at run-time after
completing the activity. To address this, for each process activity, four time val-
ues are calculated based on the temporal information provided by the process
schema [13,14]: earliest start time (EST), earliest finish time (EFT), latest start
time (LST), and latest finish time (LFT). Note that these values are known from
project planning techniques as well [18]. In particular, they provide a reference
frame for the temporal properties of a process schema. Moreover, these values
enable us to derive the critical path of a process schema which is essential for
evaluating its temporal properties. Based on these values, eGantt defines two
time-centric process appearances:

– As-Soon-As-Possible (ASAP): Each activity is assumed to be started at its
earliest possible start time and to be completed after its minimum duration
(i.e., at its EFT). Consequently, the succeeding eGantt activity (i.e., the
respective bar) starts at its EST (cf. Fig. 4a).

– As-Late-As-Possible (ALAP): Each activity is assumed to be started at its
latest possible start time and to be completed at its LFT. Hence, the suc-
ceeding eGantt activity starts at its LST (cf. Fig. 4b).

To be able to fully assess temporal properties of a process schema, in general,
it is necessary to know both the EST and LFT of the corresponding activities.
Hence, when choosing ASAP as eGantt appearance, a dashed bar with an arrow
is attached to each eGantt activity visualizing its LFT (cf. Fig. 4a). In turn,
when choosing ALAP as eGantt appearance, a dashed bar with arrow is placed
before the respective eGantt activity visualizing its EST (cf. Fig. 4b).

eGantt activities are connected by arrows indicating their temporal relation-
ship (i.e., precedence relations). Regarding ASAP appearance, the arrow starts
at the EFT of the first and ends at EST of the second activity (cf. Fig. 4a).
Concerning ALAP appearance, the arrow starts at LFT of the first and ends at
LST of the second activity (cf. Fig. 4b). Due to lack of space, we focus on the
ASAP appearance for the remainder of this paper.

Following this, time lags between activities need to be considered. For each
time lag an arrow is added between the respective activities. Depending on
the type of eGantt appearance (i.e., ASAP or ALAP), the arrow connects the
EST/EFT or LST/LFT of the activities according to the kind of time lag (i.e.,
start-start, start-end, end-start, or end-end). Note that, time lags affecting the
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start or end time of an activity are taken into account through calculating re-
spective time values (i.e., EST, LST, EFT, and LFT).

Example 1 (Activity Sequence). Consider the process schema depicted in Fig. 5.
It contains three sequential activities with defined time lags between A and C as
well as B and C. In particular, the time lag between B and C requires that the
earliest start time of C is 10 time units after completion of B. Consequently, the
EST of C must be delayed by 10 time units (cf. Figs. 5a+b). In turn, the time
lag between A and C requires that C must not be started more than 25 time
units after completing A. Note that this has no impact on the EST, but requires
the LST of activity C to be restricted to time point 35. Regarding Fig. 5a, it is
noteworthy that the time lag between A and C has no impact on the earliest
start or end time of C. Particularly, the time lag is not part of any critical path.

Generally, temporal relations not part of a critical path are visualized using a
dashed grey line instead of a solid one (cf. Fig. 5a). This way, the critical path,
being essential for evaluating temporal properties, can be recognized by users.

Parallel Block Transformation. Regarding the transformation of parallel
blocks a similar approach is taken. When using ASAP appearance, activities
directly succeeding an AND-split (i.e., all branches) may be started after com-
pleting the preceding activity. However, it might become necessary to delay the
start of one or more branches due to the presence of a time lag (cf. Fig. 6).
Following this, the earliest end time of a parallel block is determined by the
latest EFT of all branches (cf. Fig. 6). In fact, a subsequent activity must not
be started before having completed all branches of the parallel block.

Conditional Block Transformation. Exclusive choices are not supported by
traditional Gantt charts. As particular challenge, during run-time, only one of
the branches is executed. Generally, it is therefore not possible to determine an
exact EST/LST for activities succeeding a conditional block. To support exclu-
sive choices, our eGantt charts introduce distinct conditional containers. These
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encapsulate all branches of an exclusive choice and are marked with a diamond
containing an ’X’-symbol on the top right (cf. Fig. 7). Furthermore, respective
branches are visually separated through a horizontal line. In the context of ASAP
appearance, the activity succeeding the XOR-join is then positioned according
to its earliest EST in all alternative execution paths, i.e., branches (cf. Fig. 7).

Loop Block Transformation. Like conditional blocks, loop blocks have not
been considered in Gantt charts so far. Therefore, eGantt charts introduce loop
containers for visualizing loops. In turn, these containers are marked by a dia-
mond containing a loop symbol on the top right (cf. Fig. 7). Generally, loops may
be considered as extension of an exclusive choice (see [15]): After each iteration,
a decision is made whether to exit the loop or insert another copy of its loop
block; eGantt charts adopt this. In particular, when visualizing a loop, a single
iteration is added to the loop container in the eGantt chart. Next, a “virtual”
second iteration (partially translucent) is added to indicate that the loop body
may be executed again (cf. Fig. 8). The activity succeeding the loop is positioned
according to the first iteration. Otherwise, it might not be possible to calculate
the LST of this activity (i.e., no maximum number of iterations is available).
However, to indicate the open end of this eGantt activity, the bar representing
the LFT does not end, but fades out after the point of LFT calculated based
on the first iteration (cf. Fig. 8). Finally, any subsequent activity is positioned
according to the EST/EFT which has been used to position the eGantt activity.

4.2 Executing eGantt-Based Process Appearances

When executing a time-aware process schema respective temporal constraints
need to be monitored. Furthermore, users need to be informed about the progress
of the process instance and its temporal properties. eGantt supports this by
providing a run-time visualization (cf. Fig. 9).
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Fig. 9. Run-time Visualization of eGantt Charts

When instantiating a process schema, first of all, the corresponding eGantt
chart is configured according to the current time; i.e., the time line is adapted to
reflect the time the process is executed (e.g., 9:10 am in Fig. 9). Next, a progress
line is added to represent the current point in time on the time line (cf. Fig. 9a).
Finally, execution state symbols are used to visualize the state of the activities,
e.g., an activity may be activated (but not yet running), running, blocked (due
to a minimum time lag), or completed.

When executing a process instance, initially, its first activity enters execution
state activated (cf. Fig. 9a). To reflect the current time, an activity in this state–
together with the progress line–moves along the time line until it starts. Further,
all other activities also move along the time line reflecting the pending start of
the first activity (cf. Fig. 9b). This visualization allows users to correctly assess
future execution times of subsequent activities as well as temporal properties of
the process instance at any time.

As soon as the activity is started by a user, it stops moving and switches to
execution state running (cf. Fig. 9b). At this point, the LFT is the same as the
current time plus the maximum duration of the activity, i.e., the bar visualizing
the LFT is removed. As soon as the activity duration exceeds the minimum
duration, succeeding activities start moving again to reflect this.

When completing an activity, the length of its bar is adapted according to its
actual execution duration. The positions of subsequent activities on the time line
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are the adapted according to the actual duration of the preceding activity (cf.
Fig. 9c). Next, the succeeding activity is either marked as blocked or activated.
An activity is blocked, if a minimum time lag has not been reached yet (cf.
Fig. 9d) and the user must wait before executing it. In turn, an activity in state
activated may be started by the user (cf. Fig. 9e). When reaching the end of the
process instance, the eGantt chart visualizes the actual durations and execution
history of the process instance.

5 Embedding eGantt Charts in a Process Management
Framework

We incorporated the presented eGantt charts in the proView framework to create
personalized process schedules; proView aims at supporting users in interacting
with large business process schemas and evolving them at a high level of ab-
straction [19,20]. For this purpose, personalized and updatable process views (cf.
Fig. 10, 2) are created for each user role, abstracting from large and complex
process schemas stored in the central process repository (cf. Fig. 10, 1).

A process view abstracts from a large process schema by hiding non-relevant
process elements (i.e., reduction operation) or by combining them to an ab-
stracted node (i.e., aggregation operation). Fig. 11 gives an example of how such
a process view is constructed in proView (see [21,22] for details).

When applying view creation operations, superfluous gateways or AND
branches without corresponding activities might result. Therefore, the schema of
a process view is simplified through behavior-preserving refactorings (cf.
Fig. 10, 3), e.g., AND-gateways of a parallel branching with only one remain-
ing branch are removed. Furthermore, proView allows transforming the resulting
process view into a personalized visual appearance (cf. Fig. 10, 4), e.g., a textual,
form-based, and tree-based representation, or—as suggested in this paper—an
eGantt chart. Using the resulting visual appearance (cf. Fig. 10, 5) , the user
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may then read or update the process schema [23,24]. Finally, proView supports
process execution (cf. Fig. 10, 6). In this context, run-time information is added
to process views and process appearances (e.g., eGantt charts).

5.1 Creating Personalized Process Schedules

We present a two-step-method for creating a personalized process schedule visual-
izing a time-aware process schema for a particular user. To illustrate this method,
Fig. 12 introduces a simple scenario related to a bank account creation process.
This process involves a clerk, team leader, and manager. The clerk consults the
customer and prepares the creation of the account. In turn, the team leader
checks whether the account creation is accepted or declined. Finally, the clerk
informs the customer about the decision. Furthermore, a manager supervises
overall process execution. All activities have minimum and maximum durations
indicating the time a user is expected to work on the particular activity. Further,
there is a time lag expressing that after consultation of the customer, he gets the
decision after 40 time units the earliest and 85 time units the latest. To create
personalized process schedules, for each user as well as for the manager requiring
an abstract overview of the process, the following two steps are performed:

Step 1. First, role-specific process views are created for the given process schema
to abstract from particular process aspects. In our context, three process views
are required. High-level view creation operation ShowMyActivities creates a
process view for roles clerk (cf. Fig. 12b) and team leader (cf. Fig. 12c) eliminat-
ing activities not performed by them. Furthermore, operation AggregateAgents
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combines SESE blocks performed by the same user to one abstracted activity
(cf. Fig. 12d). Note that the time lag between activities Consulting Customer
and Send Decision is maintained for process views V1 and V3. In particular,
view operation AggregateAgents needs to adjust the time lag since the original
source activity is aggregated. For this, the source of the time lag is adapted to
the start of the aggregated activity Prepare Account. View V2 does not include
the time lag anymore since it is not relevant for the respective user.

Step 2. The eGantt chart transformation is performed by applying the trans-
formations described in Sect. 4 to the created view schemas. Note that the gap
before activity Send Decision in view V1 is due to combination of the time lag
and the elimination of the team leader’s activities; i.e., before executing this
activity, the clerk must wait until preceding activities of the team leader are
completed and the minimum time lag is reached. Since view V2 has no such tem-
poral relationships, no gap is visualized in the eGantt chart. Finally, the eGantt
chart of V3 shows the aggregated SESE blocks of the users involved. V3 and
its eGantt chart appearance give a comprehensive and abstract overview of the
temporal information captured in the time-aware process schema Bank Account
Creation.

6 Summary and Outlook

We introduced personalized process schedules based on time-aware process
schemas. For this, time-aware process schemas are abstracted using high-level
view-creation operations. Based on personalized process views, the transforma-
tion to extended Gantt charts is described. In particular, our process visualiza-
tion approach enables users to easily understand the temporal perspective of
process schemas. In future work, we evaluate proposed eGantt charts and fully
implement them in the proView framework including its execution environment.
Further, we will develop time-centric view operations as well (e.g., to only show
activities executed within a certain time frame). Finally, temporal information
shall be extracted from process logs using process mining techniques. In turn,
this information will be used to refine respective eGantt charts.
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Abstract. Nowadays, many enterprises use business process models for
documenting and supporting their operations. As many enterprises have
branches in several countries and provide similar services throughout the
globe, there is high potential for re-using these process models. However,
the language barrier is a major obstacle for the successful re-use of pro-
cess models, especially in multi-national companies. In this paper, we
address this problem by presenting the Business Process Model Trans-
lator (BPMT), a technique for the automated translation of business
process models that eases the re-use of business process models and re-
duces redundant work in multi-national companies. It builds upon the
state-of-the-art machine translation system Moses and extends it with
word and translation disambiguation considering the context of the do-
main. As a result, the BPMT can successfully deal with the compact
and special language fragments that are typically found in business pro-
cess models. A two-fold evaluation with the BLEU metric and an expert
survey showed improvements of our approach over Moses.

Keywords: business process models, statistical machine translation,
word sense disambiguation, translation disambiguation.

1 Introduction

Business process model collections are important assets of companies. Large en-
terprises operate with a network of branches in multiple countries with different
official languages. Delivering the same services in new locations, the transfer,
adaptation, and re-use of their business processes represents a major advantage
[1]. However, language barriers impede a straightforward adaptation and conse-
quently the re-use of existing process models.

As an example, consider the following scenario. An employee of a new sub-
sidiary may want to define the new branch’s order process as this does not yet
exist in the new location. Hence, he will search in the company’s global process
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repository for a relevant business process. This imposes several problems. First,
the employee might not be able to find a specific model in the global reposi-
tory as the processes are modeled in a foreign language and the search in his
local language will not deliver any search results. Second, even if the employee
speaks other languages and finds an according process model, he will not be able
to use it as the majority of his colleagues may only speak the local language.
In order to adapt the process model for re-use in the whole branch, a manual
translation of all process labels would be required. For a large process collection
this results in a massive amount of work which is associated with considerable
costs. Accordingly, a technique that facilitates the automated translation of busi-
ness process models could significantly increase the re-use of process models and
hence reduce redundant work efforts as well as costs. As a result, multinational
communication and collaboration among employees could be strengthened and
eased.

Nevertheless, prior research highlighted the challenges that are associated with
the automatic analysis of natural language in process models [2]. Since process
model labels do not contain full and grammatically correct sentences, the appli-
cation of standard tools for natural language processing such as parsers turned
out to be hardly possible. Some authors even recommended to avoid the applica-
tion of natural language processing in process models because of these issues [3].
Accordingly, the straightforward application of machine translation techniques
for the translation of process models does not represent a promising strategy.

In this paper, we present the Business Process Model Translator (BPMT),
a technique for the automated translation of business process model labels. In
order to deal with the specific challenges of the natural language in business pro-
cess models, we extend the state-of-the-art machine translation system Moses.
By introducing word and translation disambiguation our technique includes the
context of the domain and hence yields more stable results than a naive ap-
plication of Moses. We use activity labels as use case for translation as they
constitute an important part of business process models. While the presented
approach is language-independent, we demonstrate the applicability of the tech-
nique by translating process models from English to German.

The remainder of this paper is structured as follows. Section 2 gives a brief
introduction to machine translation and the Moses translation system.

Section 3 describes problems concerning process model label translations and
presents our Moses extension, the Business Process Model Translator (BPMT).
Section 4 presents a two-fold evaluation of our translation approach, followed by
related work in Section 5. Section 6 concludes the paper.

2 Background

The general objective of machine translation is the automatic mapping of text
from a source language (like English) to a target language (like German). As it
is the case for all tasks of natural language processing, this problem can be tack-
led by using linguistic or statistical information about the languages in question.
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natürlich hat john spass am spiel

of course john has fun with the game

Fig. 1. Phrasal translation from German to English [6, p. 184]

Of course, it is also possible to use a combination of both [4,5]. In this paper,
however, we concentrate on statistical methods. These methods are based on the
basic model of statistical machine translation consisting of two components, a
translation model and a language model [4]. The former gives information about
the probability of the translation of a string from a source to a target language
and the latter the general probability of the target language string. The target
language string that maximizes the product of those two probabilities is then
chosen as the source language’s translation.

Our approach, the Business Process Model Translator (BPMT), is based on
the open source statistical machine translation toolkit Moses [6]. Moses builds
on the idea of phrase-based translation, which means that the probabilities of
the translation model are not given for individual words or entire sentences
but for phrases, a syntactical group consisting of one or more words. Currently,
this procedure represents the state-of-the-art in modern machine translation [4].
As an example, consider the translation of the German sentence natürlich hat
john spass am spiel to English, where the overall translation consists of the
combination of translations of individual phrases as illustrated in Fig. 1. Note
that it is possible to reorder phrases during translation. Moses makes it possible
to extend the basic model of statistical machine translation mentioned above
with weighted feature functions to improve translation quality. The underlying
equation is as follows:

argmax
T

P (T |S) = argmax
T

∏
i

hi(T, S)
λi (1)

where S is the source language, T the target language, hi the feature functions
(e.g. the translation model), and λi the corresponding weights.

The translation system created for the BPMT was trained according to the
description of building a “baseline system” on the Moses website1. This system’s
model consists of six overall features [7,8]. Both the phrase translation model
and the language model were trained using the News Commentary corpus2 as
there is no corpus for the business process management domain.

1 http://www.statmt.org/moses/?n=Moses.Baseline.
2 http://www.statmt.org/wmt12/translation-task.html.

http://www.statmt.org/moses/?n=Moses.Baseline
http://www.statmt.org/wmt12/translation-task.html


220 K. Batoulis et al.

3 Business Process Model Translator

When using a translation such as Moses and applying it for the translation of
activity labels in business process models, the quality of the translation will
certainly not be satisfying. This has one major reason, namely the fact that
the language style used in business process models is not representative of the
language style of the corpora on which the translation system was trained. On
the one hand, business process models use very specific vocabulary that has to be
interpreted in the context of the process model’s domain. On the other hand, the
language is very compact and uses recurring patterns of sentence fragments only.
As an example, consider the label creation of master record for tangible assets.
It contains phrases like master record and tangible assets whose translations are
even hard for humans to obtain without complete knowledge of the business
context. Moreover, these phrases must be translated as a whole since master
as an individual word has a very different translation than the phrase master
record. The trained translation system of the previous section would translate
this label to German as Schaffung von Herrn für Sachanlagen, where the phrase
translations are the following:

– creation of → Schaffung von
– master → Herrn
– record for → für
– tangible assets → Sachanlagen

The system managed to translate the phrase tangible assets as a whole, yielding
a good translation of this phrase. But master was translated in isolation. Herrn
(Engl. Mister) might be a good translation of this word in general, but in this
context it is not. The system did not have another choice because the phrase
master record does not occur in the News Commentary corpus. This example
also demonstrates that the phrase alignment illustrated in Fig. 1 is not perfect.
It sometimes makes questionable alignments like record for → für. With this
alignment, only for is translated, ignoring the word record.

Unfortunately, the problem of data sparseness is not restricted to uncommon
vocabulary. Even the phrase check availability neither occurs in the News Com-
mentary nor in Europarl, another freely available language corpus. The only
phrase in the Europarl corpus that is similar to check availability is checking the
availability. Consequently, the words have to be translated individually, yielding
Schach Verfügbarkeit (Engl. chess availability) as the most probable translation
to German. In this case, the ambiguous word check was translated to Schach
(Engl. chess) based on a wrong meaning.

3.1 Moses Translation Candidates

To solve this problem the BPMT makes use of the fact that Moses tries to
find the most probable translation from a list of translation candidates. Table 1
shows an excerpt of the possible translations of check availability sorted by their
probability (highest first) according to Moses. This table demonstrates the fact
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Table 1. Translation candidates of check availability according to Moses

# Translation Candidate
1 Schach Verfügbarkeit
2 Schach halten Verfügbarkeit
. . . . . .
51 Verfügbarkeit überprüfen
. . . . . .
553 Kreditfähigkeit Einkommenssegmenten
. . . . . .

Table 2. Assignment of categories to words of labels in business process models

Label Action Business Object Addition
Creation of master record

for tangible assets create master record for tangible assets

program analysis analyse program

that although phrase translation was not possible there is a correct word trans-
lation including word re-ordering (#51) in which check was correctly translated
to überprüfen instead of Schach (Engl. chess). How can we select #51 instead
of #1? Our approach is based on the idea of word sense disambiguation, finding
the meaning of a word in a given context. For example, we would have to find
out that check is used as in check the brakes (translation überprüfen) and not as
in the chess player’s king is placed in check (translation Schach). This involves
two things: First, the part-of-speech (POS) of check (whether it is a noun, verb,
adjective etc.) needs to be identified. Second, after having determined that check
is used as a verb, the actual disambiguation must be done. POS tagging of the
words of a label is done on the basis of a label refactoring tool described in [2].
The refactorer assigns the categories action, business object and addition to the
words of the activity labels in business process models (see Table 2). Moreover,
it converts the labels to the recommended verb-object style [9]. This information
is used to infer the words’ part-of-speeches: actions are declared as verbs and
business objects as nouns. Additions can contain various part-of-speeches, thus
it would be unwise to assign a single one to them. Instead, the Stanford Part-
of-Speech Tagger3 is used to assign the (potentially) correct POS. The tagger
is not used for all words as taggers require syntactically correct context to give
accurate results, which labels of process models typically do not provide.

Knowing the meaning of a word in a given context, provides valuable in-
formation about its correct translation, which is obvious when looking at the
exemplary usage examples of check above.

3 http://nlp.stanford.edu/software/tagger.shtml.

http://nlp.stanford.edu/software/tagger.shtml
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3.2 Finding the Best Translation

BPMT’s algorithm for finding the best translation will be explained using the
example label check availability. First, check and availability are disambiguated.
This requires possible definitions of these words, which can be obtained from the
English lexical database WordNet4. Basically, WordNet groups words together
based on their meanings. Thus, it is possible to ask WordNet for (i) a definition
of a word and (ii) other words that are related to it. Those relations include
synonymy, hypernymy5, hyponymy6 and many more.

To find the correct definition in a given context, the Lesk algorithm [10] is
used. For the BPMT it was implemented similar to [11]. The implementation
determines the overlap of the WordNet definition from (i) and (ii) with its con-
text. The BPMT defines the context of a label of a business process model as
the concatenation of all the labels of the model. This is acceptable in this situa-
tion as we are mainly interested in the words themselves and not their syntactic
combinations as it is the case for POS taggers. BPMT then scores the over-
laps according to score =

∑
overlap length(overlap)2. This gives a higher score to

longer consecutive overlaps. Thus, a definition that has one one-word sequence
overlap and one two-word sequence overlap with the context gets a score of 5.

Having obtained the correct definitions of check and availability, Moses is
asked to provide a list of possible translations of each definition. This helps in
extracting the correct translation of check availability from the list in Table 1.
Again, the algorithm for disambiguating words just described is employed. But
now its task is to disambiguate translations.

Drawing analogies to the different steps of word sense disambiguation makes
this point clear: The input to a word sense disambiguation algorithm is a word
and its context. WordNet is asked for possible definitions of the word. The output
is the correct definition given the context. Analogously, the input to the BPMT
translation disambiguation is a label and all the translations of the definitions
of the words of this label. Moses is asked for possible translations of the label.
The output is the correct translation given the translations of the definitions.

3.3 BPMT Architecture

The BPMT system consists of two core modules: Moses and the word/translation
disambiguator. These modules take care of the translation and the selection of
the best result. To feed the BPMT with business process model labels it was
integrated into PromniCAT, a platform for research on process model collec-
tions [12]7. Among others, the platform provides utility units to extract business
process models and their activity labels from business process model repositories
like the BPMAI8. The architecture of the BPMT is depicted in Fig. 2 as a UML
4 http://wordnet.princeton.edu/.
5 A more general word: vehicle is a hypernym of car.
6 A more specific word: car is a hyponym of vehicle.
7 http://code.google.com/p/promnicat/ .
8 http://bpt.hpi.uni-potsdam.de/BPMAcademicInitiative/WebHome.

http://wordnet.princeton.edu/
http://code.google.com/p/promnicat/
http://bpt.hpi.uni-potsdam.de/BPMAcademicInitiative/WebHome
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Fig. 2. The component architecture of the BPMT

component diagram. Business processes of the BPMAI modeled in BPMN 2.0
are selected from the research platform’s process repository. The activity labels
are extracted and passed through the label refactoring tool described in Sec-
tion 3. The refactored labels are then handed over to the BPMT where Moses
interacts with the translation and word sense disambiguation module in order to
find the best translation. Finally, the original label is replaced by its translation
in the process model and the translated model is stored as a new revision in the
research platform’s repository.

4 Evaluation

An interesting question concerning the translations of the BPMT is how probable
it is that they are different from the translations favored by Moses. In those cases
the actual translation is not the first of the list of translation candidates but some
other translation in that list. In order to answer this question, we let the two
systems translate a subset of the activity label data set from the BPMAI, totaling
2084 labels. The evaluation revealed that nearly 63% of the Moses translations
are discarded. Table 3 shows some of those differences. Basically, there are four
classes of results: Rows (1), (2), (3,4) and (5).

The first row shows that there are cases in which the BPMT performs better
than Moses. In this case, the BPMT disambiguated receive correctly and then
chose a better translation for it based on the translations of the definition of
receive and their overlap with the translation candidates of receive provided by
Moses. The translation eine der for receive by Moses (which is incomprehensible)
is due to a misalignment during training.

Yet, in some cases, as in row 2, translation quality decreases. This is due to the
fact that the BPMT wrongly disambiguated produce as bring out for display—
instead of create or manufacture a man-made product. Now, the translation lists
of both bring out for display and produce dog food contain translations with the
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Table 3. Comparison of Moses and BPMT translations

Label Moses BPMT
receive Mail einer der Mail Mail erhalten

produce dog food Nahrungsmittel zu
produzieren Hund

Hund Nahrungsmittel
bringen

buy book kaufen Buch Buch erwerben
send decision schicken Entscheidung Entscheidung schicken

create leased asset master
record

verleaste schaffen , die
Meister Bilanz

einem gepachteten Stück
Vermögenswerte Meister

Bilanz schaffen

word bringen. For example, in the first case für die Tag bringen and in the
second case Hund Nahrungsmittel bringen. Thus, the BPMT concluded that
Hund Nahrungsmittel bringen is the correct translation.

BPMT corrects syntactic structures of phrases. This is represented in another
class that consists of rows 3 and 4, where all translations are fairly accurate.
In this class the translation of an individual word changes slightly (in row 3,
kaufen is a synonym of erwerben) or the syntactic structure of a phrase was
changed. E.g., in German it is wrong if a verb in its infinitive form precedes
the noun. The BPMT uses the Stanford Tagger to identify if a verb is the
first word of a label. In those cases the verb is moved to the end of the label.
Consequently, erwerben Buch will be changed to Buch erwerben. Also, the BPMT
removes unnecessary elements for process model labels like the honorific form
and commas, among others. For example, the BPMT removes the honorific form
Sie from the translation of send decision (row 4) to schicken Sie Entscheidung
and later switches words as the first word of the translated label is a verb. The
resulting translation Entscheidung schicken is very good.

The last class demonstrates a substantial problem: If the language used in
the label is so specific and compact as in row 5, the list of possible translations
will not contain any correct result that could be identified by the BPMT. The
phrase asset master record must be encountered during training, so that it can
be translated as a whole. As neither the News Commentary nor the Europarl
corpus contain this phrase, both translations in row 5 are fairly bad.

4.1 BLEU Score

The analysis of the different translations of the 2084 labels suggested that the
BPMT performs better than Moses. To validate the results we quantitatively
evaluated the BPMT and Moses translations using the BLEU Score [13]. It is
computed using an algorithm that scores the translation system output by the
number of N-gram overlaps with a reference translation that has to be created
manually. Three reference translations were created by us for 207 of the 2084
labels as no reference translations of models from process repositories exist.
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Table 4. BLEU Scores for BPMT and Moses translations

1-grams 2-grams 3-grams
BPMT 38.96 22.95 14.94

Moses 38.63 21.72 13.82

When using the BLEU algorithm one has to decide how long the sequence of
overlapping words (i.e. the size of the N-gram) should be. Smaller N-grams yield
higher scores, but may also be less meaningful. For example, when using 1-grams,
the words that the two translations have in common can occur randomly in the
text. In the case of 2-grams they have to occur in common two-word sequences.
Since 2-word activity labels are very common in process models, the N-gram
scores were computed for N = 1, 2, 3. The results are shown in Table 4. As one
can see, the two translation systems perform nearly equally well in the choice
of their words (1-gram score). Note that this does not imply that they choose
the same words. However, larger N-grams lead to a more significant difference
between the scores. This means that the BPMT translations are more fluent and
thus better understandable than the Moses translations.

4.2 Expert Survey

Despite the clear difference between the BLEU scores, this does not represent the
actual experienced improvement for two reasons: First, BLEU is rather suited to
conduct an evaluation of translations of entire corpora, averaging out errors on
individual sentences [13,14]. In contrast, our evaluation data set is comparatively
small and only consists of activity labels, not sentences. Second, BLEU does not
consider synonymy and other forms of semantic relations—only identical words
are scored.

For those reasons we conducted an expert evaluation, in which 20 subjects
with a strong BPM background were asked to assess the quality of the trans-
lations of both Moses and BPMT. The survey included translations of six ran-
domly selected process models from the BPMAI and was structured as follows:
For each process model, the subjects were first asked to rate the translations of
the entire models. Afterwards, they rated the translations of the model’s labels
that differed between Moses and BPMT. The six process models taken together
contained 77 labels, 54 (70%) of which were translated differently by Moses and
BPMT. The translations were rated using a Likert scale, ranging from 1 (not
acceptable) to 7 (excellent). The ratings are visualized as box plots in Fig. 3a
that shows the plots of the ratings of the entire models and Fig. 3b that shows
the ratings of the differing labels. The plots illustrate that in both cases the
median of the BPMT is one value higher than that of Moses. In addition to
the higher BLEU score, this supports the impression that translation quality
increases when the BPMT is used to translate process models instead of Moses.

To prove that there is a significant difference between the medians of the
translation quality ratings, we conducted the nonparametric sign test. This test
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Fig. 3. Box-plots of translation quality ratings for Moses and BPMT

makes no assumptions about the distribution of the population from which the
samples are drawn. The results show that for both the ratings of the entire
models as well as the individual labels we can reject the hypothesis that there
is no difference between the ratings with a confidence of 99.9%.

In summary, an improvement to the overall translation quality has been
achieved, but more work has to be devoted to making it more stable so that
every translation is understandable.

5 Related Work

The work presented in this paper can be related to two major streams of re-
search: statistical machine translation and natural language processing in process
models.

Applying natural language processing in process models that pays attention to
the structure of process model labels is a quite recent endeavor. In this context,
techniques for the enforcement of naming conventions [15] or the refactoring
of activity labels have been proposed [2]. Particularly, the latter technique is
an important foundation for the technique proposed in this paper. Only by
explicitly building on the label components such as action and business object,
the translation of the state-of-the-art machine translation system Moses could
be improved. Prior works which did not consider the structure of process model
labels have been mainly concerned with improving the language in terms of
the consistent usage of words [16,17,18]. These works represent complementary
techniques to the translation approach as they can help to assure a consistent
use of natural language before the model is translated.

Statistical machine translation is nowadays dominated by a phrase-based ap-
proach relying on huge bilingual corpora on which the translation engine is
trained without using any linguistic information [4]. However, there are several
works that try to improve the quality of translations on the basis of semantic
information. For example, [19,20] report that they achieve a statistically sig-
nificantly higher BLEU score by disambiguating the phrases of the source text
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and thus selecting a translation that matches the obtained definitions. In [21]
a system is described that reduces the amount of training data necessary to
build a well-performing translator. This is achieved by creating models of the
interdependencies of related inflected word forms, which can also help in find-
ing the right word form during translation if not enough context information is
available. Also, methods for language-specific sentence-level restructuring trans-
formations are applied after the translation has been obtained. Finally, in [22]
a very large amount of context of the target language is used to find and rank
N-grams containing the phrase translations of the source text. However, to the
best of our knowledge, there are no works that systematically evaluate their
techniques using very short phrases only, like those in business process models.

6 Conclusion and Future Work

This paper presented the BPMT, a tool for automatic translation of activity
labels of business process models to facilitate their re-use in an international
context. Our use case, the translation from English to German, can be easily
adapted to different languages by training the BPMT on corpora of the languages
in question. The presented concept of word and translation disambiguation does
not change. The functionality of the correction of syntactic structure described
in Section 4 can be adjusted to the rules of the target language as well. BPMT
extends Moses to the specific BPM domain to improve translation quality. Our
evaluation results showed that BPMT performs better than Moses by itself.

In future work, two aspects need to be considered: First, language specific
tuning of the algorithm could further improve translation quality. For example,
moving a verb from the beginning of a label to the end, can lead to problems if
the label contains a conjunction of actions. Second, more generally, training of
a factored translation system [6] should be taken into consideration.
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Abstract. Communication processes are vital in the lifecycle of BPM projects. 
With this in mind, much research has been performed into facilitating this key 
component between stakeholders.  Amongst the methods used to support this 
process are personalized process visualisations.  In this paper, we review the 
development of this visualization trend, then, we propose a theoretical analysis 
framework based upon communication theory. We use this framework to 
provide theoretical support to the conjecture that 3D virtual worlds are powerful 
tools for communicating personalised visualisations of processes within a 
workplace.  Meta-requirements are then derived and applied, via 3D virtual 
world functionalities, to generate example visualisations containing 
personalized aspects, which we believe enhance the process of communication 
between analysts and stakeholders in BPM process (re)design activities. 

Keywords: Business Process Management, 3D Virtual Worlds, Process 
Communication.  

1 Introduction 

Presently, Business Process Management (BPM) is recognized as a set of approaches 
that can facilitate business activity management [1], and its lifecycle involves four 
phases, which are design, configuration, enactment and diagnosis [2]. In these four 
phases, the communication process has been recognized as a vital component, since it 
is one factor, among others, that is highly related to the success of BPM projects [3]. 

To enhance the communication process, visual assistance approaches have been 
employed. Conceptual diagrams, such as BPMN [4] or ER diagrams [5], are shown to 
other stakeholders by business analysts, when complex business environments need to 
be investigated.  Despite these approaches, it is reported that business analysts and 
stakeholders often have communication problems [6-8]. This is because we cannot 
guarantee that every stakeholder has the necessary process diagram knowledge to 
understand what is being presented [9]. 

A 3D virtual world is a network-based, computer synthesized dynamic 
environment, where participants can communicate with each other and interact with 
rich 3D computer-generated environmental objects [10].  Recently, it has been 
realized that such 3D virtual worlds can be applied in observational ethnography, case 
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studies, economic markets and social networks [10]. Its richer visualization abilities 
can expand the memory bandwidth of people, allowing them to effectively process 
more information [11]. This strongly suggests that 3D virtual worlds could be a 
superior process visualization platform, enabling people to recall and cognate about 
conceptual and non-conceptual content.  Such an approach may facilitate 
communication processes in analysing, modelling and validating organizational 
structures, and related resource behaviours.  In addition, these visualization have the 
capacity for high levels of personalized configuration, providing role-based 
representations that enable people to recognize their place in a complex process 
system, via provision of a visual context simulating their own experience [45]. 

As a new research area, researchers are working on BPM oriented 3D virtual world 
applications [12-17]. Despite the fact that these works are available and can be 
recognized as visualization approaches for enhancing communication approaches, 
theory-based analysis outputs are still lacking. Theory analysis in Information 
Systems or BPM domains, which is conducted ahead of system developments, can 
provide guidance that caters to needs in reality [18]. In other words, the lack of theory 
analysis may impede us in developing sophisticated 3D visualization systems for 
BPM in the future. 

With these points in mind, we propose a theory-based framework and utilize this 
framework to analyse problematic areas in communication processes, explain why 
problems occur, predict how to overcome these problem and suggest how to design an 
effective communication approach within a BPM context.  

This paper is organized as follows: Section 2 discusses related work. Section 3 
explores the capabilities of using a virtual world as a communication approach. 
Section 4 provides a mapping of virtual world capabilities to personalized 
visualizations.  And at last, Section 5 concludes with a discussion of achievements, 
and points towards future work. 

2 Related Work 

In 2008, we proposed a BPM oriented virtual world application [13], where we 
claimed that 3D virtual worlds can be utilized as a communication approach in the 
BPM context. Then, we proposed an extended business animation system [12].  
Following these initial efforts, other researchers have published BPM oriented virtual 
world applications. Perkins [14] advocates that intelligent agent systems should be 
integrated for demonstrating designed business plans. Chodos et al. [15] have 
proposed a workflow based simulation system, named MeRiTS, for professional 
medical training. These works have sought to visualize the operational levels of a 
business process environment, typically for training applications in the health domain, 
see Fig. 1.  However, along with other commercial systems, such as Flexsim1, there 
is an absence of a focus on personalised forms of visualization, in particular, the 
overlaying of surrounding information aligned with the tasks being represented for a 
particular business role and its potential personalized variations. 

                                                           
1 http://www.flexsim.com/flexsim/ 
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Fig. 1. Illustrations from previous work by [19] (picture A), [14] (picture B) and [15] (picture C) 

One of the major positive findings with virtual worlds has been the quantitative 
results showing the superior capabilities of such technologies in knowledge transfer in 
training scenarios [46], or that they are at least equal to present physical methods [47]. 
This is consistent with theoretical models presenting a proposed hierarchy of 
simulation above other less interactive approaches, producing better learning 
outcomes via greater retention of information [48].  These promising initial 
educational results are highly relevant to process communication issues.  Such 
capabilities in the transfer of knowledge can be seen as overlapping with activities in 
process redesign requiring clear communication of process knowledge.  Evidence has 
emerged indicating that a more human interaction oriented approach may offer better 
communication results [41]. 

Personalised process model visualization and presentation continues to be a very 
active area of research [42- 45].  Personalized process model visualization modifies a 
base process model to conform to the specific information requirements of a 
stakeholder within a process model.  Of particular interest is the insight that the use 
of iconic or pictorial representations of process activities may provide better insight 
into the process for a stakeholder [45].  Only preliminary evidence is available at the 
moment to show that this personalized view of a process actually increases 
understandability [44].  The question of the effectiveness of personalized views is yet 
to be fully answered in the affirmative. 

At this moment in time, there is no research that we are aware of that has explored 
the possibility of using 3D virtual worlds as an environment for personalized process 
displays.  Therefore, as we believe this is a first paper on this personalized topic, 
there is a need to provide theoretical analysis motivating such research.  In the 
following, we will propose our analysis framework, with extensions to our previous 
work [20], in order to support our proposal that a 3D virtual world is a valid and 
effective approach to personalized process visualization. 

3 Framework Development 

Our intention in this section is to generate an appropriate analysis framework to 
support our conjectures regarding the efficacy of 3D virtual worlds for personalized 
process visualisations.  Therefore, using an approach drawing from the popular 
theory development work of Gregor [18], and used in closely related visualization 
work [8], we propose an analysis framework with an objective to support, in theory, 
the argument that a virtual world can be used to improve communication between 
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business analysts and stakeholders in a BPM communication context. The framework 
involves three major theory development theories from Gregor (Analysis, Explanation 
and Prediction, and Design and Action) that build on each other to support our 
conjecture.  The analysis theory seeks to characterize the information transmission 
between business analysts and other stakeholders.  The explanation and prediction 
theory seeks to explain related cognitive processes in the mind of business analysts 
and other stakeholders, predicting how to enhance them.  A final design and action 
theory is used to support the conjecture that 3D virtual world affordances can support 
the developed theories on BPM communication. 

3.1 Analysis of the BPM Communication Model  

Many researchers have created conceptual models and theories for describing such 
communication. Among these conceptual models, the one proposed by Jakobson [21], 
Shannon and Weaver [6] has been widely used in different areas, such as information 
technology [22], software engineering [8] and media studies [23]. The common 
components in these two models are an information sender and receiver, information 
coding and transition processes, and factors that can affect the quality of information 
transition. They [6, 22] both believe good communication requires the sender and 
receiver to use the same code, while noise, as variations in the coding process, can 
slow down cognitive processes. The core ideas and components of their conceptual 
communication models has been adapted to represent communication between 
business analysts and other stakeholders in a BPM redesign context in Fig. 2.  For 
this context, we concentrate on the business analyst and other stakeholder 
relationships as a first point of call. The stakeholders in our case are typically domain 
experts experienced with the processes in question, but not knowledgeable of process 
model grammars.  For example, in a hospital management scenario, the stakeholder 
may be a nurse, doctor or an administrator.  

 

Fig. 2. Illustration of a modified communication model within the BPM context, with the 
business analyst and other stakeholder taking alternating sender and receiver roles.  Codes in 
this case are defined as the pictorial languages used in process modeling, while noise has been 
defined for this context as ambiguity, incompleteness and redundancy in the process 
representation, leading to reported communication problems between analysts and other 
stakeholders [9]. 
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In practice, the aim of the diagnosis phase in the BPM life cycle is to capture, 
analyse, automate and optimize present business processes. Issues such as, measuring 
the gap between current business processes and desired business processes, should be 
discussed in this phase [3, 24]. An accurate and mutual understanding between 
business analysts and stakeholders is therefore critical in decision making regarding 
process improvements [3]. 

On the one hand, business analysts need to gain a better comprehension of 
requirements and feedback from their stakeholders. This can help them design an 
improvement plan that suits the needs of their clients, and to continually revise the 
plan according to stakeholder preferences. On the other hand, stakeholders need to 
articulate their requirements so that business analysts can examine the validity of the 
newly designed business process model, to confirm that the improved and optimized 
business processes are appropriate, as proposed by the business analyst. 

It is typical, during the design of a visualization approach, to include an analysis of 
the particular stakeholder tasks needing visual support [49].  We apply this approach 
to the analyst stakeholder interactions during a process validation activity.  During 
their discussions about a business process, both business analysts and operational 
managers are interested in a number of topics, with some of them being: the specific 
sequence of task events, personnel arrangements and human resource behaviours at 
the operational level of a business environment [25-27]. A diagram showing the 
communication skill set of a business analyst, and the interests of a manager or client, 
are represented in Fig. 3, below. 

So far, communication theories [6, 22] have been used to analyse the 
communication roles of business analysts and stakeholders, and the code forms they 
utilize. It can be said that business analysts and stakeholders alternatively play the 
role of message sender and receiver in the communication process. 

 

 

Fig. 3. Illustration of the main information concerns of business analysts and managers 

From this previous research, two major conclusions can be reached.  One, 
stakeholders cannot always represent their understanding and thoughts about business 
activities in a well structured way [7]. Their goal may not be clearly defined and a 
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variety of unexpected factors can influenced their satisfaction with meeting results 
[28].  Two, the visual codes used by business analysts inevitably interfere with 
cognitive processes in the readers. To understand the visual codes requires a cognitive 
process within the stakeholder, to work on the conceptual model representations. The 
success of the cognitive process relies on long term memory that contains prior 
knowledge about the conceptual model, such as abstract model grammars and 
terminologies [8]. In practice, it cannot be expected that visual code readers, in 
particular domain specialists, have such prior knowledge.  Such lack of knowledge 
leads to results showing that conceptual models puzzle domain specialists [7-9].  In 
part, this is due to the their inability to align the abstracted representation with their 
own personal and experiential understanding of the business process being discussed. 

3.2 Explanation and Prediction 

In the following, conjectures drawn from cognitive theories [11, 29-31] are made to 
explain why the noise occurs in the communication process and predicts what measures 
can reduce the noise to promote the efficiency of the communication process. 
 
Explanation. Fig. 4. represents information processes in the human brain according 
to a popular model known as the Human Process Model (HPM) [32]. 

 

 
Fig. 4. Illustration of the Human Process Model that is adapted from [32]. The model describes 
the procedure that humans use to process information. 

The Perceptual Processor models how people sense input information, such as a 
process model in a graphical representation. Sense organs, such as eyes and ears, 
receive input information, which will be passed to the Cognitive Processor. 

The Cognitive Processor in the model, analyses the input information by utilizing 
short-term memory, which is a temporary storage area loaded with a stream of input 
signals. It is believed that the loading capability of such working memory is important 
in both verbal and visual information processing [33, 34]. 

Long-term memory permanently stores some prior knowledge. The amount of 
knowledge determines how a human responds to the input information [35]. If prior 
knowledge is relevant to the input information, the motor processor will receive 
positive indications, enabling a human to take a correct action. Otherwise, the motor 
processor will receive negative indications, giving an irrelevant or wrong answer. 
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With reference to this model of information processing, it can be said that the 
cognitive processor plays an important role in problem solving [29, 36]. In the context 
of this research, it can be said that the performance of communication between 
business analysts and stakeholders is dependent on this same cognitive process.  

Therefore, a reverse argument can be made; the increase of loading capability in 
the short-term memory and presence of prior knowledge in the long-term memory can 
optimize and improve the cognitive processes involved, potentially improving 
communication between stakeholders in a meeting. 

Prediction. According to cognitive load theory [30], humans have limitations in 
processing information, that is, humans usually can process seven, plus or minus two 
items without context [11]. This is a bottleneck with regards to communication 
improvement and optimization. Miller [11] states that one possible solution for 
communication improvement is to increase the loading capability of the short-term 
memory of the receiver, arousing prior knowledge in the longer-term memory to 
achieve better performance. 

In BPM consultation practice, tools and techniques, such as individual or group 
interviews, questionnaires, conceptual models, workshops and prototypes, aim to 
achieve better communication [26, 28, 37].  These tools and techniques provide 
people with a wide range of communication methods. 

The main conjecture of this paper is that personally configurable 3D virtual world 
tools and techniques may increase the loading capability of the short-term memory 
and arouse prior knowledge in the longer-term memory, consistent with the 
arguments of Miller [11]. For example, an accurate visualization about the working 
environment may arouse the prior knowledge of a stakeholder. Many stakeholders 
work in a real environment, not a conceptual space. They are very visually familiar 
with their working environment. A personalised visualization of their working 
environment can provide them with a representation in a “hands-on” manner that 
simulates real artefacts in real spaces. This enables them to make comments according 
to their work experience. 

Moody concludes that this “hands-on” manner is a form of semantic transparency 
[8]. Such a transparency provides the real meaning and appearance of conceptual 
models. People can directly infer information in the conceptual model from the 
operational representation of the conceptual models in a simulated workplace. 

Indeed, these visualization capabilities can be combined and employed to inform 
an individual or group interview, questionnaire, conceptual model, workshop and 
prototype [26, 28, 37]. Therefore, these visualization needs can be recognized as 
meta-requirements for communication improvement and optimization, increasing the 
loading capabilities of the short-term memory to arouse prior knowledge in the 
longer-term memory. 

4 Effective Communication Approach Design 

An appropriate Design and Action Theory can guide us to systematically and 
scientifically design a better communication approach [18]. Two design theories 
proposed by Markus et al. [38] and Walls et al. [39] state that if system A can meet 
the meta-requirements for developing another system B, then system A can be 
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adapted to facilitate the development of system B. Guided by such design theories 
[38, 39], the following sections will investigate the features of a 3D virtual world and 
then discuss the feasibility of utilizing 3D virtual worlds to satisfy previously 
mentioned meta-requirements. 

Virtual world features can be used to create BPM oriented visualization 
applications, satisfying communication meta-requirements we have identified, 
facilitating the BPM Communication Model. The supporting relationship between 
aforementioned meta-requirements and features of a virtual world application are 
represented in Table 1. 

Table 1. Discussion of the relationship between meta-requirements and virtual world features 

Meta-requirements Virtual World Features 

Entity Representation Geometry Representation 

Physical Environment Geometry Representation 

User Participation Interaction and Collaboration, Avatar 

Prototype Demonstration 
Geometry Representation, Functional Configuration, 
Avatars, Behaviour Modelling 

Information Display Functional Configuration, Information Visualization 

Human Resource Behaviour Avatar, Behavioural Modelling 

 

 

Fig. 5. Example personalized virtual world process visualisations. Firstly, the 2D HUD (a) is a 
representation of the process model of interest, with its state highlighted using red annotations.  
The second (b) is a resource-aligned representation providing a role-oriented view of the tasks 
being specifically performed by the simulation agent within the view. 

This process has driven the design of our series of process model simulations and 
visualisations that can be focused on a particular role within an organization.  The 
visualisations are developed using an agent-based system we have created to simulate 
control and resource workflow patterns [20].  The agents are provided work using a 
role-based push approach from a business process system.  We now detail the  
meta-requirements for such communication, and how this has motivated the virtual 
world visualization design.  In particular, we focus on how this can personalize a 

a b 
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visualization to assist understanding by a stakeholder.  A series of selected features 
[40] and capabilities are now analysed.  In each case, the examples referenced are 
those shown in Fig. 5, which illustrates a hospital admissions process we have 
visualized in a virtual world2. 

Entity Representation. Business analysts typically use 2D shapes constrained by 
visual grammars to abstractly represent real objects, in particular, to describe the 
relationships between tasks and state transitions between tasks [4].  In the 
visualisations shown below, the YAWL process modeling grammar is used to 
annotate the scene to provide process model information.  We show two examples of 
this annotation, via a 2D Heads Up Display (HUD) and a resource centric overhead 
display.  This relates the abstract process activities to an operational environment, 
with agent representations of specific roles, to increase insight. 

Physical Environment. In a 3D virtual world, a complex and realistic environment 
can be built up from basic geometries. Key physical objects related to processes and 
roles are depicted in the images as a basis for the visualization. In the case of our 
example, relevant medical equipment, such as beds, administration desks, amongst 
other items, are physically modeled in order to provide a representation of a familiar 
working environment, personalizing the visual to match the workplace of a viewer. 

Human Resource Behaviour. Observers can obtain insight into the position level, 
nature of work, interpersonal relationship, intention and characteristics of an observed 
person performing work activities via their appearance [14, 25].  In a 3D virtual 
world, avatars or agents can be created that accurately model the work behaviour of 
people in reality. In the example shown, tasks have been allocated to agents according 
to a role model within the process, with their commensurate visual behaviours. 

Prototype Demonstration. Business analysts can use some visualization approaches, 
such as a configurable simulation, to demonstrate a prototype [26, 28, 37]. Such 
visual assistance is an essential component of requirements elicitation and analysis, 
enabling business analysts and stakeholders to discuss unforeseen situations that may 
happen in their work. In a virtual world, a prototype can clearly demonstrate human 
resource behaviour, enabling stakeholders and business analysts to observe 
characteristics of the business plan via interactions between agents and objects in the 
virtual worlds.  In a similar vein to configurable process simulation, the examples 
demonstrate, using multiple agents, each process instance in parallel.  

User Participation. Users of virtual worlds can log into a virtual world from a remote 
location with a software client. The users who log into the virtual world will be 
represented as avatars, providing people with communication tools for engagement. 
The darker avatar in each image in the examples, is logged in remotely to the server, 
and can thus view the simulation as it is performed.  Even a side-by-side analyst and 
stakeholder meeting can benefit from this interaction, as the logged in avatar provides 
an in-world gesturing device. 

                                                           
2 Videos of visualizations are available at: 
https://www.youtube.com/watch?v=m6Losma61-U 



238 H. Guo, R. Brown, and R. Rasmussen 

Information Display. Information may be loosely classified as qualitative and 
quantitative. These types of information reflect the temporal state of the business 
environment. Representations of this information can, amongst other things, provide 
people with insight into the workload of human resources and utilization rates of non-
human resources. Our examples show, via a HUD, the display of the current state of 
the process model case being visualized, or resource centric information regarding the 
state of each agent in the simulation. 

5 Conclusion 

In this paper, a theoretical framework has been proposed for solving problems in 
communication between analysts and other process stakeholders.  Firstly, it has 
utilized communication theories [6, 21] to identify the main components of 
communication between business analysts and stakeholders. Then, cognitive theories 
[11, 29, 30] were used to explain why the performance of the communication process 
can be negatively affected by more abstract process model grammars. Meta-
requirements for communication improvement and optimization were identified. 
Finally, features of 3D virtual worlds were analysed, forming a mapping of their key 
features to communication requirements, showing how the features of a virtual world 
can be combined to assist the validation techniques used by a business analyst. 
Specific examples from a hospital virtual world we have implemented were used to 
illustrate the use of virtual worlds for personalized views.  In particular, the views 
can be personalized to the operational view that a stakeholder has of their work.  

This work is preliminary in nature, and has only begun to investigate possible 
approaches to providing 3D personalized visualisations.  In future work, we will 
design an evaluation framework, which is based on the discussion in this paper, to 
evaluate the presented visualization approaches.  In addition, the visualization 
interfaces will be updated to reflect the latest approaches to 2D personalized 
visualization [45], providing intuitive filtering and display approaches for a more 
fine-grained personalized experience of 3D process model information. 
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Abstract. Business processes modeling plays an important role in helping 
organizations analyze and implement existing business processes. Specifically, 
business process understanding is an essential aspect for conducting risk 
assessment and for detecting internal control weaknesses. In current risk 
assessment practice, a broad spectrum of notations is used to capture processes 
with relative strengths and weaknesses. These notations range from pure text-
based to purely visual diagrammatic formats. This gives rise to the question 
whether any of these notations should be preferred in the specific audit and 
accounting information system domain in order to provide better analysis 
results. Given the mixed results from prior research, this paper aims to establish 
a theoretical basis for discussing this question. Based on cognitive research, we 
identify propositions and derive associated hypotheses. Furthermore, we discuss 
how analysis performance can be measured in an audit context.  

Keywords: Business process models, risk and control, audit, BPMN, text. 

1 Introduction 

Representing business processes in the form of a model has evolved into a primary 
focus in information system research and practice. Practitioners conduct process 
modeling for various purposes, among others, to document organizational processes 
and to specify information system requirement [1], to conduct process improvement, 
understanding and communication between participants [2], and to provide 
specification of an executable automation or semi automation workflow [3].  

Understanding business processes becomes increasingly important in risk-based 
audit and other attestation programs. The International Federation of Accountants’s 
International Standard on Auditing (IFAC’s ISA) places stronger emphasis on 
understanding business processes pertinent to financial position of entities [4], which 
is crucial for subsequent risk identification tasks. Moreover, as organizational 
processes are increasingly implemented through information systems, the risks 
embedded in those processes must be considered when performing risk assessment 
relevant to potential misstatement in the financial accounts. Technically, this requires 
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the identification, analysis, and measurement of risks of material misstatement as well 
as linking business risks with associated controls. A proper documentation of the 
company’s processes on a detailed level therefore provides a suitable foundation 
towards the analysis of the company’s risk situation [5].  

In a more general context, the importance of information presentation in 
conceptual models has been studied for quite some time. These works involve 
comparing external representation alternatives in an attempt to identify the most 
effective format for judgment and decision-making tasks [6]. Despite ample of studies 
that have been carried out both theoretically and empirically on external presentation 
[7,8,9,10], there is hardly consensus on the potential superiority of two opposing 
extremes of representation, namely text and diagrams. Prior studies in accounting 
information systems (AIS) and auditing showed mixed results when comparing both. 
These works come with varying degrees of support on whether using diagrammatic 
representations can actually outperform textual representations for different tasks 
[11,12,13,14]. This gives rise to the question whether business process models, as 
opposed to text, should be preferred in risk analysis. Given the importance of business 
process understanding for the effective risk assessment and the lack of studies 
comparing process diagrams versus text, the investigation of how best to represent 
business processes for risk assessment decision-making is imperative.   

This research in progress paper provides the conceptual model of a study on 
whether a model can help users to better understand the underlying processes to 
support their risk-related decision-making tasks. Specifically, we aim to study search, 
recognition, and inference processes when using alternative representations. This 
study is expected to extend prior research into process model understanding towards 
the AIS audit domain. We build on the theoretical analysis of representational 
equivalence [7], the Cognitive Fit theory [15], and the Cognitive Load Theory [16]. 

The remainder of this paper is organized as follows. The next section provides an 
overview of the background literature with an emphasis on risk assessment of 
business processes in assurance practice. Then, the next section explains process 
model use for audit related judgment and decision-making. Afterwards, we define the 
research model and the proposed propositions, before concluding the paper.  

2 Related Works 

In this section, we discuss business process risk analysis and specific applications of 
process modeling for risk analysis.  

2.1 Business Process Risk Analysis 

The risk-based audit approach places emphasis on the broader business scope rather 
than directly focusing on financial misstatement. Risk analysis entails identifying 
relevant business risks of the underlying business processes (risk identification) as 
well as controls corresponding to those risks, while making decision based on 
assessing the magnitude of identified risks for any necessary subsequent tests (risk 
assessment) [17]. Risk assessment conveys the decisions auditors should make as the 
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result of the educing risk information. An accurate representation of business 
processes therefore helps to understand them better in risk identification tasks. 

The risk-based audit approach starts by initially determining business risk exposing 
the current AIS under investigation. Such risks, when not adequately addressed with 
appropriate internal controls, may lead to unfavorable material misstatement in the 
reported financial statement. Hence, the first step is to establish a set of standard 
controls to reduce the likelihood of the risks. Next, existing controls and the set of 
standard controls are compared, while any deficiencies and solutions are identified. 
Finally, auditors and managers test these controls to verify if they are performing as 
documented [18]. Against this elaboration, risk-driven audit approach thus requires 
identifying and documenting business processes and controls associated with financial 
reporting as prerequisites for risk assessment. The increasing usage of information 
systems automating business processes also adds to the complexity of the business 
risks applicable to the process of provisioning accounting information [4].  

Risks attributed to these processes thus need to be carefully captured and analyzed. 
One example is placing a purchase order which is the subset of the procure-to-pay 
business process. A company bears risks of having unauthorized purchase requisition 
or and paying for a not existing supplier which violates an occurrence or existence 
assertion. This can be addressed by defining a control objective: that purchase orders 
are placed only for approved requisitions and existing suppliers. In line with this 
explanation, the International Standard on Auditing (ISA) 315 § A84 emphasizes the 
importance to understand information system and business processes [4]:  
 

“Obtaining an understanding of the entity’s business processes, which include how 
transactions are originated, assists the auditor to obtain an understanding of the 
entity’s information system relevant to financial reporting in a manner that is 
appropriate to the entity’s circumstances.” 

 

System applications have built-in controls to ensure information integrity of the 
related business process. Some of these programmed controls may be critical to the 
evaluation of internal control over financial reporting. It is therefore essential that 
auditors acquire sufficient knowledge of all automation technologies of business 
process execution to evaluate the risk exposures and internal control efficacies. 

2.2 Business Process Modeling for Risk Analysis 

Previous studies have investigated the importance of representation for analysis tasks. 
Many of these works compare external representation alternatives in an attempt to 
identify the most effective format for judgment and decision-making tasks [6]. 
Performance differences have been studied between different representations such as 
tables versus graphs [19,20], different text groupings [21,22], and between graphs 
[10, 23]. Some works postulate a superiority of using diagram for externalizing 
problem [7,11], while others find no clear superiority [12,24]. Notwithstanding the 
mixture of these studies, to the best of our knowledge, little attention has been paid on 
two contrasting alternatives, namely diagrams and text. Such a comparison is highly 
relevant as risk analysis practice works with the format that is provided by the client.  
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The theoretical analysis developed by Larkin and Simon [7] emphasizes that 
diagrams might be superior to text due to their geometrical and topological 
characteristics. Text representations arguably do not acquire such characteristics. 
These characteristics are believed to evoke computational efficiency because data 
structure, programs and attention management system of a production (diagram) 
enable users to use search, recognition and inference processes to solve problems [7]. 
From an empirical perspective, an experimental work was performed comparing 
performance differences in terms of accuracy, time, and user perception between 
entity relationship (ER) model and Backus-Naur-Form (BNF) language grammar 
[11]. In that study, ER models were found to be superior in terms of time, but no 
differences found for accuracy measures. Another research identifies characteristics 
from literature that are relevant to the situation of when a diagram appears to be 
superior over text format [24].  

The business process modeling literature focuses on the process model as a visual 
representation of a process [25]. Research in audit risks and controls typically 
concentrate on procedural aspects such as methodology, documents, or higher-level 
requirement [see 26,27], while leaving information extraction less explored and open. 
For instance, how information is represented to facilitate user understanding on 
business processes receives hardly any attention.  

Prior works take two approaches for understanding business processes. The first 
group can be labeled design-oriented. Design-oriented approaches look at notational 
aspects of risks and controls that should be introduced in a new, or embedded in an 
existing model. For instance, Carnaghan [28] compares different process models 
based on their capacity to represent internal controls in a process level risks 
assessment. She concludes that current models do not sufficiently address the 
representational requirements. Furthermore, ontological deficits are discussed for 
flowcharts and data-flow diagrams in this context [31]; extending ER diagrams with 
risks and controls [29]; complementing EPCs with risks models [30]; or by mapping 
out REA and DFD diagrams to identify internal control [18]. None of the 
aforementioned works draws attention to the merit of process models over text. 

The second groups, labeled as behavioral-oriented, typically concentrate on the 
relationship between graphical notations, user characteristics and decision-making 
tasks. Research method that is commonly adopted for this stream is empirical work. 
The works included in this group are [8, 10, 11, 12, 32]. Dunn and Grabski [8] 
examine the effects of the format (REA vs DCA) for decision-making and found that 
when there is a high degree of localization, the influence of user experience is 
decreased. The assessment of performance across four different models in an AIS 
setting indicates that diagrams are best suited for process oriented tasks [10].  

Among the relatively few papers in diagram versus text for risks assessment, it 
appears that no strong conclusion can be derived whether a diagram surpasses text in 
decision-making tasks. Boritz et al. [12] report that no difference was found in risk 
assessment based on either a business process diagrams or a narrative, while an 
experiment comparing conceptual models with text partially shows the superiority of 
diagrams over narrative [11]. Interestingly, information arranged around the business 
processes is proved to be more effective than arranging information cues in other 
category of groupings such as based on control objectives or transactional codes 
[21,22]. This may indicate that users might benefit from models since information 
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cues are easily located, thereby enabling proses search, recognize and inference [7]. 
Again, given this mixed conclusion, the question whether business process model 
does have the influence on risk assessment remains open.  

3 Theoretical Foundations and Hypotheses 

This section discusses theoretical foundations and the research model of the work. 

3.1 Theoretical Background 

In the context of our research problem, at least three theoretical perspectives are 
relevant. The first relates to the question of comparability, which is discussed by the 
Theory of Equivalence of Representations [7]. When two representation alternatives 
are equally inferable, they are informationally equivalent. One representation 
(diagram) may outperform another one (textual) if it is informationally equivalent, 
and additionally can facilitate inference in an easier way than another representation, 
indicating the existence of a computational advantage [7]. A cognitive computational 
advantage depends upon the orchestration quality between the representation form, 
the mental programs, and the attention management system, in which the programs 
the search, recognition and inference are processed. All the three are relevant in a risk 
analysis setting. Search uses the attention management system to locate relevant 
elements in a data structure. Recognition involves matching information from the 
representation with the problem [11]. This is likely to be highly dependent upon 
representation. Inference is rather a task dependent process, in that it requires a user’s 
domain knowledge to combine information deduced from problem tasks with relevant 
information stored in the user existing knowledge.  

The next relevant theory in this context is Cognitive Fit Theory [15]. Cognitive fit 
theory states that a correspondence between tasks and information representation 
leads to superior task performance. Since its introduction, the theories’ external 
validity has been supported through various empirical works involving enhancement 
in contexts, constructs involved, and modification. General findings consistently state 
that different kind of representations may or may not fit well with certain tasks 
[20,34,35,36]. The basic formulation of Cognitive Fit Theory describes processes 
which are initially operating with respect to the problem representation and to the 
problem-solving task, to produce the mental representation which then produces a 
problem solution. Cognitive fit occurs when information type emphasized in both 
representation and task elements match, resulting to a consistent mental representation 
for facilitating problem-solving process. When the information type emphasized in 
both representation and elements do not match, the problem solver must exert 
additional cognitive effort to either transform the problem representation to better 
match the task or transform their decision processes to better match better the problem 
representation, which will hinder performance [6].   

The third theory, Cognitive Load Theory (CLT) defines the cognitive constraints 
associated with humans [9]. Humans as problem solver have a limited number of 
information chunks to process in their short-term memory, and “…any problem that 
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requires a large number of items to be stored in short-term memory may contribute to 
an excessive cognitive load” [16]. Following the theory, there are three sources of 
cognitive load: intrinsic load, extraneous load and germane load [16]. While intrinsic 
load is inherently attached to the task complexity (determined by the elements 
interactivity and the processing procedure), an unfavorable effect on learning is more 
attributed to extraneous load when the task and problem information presented force a 
learner to spend more mental efforts than what the working memory can handle. 
Appropriate manipulation of information representation should reduce extraneous 
load and instead promote the germane load, which contributes to schema construction, 
therefore facilitating learners learning. 

3.2 Research Model 

Against the theoretical background elaborated above, we develop a research model as 
the framework for structuring our research, and accordingly set out propositions 
pertinent to which representation is best to facilitate business process understanding 
for risk assessment. Research models operationalization set up in [9,14] is adopted 
and synchronized with the current study. Figure 1 shows our research model.   

 

 

Fig. 1. Research Model 

As theorized in [7], we expect that adopting diagrams would better facilitate 
business process understanding compared to using textual representation. The 
advantage appears to be observable through an examination on search, recognition 
and to some degrees, inference processes run by program on the available data 
structure supported by attention directing mechanism. Given the varied findings on 
BPM-narrative comparison, careful investigation of how BPM would lever risk 
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analysis is warranted. We aim to use the Business Process Model and Notation 
(BPMN) as a typical process notation [37] and text narratives as the other end. We 
choose BPMN as the alternative model because it is the widely accepted process 
modeling standard. BPMN is intended be readily understandable by business analysts, 
system engineers and general business people [39]. 

The theory of cognitive fit is then revisited to provide the rationale for setting up 
the necessary propositions. As suggested by the theory, when the form of problem 
representation matches with the problem tasks, users are expected to have a consistent 
mental model which further enables them to enhance performance quality. One factor 
that is an important element of the matching process is the capability to localize a 
problem in specific groupings on an internal level (cognitive). This localization is an 
important element of the attention directing mechanism as suggested by [7] and has 
been elaborated by [8] for REA-DCA tasks comparison. According to [7], diagrams 
may be advantageous in attention management as opposed to narratives. When one 
can localize a specific area in a problem representation, the process of matching with 
problem tasks is enhanced without cognitive load of mental transformation processes.  

With this reasoning, we argue that using BPMN would enable users to direct 
attention better on specific areas of a problem when searching pieces of information, 
recognizing the relation upon the task, and ultimately inferring better conclusions for 
particular tasks. In accordance with our research model above, the following 
propositions are suggested, followed by our proposed hypotheses operationalization: 

 
• P1: A representation that better supports the localization of risk and control 

problems leads to better performance.  

Table 1. Effects of Process Representation Alternatives and Cognitive Fit Situation 

                                Analysis of Effects
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Table 1 summarizes the development of the effects of alternative representations to 
the dimensions of business process understanding. For giving better clarity, specific 
naming for tasks – search, recognition, inference, cloze – is removed. Statement in 
proposition 1 is then translated further into the following hypotheses:  

 
• H1a: More control issues are identified using BPMN than narrative for search 

tasks.  
• H1b: More control issues are identified using BPMN than narrative for 

recognition tasks. 
• H1c: More control issues are identified using BPMN than narrative for 

inference tasks. 
• H1d: Higher scores are obtained using BPMN than narrative for cloze tests. 
• H1e: Higher scores are obtained using BPMN than narrative for problem-

solving tasks. 
 
Accordingly, diagrammatic business process representation will provide users with 
greater computational efficiency than the equivalent text-based counterpart. 

The existence of computational efficiency may also lead to a favorable decrease in 
efforts spent for understanding a model. This means that users might find equivalent 
number of risk and control cues, but one user is able to do a task relatively faster than 
others. According to cognitive load theory, this occurrence denotes a reduction in 
cognitive load, preferably the extraneous load element. The load reduction is 
reasonably associated with attention directing mechanism that works better to localize 
information stored in diagrammatic representations than narrative representations. 
Therefore we have: 

 
• H1f: Users using BPMN will identify control issues when performing search 

tasks faster than narrative.  
• H1g: Users using BPMN will identify control issues when performing 

recognition task faster than narrative. 
• H1h: Users using BPMN will identify control issues when performing 

inference tasks faster than narrative. 
• H1i: Users using BPMN will perform faster when performing cloze tests than 

narrative. 
• H1j: Users using BPMN will perform faster when performing problem-solving 

tests than narrative. 
 
Task performance is contingent to whether a fit is present between the knowledge 
emphasized in presentation format and the type of knowledge required to solve the 
task, hence the cognitive fit. Prior research has shown that organizing information 
around business process enables users to find more risk and control factors than users 
who used materials organized around financial statement categories [21,22]. We see 
that diagrammatic representations arguably have a closer fit with the risk assessment 
tasks that provide better attention directing mechanism than narratives, although both 
formats emphasize process flow. We then propose the following hypothesis: 
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• H1k: The presence of attention directing mechanism is positively associated 
with the higher control scores, higher efficacy and faster time for all tasks. 

Prior accounting and information system research has demonstrated that user 
characteristics, and or environmental characteristics all contribute to performance 
[38]. Therefore, we need to take user characteristics into account as influencing 
factors for business process understanding. Involvement of user characteristics in the 
research model contributes to answer the pragmatic dimensions of the study such as 
user knowledge and exposure to both business process modeling and auditing. Putting 
user characteristics into the analysis, the following proposition is stated: 

• P2: User characteristics to process representation will affect users’ tasks 
performances.  

The proposition is elaborated more into several hypotheses. First hypotheses predict 
the effect of the use of English as a second language. This is reasonable since the 
study incorporates a broad set of diverse participant nationality. [9] advises that 
English as a second language is one potential impediment in process understanding. 
By the same token, user perception might be considered as factor that slows down the 
understanding. The more complex a problem case, in absence of experience, would 
correspond to an inverse of accuracy and time: 

• H2a: The use of English as a second language and perceived complexity will 
have a negative effect on model understanding accuracy scores. 

• H2b: The use of English as a second language and perceived complexity will 
have a negative effect on domain understanding accuracy scores. 

• H2c: The use of English as a second language and perceived complexity will 
have a negative effect on model understanding completion time. 

• H2d: The use of English as a second language and perceived complexity will 
have a negative effect on domain understanding completion time. 

Other potential user characteristics worth considering are knowledge of 
representation, knowledge of business the case presented in the experiment, and 
knowledge of the business processes and auditing domain. For simplification purpose, 
we combine these aspects as the following hypotheses: 

• H2e: Higher knowledge in representation, case, and domain will be positively 
associated with model understanding accuracy scores. 

• H2f: Higher knowledge in representation, case, and domain will be positively 
associated with domain understanding accuracy scores. 

• H2g: Higher knowledge in representation, case, and domain will be positively 
associated with model understanding completion time. 

• H2h: Higher knowledge in representation, case, and domain will be positively 
associated with domain understanding completion time. 

Furthermore, different information presentation formats would also affect the 
perception of ease of understanding. This perception (perceived ease of 
understanding) indicates the cognitive load users have to bear to complete the task 
given to them within the specified time frame. [40] suggests using this measure to 
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reflect perception of ease of understanding with different term, perceived difficulty. 
Therefore, the following proposition is stated: 

•  P3: Business processes representation that can localize risks and controls 
problems or provide attention-directing mechanism in particular task 
representation is perceived to be easier than one that does not.  

The corresponding hypothesis is: 

• H3: Users perceive BPMN to be easier to understand than text narratives.  

The derived hypotheses provide the basis for an empirical research program on 
studying the influence of process representation on risk analysis performance. Such a 
program is highly timely given the rather ad-hoc utilization of process-related 
documentation when analyzing risks in practice. The insights brought forward by this 
research program are deemed to have strong implications for risk analysis research 
and practice. Most notably, they might spark efforts to standardize visual 
representations in the accounting information systems domain. 

4 Conclusion 

In this paper, we have considered different representational options to support risk 
analysis in the context of business processes. This research is motivated by increasing 
risk analysis requirements and regulations, an ad-hoc usage of representations in 
practice, and contradicting findings on preference for a particular representation 
format in general research on conceptual models. We have discussed relevant 
theoretical foundations including information equivalence, cognitive load and 
cognitive fit in order to establish a research model. This research model and its 
theoretical foundation provide us with the basis to formulate an extensive set of 
hypotheses, which together form a research program to study the phenomenon. 

The next stage of this work is to conduct various experiments. Careful 
consideration must be taken in terms of execution control and measurement control. 
Beside that, its cost with regards to investigation and its ease of replication are high 
[41]. A challenge in this context will be a balanced involvement of populations that 
are easy to reach like graduate business students and the group of practitioners that 
are difficult to reach. We aim for a web-based experiment in order to achieve a better 
access for the latter group.  
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Abstract. There are signs that cost arbitrage model of outsourcing engagement 
between enterprises and service providers will have to change to one based on 
value generation. Automation decisions taken by siloized businesses under cost 
arbitrage models have led to complex cost-ineffective situations. Both these 
situations may be addressed by an innovative business model based on product 
family concepts that systematically targets transactional and transformational 
needs of enterprises with focus on value generation using analysis and 
operational world views of enterprise IT systems. We motivate and elaborate 
such an approach. Our contributions are innovation that leads to mutual win-
win situation by enabling service providers to service IT needs of multiple 
enterprises of same vertical and by enabling enterprises to reap value-oriented 
benefits with analysis and operational world views of IT systems thus serviced. 

Keywords: Outsourcing, Enterprise Modeling, Enterprise Architecture, 
Analysis, Operationalization.  

1 Introduction 

A large portion of enterprise's operational processes are today automated through the 
use of IT systems. The as-is state of the enterprise is largely the result of a sequence 
of automation decisions each taken in specific contexts. These specific contexts come 
into existence due to siloized nature of businesses [1], which leads to several 
problems with the enterprise's IT systems such as- a) either partial or complete 
overlap of business functionality, b)  sub-optimal design of operational processes,  
c) sub-optimal implementation of operational processes, d) plethora of non-
interoperable technology platforms, and so on [2]. Given the tight economic 
environment, enterprises can stay viable only if the IT costs are reduced by a factor. 
This calls for a whole new approach to service the IT needs of enterprises.  

The present headcount based labor and cost arbitrage model through which 
enterprises engage with IT service providers (SPs) either for managing bottom-line or 
adding to the top-line seems to have ceased to provide the desired value. We believe 
that enterprises would want to increasingly focus on their core competencies and look 
for an IT SP who can be the single source catering to all transactional and 
transformational IT needs. Enterprises will soon start demanding outcome-based 
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pricing thus making IT SPs share some of the operational risks. Minimally, this 
necessitates that IT SPs shift from labor-based to asset-based service delivery. Thus, it 
is becoming imperative that IT SPs invest, safeguard and nurture business assets in a 
manner that IT needs of a set of enterprises be met with little modification if at all.  

Owing to our expertise in model-driven engineering of large enterprise applications 
[3-6] in cost effective manner [7, 8], we propose a model-driven take on 
conceptualizing and realizing a new outsourcing business model that enables 
servicing of transactional and transformational needs of enterprise IT systems with 
outcome-based pricing and on operational risk sharing basis. The set of interacting IT 
systems, the technology infrastructure they use, and the hardware infrastructure used 
for execution together can be viewed as an IT Plant for the enterprise. Our key 
contributions with regards to servicing IT plants of enterprises are twofold- one, we 
propose a new IT plant family (product-line) driven business model and show that this 
innovative model can prove beneficial in catering to needs of enterprises thus creating 
a win-win situation for both SPs and enterprises; and second, we provide two kinds of 
support to realize the proposed business model namely, analysis and 
operationalization. While analysis level support provides demonstrable evidence of 
functional and non-functional characteristics required of the IT plant, 
operationalization level support plans to use the insights obtained from analysis in the 
actual implementation of the IT plant.  

The rest of the paper is organized as follows. Section 2 presents motivation and 
outline of the proposed solution. Section 3 elaborates why innovation may be the only 
way outsourcing of future will take place. In Section 4, we describe how value-
oriented benefits apart from cost benefits may be obtained using analysis and 
operational world views of IT plants. In Section 5, we put forth several work-
packages needed in order to realize IT plant family for enterprises in the same vertical 
and prove beneficial to both enterprises and SPs. Section 6 reviews the key related 
work. Section 7 concludes the paper. 

2 Motivation and Outline 

Enterprises use IT systems to derive mechanical advantage through automation of 
operational processes catering to their strategic, tactical and operational needs [14]. 
The needs could either be transactional or transformational thus leading to run-the-
business (RTB) and change-the-business (CTB) costs respectively. The set of 
interacting IT systems, the technology infrastructure they use, and the hardware 
infrastructure used for execution of an IT plant, in addition to people constitute 
principal levers for managing IT cost to business. For example, cost-arbitrage 
outsourcing  model has brought down costs significantly by transferring development 
and maintenance of IT systems to low cost geographies i.e. replace enterprise's people 
with SP's; consolidation and rationalization of hardware infrastructure led to 
significant cost savings; harmonization of technology infrastructure further 
accentuated the benefits derivable from hardware consolidation; and transformation of 
IT system implementation in response to these and other changes has brought down 
the costs even further.  
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Fig. 1. IT Plant Family Servicing Needs of Multiple Enterprises in Given Vertical via Analysis 
and Operationalization 

Outsourcing and hardware consolidation are fast approaching the point of 
diminishing returns and harmonization of software infrastructure can bring in only so 
much benefit [15]. Since an IT system typically comes into existence to service 
enterprise functional need in local and specific context, any amount to improvement 
of the IT system is unlikely to guarantee improvement in the IT plant as a whole. 
Thus, the current practice seems to be approaching its limits in terms of cost 
effectiveness. It is being realized that beyond the old world labor and cost arbitrage 
model, an outsourcing model is required that can deliver value based on current 
business objectives and outcomes. Our proposal in this regard is illustrated in Fig 1. 

Achieving scale through common software infrastructure is an important objective 
for us. Since needs of no two enterprises are likely to be exactly the same, ability to 
derive implementation of the desired IT plant from its high level specification is 
necessary. Simplistic strategy of clone-n-own will lead to a plethora of IT plant 
specifications exhibiting high degree of redundancy (as a result of the commonality) 
and hence maintenance and evolution problems. Thus, there is a need to manage the 
related set of IT specifications as a single entity from which the desired specification 
can be automatically derived under human guidance. This is indicated in Fig. 1 as 
product line/family concept [8] applied to IT plants for enterprises in same vertical. 
The key elements of the enterprise IT outsourcing business model and its realization 
as illustrated in Fig 1 are as follows: 

1. It should be possible for an SP to cater to IT needs of multiple enterprises through 
a single multi-tenant IT plant. It essentially means that an SP can use IT plant 
specification and implementation in product-line like manner for catering to needs 
of enterprise in the same vertical. IT plant of an individual enterprise should be 
easily configurable to meet a priori known specificities of an enterprise. 
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2. It should be possible for an enterprise to get a feel for the IT plant being offered by 
an SP both in terms of functional and non-functional characteristics. It should be 
possible for SP to know the IT needs of enterprise so that they can be demonstrably 
met by the IT plant being offered. 

In the following section, first we elaborate the reasons that necessitate innovation in 
enterprise IT outsourcing and then describe our proposed solution in detail. 
 

Fig. 2. Costs of Enterprise IT Systems & What is usually automated in an Enterprise? 

3 Reasons for Innovation in Enterprise IT Outsourcing 

Enterprises have been using IT systems to obtain mechanical advantage through 
automation of their operational processes. Over the years the dependence of 
enterprises on their IT systems has been increasing rapidly and there are no signs 
evident of this changing. Enterprises have traditionally maintained their own IT 
departments to service IT needs of the business. IT departments have traditionally 
been viewed as cost centers and evaluated mainly based on RTB and CTB costs to the 
enterprise. 

Outsourcing provided a major lever for reducing RTB costs through replacement 
of 'your' people (enterprise's) with 'ours' (IT SP's) as shown in Fig 2 (Left). Large 
enterprises have traditionally been operating in a siloized manner for ease of 
management and control. As a result, IT needs of an enterprise become apparent in 
parts with a dedicated IT application getting implemented to cater to each in part 
need. To a large extent these needs are of back office with commodity nature as 
shown in Fig 2 (Right). This leads to plethora of IT applications servicing almost the 
same IT needs within an enterprise resulting in following problems- 

1. Widespread redundancy of IT systems is arguably the single largest cause for 
highly escalated cost of IT to business. 

2. Another side-effect of the same is sub-optimal implementation of business 
processes that typically spread across many departments. Moreover, current 
practice of siloized operation makes it very hard for the complete enterprise wide 
picture depicting its IT systems and how they interact with each other to emerge. 
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3. In the absence of complete information regarding the as-is state of enterprise's IT 
systems, the transformational decisions are typically taken putting faith in the 
ability of gurus to predict which of the many possible states will be the most 
beneficial. Latency of validating such predictions is typically in terms of months if 
not years and comes with high system development costs that may have to be 
completely written off. 

Faced with these consequences, an enterprise, in absence of the complete picture, has 
no option but to live with the as-is state that is destined to get increasingly sub-
optimal over time as local fixes keep on getting introduced. Increased business 
dynamics, highly connected nature of IT systems, rapid rate of technology advance / 
obsolescence, heterogeneity and wide variety of technology platforms used by an 
enterprise, and sheer number of business applications all further contribute to making 
the management of CTB costs an involved and almost an intractable problem. Clearly 
a new approach for managing CTB costs with certainty is needed. We describe our 
proposal for such approach in the next section. 

4 Analysis and Operationalization of IT Plants 

We describe our proposal by looking at enterprise IT outsourcing in terms of two 
related worlds namely, analysis and operational. We propose further that both these 
worlds can be realized as being model-centric as shown in Fig 3. 

Analysis world would represent an enterprise in terms of its goals, operational 
processes, organizational structure etc. These models are closer to the business 
domain and yet machine-manipulable so as to be able to establish a specific property 
and/or explore answers pertaining to questions regarding efficacy of the as-is state, a 
set of possible states, most desirable among the possible states with regards a given 
criterion etc.  

Though models pertaining to this world might be created from a restricted 
perspective of IT systems automating the enterprise, they do not model the IT systems 
per se. Analysis world enables (data-driven) decision making thus reducing 
dependence on experts' intuition and/or expertise. Analysis world is essentially 
supposed to come up with interesting possibilities for improving the current state of 
enterprise and also outline a path from as-is state to the desired to-be state. Enterprises 
operate in a dynamic environment and hence needs to change continuously along with 
its IT plant. Response to a change needs to be fast and accurate. To check what 
happens when a specific response is chosen, models for supporting what-if and if-
what scenario playing would be required. These models need to be domain-specific; 
rather, there is a need to model the domain itself to enable its automated analysis.  
Analysis world would represent an enterprise in terms of its goals, operational 
processes, organizational structure etc. These models are closer to the business 
domain and yet machine-manipulable so as to be able to establish a specific property 
and/or explore answers pertaining to questions regarding efficacy of the as-is state, a 
set of possible states, most desirable among the possible states vis-\`a-vis a given 
criterion etc.  
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Fig. 3. Analysis and Operational Worlds of Enterprise IT Plants 

Though models pertaining to this world might be created from a restricted 
perspective of IT systems automating the enterprise, they do not model the IT systems 
per se. Analysis world enables (data-driven) decision making thus reducing 
dependence on experts' intuition and/or expertise. Analysis world is essentially 
supposed to come up with interesting possibilities for improving the current state of 
enterprise and also outline a path from as-is state to the desired to-be state. Enterprises 
operate in a dynamic environment and hence needs to change continuously along with 
its IT plant. Response to a change needs to be fast and accurate. To check what 
happens when a specific response is chosen, models for supporting what-if and if-
what scenario playing would be required. These models need to be domain-specific; 
rather, there is a need to model the domain itself to enable its automated analysis.  

Operational world of enterprise IT systems would represent an enterprise in terms 
of models its business processes, applications used for automating the business 
process tasks, agents performing the assigned tasks, Technology and IT infrastructure 
needed for execution etc. In short, a model of the complete IT plant that automates a 
set of operational processes through a set of software systems ensuring correct 
operation of the enterprise both in functional and non-functional sense. Since the aim 
is to cater to the IT needs of multiple enter prises in a given vertical and IT needs of 
no two enterprises are likely to be exactly the same, purpose-specific IT plant seems 
required. However, this doesn't lead to a viable business model. As a result, it is 
imperative that the IT plant actually is a \emph{family} of a set of related IT plants 
such that a purpose-specific IT plant can be easily derived. Ideally, the derivation 
process should be as simple as selecting one from the set of many a priori known 
well-formed and internally consistent configurations. Also, the derivation process 
should be user-controlled and be effectible at run-time for greater agility. In fact, 
every element that IT plant comprises of must also be configurable.  
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Fig. 4. Schematic Overview 

The key challenge pertaining to operational world is that the IT plant should 
deliver the desired functional and extra-functional requirements and be realizable in 
terms of multiple technology platforms. The specification of the IT plant should be 
closer-to-problem-domain, intuitive and technology agnostic so that domain experts 
will find the notation easy to use. The specification should be complete in terms of its 
ability to address stakeholder needs on the user side of IT plant. Minimally, it is felt, 
the specification should cater to functionality, business processes, data and user 
experience aspects of IT plant and their inter-relationships.  

Without a traceable link, possibly bi-directional, between analysis and operational 
worlds it would be impossible to utilize insights obtained in the analysis world in the 
operational world. Given the widely different nature of models (and meta models) 
belonging to analysis and operational worlds, this could be a hard problem. The next 
section elaborates the research challenges involved in realizing in concert the analysis 
and operational worlds of IT plant family for enterprise IT systems. Also, solutions to 
these research challenges can come together in multiple ways each possibly enabling 
a different opportunity for creating significant business impact. 
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5 Work-Packages for Realizing Enterprise IT Plants 

This entire line of thought is represented in Fig 4 where we present what needs to be 
done in order to achieve analysis and operationalization of IT plants that address 
enterprise IT needs in terms of several work-packages: 

Enterprise Specification. This work-package constitutes coming up with languages 
(and notations) to model the set of relevant concerns of an enterprise such as intent or 
goals, operational processes, organizational structure, services, etc. These are 
enterprise architecture-ish models but machine manipulable so as to support 
automated what-if, if-what, change impact analyses among others. It will also be 
possible to establish functional and extra-functional properties of an enterprise in 
qualitative and/or quantitative terms. We will also investigate possibility of arriving at 
a transformation plan from as-is state of enterprise to the desired to-be state. We 
already have early results in specifying and analyzing enterprise models using 
ontological representations [16]. Work on What-if, if-what scenario analysis [17] and 
scenario playing [18] is currently submitted. 

Enterprise Simulation. At present, techniques and technology exist to simulate an 
enterprise architecture model or a specific set of concerns individually and 
independently. However, simulating an enterprise would need simulation of all its 
models in concert which is not possible today. System dynamical models are 
characterized by a small set of primitives and powerful simulation machinery [19]. 
This work-package constitutes evaluation of system dynamical models for enterprise 
modeling, developing simulation machinery for EA models that can be specified as 
above, and investigating if a link can be established between EA models and system 
dynamical models. Objective here is to advance state of art in simulation and 
applications/applicability of simulation techniques.  

IT Plant Specification. This work-package constitutes specifying various concerns of 
IT plant so as to generate a configurable extensible platform implementation using it 
and to help monitor, evolve and adapt IT plant under human supervision. At present it 
is possible to specify the various concerns of a business application e.g. user interface, 
data and data access, online and batch functionality, reports etc in a model form from 
where an efficient implementation can be effectively and efficiently generated. It is 
also possible to specify interactions between applications as an orchestration or 
choreography. Early advance has taken place as regards design-time and run-time 
configuration of an application. However, little work is reported on application 
architecture to support a priori unknowable extensibility. Business Process Platforms 
(BPP) providing a set of business processes and their automation through a set of 
services out of the box was a buzzword in 2005 which has remained unrealized. Early 
advance in adaptation architectures is limited to individual applications. The 
adaptation concept needs to be extended to other constituents of IT plant such as 
business processes, batch programs etc individually and to the whole IT plant 
collectively. Objectives of this work-package are to come up with i) an 
implementation architecture for BPP with additional requirement of support for easy 
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configuration and a priori unknowable extensibility of the entire BPP, ii) the 
implementation machinery to realize an IT plant, and iii) adaptation architecture for 
individual components as well as the whole of IT plant. 

IT Plant Contract Specification. It should be possible to specify a set of concerns 
such as functional, operational, legal, monetary etc, and thus, in essence, forms a 
contract between IT plant provider and consumer. From IT plant consumer's 
perspective, it should be possible to specify the desired IT needs in terms of all the 
relevant aspects such as functionality, data, user experience, extra-functional 
characteristics [15] etc.  

IT Plant Testing. At present it is possible to specify application behavior at a higher 
level from which test cases and test data for system testing with coverage related 
assurance can be generated. Early advance is underway as regards testing of a product 
line depicting a set of applications having high commonality and well-defined 
variability. Automation harnesses for regression testing have been around for years 
but incremental i.e. change-specific testing is still a problem. Objective of this work-
package is to extend these concepts to cover the whole of IT plant i.e. a set of 
applications, a set of business processes, a set of batch programs, a set of interfacing 
channels etc. Another, and probably more important, problem is to establish 
testability of the IT plant. Another aspect of IT plant testing is in relation to 
satisfaction of contract. 

IT Plant Deployment. It is highly unlikely that a consumer of IT plant won't already 
be using IT systems. Typically, IT plant will replace some of the IT systems in use. 
As systems being replaced (say A) might be interacting with the systems not being 
replaced (say B), B systems need to be modified as regards their dependence on A 
systems in terms of service calls, data in/out etc and the IT plant needs to be extended 
to cater to interfacing needs of A systems. Availability demand dictates these 
modifications need to be undertaken conforming to a partial order and in batches. 
Identifying both may need analysis of implementation of existing systems and/or 
execution logs. Having identified the partial order, B systems need to be suitably 
updated, IT plant suitably extended, and A systems decommissioned. These activities 
should be automated to the extent possible.  

6 Related Work 

Servicing of outsourced IT systems in an innovative way as we have suggested is 
novel in the sense that such business model and analysis and operational views of this 
business model have not been suggested/researched previously to best of our 
knowledge. We therefore take review of key works that we refer to, including online 
resources since the sentiment that something more than the prevalent cost arbitrage 
model is required for servicing outsourcing has started surfacing only recently.   

What should enterprises outsource and what they should not and the benefits and 
risks involved was discussed in [9]. It was found that labor cost reduction is the most 
ranked benefit whereas political and legal issues including property rights and 
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contracts were counted as most ranked risks. In contrast to this study which was 
carried out in 2005, recent sentiment suggests that enterprises are looking beyond cost 
benefits, specifically to value generation [10, 11] something that analysis world view 
of IT plant may be able to provide to some extent [12]. 

How such value-oriented relationship might exist between enterprises and SPs is 
being researched as described in [1, 13]. Scoping and scaling of work to be performed 
by SP needs to be well defined [13] and can take form of strategic relations, co-
sourcing alliance, or transaction exchange [1]. It is suggested in  [1] that the 
relationships stated above evolve and that enterprise must transition from strategic 
relationship to transaction exchange in a step-by-step manner. This remains to be 
tested further. We on the other hand believe that once the suggested work-packages 
have been realized, it might be possible for us to get into any relationship with an 
enterprise aided by precise specification of IT plant and enterprise, and analysis and 
operationalization abilities. 

7 Conclusion 

It is quite evident in recent times that focus on outsourcing enterprise IT plants has 
shifted from traditional concerns like cost reduction, access to skilled workforce, 
continuous operations, agility and so on, to value generation. We have shown in what 
way such value-oriented IT plant may be realized. From SP's perspective, in a given 
vertical, it is quite possible to service IT plants of multiple enterprises as there ought 
to be much that is common and with few variations. We already have some early 
results with regards to various work-packages that we have specified. It is our belief 
that future IT plant outsourcing will be mainly value-driven and we have indicated 
how we and other SP's may benefit from a new business model and how enterprises 
might benefit with analysis and operational world views of their IT plants. 
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Abstract. The characteristics of knowledge relevant to initiate innovation pro-
jects or improve existing manufacturing processes have been identified against 
the background of an organisation participating in a collaborative manufactur-
ing process chain. Those innovation or improvement processes rely on differing 
types of knowledge, which must be combined in order to determine the current 
state, the desired state, and the methodology to get there. In a collaborative en-
vironment, all of these knowledge types can be fragmented and stored within 
certain partitions resembled by people, or organisational units. Within this pa-
per, two different organisational units, management and employees of a focal 
organization or those of related partners have been selected to illustrate the 
problem. By adapting the Johari window to map knowledge exchange, this  
paper identifies the characteristics of intra- and inter-organisational barriers. 

Keywords: Knowledge Management, partitioned knowledge, Johari Window, 
operations improvement, collaborative innovation, manufacturing process 
chain, collaborative manufacturing.  

1 Introduction 

A manufacturing process chain can be defined as specific manifestation of a series of 
manufacturing processes that focuses on the physical transformation of tangible goods 
[1]. In industry, these processes are usually distributed between multiple people, high-
lighting information and knowledge exchange as important research areas [2]. The 
significance of such communication can be estimated according to a study conducted 
by [3], which calculated costs of $611bn per year caused by poorly targeted mailings 
and staff overheads in the US,. [3] also stated that organizations typically overesti-
mate the quality of their data and at the same time underestimate the cost of potential 
errors. The impact of communication amplifies with rising product complexity: while 
a complex product requires knowledge and skills from different fields, the product 
development and the resulting manufacturing process chain are often designed by 
teams, composed of experts from collaborating organisations [4]. To maintain and 
improve such collaboration, a successful exchange of knowledge is mandatory. 
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This paper aims to shed light on the characteristics of knowledge that is exchanged 
within manufacturing process chains, and the barriers involved as a problem descrip-
tion. To elaborate on a systematic problem analysis, this paper builds upon an adapta-
tion of the Johari window for intra- and inter-organizational knowledge exchange that 
has been conducted by previous research in the manufacturing domain.  

2 Characteristics of Relevant Knowledge to Improve 
Collaborative Manufacturing Process Chains 

Knowledge Management is the systematic and explicit control of knowledge based 
activities, programs and governance within the enterprise with the goal to make effec-
tive and profitable use of the intellectual capital [5]. The Knowledge Management 
research field is a very broad one and there are various research areas involved, from 
social science over psychology and business to engineering and many more [6]. [7] 
emphasize that Knowledge Management does not only imply successful utilization of 
knowledge but also creation, identification, allocation, development, usage, conserva-
tion and sharing [8]. Knowledge is a key resource for enterprises [9] [10] and sharing 
knowledge is crucial for every modern manufacturing company especially when 
working in a collaborative environment [11]. Sharing knowledge is always a chal-
lenge as it contains a context dimension in comparison to e.g. information [11]. 
Knowledge can be available implicitly (e.g. in the head of employees) or in explicit 
form (e.g. documentation) [12], with some researchers arguing that even explicit 
knowledge is partly implicit as the person acquiring the knowledge automatically 
interprets it [13].  

The pioneers in the field of Knowledge Management, [14] created the well-known 
model of the “knowledge spiral”, an illustration of the knowledge creating process 
focusing on transforming implicit to explicit knowledge. The complexity of such 
externalization is however dependant on the characteristics of the intended knowledge 
transfers. While some knowledge can be easily externalized, e.g. creating a technical 
documentation of a simple product; more advanced knowledge may require complex 
training mechanisms, e.g. how to operate a milling machine. Such difficulties in ex-
ternalizing complex knowledge lead, in combination with non-ideal communication, 
to the fact that each person possesses an individual set of knowledge [15]. Therefore, 
whenever multiple persons collaborate by sharing knowledge, they face the problem 
of partitioned knowledge. Such knowledge partitioning is the theoretical notion that 
independent non-overlapping parcels contain individual sets of knowledge, which 
may result in people making contradictory decisions for identical problems under 
different circumstances [16]. 

The New Product Development (NPD) process can be described as a knowledge-
intense activity [17], [18]. Each participant of the NPD process can rely on an indi-
vidual set of relevant knowledge. Such knowledge can be considered relevant, if it has 
a positive impact on the collaborative endeavour. Approaches to characterize knowl-
edge relevant for NPD have been made by [19] in distinguishing between two types 
of memory systems: declarative knowledge (what?), which contains all knowledge 
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about facts and events; and procedural knowledge (how?), which contains method-
ologies and provides the ability to act and realize even complex tasks, such as NPD.  

The declarative element comprises a broad field that has been narrowed down by 
consecutive research. [20], [21], [22] identify three critical types of knowledge: do-
main-specific knowledge, general knowledge, and procedural knowledge. Although, 
these three types partly influence each other, they are characterized as independent 
categories [23]: 

• Domain-specific knowledge is a type of knowledge about the form or function of 
an individual object or class of objects [23] and has been gained through previous 
results, in similar or related activities [19], [20]. Either stored tacit or explicitly, it 
can be used in future NPD projects. 

• General knowledge is made through everyday experiences and general education 
[20]. It comprises knowledge that connects domain-specific knowledge about what 
is happening outside of the organisation 

• Procedural knowledge is the knowledge about the development process itself 
[24], and is therefore closely linked to methodological competence. It can be de-
fined as “the knowledge of what to do next” [22]. Many organisations store proce-
dural knowledge in formal routines or process instructions [25]. 

Contrary to the declarative/procedural knowledge approach, these three types do not 
cover all types of knowledge that NPD could possibly benefit from. [21] states that 
other types, such as knowledge about production processes should be considered 
against this background as well. 

The above characteristics apply as well to knowledge that is relevant to the task of 
improving a collaborative manufacturing process. These types however, need to be 
extended to cover knowledge about the current as-is state, which is crucial for any 
improvement activity. 

 

Fig. 1. Knowledge characteristics for improvement of manufacturing process chains 

The results, as shown in Fig. 1, are four types relevant for improvement or innova-
tion projects based on collaborative manufacturing chains:  
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• Case-specific-knowledge about the current as-is state of the targeted process chain 
must be collected to successfully derive or implement any improvement measures. 

• Domain-specific knowledge is crucial to determine opportunities for improvement 
and to check the feasibility of options. 

• Procedural knowledge comprises the methodological knowledge and describes 
how other types of knowledge need to be applied. 

• General knowledge is the overall foundation of the improvement activities. It is 
accessed to select the methodology and domain-specific knowledge depending on 
the current improvement activity. 

These types of knowledge apply to process chain improvement in single organisations 
as well as to organisations in a collaborative environment. The latter however, faces 
the problem of knowledge fragmentation and resulting boundaries, which are de-
scribed in more detail in the following section. 

3 Barriers between Knowledge Partitions in Collaborative 
Manufacturing Process Chains 

From a knowledge management perspective, a network or even a single organization 
cannot be considered a collective. Instead they consist of individuals with individual 
partitions of knowledge. Whenever such individuals collaborate by sharing their 
knowledge, they communicate to connect their knowledge partitions and to overcome 
barriers between them. This section builds upon a knowledge management concept of 
knowledge being fragmented and stored in several partitions throughout a collabora-
tive manufacturing chain. The concept has been previously developed by [26] and 
features an adoption of the Johari window for inter-organisational use. 

3.1 The Johari Window for Inter-organisational Knowledge Management 

The Johari window itself is an analytic tool that has been developed in 1955 by Jo-
seph Luft and Harry Ingham [27]. As shown in Fig. 1, the Johari window is a 2x2 
matrix that consists of four panels, which contain personal attributes. These personal 
attributes are sorted by their awareness to the referred person and to the group, thus 
resulting in four categorizing areas:  

• The Arena, contains overall attributes that are known to the person, as well as to 
the group  

• The Blind Spot, is comprised of knowledge that is available to the group, but not 
to the referred person  

• The Façade, which holds attributes that are only known to the referred person and 
unknown to the group  

• The Unknown, which contains attributes not known to anyone 



268 B. Knoke, T. Wuest,

Regardless of its age, th
and exposure processes in 
upon its simplicity and ext
their content, the Johari W
feedback [32], [33].  

Fig. 3. The Johari-W

The Johari window has b
ganisation. This results in a
this focal organisation or ot

 and K.-D. Thoben 

 

Fig. 2. The Johari Window 

he Johari Window is still a popular tool to study feedb
various sectors [28], [29], [30], [31]. Its success is ba

tensibility. By adjusting the size of its panels according
Window can be used to simulate and visualize dynam

 

Window for inter-organizational Knowledge Management 

been adopted by [26] to map the knowledge of a focal 
a 2x2 matrix to sort knowledge that is known/not known
thers, as shown in Fig. 3. 

 

back 
ased 
g to 
mic  

or-
n to 



 Characteristics of Knowledge and Barriers towards Innovation and Improvement 269 

3.2 Characteristics of Intra- and Inter-organisational Barriers for Knowledge 
Exchange 

This section elaborates on the characteristics of barriers for knowledge about im-
provement potential within an organisation that acts in a collaborative manufacturing 
process chain. 

Based on the assumption that measures to improve an organisation’s manufactur-
ing are taken by its management, but practical knowledge is gathered by its employ-
ees, an exchange of such knowledge leads to the best use of the organisation’s poten-
tial. If employees and managers are defined as partitions that store certain fragments 
of knowledge, those partitions are separated by intra-organisational barriers, which 
are crossed by communication. 

With the aim of process improvement in mind, an organisation that participates in a 
collaborative manufacturing process chain connects with other organisations and ex-
changes case-specific knowledge. From their differing knowledge base and point of 
view, those connected organisations might identify potential improvements for the 
focal organisation’s manufacturing processes. To gather such beneficial knowledge 
about improvement potential, the focal organisation needs to overcome an inter-
organisational barrier.  

Both barriers are visualized in Fig. 4. Organisations should generally consider to 
access the knowledge of their employees with the highest priority, followed by the 
management of other organisations. Reaching for knowledge of employees affiliated 
to other organisations should be conducted with highest precaution, as reactions on 
such activities depend on the level of trust and type of the collaboration. 

 

Fig. 4. Barriers for Intra- and Inter-Organizational Knowledge Exchange [26] 
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In a collaborative environment, knowledge can be fragmented and stored within 
certain partitions resembled by people, or organisational units. The organisational 
units identified within this paper are management and employees of a focal organisa-
tion, or those of related partners. With adoption of the Johari window to map knowl-
edge exchange, this paper identifies the characteristics of intra- and inter-
organisational barriers. 

The research is limited in the form that management and employees have been 
looked at as solid entities, in fact knowledge could be available to people within the 
management of an organisation, but not to the responsible process owner. This results 
in an additional intra-fractional barrier that has not been described to this point. 

Subsequent research will focus on analysing those previously described barriers 
more thoroughly,  concepts to overcome those barriers and cover the relation of Open 
Innovation approaches and knowledge diffusion in collaborative environments. Addi-
tional potential arises from an impact analysis of material flows on knowledge ex-
change, possibly conducted by intelligent products, while they flow through such 
process chains; the potential of intelligent cargo systems; or an innovative logistics 
concept focussing on transferring not only the product, but also knowledge within a 
collaborative environment. 
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Abstract. Open innovation is gaining increasing interest as a model to
foster innovation through collaboration and knowledge sharing among
organizations, especially in the context of Virtual Enterprises (VE). One
of the main issues to overcome in such distributed settings is the inte-
gration of heterogeneous data, and the need to evaluate common Key
Performance Indicators (KPI) capable to measure overall performances
of the VE. In this paper we propose a conceptualization of KPIs into
an ontology, to provide a common vocabulary to semantically annotate
data belonging to different organizations. KPIs are described in terms
of dimensions and a mathematical formula. In order to support reason-
ing services over KPIs formulas we refer to a logic-based formalization
in Prolog, where formulas are translated as facts, and several predicates
are included to support both mathematical functionalities for formula
manipulation and higher-level functions especially suited for VE setup.

Keywords: KPI ontology, logic-based formalization of KPIs, logic rea-
soning, open innovation, virtual enterprises.

1 Introduction

Collaboration, communication and interaction are key elements to open
paradigms to innovation and especially to Virtual Enterprises (VE), which are
characterized by heterogeneous groups of partners with different policies, skills,
know-how and way of doing business. In this open context, the BIVEE project1 is
purposed to develop an ICT framework capable to address the need of knowledge
integration and sharing for innovation projects. In BIVEE, to overcome inter-
operability issues, a semantics-based infrastructure, namely the Production and
Innovation Knowledge Repository (PIKR) [1], serves as a knowledge gateway.
By enabling a unified access to information and by exploiting a set of reasoning
functionalities, it is capable to grant a smart and easier access to resources and
ultimately to enhance support for decision making.

� This work has been partly funded by the European Commission through the
ICT Project BIVEE: Business Innovation and Virtual Enterprise Environment
(No. FoF-ICT-2011.7.3-285746).

1 http://www.bivee.eu
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In order to compare performances of the participating organizations, to mea-
sure overall performances of the VE and ultimately to enable managers to define
information requirements and goals, it becomes crucial to evaluate heterogeneous
Key Performance Indicators (KPI) about innovation and production. This prob-
lem can be considered a particular instance of the more general integration of
federated Data Warehouses (DWH), in which each organization provides a DWH
with its own dimensional structure and fact table, and KPIs are the measures
for this last. However, besides the typologies of heterogeneity usually addressed
in the DWH Literature (i.e., dimensional heterogeneities, see [2] for a survey),
in distributed and collaborative environment a further source of heterogeneity
is given by the semantics that each organization assumes for the indicators, in
terms of both conceptual meaning and mathematical structure of the correspond-
ing formula [3]. For instance, let us consider two collaborating enterprises A and
B, providing data about production costs measured through different indicators,
namely Ix (for A) and Iy , Iz (for B). Given that there are not indicators in com-
mon, integration at VE level would not be feasible. However, if the structure of
Ix formula is know and equal to a combination of the other two, e.g. Iy+Iz, then
it is possible to compute Ix also for B and compare the two results.

In the context of the PIKR, this work is aimed to present the semantic model
for the definition and manipulation of heterogeneous KPIs belonging to collab-
orating organizations that take part to a VE. The approach is based on the
conceptualization of KPIs, including their properties and the structure of their
formulas, through an ontological representation that serves as a common refer-
ence language for the VE, allowing the annotation of enterprise data by means
of a shared terminology. Then, in order to support reasoning functionalities over
KPIs, we refer to a logic-based formalization in predicate logic of KPI formulas
and mathematical functions implementing axioms, together with operators for
equation solving and formula manipulation. By following this approach, indica-
tors referring to the same concept but having a different name or mathematical
structure can be reconciled, and new indicators can be defined in the VE, if
implicitly computable starting from the provided data. The reasoning services
introduced herein are targeted to support the VE setup phase, and include KPI
elicitation, the analysis of dependencies among indicators in terms of common
components, evaluation of semantical equivalence between formulas, check of
consistency and correctness. The management of annotation of enterprise data,
as well as the definition of links between business concepts and KPIs are outside
the purpose of this work, as they are addressed by specific modules within the
BIVEE framework.

The rest of this work is organized as follows: next Section proposes a brief
overview of the main solutions and models available in the Literature for KPI
modeling and management. In Section 3 the conceptualization of KPIs into an
ontology is provided, while Section 4 is devoted to present a logic-based formal-
ization of KPI formulas in predicate logic, together with the reasoning services.
A case study in an example scenario is introduced in Section 5, while Section 6
provides some final remarks and discusses future extensions.



276 C. Diamantini, D. Potena, and E. Storti

2 Related Work

Only few work in the Literature have focused to models and methodologies for
monitoring efficiency and effectiveness of innovation activities and for innovation
project planning, especially in cooperative environments. Many studies propose
innovation indicators at macro-level, suitable to analyse innovation performances
of countries or market segments (see e.g., [4]) but largely unapt to monitor and
improve internal processes and organization structures. In [5] a review of the Lit-
erature pertaining to the measurement of innovation management at the firm’s
level is presented, reporting also “an absence of measures well aligned to the
activities of the innovation process”. A framework and a set of 26 KPIs for the
measurement of innovation availability, efficiency and effectiveness has been pro-
posed in [6]. In such a work, innovation in a firm is seen as a whole, ignoring the
process that created it. A framework to semantically define Performance Indica-
tors related to processes is introduced in [7]. However, our focus is not limited
to KPIs about processes, as we address also indicators about other resources
and perform reasoning on them. To the best of our knowledge, there is a lack
of work about reconciliation of heterogeneous KPIs used by different enterprises
in a collaborative setting, which requires a peculiar care in the management of
KPI integration.

For what concerns a systematization of KPI for enterprise environments, there
is a plethora of Performance Indicators definitions and/or Glossaries provided by
researchers and research groups, international and national public bodies (e.g.,
[4]), and in reference models like the Supply-Chain Reference Model (SCOR)
[8], the Value Chain Reference Model (VRM) [9] and Six-Sigma [10] (see also
[1] for a more comprehensive list of performance measurement approaches and
KPI description). All such reference models provide quite diverse indicators,
depending on the goal and the domain of interest. However, in order to design
the ontology described in Section 3, namely KPIOnto, we need to abstract over
their general characteristics so that any indicator can be represented. In this
sense, almost all proposals are homogeneous in the kinds of information provided,
differing on the degree of precision and formality of the description. For the
design of the ontology we focus on the description of indicators in VRM. This
choice has three main reasons: (1) the VRMmodel explicitly addresses networked
enterprises, (2) the model provides an accurate description of indicators, and
(3) the BIVEE project mainly refers to VRM model to develop its business
innovation reference framework [1].

A first proposal of the ontology and the approach described in this work is
available in [3], in which a semantic representation of KPIs for health care sector
is presented, together with a set of reasoning functionalities aimed at require-
ments elicitation and DWH design, in particular for data marts materialization,
consolidation and integration.
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Fig. 1. KPIONTO: main classes

3 KPIOnto: An Ontology of Key Performance Indicators

Following the VRM model, in KPIOnto a taxonomy of KPIs is introduced, based
on the Enterprise area of intervention, e.g., Corporate, Customer, Operation or
Product. However, multiple-categorization is allowed by the ontology, thus sup-
porting more efficient indexing and searching functionalities. The main categories
of the KPIOnto that are relevant in the context of this work are Indicator, Di-
mension and Formula. Figure 1 shows these classes and relationships among
them. The Indicator is the pivotal class of the KPIOnto, and its instances (i.e.,
indicators) describe the metrics enabling performance monitoring. Properties of
an indicator are: name, identifier, acronym, definition (i.e., a plain text giving
a detailed description of the indicator meaning and its use) and Unit of mea-
surement (i.e., both the symbol and the description of the unit of measurement
chosen for the indicator. These properties are given by referring to the Measure-
ment Units Ontology (MUO) [11]).

A dimension is the coordinate/perspective to which the metric refers. For in-
stance, it is useful to analyse deliveries along dimensions like the delivery date,
the delivered product, the means of transportation, and so forth. Following the
multidimensional model, a dimension is usually structured into a hierarchy of
levels, where each level represents a different way of grouping elements of the
dimension [12]. For instance, it can be useful to group means of transportation
by transport companies, and days by weeks and years. Each level is instantiated
in a set of elements known as members of the level, e.g. the company “ACME”,
the weeks “3rd-2012” and “42nd-2011”. In order to describe dimensions in KPI-
Onto, our approach is similar to the one proposed in [13]. In particular, the
top class is Dimension, which is composed of a set of subclasses, one for each
specific dimension, like Organization Dimension, Time Dimension, and so forth.
Levels are represented as disjoint primitive subclasses of the dimension (or the
set of dimensions) they belong to, each member is an instance of these classes,
and the dimension’s hierarchy is represented by a part-of relationship among
classes. Hence, for instance, the Organization dimension has a Person level that
is part-of a Team or of a Department, which in turn are part-of an Enterprise,
and so forth. This ontological description enables usual OLAP operations over
indicators, namely roll-up and drill-down. The roll-up operation has a direct cor-
respondence with the part-of relationship, while the drill-down operation implies
an opposite path to that described by the part-of.
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Finally, the semantics of an indicator cannot be fully given without the rep-
resentation of its Formula, which is the way the indicator is computed [3]. Each
formula is characterized by: the related indicator, the aggregation function, the
way the formula is presented, the semantics (i.e., the mathematical meaning)
of the formula, and references to its components, which are in turn (formulas
of) indicators. The formal representation and manipulation of the structure of a
formula is essential in Virtual Enterprises to check inconsistencies among inde-
pendent indicator definitions, reconcile indicators values coming from different
sources, and provide the necessary flexibility to indicators management. To this
end we need a new kind of ontology, whose peculiarity is the contemporaneous
use of logic axioms as well as algebraic formulas to represent the information
about indicators. We resort to mathematical standards for describing the way
the formula is presented and its semantic (MathML [14]), and for representing
operators semantics (OpenMath [15]). Interested readers can refer to [16] for
more details about the use of these standards.

4 Reasoning Functionalities

Reasoning about KPIs is mainly based on the capability to manipulate formulas
according to strict mathematical axioms, like commutativity, associativity and
distributivity of binary operators, and properties of equality needed to solve
equations. Therefore, in order to define KPI reasoning functionalities we need
to represent both KPIOnto formulas and mathematical axioms in a common
logic-based layer. To this end, we refer to the first-order logic and define the
functionalities in logic programming (LP); in particular, we use Prolog and we
refer to XSB, a logic programming and very efficient deductive database system2,
as reasoning engine. KPIOnto formulas are translated from MathML-Content to
LP facts, while we have adapted and extended the Equation Solving System
(PRESS) [17] for the representation of mathematical axioms in LP predicates.
Indicators’ formulas are translated by using two predicates, as follows:

– formula(Y,Expression,K) is a LP fact representing the formula related to
an instance of the Indicator class in the KPIOnto. Y is the indicator name,
Y=Expression is the formula of the indicator written using the infix notation,
and K is a constant identifying whether Y is a leaf indicator or not. In the
KPIOnto a leaf indicator is an indicator whose formula is not defined on the
basis of other indicators.

– equation(Equation,X) represents a generic equation in the variable X.
When a new indicator has to be added to the knowledge base, at first it
is inserted using the equation predicate, and in this form it goes through
correctness and consistency checks, as explained below. If the check is posi-
tive a new formula fact is added to the LP theory, and hence to the ontology.

In the following subsections we introduce the main functionalities for reasoning
about KPIs, whereas in Section 5 some usage examples are provided.

2 http://xsb.sourceforge.net/
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4.1 Formula Manipulation

Formula Manipulation is an essential reasoning functionality already available in
PRESS, that consists in walking through the graph of formulas to derive relations
among indicators and rewriting a formula. All the other reasoning functionalities
are based on Formula Manipulation. We consider two main types of predicates:
for the simplification and for the resolution of equations. The former are used
both to compact and to improve the rendering of a formula, by individuating
and collecting equivalent terms (e.g., a ∗ b and b ∗ a, or a ∗ a and a2, or a ∗ 1/b
and a/b), and by deleting unnecessary brackets (e.g., [()]=()). The main predi-
cates of this kind are simplify_term, which is used to simplify equations, and
simplify_solution that rewrites the final solution in a more understandable
form.

The second type of predicates enables the symbolic resolution of equations
by applying mathematical properties (e.g., commutativity, factorization), and
properties of equality. The number and kind of manipulations the reasoner is
able to perform depend on the mathematical axioms we describe by means of
logical predicates. The resolution of the equation Equation in a given variable X
starts from the predicate solve_equation, that is defined as follows:

solve_equation(Equation,X,X=Solution) :-

solve_equation_1(Equation,X,X=SolutionNotSimplified),

simplify_solution(SolutionNotSimplified,Solution).

where Solution is the solution of the equation.

The predicate solve equation 1 handles different kinds of equations, e.g. linear
and polynomial ones3. For lack of space, here we report only the method for
solving linear equations, as follows:

solve_equation_1(LeftMember=RightMember,X,Solution) :-
simplify_term(LeftMember-RightMember,LeftMember1),

single_occurrence(X,LeftMember1=0),!,

position(X,LeftMember1=0,[Side|Position]),

isolate(Position,LeftMember1=0,X=Solution).

The resolution of linear equations is based on the isolation method, consisting
in manipulating the equation and trying to isolate the variable X on the left
side of the equation; the right side is the requested solution. To this end the
equation is firstly simplified by means of the simplify_term predicate, then the
single_occurrence predicate is verified to check whether the equation is linear
or not. This predicate single_occurrence(X,LeftMember1=0) is true if the
variable X is only in one term of LeftMember1. Note that after the simplification,
terms of the same degree are grouped together, so if the equation is linear the
term of first degree of X is present only once. The other predicates are verified
to actually implement the isolation method. The position predicate returns the
side and list of positions of the variable X in the equation. For instance, the side

3 At the present stage of the project, the formulas of all KPIs described in the KPIOnto
are linear and polynomial equations.
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and position of x in the equation 3*(1/x)-5*y=0 are respectively “1” (left side)
and “1,2,2”, i.e. the first position with respect to the minus operator, the second
argument of the product, and finally the second argument of the division. At
this point, predicates for isolation are used:

isolate([N|Position],Equation,IsolatedEquation) :-
isolax(N,Equation,Equation1),

isolate(Position,Equation1,IsolatedEquation).

isolate([],Equation,Equation).

The set of predicates isolax are needed to move a term from a side to another,
for instance multiplying or adding the same term to both sides. In total, in order
to perform the formula manipulation functionalities more than 900 predicates
are used in the theory.

4.2 Equivalence Checking

During KPI elicitation and ontology population, it is useful to individuate and to
manage duplications. In our scenario, two KPIs are duplicated if their formulas
are equivalent. If duplicates are found, one can choose to erase them leaving only
one definition for each KPI in the ontology or to allow multiple definitions by
introducing a sort of same as property among KPIs formulas. The second choice
is useful to explicitly represent alternatives, to link a formula to the enterprise
that actually uses it, and to reduce the time to make inference.

Given two formulas F and G, they are equivalent if F can be rewritten as G,
and vice versa, by exploiting Formula Manipulation functionality. The equiva-
lence check is implemented by means of the following predicate:

equivalence(Equation,X,Y) :-
expand_equation(Equation,ExpandedEquation),

solve_equation(ExpandedEquation,X,X=Solution),

formula(Y,S,_), expand_equation(Y=S,Y=ES),

solve_equation(Y=ES,Y,Y=Solution2), Solution=Solution2.

where Y is the formula in the ontology that is equivalent to the Equation in the
variable X.

In order to avoid ambiguity, the check of equivalence is made at leaves level,
where indicators are defined without referring to other indicators. Hence, an
equation at this level can not be expanded further, and there is no other way to
write it. To this end, the expand_equation predicate recursively replaces each
term in Equation with its formula, until we obtain an ExpandedEquation that is
formed only by leaves indicators. After this transformation the variable X could
also be at the right side, then the solve equation is called to rewrite the equation.
The same is done for each formula in KPIOnto. If after these rewritings a formula
Y exists such that it is equal to the equation, then the equivalence predicate
is satisfied and the equivalent formula is returned.
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4.3 Consistency Checking

When new indicators are added to the ontology or existing indicators are updated
or deleted, it is needed to check that such changes do not contradict the ontology.
To this end Consistency Checking is introduced, that is based on the idea that
equivalence relations must be preserved both between indicators and formulas.
As a consequence, a formula F1 for a new indicator I1 is consistent with the
ontology if, whenever there exists a formula F for an indicator I already defined
in the KPIOnto such that F1 can be rewritten as F, then the equivalence I≡I1
does not contradict the ontology. Otherwise we have an inconsistency.

In the Prolog theory, we introduced the incoherence predicate as follows:
incoherence(Equation,X,N) :-

expand_equation(Equation,ExpandedEquation),

solve_equation(ExpandedEquation,X,X=Solution),

formula(Y,S,_,N), expand_equation(Y=S,Y=ES),

solve_equation(Y=ES,X,X=Solution2), Solution S̄olution2.

incoherence(Equation,X,incosistent) :-
expand_equation(Equation,ExpandedEquation),

solve_equation(ExpandedEquation,X,X=0).

incoherence(Equation,X,N) :-
\+expand_equation(Equation,ExpandedEquation),
formula(X,_,branch_node,N),!.

Given an equation (X=Equation), the predicate returns whether the equation
is consistent with the ontology and, if any, the reason of the inconsistency. The
incoherence predicate is based on the definition of equivalence, as described
above. Given the set of formulas in the ontology that can be expanded and
rewritten as functions of X, each element that is different from the given Equation
(after the appropriate expansion) leads to inconsistency and is returned. We have
an inconsistency also when, after a manipulation, the new equation assumes the
form X=0, or when the new equation cannot be expanded but a non-leaf formula
for X exists. In other cases the consistency is verified.

4.4 Extraction of Common Indicators

The last reasoning functionality we present in this work is the extraction of
common indicators. Given a set of indicators φ = {I1, I2, ..., In}, common indi-
cators of φ (denoted by ci(φ)) is the minimal set of atomic indicators needed
to compute all formulas of φ. A more general notion refers to the extraction of
the k-Nearest Neighbours of a set of indicators φ (denoted by NN(φ,k)), that is,
the set of indicators at a distance k from all indicators in φ, where the distance
is the minimal number of dependency arcs separating two indicators. Note that
ci(φ)=NN(φ,+∞). Common indicators and k-Nearest Neighbours are useful to
determine the possible sets of information that have to be provided by enter-
prises in order to calculate the requested KPI or, in a bottom-up fashion, to
recognize what kind of indicators can be derived, given the available information
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at enterprise level. Hence, they are essential tools at design and measuring time.
On the basis of these definitions, we have implemented the meaToInd predicate
which, given a set of indicators (called measures), returns the derivable KPIs
and indToMea predicate that, given a set of KPIs, returns the sets of measures
needed to compute all the KPIs. These two predicates extend the definition of
k-Nearest Neighbours, by returning the set φ for any values of the distance k.

indToMea(Ent,L,Lfin):-
hasEntInd(Ent,[L],[],Lfin2), sort(Lfin2,Lfin).

where Ent is the name of the enterprise, L is the set of KPIs and Lfin the set of
needed measures.

The predicate is satisfied for each set Lfin of indicators provided by the en-
terprise, such that a formula for L can be derived from the ontology and it is
defined on the basis of this set. hasEntInd checks, by using Formula Manipula-
tion predicates, that an indicator is provided by the enterprise.

meaToInd(Ent,Lin,V):-
hasMeaEnt(Ent,Lin), formula(V,F,Kind,Fname),

\+member(V,Lin), indToMea(Ent,V,L), subset(L,Lin).

where Lin is the set of measures and V the set of indicators derivable by Lin.

As first step, the predicate hasMeaEnt is called to check whether Ent provides
all indicators in Lin. Now, by using indtoMea, the predicate returns each indi-
cator V that can be computed by a subset of Lin. If Ent is not specified, then
the predicate is checked for all the enterprises.

5 Case Study

Let us consider two partners, ACME and ACME2, willing to build up a Virtual
Enterprise. They agree on the KPIs to be used to monitor the VE, defined by
the following formulas, whose structural relations are depicted in Figure 2:
- PersonnelCosts = NumHours ∗HourlyCost ∗ (Overhead + 1)
- Costs = TravelCosts+ PersonnelCosts
- PersonnelT rainingCosts = HourlyCost ∗NumTrainingHours
- TeachCost = NumTrainingHours ∗HourRate
- InvestmentInEmployeeDevelopment=PersonnelT rainingCosts+TeachCost

At one point, ACME realizes that would need other KPIs for monitoring the
VE and proposes to introduce two new indicators (1) IG ROI and (2) TotCost-
sEmpTrain, currently not defined, which are aimed to measure respectively the
Return On Investment related to those ideas generated by the organization and
the total internal costs invested for training of employers:

ROI IG = ExpectedMarketImpact/Costs
T otCostsEmpTrain = TeachCost+NumTrainingHours ∗HourlyCost

After having translated such KPI formulas in Prolog facts, the Equivalence
and Consistency Checking functionalities are used to verify whether formulas
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Fig. 2. Formula tree for the example

are duplications of existing ones and whether they do not make the ontology
inconsistent. Given that the ROI IG formula is new and does not contradict any
previously defined formula, it is added to the Prolog theory. On the contrary, by
using the formula about PersonnelTrainingCosts and after some formula manip-
ulation, the reasoner discovers that TotCostsEmpTrain is structurally equivalent
to InvestmentInEmployeeDevelopment. Hence, ACME can refer to this last one
to annotate its data without introducing a new indicator.

Consistency Checking is exploited also when an enterprise tries to update the
definition of a KPI. For instance, let us consider that ACME requires to update
NumTrainingHours, committing a manifest error when typing the formula:

NumTrainingHours = PersonnelT rainingCosts+HourlyCost
In this case, ACME discovers that the change directly contradicts the defini-

tion of PersonnelTrainingCost together with every other higher-level indicators
depending on PersonnelTrainingCost, i.e. in this case InvestmentInEmployeeDe-
velopment.

By using the meaToInd predicate, we can introduce another way to support
the choice of the KPIs to use at VE level. In particular, starting from those
indicators that each enterprise chooses to share in the VE, we are able to discover
the common set of KPIs the VE is able to globally compute. In the present case
study, we assume that ACME and ACME2 respectively share in the VE data
about the following set of indicators:

ACME={ROI IG, InvestmentInEmployeeDevelopment, HourlyCost,
NumHours, OverheadRate}

ACME2={HourRate, NumHours, NumTrainingHours, OverheadRate,
PersonnelTrainingCosts, ExpectedMarketImpact, TravelCosts}

The Extraction of Common Indicator functionality returns the set of all the
computable KPIs for the VE: {OverheadRate, NumHours, HourlyCost, Person-
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nelCosts, ROI IG}. We’d like to note that the last three of such indicators
are directly computable only by ACME. However, ACME2 provides NumTrain-
ingHours and PersonnelTrainingCosts, from which the reasoner is able to derive
HourlyCosts (by inverting the formula of PersonnelTrainingCosts), and then
PersonnelCosts and also ROI IG.

In order to actually compute KPIs values during the monitoring of the VE,
and also in case of the introduction of a new indicator, not previously defined,
the functionality provided by the indToMea predicate can be exploited. It is used
to verify whether it is possible to evaluate the required new indicator starting
from the indicators provided by the enterprises. As a by-product, it retrieves the
list of indicators that, for each enterprise, are needed for actually computing the
requested KPIs. For instance, if the value of ROI IG is required, the reasoner
reports as output the following set of indicators:

ACME={ROI IG}
ACME2={NumHours, NumTrainingHours, OverheadRate, PersonnelTrain-

ingCosts, ExpectedMarketImpact, TravelCosts}
If a KPI can not be computed from the provided indicators, then the reasoner

is able to return the minimal list of additional indicators to be provided.

6 Conclusions

In this work we introduced a semantic model for the definition of KPIs from
both a conceptual and a structural perspective. The KPIOnto ontology is ex-
ploited in the BIVEE project as common conceptual reference for annotation of
KPIs about real enterprise data, whereas a logic-based formalization in Prolog
of the structure of KPI formulas is useful to support various reasoning func-
tionalities. Although those introduced in this work are especially suited for the
setup of a VE, others have been described in a previous work for execution of
OLAP-like and complex queries [16]. The proposed functionalities are currently
exposed through web service interfaces, together with other reasoning services
of the PIKR, i.e. the semantic layer of the BIVEE project. In this way those
BIVEE modules appointed to offer high-level functions and graphical user in-
terfaces to business managers can use the services in a loosely-coupled fashion.
Here we focused only on linear equations and common aggregation functions
(i.e., minimum, maximum, average, sum or count), because the more than 200
KPIs provided by the enterprises within the BIVEE project do not require more
complex representations. However, more predicates are already available to deal
with generic non-linear equations, that can be added to the theory thus increas-
ing both expressiveness and computational complexity. In order to keep under
control this last, which is often critic in logic programming, we are both ana-
lytically and empirically evaluating the theory, in order to locate bottlenecks,
useful to implement optimizations strategies by refactoring LP predicates. As
future work we also plan to conduct tests on data coming from real use cases, to
fully integrate both already existing and new functionalities with all the other
modules of the project, and to extensively populate the ontology.
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Abstract. Innovations, in any field, originate in the mind of people, on the base 
of mechanisms not yet completely understood. There have been many studies 
relevant to thinking techniques that have been proven to favor creativity, like 
for instance those studied by De Bono. A general characteristic of these tech-
niques is the recommendation of avoiding usual thinking paths, habitual mind 
frames: this is facilitated by putting oneself in unusual physical settings, or in-
troducing absurd concepts, and the like. The use of metaphors is another  
recognized enabler of creativity, by bridging different conceptual domains.  

A Knowledge Base (KB) structured around an Ontology can be seen as a 
close simulation of the conceptual structure that, according to Constructivism, 
supports a person’s thinking processes, and the Web can be seen as the corres-
ponding world to be explored and that contributes to that person’s culture. This 
kind of domain specific KBs is being organized and used as support for ad-
vanced enterprise information systems. This paper presents a technique for ex-
tending the working domain (WD) of an organization with concepts belonging 
to other domains, obtained by retrieving documents that discuss both concepts 
of this WD and “foreign “ ones. These documents, proposed to the KB editors, 
are considered candidates for innovative problem solving activities and  
considerations. 

Keywords: Ontology, Web Crawling, Innovation, Creativity.  

1 Introduction 

Innovations, in any organization, can of course only come from the people involved 
there, and not from the systems. Systems can support all the stages of the process of 
innovation, as for instance analyzed in the BIVEE project1. The first spark that trig-
gers an innovation has not yet found effective support: there are no established ICT 
methods and tools specifically focused on this starting discontinuity. 

As an example of the SotA in the field of creativity support, we can see that within 
the European Objective 8.1, 'Technologies and Scientific Foundations in the field of 
creativity' [1] we can find, at their start, the development of 3 platforms (i-Treasures, 
CULTAR, RePlay) for supporting the use of cultural resources, 2 projects targeted at 
promoting creativity: Idea Garden [2] (planning to develop hard and software  
                                                           
1 http://wordpress.bivee.eu 
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technologies that assist designers during all phases of the creative process), and Col-
lage [3] (planning to develop an innovative Social Creativity Service-Set), plus a 
number of systems aimed at capturing, maintaining, providing a structured view of 
cultural heritage. 

The implicit assumption for these projects is: the main ingredient for supporting 
the process of creation is the availability of existing knowledge, that needs to be  
adequately proposed to (human) designers. 

The method proposed in these notes aims at providing a pre-digested form of this 
ingredient, simulating the processes allegedly going on (according to recent studies) 
in our minds when we are confronted by new issues. Along this line the European 
Commission launched in 2009 the Human Brain Project, aimed at analyzing the think-
ing processes of the mind. One of the objectives of it is to “build revolutionary new 
computing technologies” [4].  

A Knowledge Base (KB), together with the supporting semantic services, should 
simulate as close as possible the architecture and workings of our mind, in order to be 
an effective support to our thinking and decision making processes, like a sort of su-
per-fast Thinking Assistant. There are two big issues related to this approach: a) we 
do not really know how a mind works at this abstract level, and b) what we know for 
sure is that our mind is probably the most complex system that we know of in the 
universe. Luckily both issues, rather than discourage research and commercial efforts, 
keep driving a substantial body of researchers and stakeholders, and promoting an 
interesting convergence of neural scientists and ICT experts.  

This paper presents a research hypothesis that combines accredited theories of 
mental processes with state of the art knowledge -management and -mining  
technologies, as a support for creative, innovative thinking. 

2 Cognitive Issues 

2.1 Construction of Conceptual Structures 

From Wikipedia we get a good definition for Constructivism: ”… is a theory of learn-
ing and an approach to education that lays emphasis on the ways that people create 
meaning of the world through a series of individual constructs”. According to this 
theory, that is one of the most accredited, our mind, our personal culture, is a dynamic 
(generally growing) network of concepts and models, that starting from a limited set 
genetically inherited, keeps getting more and more complex during our life. The “fa-
ther” of Constructivism is generally considered Jean Piaget [5]. 

The models are used to organize experiences, that in turn are used to create more 
models. This paradigm is very distant from Locke’s tabula rasa, as it presumes the 
existence of a first set of models, and is in tune with Kant’s a priori categories. An 
exaggeration of this conception is the stereotype that you find easily just what you are 
looking for.  

An interesting theory, Memetics, now dwindling out of popularity, is a reductionist 
approach related to knowledge acquisition, proposed by Richard Dawkins in his book 
“the Selfish Gene” [6], where concepts and methods that are experienced, exchanged, 
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learnt by people migrate from mind to mind like genes across DNA’s strands, so that 
Darwinian mechanisms can be applied to them.  

It is of particular interest that two theories stemming from two fiercely opposed 
approaches (teleology vs causality) can both provide hints for the proposed simulation 
of conceptual processes related to creative thinking. Constructivism because of its 
focus on the importance of models for knowledge acquisition and integration, Memet-
ics because of its “objectification” of concepts and models, and of the underlining 
idea that “memes” are capable of auto-organization.  

The stage of the proposed simulation is composed of:  

• Knowledge Bases and services seen as a computerized version of minds, in terms 
of evolution and usage  

• The conceptual structure, represented by one or more ontologies, populated with 
topics (and related content) linked to each other   

• The net as the world to be experienced (searched)  
• The auto-organizing capability of mind, represented by the application of specific 

methods for the semantic annotations (connections) that characterize each concep-
tual node 

• Conscience, that In orthodox Memetics has no (or very scarce) place but in our 
case has a strong role, represented by the stakeholders (contributors/users) of the 
KB. The semantic annotations that each contributor is asked to apply to an inserted 
topic (concept, class, method, process, etc.) make up the overall structure, the KB’s 
culture. 

The main challenge is the possibility of simulating the (supposed) auto-organizing 
capability of memes in minds. In this way a KB could exploit the enormous corpus of 
knowledge items present in the net, taking advantage of the searching speed of bots. 

The focus of these notes is innovation, so that as first step we need to consider the 
mind’s functionalities that seem to promote innovation, and then proposing how to 
simulate them. 

2.2 Lateral Thinking and Metaphors 

Lateral Thinking is an expression coined in 1967 by Edward de Bono [7], an author 
that has devoted much of his work to problem solving methodologies. Even if criti-
cized, his ideas have had considerable impact on the methods aimed at finding  
creative solutions to all sort of problems. The basic approach is that of figuratively 
”stepping out” of a top-down or bottom-up rational thinking process, when faced by 
an issue, and looking at the situation from a lateral view point, that is from a “path” of 
the conceptual structure that is not strictly connected to the ones facing the issue. An 
example of this approach is opening a dictionary at a random page, taking a random 
item, and seeing how it applies to the issue at hand. 

If we consider the “world of ideas” represented by the sum of all human cultures as 
an interconnected conceptual structure, this technique means associating, on an ad-
hoc mode, topics pertaining to remote sections of the structure, while each singular 
mind hosts connected memes that belong to specific limited domains. 
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It is widely accepted that innovations, from art to technology to any other field, 
come by trodding scarcely or never used paths connecting concepts, methods, 
processes, situated in distant branches of knowledge structures. 

An interesting experiment of a semi-automated proposition of heterodox connec-
tions is represented by the “metaphorical search engine” experimentally provided by 
the organization YossarianLives!2: the idea of their approach is that while traditional 
search engines tend to retrieve documents related more or less closely to the keywords 
entered, consolidating in this way the implied conceptual domain, their metaphorical 
search retrieves documents that are metaphorically connected, that hence could help 
the searcher to address “laterally” the issues he/she is affording. 

Metaphors are a very powerful way for triggering innovative and out-of-the-box 
ideas in relation to an issue. Their use can be seen as a form of lateral thinking that 
starts from a neighborhood that, even being different, has some subtle relations with 
the one where the issue starts.  

The first authors to point out the fact that our common language is ripe of meta-
phors have been Lakoff and Johnson [8]. They analysed the characteristics of a meta-
phor. It connects two conceptual domains, termed “source” and “target”, and exercis-
es a conceptual transfer between the two. In order to be effective, that is to trigger 
new perspectives and conceptual paths, it has to comply to the so-called “Invariance 
Hypothesis”: the mapping can exercise its suggestion if it is applied to similar “im-
age-schemas” [9] on both sides of the connection. These image-schemas (examples 
proposed by Johnson are:  Merging, Matching, Iterating, Splitting, and the like) can 
be interpreted as processes.  

Many phenomena share similar evolution processes, in particular those related to 
complex environments. Their direct comparison can provide useful hints: if you draw 
parallels between drivers, trends, obstacles, enablers, anything that characterizes the 
stages of these processes, you may find that specific situations, that are clearly out-
standing in process X, can help in shading light to a parallel situation in process Y, 
where these are not easy to pinpoint, and this can boost innovative considerations and 
actions. 

2.3 Automatic Brain Activities 

Neurological researchers, particularly through the recent use of brain imaging tech-
niques, have demonstrated that in experiments (see for instance [10]) where a person 
is asked to perform simple actions requiring a rational choice (like pushing a button 
every time a specific sound scheme is perceived) the conscious decision related to the 
action is always registered in the brain seconds after the action has been automatically 
performed. This outcome has been erroneously used by many as a proof that free will 
(or conscience) does not exist. A person who plays a musical instrument, let’s take a 
piano, has always been aware of this situation: you have to pay attention to the keys 
you press only in the early study stage of a specific piece; when you have learnt it, if 
while you are playing you happen to think of the keys you are pressing, a mistake is 

                                                           
2 www.yossarianlives.com 
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guaranteed. This simply means that a task that initially requires a conscious decision 
process, is by and by delegated to lower level processes. In this case the functions that 
typically maintain the request for attention are those like the loudness, and the  
expression you want to communicate to the audience. 

In any case we know that most of the activities of our brain are automatic. In the 
case of a creative thinking process you have a conscious tension, that leads you to 
walk many paths, some of which have been built automatically. There are many sto-
ries of solutions found while sleeping, so also the exploration can go on  
automatically.  

Artists, for instance, keep integrating into their conceptual structure bits and pieces 
of esthetic memes, and this happens because they consciously at first, and automati-
cally with practice, know that any of these could become useful sometime. These are 
then used, when creating an artifact, as if they were there by chance or by an overall 
automatism. 

2.4 Extensions of Domain Knowledge Bases 

A person can master a very limited part of the global knowledge, and along the same 
line an organization maintains, in order to provide a semantic structure for its activi-
ties, a domain-oriented Knowledge Base, as it would be unreasonable and unuseful to 
maintain a “universal” base. 

In this case domain means not only a bounded set of concepts, but also a local, sub-
jective interpretation and appreciation of each concept. In fact the KB is mainly used 
by humans, and in this respect the ambiguity of natural language, that is the main 
communication mode among minds, rather than be considered as a disadvantage, is to 
be seen as the main source of creativity and explosion of the global culture. 

In this respect the considerations related to the role of boundary objects within a 
specific organization (see for instance [11])  underline the fact that different func-
tional units can assign different semantic value to the same concept, and the “boun-
dary” documents that are exchanged between them have the potential at the same time 
of causing misunderstandings or of promoting innovative ideas. The considerations 
presented in this Paper explore the value of crossing more drastic boundaries, those 
existing between disconnected domains, where the melting and contrasting of hetero-
geneous concepts can trigger innovation. 

Most, if not all, of the topics that populate the typical domain KBs are relevant to 
the organization’s mission. Additional and “diverging” knowledge is typically im-
ported by its users, either by following specific searches related to any new situation 
or important event, or through the use of tools like RSS subscriptions or “follow X”. 
In any case these “institutional” enrichments do not generally tap into different do-
mains of interest. This mode of using the existing knowledge is analogous to a person 
using his/her settled personal models, skills, experience, to manage events. There are 
cases when a person has to update his/her models, when for instance an experience is 
not easily processed using them, and it is anyway considered important. In these cases 
the flexibility of modifying one’s models can be very important for taking benefit 
from these experiences. The creation of new models requires the integration, into 
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one’s conceptual structure, of new memes, that are concepts, processes, and so on, 
pertaining to different domains. And this has to be done ad-hoc, when required, as it 
is by definition impossible to forecast the unexpected. 

It would be preposterous for a person to think of enriching his/her culture in all di-
rections, and with enough depth, to be prepared for any unexpected situation. What is 
needed is a) the predisposition to change, b) the availability of tools for mining useful 
pieces of knowledge in domains that are related to the new situation that needs to be 
afforded (the “know who knows what” approach), and c) the capability of using them 
efficiently. The same works for organizations: their KBs have to be focused on their 
usual business, and the related ontologies management systems must include mechan-
isms ready for supporting ad-hoc mining activities.  

A way that a person has, in order to be prepared for these possible sudden require-
ments for a fast integration of substantial chunks of new topics and models (like for 
instance when moving from a city to another one, may be in another Country) is to 
maintain a basic knowledge related to domains “neighboring” to the one this person is 
managing, as the probability of having to explore a different conceptual sector is 
higher for contiguous rather than for totally removed ones. This knowledge not fo-
cused on one’s daily interests can be called lateral, also in view of its potential capa-
bility of triggering lateral thinking in day-by-day tasks. The problem here is that even 
limiting the number of candidate contiguous domains, this number can be very high, 
so that subjective selection methods are generally applied.  

An organization, on its part, needs only tools for exploring the net when the need 
to expand its knowledge arises, that is when a creative solution for an issue is  
required. 

3 Ontology-Guided Crawlers 

On the base of the considerations that ontologies can represent the “conscience” of an 
organization, and that the net represents the world to explore, we propose to automate 
some of the steps of the process that we have described above, in order to support the 
search of documental resources in extended and loosely related domains. 

An option that we are exploring is based on the organization of a crawler capable 
of searching documents that in specific ways (controlled by the organization’s stake-
holders) are related to an issue, or are considered candidate for triggering new ideas 
relevant to the organization business. 

In particular, here we outline a semantics-based search method that integrates au-
tomatic and human controlled steps (Fig. 1). For knowledge extraction from text, we 
are currently using Alchemy3, a set of APIs able to analyze textual documents by 
using sophisticated statistical algorithms and natural language processing technolo-
gies. A sketchy architecture of the infrastructure that implements the method is  
reported in Fig 1 and described in terms of its main components as follows.  

                                                           
3 http://www.alchemyapi.com/ 
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Fig. 1. Semantics-based cross-domains crawling 

Documental Resources Space: This is the space where we search for interesting 
documents. Here, we can have different kinds of resources, for instance websites, rss 
feed, and public documents repositories. As illustrated later in the examples, our ref-
erence domain is Robotics and Machine Vision (R&MV). So, we could search in very 
technology- and innovation-oriented sources (e.g., the section of the MIT website on 
innovations4), as well as in generalist websites like the BBC news portal5.  
 
Bridging the Reference Ontology and the Linked Open Data Cloud. As a prelimi-
nary step we assume to have a reference ontology (or at least a vocabulary) specific 
for our domain of interest, e.g., Robotics and Machine Vision (R&VM) and to asso-
ciate it to contents in the Linked Open Data6 cloud. For instance, in the BIVEE 
project, we currently have built a glossary of almost 600 entries about Robotics and 
Machine Vision. In this first implementation, for each entry in our glossary we tried 
to identify a corresponding entry in the DBpedia dataset (DBpedia is a project aiming 
to extract structured content from the information created as part of Wikipedia). If the 
entry exists we created a link between the entries via the owl:sameAs property. For 
instance, the Photodiodes and Camera entries in our R&MV glossary have been 

                                                           
4 http://web.mit.edu/newsoffice/topic/innovation.html 
5 http://www.bbc.co.uk/news/ 
6 http://www.w3.org/DesignIssues/LinkedData 
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linked to the Photodiode (http://dbpedia.org/page/Photodiode) and Camera 
(http://dbpedia.org/page/Camera) entries in DBpedia, respectively. 
  
Terms Extraction: This module is in charge of extracting relevant terms from a giv-
en document. Relevant terms are those which are intended to be representative and 
somehow synthesize the document’s content. For each extracted keyword, the URL-
GetRankedConcepts method from the AlchemyAPI, which has been used for the 
keywords extraction, reports the reference to the corresponding DBpedia entry, and a 
numeric value in the range [0..1] representing the relevance of the keyword with re-
spect to the document.  
 
Topic Classification: This module is in charge of classifying candidate interesting 
documents with respect to their main topic. The URLGetCategory from the Alche-
myAPI is able to classify documents in one of the following categories: Arts & Enter-
tainment, Business, Computers & Internet, Culture & Politics, Gaming, Health, Law 
& Crime, Religion, Recreation, Science & Technology, Sports, and Weather. Since 
they are high level categories, extracted terms could help in refining the classification. 
 
Semantic Filter 
Once keywords have been extracted, the semantic filter is in charge of proposing if 
the analyzed document is an interesting resource. In this proposal, we define a metrics 
based on the relevance value of each extracted keyword. First we need to identify 
extracted keywords that are related to our domain of interest (e.g., Robotics and Ma-
chine Vision). For collecting keywords related to the specific domain of interest, for 
each keyword, one of the two criteria must be satisfied: 

• it exists an entry in the domain specific glossary that is owl:sameAs the DBpedia 
entry representative of the extracted keyword. For instance, considering the exam-
ple related to Document 1 in Table 1, the extracted keyword Camera is considered 
in the domain of R&MV because the Camera entry is in the R&MV glossary and it 
has been previously linked to the Camera entry in DBpedia.  

• it exists an entry in the domain specific glossary that has been defined owl:sameAs 
a given DBpedia entry, and this DBpedia entry has in common with the DBpedia 
entry representative of the extracted keyword a subject. For most of the DBpedia 
entries a set of subjects is defined through the Dublin Core subject property. For 
instance, both Photodiode and Light-emitting-diode entries in DBpedia have opti-
cal_diodes among their subjects. For this reason, considering the example related 
to Document 1 in Table 1, the extracted keyword Light-emitting-diode is  
considered to be related to the R&MV. 
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Table 1. Example of anlyzed articles from the BBC news web portal 

Document 1 http://news.bbc.co.uk/2/hi/science/nature/1542588.stm 
Classification science_technology R&MV Other 

Text and  
Relevance 

Light-emitting diode(*) 0.913929 

0.37 0.48 

Slug 0.858322 
Power (*) 0.855041 
Foot-and-mouth disease 0.854825 
Mucus 0.832959 
Camera(*) 0.831103 
Soil 0.830792 

 
Document 2 http://www.bbc.co.uk/news/technology-10687701 
Classification computer_internet R&MV Other 

Text and  
Relevance 

Female body shape 0.967518 

0.11 0.40 

Body shape 0.635835 
Clothing 0.476781 
Human body 0.467204 
Robotics(*) 0.447413 
Robot(*) 0.441914 
Fashion 0.342003 
Physical attractiveness 0.331898 

   
Document 3 http://www.bbc.co.uk/news/health-21965092 
Classification Health R&MV Other 

Text and  
Relevance 

Obesity 0.976225 

0 0.54 

Bariatric surgery 0.597715 
Gastric bypass surgery 0.535516 
Weight loss 0.479716 
Bacteria 0.464552 
Nutrition 0.45946 
Bariatrics 0.45838 
Medicine 0.374071 

 
Document 4 http://www.bbc.co.uk/news/business-20800118 
Cassification arts_entertainment R&MVs Other 

Text and  
Relevanc 

Robot(*) 0.971036 

0.42 0.14 

Robotics(*) 0.691485 
White-collar worker 0.615792 
Industrial robot(*) 0.509681 
Humanoid robot(*) 0.418013 
Manufacturing 0.37688 
Automaton(*) 0.347331 
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Once we have identified those extracted keywords realted to the specific domain of 
interest, a document is considered a valid candidate if the sum of the relevance values 
for the extracted keywords belonging to our specific domain divided by the number of 
extracted keywords is greater than 0.1 and less than 0.4. At the same time, the sum of 
the relevance values for the extracted keywords not belonging to our specific domain 
divided by the number of extracted keywords must greater or equal to than 0.4. The 
first condition ensures that the analyzed document deals with our reference domain, 
but in a small manner, while the second constraint ensures that the analyzed document 
deals with other topics in a considerable measure. According to that, we report in 
Table 1 the results related to four analyzed articles from the BBC news web portal. 
Keywords extracted from the documents are marked with an asterisk (*) if they are 
considered to belong to the R&MV domain. 

• Document 1 and Document 2 are considered relevant. This meets exactly our ex-
pectations since they consider Robotics and Machine Vision in very singular appli-
cations: one for extracting energy from insects and the other for supporting to help 
shoppers get the right fit when buying clothes online. 

• Document 3 is not considered relevant because it does not consider Robotics and 
Machine Vision at all. 

• Document 4 is too much Robotics oriented, so it can be surely useful for experts in 
the Robotics field, but it does not appear too inspiring for lateral thinking activities. 

4 Related Works 

Slug7 is a web crawler designed for harvesting semantic web content. Implemented in 
Java using the Jena API, Slug provides a configurable, modular framework that al-
lows a great degree of flexibility in configuring the retrieval, processing and storage 
of harvested content. The framework provides an RDF vocabulary for describing 
crawler configurations and collects metadata concerning crawling activity. Crawler 
metadata allows for reporting and analysis of crawling progress, as well as more effi-
cient retrieval through the storage of HTTP caching data. 

LDSpider 8  includes handlers to read RDF/XML, N-TRIPLES and N-QUADS. 
Simple interface design to implement own handlers (e.g. to handle additional for-
mats). Different crawling strategies: Breadth-first crawl; Depth-first crawl; optionally 
crawl schema information (TBox). Crawling scope: crawl can easily be restricted to 
specific pages e.g. pages with a specific domain prefix.  The crawled data can be 
written in various ways, such as RDF/XML or N-QUADS. The crawler can write all 
statements to a Triple Store using SPARQL/Update. Optionally uses named graphs to 
structure the written statements by their source page. Optionally, the output include 
provenance information. 

APERTURE9 crawls file systems, websites, mail boxes and mail servers. It extract 
full-text and metadata from many common file formats.  

The major concern about these crawlers is the fact that the searching strategy can-
not be guided in terms of a domain specific ontology. However, they will be better 
investigating for understanding the opportunity to integrating them. 
                                                           
7 http://ldodds.com/projects/slug/ 
8 http://code.google.com/p/ldspider/ 
9 http://aperture.sourceforge.net/index.html 
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5 Conclusions and Future Works 

The outlined method wants to be a very preliminary work showing that, with existing 
semantic tools, it is possible to support people in exploiting our mind’s capability of 
cross-fertilizing processes typical of a specific domain with concepts pertaining to a 
different one, obtaining in this way new insights and viewpoints. 

The key concept of the proposed foray for new ideas in the Web is searching for 
knowledge resources that are not completely centred on one’s principal domain of 
interest, but concerned about both this domain and one or more other ones: the as-
sumption is that a document with these characteristics has a high probability of talk-
ing about applications that span these domains, or of using interesting analogies or 
metaphors connecting them. 

The work is in a very early stage and several feature can be improved. About 
knowledge extraction from documents, we are investigating additional solutions with 
respect to AlchemiAPI, such as Open Calais10, Zemanta11, and Fise12, considering also 
the opportunity to integrate more than one single tool. About bridging a domain spe-
cific ontology and the contents in the Linked Open Data cloud, we are investigating 
on using additional ways and not only the owl:sameAs property. For instance we 
could use the generalization/specialization relationships (via the rdfs:subClassOf 
property), and weighting types of links and distances between DBpedia (and not only) 
entries. Then we also need to massively test the method on a significant number of 
documents and evaluating at least the precision of the method. 
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Abstract. This practical paper introduces hybrid modelling and its application 
in supporting interoperability within virtual enterprises. Based on a survey 
report of the FINES cluster, different dimensions of enterprise interoperability 
are introduced before concept modelling as an instrument and meta-modelling 
as the technological approach is discussed. The challenge of holistically 
combining different modelling approaches concerned with enterprise 
interoperability can be tackled via hybrid modelling. The open development 
platform ADOxx is introduced as a technological basis supporting realization of 
the hybrid modelling and the semantic lifting. Hybrid modelling applied in the 
project BIVEE to holistically model a Value Production Space is introduced to 
demonstrate a complex meta-modelling environment. 

Keywords: Meta Models, Concept Modelling, Conceptual Integration.  

1 Introduction 

Industry 4.0 [1] describes the ongoing paradigm shift in production industry towards 
networked enterprises. Future Internet Enterprise Systems (FInES), virtual enterprises 
and networked IT-infrastructure are keywords indicating current and upcoming 
challenges of future enterprises facing agility, sensing, community-orientation, 
liquidity and globalism. Enterprise Interoperability (EI) is hence defined “as a field of 
activity with the aim to improve the manner in which enterprises, by means of ICT, 
interoperate with other enterprises...” [2]. Concept models such as business processes, 
value process chains or e3value models are commodity and hence a promising 
candidate to support EI. A well-known realization approach for modelling is the meta-
model technology that is an abstraction of models enabling the domain-specific 
realization of modelling languages. Depending on the complexity of the requirements, 
most likely interplay of several meta-models focusing on different viewpoints is 
required. This interplay between meta-models is seen as hybrid modelling, as 
different viewpoints are commonly applied to create a holistic observation This short 
introduction is followed by a section which focuses on different levels of 
interoperability, starting with a state of the art survey and mapping it to the proposed 
approach – the concept modelling. Third section focuses on the core of the paper – the 
hybrid modelling approach, which is then followed by an application sample in the 
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BIVEE project and concluded in section 4 with a summary and pointers toward 
communities related to the introduced approach. ). 

2 Interoperability and Conceptual Background 

First part of this section is based on the findings of the enterprise interoperability 
survey from the project ENSEMBLE [7] within the FInES cluster activities. 
ENSEMBLE [7] observed the different aspects of interoperability. For a detailed 
discussion on the different aspects we refer to the original document, but would like 
to highlight different layers and viewpoints of EI as relevant requirements for concept 
modelling. In [7] ENSEMBLE depicts four levels of interoperability. Level 1 focuses 
on e.g. Data, Cultural, Software, etc., interoperability. Level 2 for example considers 
Knowledge interoperability dealing with different semantic abstraction of content to 
enable human or machine based interpretation whereas Level 3 aims at Cloud 
interoperability and Level 4 has focus on Ecosystems interoperability in the global 
world. It is clearly stated that, although maturity level of aforementioned 
interoperability aspects have been evolved to elaborate them individually, still there 
are strong dependencies, overlapping and similar common issues among them.  . 
Major requirement is therefore that different concept models may support different 
dimensions of EI. But different concept models for different dimensions of EI must be 
on a holistic platform that shares those parts that are in common and enables a 
specialisation of those parts that are dimension specific. The term “model” is 
interpreted with the meaning discussed in [8], where a model is “a representation of 
either reality or vision” [15], that are created “for some certain purpose” [13] “with an 
intended goal in mind” [27].  Hence the benefit of models can be described in four 
types: (1) to act as a clear specification, reduce complexity, allow a structured 
approach and, due to a common understanding, support a participative creation. ([9], 
[10]); (2) to target semi-automatic implementation of software like Model Driven 
Architecture;  (3) to support knowledge management or (4) to evaluate current status 
against modelled target goals. Hence, targeting aforementioned EI with concept 
models, means that pre-defined diagrammatic concepts are available that have a 
specific meaning enabling to reconstruct relevant parts of the reality in order to either 
(1) specify, (2) support execution, (3) represent knowledge or (4) evaluate the 
different dimensions of EI. According to the framework described in [11] and [12], 
the building blocks of a modelling method include: (1) the modelling language that is 
most prominently associated with concept models, as available concepts to be used 
for such model are pre-defined according their semantic, their syntax and their 
graphical notation, (2) the modelling procedure which defines the stepwise usage of 
the modelling language and hence is not always available and (3) mechanisms and 
algorithms that enable the computer-based processing of models. So we can state that 
all concept model approaches can be described with the aforementioned framework 
and vice versa, every new concept model approach needs to reflect firstly how to 
realise the relevant building block. Meta-modelling can be used as a realisation 
approach to develop domain-specific modelling tools and hence enable IT-supported 
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concept modelling as described previously. The modelling language is understood as 
the meta-model, which for example is defined in a meta model language like ALL 
(ADOxx Library Language [5]). The specification of the meta-model can be again 
defined by a model – the so called meta meta model. Meta Model approaches have 
been analysed in [14] and can be distinguished in (i) domain, (ii) design – macro and 
micro level – as well as (iii) integration.. Comparing aforementioned list of identified 
meta model approaches in the literature it is obvious that most of the interoperability 
issues raised in the beginning of this section are already covered by individual meta-
model approaches. Hence, there are meta models suitable to cover certain aspects of 
EI dimensions, which can be specified with the generic modelling framework and 
derived from a meta meta model. 

3 Hybrid Modelling as Solution 

Hybrid modelling is a concept that merges several meta models and hence applies a 
similar approach in meta modelling that service orientation applies in software 
engineering. In the first step the different meta models are classified according (a) 
their domain, (b) the level of technical granularity, (c) the degree of formalisation and 
finally (d) the cultural dependency of the applying community. Second, the  so called 
meta model merging is applied.  It is seen as the composition of such meta models, 
and distinguishes in (a) loose integration of meta models, (b) strong integration and 
(c) hybrid integration.  In the PhD thesis of Kühn [12], meta model merging patterns 
ranging from loosely coupled to tightly coupled meta models are introduced. Loose 
coupling is very flexible, whereas tight coupling enables the realisation of additional 
functionality. Meta modelling merging patterns can be, based on [16], summarised as: 
(1) Reference pattern, where two meta-models are complementary and should not or 
cannot be changed. (2) Transformation pattern, where two meta-models are in 
principle complementary but part of one meta model correspond or can be created out 
of parts from the target meta model. (3) Use or aggregation pattern uses part of the 
meta model in another meta model or aggregate them into a new meta model, (4) 
Merge and extension patterns of meta models are applied if meta models are closely 
related and cover similar issues. The challenge is to develop a new or extended meta-
model that still keeps the same concepts of the original meta model. (5) Semantic 
Lifting of meta-models is a special way of meta model merging, where a domain 
specific meta model is merged with the semantic meta model – in most cases an 
ontology.  Research in semantic lifting in the domain of EI is one of the activites 
within the BIVEE [3] project as outlined in section 3.3. 

3.1 ADOxx Technology for Hybrid Modelling Solutions 

This section provides an overview on the key points of the ADOxx.org [5] 
development platform, to enable the discussion how hybrid modelling can be realised. 
Hence this section refers to the public tutorials on ADOxx.org, where the 
development platform and the corresponding tutorials can be downloaded. ADOxx® 
platform provides two pre-defined meta-models that can be used to build  
domain-specific meta-models. The first one depicts the operative semantic of directed 
graphs to represent dynamic aspects, and the second focuses on the operative 
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semantic of tree-like structures in the organizational context to represent static 
aspects. Hence, the dynamic meta-model provides start, activity, decision, parallelity, 
merging and the end concept. Additionally there are two classes with container 
semantic, the aggregation and the swim-lane that automatically groups the elements 
drawn inside them. The static meta-model realizes an organisational structure with 
persons, resources as well as with above mentioned containers. A new meta-model is 
developed, through inheriting from aforementioned pre-defined and defining new 
classes. ADOxx® platform provides further functionality to realize individual 
mechanisms or algorithms. Generic functionality is provided on root classes of the 
meta-model for (a) modelling, (b) querying, (c) transformation and (d) simulation. 
Generic functionality can be extended by a script language called AdoScript that 
provide more than 400 APIs to interact with the platform. Functionality can be added 
either by implementing it within the tool or from outside the application using batch 
files or Web Service access to invoke AdoScripts. 

3.2 Technical Solution for Hybrid Modelling on ADOxx 

Strong and intermediate integration of meta-models is performed before the modeling 
tools are deployed, whereas loose integration enables deployment of modelling tools 
before actual integration is carried out.  Strong and intermediate Integration of Meta 
Models is realized by merging two meta models, extending one meta model with 
another meta model, using part of one meta model in another meta model or 
aggregating concepts from two meta model into one new concept of the new meta 
model. It is supported by using text editors with syntax highlighting using the meta 
model language ALL, where parts of or the whole meta model can be merged, 
extended, used or aggregated into another meta model. The user should not be aware 
of the fact that actually two meta models are used. The separation of concern is 
realized by model types. The graphical notation of meta models enable different 
views, so the user is guided by the tool menu. This enables to share objects or 
reference objects with so-called “interref” (a functionality to point to another object), 
hence the user may access features of any modelling tool. Loose Integration of Meta 
Models such as semantic lifting is a special form of referenced meta model merging. 
Depending on the level of the user friendliness and applicability, there are different 
ways to achieve the loose integration. Strict loose integration has no changes in the 
meta model at all, but it lacks of user friendliness. User friendly solutions require 
adaptations in the meta model.  There are different implementation variants available 
such as: (1) Non supported direct linkage requires no changes in the meta models, the 
user needs to manually enter the linkage in an existing suitable attribute; (2) 
Supported direct linkage, can be realized by an AdoScript that accesses the other 
modelling tool and enables the selection of an object; (3) Indirect linkage can be 
realized using a so-called transit model type where concepts of the corresponding 
other meta model are included. Hence user friendly mechanisms to reference a model 
objects (e.g. an interref) can be used. This results in redundant data storage; hence the 
redundancy must be managed. (4) Loose coupling is a special form of indirect 
linkage, as the concepts that are referenced too are not the target concepts but a 
reference ontology, which is referenced by both the source and the target concept; (5) 
Direct and indirect linkage is a combination of supported and non-supported linkage, 
by supporting a fixed core set of concepts but permit the flexibility to also allow agile 
evolving concepts. All aforementioned solutions have their advantages and 
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disadvantages when supporting the end user – easier one may be too error prone (e.g. 
free text linkage), and other may involve more resources to be implemented or be too 
strict (e.g. fixed set of concepts).  

3.3 Hybrid Modelling in BIVEE 

Hybrid modelling approach has been realized in the BIVEE project. The setting was 
concerned with the improvement of the Innovation processes in Virtual Enterprises. It 
was applied to integrate the meta models of the Virtual Innovation Space (VIS) and 
the traditional Value Production Spaces (VPS) of a Virtual Enterprise (see [17] for 
details). The selected approach was the realization scenario of the semantic lifting 
with the semantic meta model of the Production and Innovation Knowledge 
Repository (PIKR) [18]. VPS meta model itself is deducted based on different aspects 
including: (a) The Supply Chain Operations Reference [19]. (b) The Value Reference 
Model [20], (c) SixSigma [24], (d) e3value Model [22], (e) CIMOSA [23], Zachmann 
[25] and TOGAF [21]. Additionally to these publicly available aspects, a survey on 
meta-models for production and logistics has been reported and taken into account for 
VPS within ComVantage research project [26]. These aspects have been reflected in 
the so-called modelling stack of the VPS meta model comprised of the Value 
Production Space Chart, Product, Process, Network, KPI, IT-System Pool, and the 
Artifact Pool. These models, due to necessity to enhance the user friendliness have 
been integrated following the Strong integration pattern. The dynamic part was 
achieved by adding the Semantic Transit Model (STM) to the VPS meta model and 
enabling the semantic lifting based integration with the VIS.  The semantic lifting of 
the VPS meta-model, applies a loose coupling through a transit model (STM) with the 
PIKR and enables application of the VIS concepts in the model and vice versa.  

4 Conclusion and Outlook 

The paper started with the observation on EI, their dimensions and their 
corresponding requirements on model-based approaches. Concept modelling has been 
introduces as a mature field of knowledge representation that is most commonly 
realized using meta-model as technology. Hybrid modelling as an instrument has been 
introduced to show how complex systems can be described. The application of the 
ADOxx® as an open use meta-modelling platform has been described in order to 
explain how hybrid modelling approaches from theory, can be implemented into a 
software platform. The EU-project BIVEE was used to demonstrate how hybrid 
modelling has been realized in the so-called Value Production Space. An approach 
presented in the paper is a research topic at the laboratory of the Open Model 
Initiative [4] and technology to implement the hybrid modelling is provided through 
the open development platform ADOxx.org [5]. 
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Abstract. The amount of data that is being made available on the Web is 
increasing. This provides business organisations with the opportunity to acquire 
large datasets in order to offer novel information services or to better market 
existing products and services. Much of this data is now publicly available (e.g., 
thanks to initiatives such as Open Government Data). The challenge from a 
corporate perspective is to make sense of the third party data and transform it so 
that it can more easily integrate with their existing corporate data or with 
datasets with a different provenance. This paper presents research-in-progress 
aimed at semantically transforming raw data on U.K. registered companies. The 
approach adopted is based on BORO (a 4D foundational ontology and re-
engineering method) and the target technological platform is Neo4J (a graph 
database). The primary challenges encountered are (1) re-engineering the raw 
data into a 4D ontology and (2) representing the 4D ontology into a graph 
database. The paper will discuss such challenges and explain the transformation 
process that is currently being adopted. 

Keywords: 4D ontology, perdurantism, foundational ontology, semantic 
transformation, graph databases, Neo4J, Big Data.  

1 Introduction 

The amount of data that is currently made available on the Web is growing thanks 
primarily to the Linked Open Data (LOD) initiative. While LOD data tends to be in 
formats such as the Resource Description Framework (RDF) and Microformats, there 
is also an enormous amount of data made available in other structured formats and 
more often even semi-structured or unstructured. This is the case of data that is 
privately sold (e.g., by credit risk companies) or made publicly available by 
Government Agencies (e.g., open government data initiatives) [1].  

In order to more effectively process and integrate data from a multitude of sources 
as well as make it semantically consistent with the existing enterprise data 
architecture, we have chosen to adopt ontologies. More specifically we adopt a 4D 
foundational ontology [2, 3] to drive the interpretation of such data sources, improve 
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the semantic expressiveness of the data and harmonise it in a consistent manner. The 
approach that we are adopting, therefore, begins with the raw data, ontologically 
interprets and transforms the data in order to extract its semantics and express such 
semantics in 4D ontologies. These 4D ontologies are then mapped to a graph-based 
data architecture. Neo4J [4] is the implementation technology that we have currently 
chosen to adopt. The main reasons for adopting a graph database to persist the 
ontological models are: (1) the flexibility that a graph structure provides in 
implementing any modelling paradigm and (2) the scalability it provides in terms of 
organising and accessing massive amounts of data. 

The paper is organised as follows. Section 2 defines the problem in more detail. It 
also explains the reasons for underpinning the data re-engineering with a foundational 
ontology and why a graph database was chosen as the implementation technology. 
Section 3 provides an overview of the 4D foundational ontology adopted to underpin 
the re-engineering effort. Section 4 explains the challenges of mapping the 
foundational ontology to a graph and Section 5 presents a few mapping patterns 
discovered to date. Section 6 describes related work and Section 7 concludes the 
paper and discusses future work. 

2 The Research Problem 

This research investigates the problem of integrating large datasets from different 
sources into one common data repository or into an existing corporate database. While 
this research focuses on large datasets acquired externally, it must be noted that the 
approach described in this paper can also be applied by organisations to examine their 
own vast transactional datasets from which to glean potential competitive information. 

The datasets that are being referred to here are, for example, those made available 
by authorities such as Companies House (the U.K. Company Registration Office). 
These datasets come in a variety of formats. For example, datasets available at 
data.gov.uk are currently provided as CSV (Comma-Separated Values) or JSON 
(JavaScript Object Notation) files. In essence the underlying original structure is that 
of a spreadsheet. Normally such files and their corresponding JSON representations 
are direct format conversions from legacy spreadsheets or flat files. This is normally 
apparent from the denormalised form that such data assumes. While syntactically 
structured (in terms of rows and columns), much of the semantics of these datasets is 
implicit and cannot be readily integrated with other datasets. The integration of 
multiple datasets is not a mere technical problem, but it also represents a business 
opportunity for organisations to exploit in this new era of the Digital Economy [5]. As 
stated by the U.K. Cabinet Office, the aim is to create “an information marketplace 
for entrepreneurs and businesses; releasing valuable raw data from real-time transport 
information to weather data” [6].  

The overall research problem also has another aspect to it, which is performance. In 
fact, since the amount of data processed can easily be in a range that runs from hundreds 
of gigabytes to tera/petabytes, there is also a technical challenge of processing so called 
Big Data [7]. This paper however will only focus on the problem of semantic 
transformation, which represents the part of the research carried out to date. Future 
work, as documented in Section 7, will explore the other aspects of the research. 
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Re-engineering data can be viewed as essentially a problem of semantic 
interpretation, in other words a process of interpreting the raw data and identifying the 
things that the data refers to in the real world (or any possible world). This realist 
approach is greatly simplified by the adoption of a foundational ontology to drive the 
re-engineering. A foundational (or upper-level) ontology defines the kinds of 
existence that things can have (i.e., a categorical theory). Categorical theories are 
studied in Philosophy. 

In Philosophy, Ontology, as a discipline, is the study of existence and of the kinds 
of things that (can) exist. One aspect of existence is change over time, and in this area 
there are two predominant ontological theories: endurantism and perdurantism [8]. In 
endurantism a three-dimensional object is wholly present at any given instant and 
persists by ‘sweeping’ through a region of space-time (in the words of Sider [8]). 
Another aspect of ontology is identity; and a key question is whether there is any 
criterion of identity and what it is. One endurantist approach is to say that while 
wholly present at all moments of its existence, an object preserves its identity via a set 
of essential attributes (for example, a person’s DNA). The perdurantist approach sees 
an object as a four-dimensional extension (or extent) in the universe (i.e., occupying a 
region of space-time) and it is not therefore totally present at any given instant, but 
instead only partially present. A common perdurantist criterion of identity is the 
object’s four-dimensional extension. In its lifetime an object goes through states (or 
stages). For example, a person goes through the stages of childhood and adulthood. In 
perdurantism change is explained via successive temporal parts. Therefore, while an 
endurantist object persists in three-dimensional space and entirely shifts from one 
point in time to the next, in perdurantism an object exists in four-dimensional space-
time and can be regarded as partially present at any time or portion of its 
spatiotemporal extension. 

In this research we adopt BORO, a 4D foundational ontology, described in the 
following section. The adoption of a perdurantist ontology is motivated by it being 
particularly suitable to model the enterprise context and its continuously changing 
nature. Perdurantism models change by representing stages of a particular object as 
temporal parts (examples include changes of address, changes of legal status and 
changes of a company’s primary type of activity). Perdurantism and extensionalism 
naturally allow to model particular objects with intersecting spatiotemporal extents, 
for example, between a person (Bill Gates) and a company position (CEO of 
Microsoft). These aspects of 4D ontologies (along with others) provide more explicit 
and accurate representations of change in terms of a succession of different temporal 
parts. Greater accuracy in the models produced can lead to greater levels of flexibility 
and reusability when evolving information systems (IS) as more thoroughly explained 
by Partridge [2]. 

In order for ontologies to provide concrete and visible benefits to IS engineering it 
is essential to take the ontological models beyond the modelling/design stage and 
attempt to use them not only to influence the implementation of technological 
artefacts (e.g., databases and software), but preferably to realise the ontologies in the 
technology itself. This means being able to take a foundational ontology with  
the modelled domain ontologies and create a database or software implementation 
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that maintains high levels of direct traceability to the ontology. With most traditional 
paradigms (e.g., relational databases and object-oriented languages), aligning the 
technological implementation to the ontology is possible, but given the paradigm 
mismatch, development normally occurs with ‘workarounds’ that may have a 
negative impact on ontological alignment.  

In graph databases [9] representations assume a graph form with nodes and edges. 
Edges represent relations between nodes. Properties can be defined for both the nodes 
and the edges. Graph databases are schemaless; this means that, unlike relational 
databases in which data must be represented and stored in a rigid structure with tables, 
rows and columns, the only structural constraint that graph databases dictate is the 
graph structure (a network of nodes connected by edges). This allows the 
modeller/developer significantly increased flexibility in the way the data is 
represented. From a metamodelling perspective this implies that the metamodel can 
be treated as data and represented as a graph and combined with its model 
instantiations also represented in the same graph. In our case the foundational 
ontology represents the metamodel and the domain ontologies represent the 
metamodel instantiations. As a consequence, our working research ‘hypothesis’ is that 
a schemaless database would enable us to implement the database in a form that more 
closely resembles the 4D ontology. 

3 A Perdurantist Foundational Ontology 

BORO, developed by Partridge [2], is a perdurantist upper level ontology strongly 
based on extensionality. BORO influenced the ISO 15926 standard and inspired the 
upper level ontology of the International Defence Enterprise Architecture 
Specification for exchange Group [10], adopted by the U.S. Department of Defense 
Architecture Framework (DoDAF). BORO has been applied in various industrial 
sectors including finance, oil and gas, and defence. 

The aim of this section is to present the BORO foundational ontology and provide 
the reader with the fundamental knowledge to understand the work described in the 
remainder of the paper. It is beyond the scope of this paper to provide an exhaustive 
explanation and definitions of the whole foundational ontology. For an in depth 
presentation of BORO the reader is invited to refer to Partridge [2] in its original form 
or IDEAS [10] for a slightly modified, yet still detailed, version. 

From a philosophical perspective the BORO foundational ontology explicitly 
addresses a set of metaphysical choices. BORO has adopted: (1) a realist stance 
towards ontology, that is it takes for granted a mind-independent real world; (2) a 
revisionary stance – accepting that if we want better models, we need to change the 
ways we look at the world; (3) completeness categories based upon extensional 
criteria of identity and (4) a 4D and possible worlds approach as these fit best with its 
commitment to extensionalism [11]. 

Figure 1 presents a graphical representation of the foundational ontology. The 
names of the foundational objects are prefixed with ‘F_’. The notation is that of the 
Unified Modelling Language (UML).  
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At its highest level the BORO foundational ontology represents:  

• Objects: Anything that exists. (In IDEAS the term Thing is used in place of 
Objects.) 

• Elements: An element is a physical body with a spatiotemporal extent (i.e., 
particulars). 

• Types: A type is a set or class of objects (i.e., universals). The extension of a type 
is given by all the objects of that type. Objects of a certain type are said to be 
instances of that type. Types can have individual instances (ElementTypes), type 
instances (Powertypes) or tuple instances (TupleTypes). Only TupleTypes are 
explicitly represented in Figure 1. 

• tuples: A tuple is a relationship between two (in the case of couples) or more 
objects. Examples of subtypes of tuples include typeInstances, superSubTypes, 
powertypeInstances and wholeParts. 

• TupleTypes: A type whose instances are tuples. There is a powertypeInstance 
relation between TupleTypes and Tuples. 

• TemporalParts: A temporal part is an individual whose spatiotemporal extent is 
part of another individual. 

• Events: An event is an individual temporal part that does not persist through time 
(i.e., an event has zero ‘thickness’ along the time dimension). Events represent 
temporal boundaries that either create (CreationEvents) or dissolve 
(DissolutionEvents) individuals (e.g., a person) or individual temporal parts that 
persist through time (i.e., states). 

• States: A state is a temporal part of an individual that persists through time. States 
(and elements in general) are bounded by events. A state can have further 
temporal parts (i.e., states and events). 

• happensTo: This tuple type relates an event with one or more individuals affected 
by the event. happensTo has two subtypes: 
o creates: Relates a creation event with the element(s) whose creation is 

triggered by the event. 
o dissolves: Relates a dissolution event with the element(s) whose dissolution is 

triggered by the event. 
• happensAt: This tuple type relates an event with a time instant or interval 

(TimeInstantsOrIntervals) and it indicates the time at which an event takes place. 
• temporalPartOf: This tuple type relates an individual with its temporal parts 

(states and/or events). 
 

To visually clarify how BORO as a perdurantist ontology models the real world 
including change, let us consider a simple example of a company (Acme Company 
Ltd.) who during the course of its life changes its primary business activity from the 
production of paper to the production of mobile phones. Such information is normally 
legally required by Company Registration Offices. This is represented in Figure 2. As 
the figure shows Acme (as a 4D element) extends through space-time. A portion of 
Acme’s extension has a temporal part named ‘Business Activity 1’ representing the 
company’s paper manufacturing stage (or state) and another temporal part named 
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‘Business Activity 2’ representing the mobile phone manufacturing stage. Both stages 
have extents that are physically part of Acme’s overall spatiotemporal extension. 
There are also three events implicitly represented by the lines that bound the states. 
The temporal boundary on the left of ‘Business Activity 1’ represents the event 
creating that stage, the boundary lying between ‘Business Activity 1’ and ‘Business 
Activity 2’ represents an event that dissolves the first state and creates the second 
state. The boundary to the right of ‘Business Activity 2’ dissolves this state. 

 

Fig. 1. BORO foundational ontology (partial view). (TupleTypes are represented in light grey).  

 
Fig. 2. Example space-time map 
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4 Implementing the Upper Ontology 

4.1 The Foundational Graph 

In order to represent ontological models in a database (in our case a graph database) it 
is necessary to represent and load the foundational ontology first of all. It is the 
foundational ontology that enables the representation of the domain ontology derived 
from the raw data. In essence things in the domain ontology will instantiate or subtype 
the high-level types of the upper level (i.e., the types represented in Figure 1). Since 
all models are a graph, the model in Figure 1 should ideally be transposed as it stands 
into the graph database. However a few considerations must be made. 

In BORO tupleTypes and tuples are first-class objects. As Figure 1 shows 
tupleTypes, like F_happensTo and F_creates, are not simply drawn with the UML 
association notation but explicitly represented with the UML class symbol. This is 
necessary in order to allow the ontologist to describe the tupleTypes and tuples 
themselves. For example, subtyping a tupleType as in the case of F_temporalPartsOf 
and F_wholeParts. 

In the graph implementation we have therefore chosen to maintain the same 
explicit representation of tupleTypes and tuples. Therefore when representing a 
relation (R1) between two things (e.g., Prince William and Prince Charles) in Neo4J, 
the relation is not simply represented with two nodes and an edge (i.e., [William  
Charles]), but with three nodes and two edges. This enables us to say the following:  

 
[William  R1  Charles]            (1) 
[childOf  typeInstances  R1]           (2) 
[tuples  superSubTypes  childOf]           (3) 
[tupleTypes  typeInstances  childOf]          (4) 

 
While it is important to explicitly represent relations, there are three upper-level 
relations that are unsurprisingly very widely used: typeInstances, superSubTypes and 
powertypeInstances.  In these three cases we have decided to simply name the edges 
(as shown in the above listing) rather than reify the relations. The name would be 
implemented as a property of the edge. This makes the graph more compact with, in 
this context, losing required explanatory power. Otherwise a relation like (3) would 
become: 

 
[tuples  R2  childOf]            (5) 
[superSubTypes  typeInstances  R2]           (6) 

 
With typeInstances relations there is another reason for using this compact form. The 
problem in Philosophy is known as the Third Man Argument (or Bradleyian Regress) 
and leads to an infinite regress of reified relations. For example, in (5) of the above 
listing the reification of the typeInstances relation leads to the following: 
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[tuples  R2  childOf]            (7) 
[superSubTypes  R3  R2]           (8) 
[typeInstances  R4  R3]            (9) 
[typeInstances  R5  R4]          (10) 
ad infinitum … 

 
R3, R4 and R5 are all instances of typeInstances leading to an infinite chain of 
relations. 

4.2 Graphs of Domain Patterns 

Besides being a foundational ontology, BORO also defines a method for discovering 
general ontological patterns from existing systems and data. These general patterns 
enforce reusability and enable the ontologist to apply existing semantic models to the 
knowledge discovered from the interpreted data. As with the foundational ontology, 
these general patterns must also be loaded into the graph database before they can be 
used; however unlike the foundational layer, such patterns can be loaded in parallel 
with the semantic interpretation of the data as long as they are present in the database 
prior to their use.  

An example of a general pattern is the Naming Pattern (in the model the prefix 
used is ‘N_’) represented in graph form in Figure 2. The N_Names type represents the 
set of all possible names in the world. N_Names is a type and not an element. For 
example, the name John is considered as the set of all utterances (written, oral, etc.) 
that name people called “John”. A naming space is a set of names; for example, the 
set of registration numbers that Companies House issues to uniquely identify a 
company.  

It is important to note that while all nodes of the graph are labelled by a ‘name’ 
property in Neo4J, this property merely names the modelling element and it is not 
meant to be a name for the thing being modelled. The only exception is the name  

 

 

Fig. 3. Naming Pattern in Neo4J 
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property of N_Names. Names of real world objects must be represented as instances 
of the N_Names type to which the named object is related via the N_namedBy 
tupleType. 

For reasons of space other patterns are not shown here but will be referred to later 
in the paper. 

5 Semantic Transformation of the Data 

This research uses a dataset acquired from Companies House in the U.K. The dataset 
was provided as a CSV file of approximately 3 GB corresponding to a spreadsheet of 
173 columns and approximately 3.5 million rows.  An extract of the column headings 
is provided in Table 1. The data was managed with custom-built code written in 
Python importing the standard CSV module. For the creation of the graph database 
the py2neo API was used in order to send REST requests to the Neo4J server. 

Table 1. Extract of the column headings of the data file 

registration_
number 

legal_status_
code date_inc latest_accounts_date latest_ar_date 

After implementing the foundational ontology and those patterns deemed relevant 
to the domain (e.g. names, persons and intentionally constructed objects), the 
semantic interpretation of the data proceeded as follows.  

First, the set of rows was interpreted. This implies understanding what a row refers 
to and the type it is an instance of.  In this case each row refers to an individual U.K. 
company. The type instantiated is named UKCompanies. Once the meanings of the 
elements and the type have been determined, these objects must then be related to 
existing patterns and via the patterns to the foundational ontology. If no existing 
pattern appears to be relevant then this may be a sign that a new pattern may be 
hidden in the data and possibly discovered through further analysis. In this instance 
the Persons pattern previously loaded can be reused. In fact UKCompanies is a 
subtype of LegalPersons which in turn is a subtype of Persons.  

The next (and most significant) step is to iterate through the columns of the 
spreadsheet and semantically interpret them. While the interpretation of the set of 
rows was relatively straightforward (at least in our case), interpreting column data 
presents some interesting challenges. There are a few mapping patterns (MP) that 
have emerged and summarised as follows: 

MP1: If ri represents the specific element that a row refers to and Ri its type, then one 
can think of a column as representing a type (Ci) and the intersection with the row 
(i.e., each cell) explicitly representing an instance of Ci (or ci). Implicitly represented 
are also a tuple type (Ti) and a tuple (ti). For example, with the first column (named 
“registration_number”) the mapping in Table 2 emerges. 
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Table 2. Example of Mapping Pattern MP1 

Spreadsheet 
Type 

Value Refers to Referent BORO 
Foundation 

Column name 
(Ci) 

registration_number Set of all registration 
numbers assigned by 
Companies House 

CHRegNumbers F_Types 

Cell value (ci) “0000006” Individual registration 
number assigned to a 
company 

“0000006” (instance of 
CHRegNumbers) 

F_Elements 

Implicit relation 
(Ti) 

n/a Set of all relations between 
UK Companies and 
Registration Numbers 

namedByCHReg-
Number 

F_TupleTypes 

Implicit relation 
(ti) 

n/a Relation between a specific 
UK company and the 
registration number 
“0000006” 

The tuple: 
(Company6, 0000006) 

F_tuples 

MP2: In many cases the columns cannot be interpreted in isolation because their 
values represent elements that have relations between them. For example, there are 
columns representing the different parts of a company’s address (street and number, 
city, county, etc.). In this case there exists a wholeParts relation between them 
respectively. As a consequence the rules in MP1 are applied along with another 
interpretation rule which maps (and makes explicit) the implicit relations between the 
types represented by the columns and the pairs of elements represented by the cell 
values of those columns on the same row.  

MP3: Some cells contain values that encode and map to more than one real world 
element or even to an entire classification structure. An example of the former is a 
composite address (e.g., 123 Main Street). In this case ‘123’ refers to a specific 
building while ‘Main Street’ refers to a whole street. The latter case (which actually 
may be a mapping pattern in its own right) is exemplified by the U.K. Standard 
Industry Codes (SIC).  In this case a specific code, expressed as a string (of numeric 
characters) in the spreadsheet, codifies a structure in which the code can be broken 
down into parts, with each part representing successive groupings of companies. In 
SIC terminology these groupings are called sector, division, group, class and subclass. 
Coding schemes like SIC are classification systems, which BORO can handle well 
with PowerTypes (or the set of all subtypes of a given type) in conjunction with 
superSubTypes and powertypeInstances (two tuple types of the foundational 
ontology). This type of semantic transformation allows us to explicitly model and 
refer to an entire classification system (i.e., SIC), relate it to other classification 
systems (for example, successive versions of SIC) and relate it to a naming space (in 
this case U.K. SIC codes). This is an effective example of how BORO is capable of 
transforming a set of simple codes (e.g., “0311”) into a complex ontological structure. 
Thanks to BORO’s strong extensionality principle a clear and explicit distinction is 
made between a classification system and its naming space. 

MP4: This mapping pattern builds on MP3 and relates to cases in which there is a 
succession of columns that represent a type of change that a company may undergo in 
its lifetime. Examples include a change of address, change of name, change of SIC 
code, etc. While there are subpatterns that are not discussed here for limitations of 
space, a typical case is one in which there are columns representing the current status 
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(e.g., current address) and the previous four statuses (addresses) plus further columns 
specifying when the various changes (of address) occurred. The mapping to a 4D 
ontology translates into a new subtype of F_States (e.g. CompanyX_at_AddressY), a 
new subtype of F_Events (e.g., AddressChange) and all related subtuples/types that 
this entails as modelled in the foundational ontology. While the original data was 
limited to the representation of only four previous addresses, the 4D graph model can 
record an unlimited number of changes. This pattern is a clear example of the 
effectiveness of the 4D approach in modelling change. In fact, with each change of 
address the new state represents a temporal part of the company, which can be itself 
related to its corresponding address, thus providing a more objective model of what 
occurs in the real world.  

The above mapping patterns are a non-exhaustive list. As the research progresses 
and more data is semantically analysed, we expect to discover further mapping 
patterns with more clearly defined rules, as well as refine the existing rules. At this 
stage the mapping is being carried out manually and the translation rules are being 
encoded in Python on a case-by-case basis. We envisage that once these patterns are 
tested against a greater amount of data, we will be able to develop generic APIs for 
each consolidated and tested mapping pattern so as to gradually proceed to a much 
higher level of automation for the further 4D re-engineering of data.  

6 Related Work 

The focus of the work presented in this paper is on the semantic transformation of 
large amounts of data (e.g., Big Data) acquired typically from heterogeneous sources 
and in semi-structured raw formats (e.g., CSV files). This problem is part of a broader 
research area related to the re-engineering of data and systems. In fact the challenges 
encountered and described here are typical of most projects that adopt processes 
similar to what is known as Extraction-Transformation-Loading (ETL) [12]. While 
ETL is mostly applied in Data Warehousing, the general problems are common. In 
our case, however, the main differences lie in the transformation phase, which is 
entirely driven by a 4D foundational ontology. In brief, for us transformation consists 
of Semantic Interpretation (translation into the 4D paradigm), Semantic Improvement 
(generalise to existing patterns or identify general reusable ontological patterns), and 
Semantic Harmonisation (consistently integrate the new ontologies and patterns into 
the existing ontological graph). Moreover previous work carried out on ontology-
driven ETL (e.g., [13]) normally adopts a Semantic Web (OWL/RDF) approach 
rather than be driven by a philosophically grounded foundational ontology. 

Further literature (for example, see [14] and [15]) also investigates ontologies in 
the context of public data and its use for providing information services. However, 
even here, as with most ontology related ETL work, the focus is on Semantic Web 
Technologies (primarily Linked Data) with no grounding in philosophical 
foundational ontologies. 

An example of previous research that has also investigated the use of foundational 
ontologies to derive domain models and ontology patterns from Web resources is 
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SmartWeb Integrated Ontology (SWIntO) [16]. However in this case the authors 
adopted a foundational ontology (merger of DOLCE and SUMO), which focused on 
linguistic-cognitive aspects. This was fully justified in this project due to SmartWeb 
system’s heavy reliance on linguistic information.  In fact one of the main objectives 
of the research was to “produce domain-specific ontologies that are relevant for 
mobile and intelligent user interfaces to open-domain question-answering and 
information services on the Web”. In our case, a linguistic-cognitive based ontology 
would not have been suitable since our aim is for the re-engineered models to 
ultimately be fully integrated with an organisation’s corporate knowledge assets, 
hence our decision to adopt a foundational ontology that is context-independent and 
mind-independent. Such an approach appears, in our view, more appropriate toward 
facilitating the integration of multiple data sources with the existing corporate data. 

7 Conclusion 

This paper summarised the initial findings of research-in-progress aimed at re-
engineering large amounts of raw data with a 4D ontology and implementing the 
ontology in a graph database (Neo4J). The research thus far uncovered some of the 
major challenges related to (1) implementing a 4D foundational ontology in a graph 
database, (2) semantically interpreting raw data in a spreadsheet format to a 4D 
ontology and (3) identifying mapping patterns which, with further testing, can help to 
move from a manual data translation into a more automated mapping to the 4D 
ontology and consequent loading of the semantically interpreted model into Neo4J. 

Once the semantic problem of translating the data from its raw form to a 4D 
ontology and a 4D graph is proven effective our next step will be to integrate further 
data sets which besides being grounded in the 4D foundational ontology must be 
harmonised with the previously reengineered models. We will also explore 
developing an automated solution that will adopt the discovered mapping patterns to 
transform the data into 4D representations. Performance will also be fundamental for 
information retrieval and general usage once the system goes into the production 
stage. This means that while the database will be semantically rich and expressive 
thanks to its strong ontological foundation, it must also run on an architecture that 
guarantees high accessibility and performance [7]. 
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Ltd., for funding this research.  
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Abstract. Semantic search and retrieval methods have a great potentiality in 
helping customers to make choices, since they appear to outperform traditional 
keyword-based approaches. In this paper, we address SemSim, a semantic 
search method based on the well-known information content approach. SemSim 
has been experimented to be effective in a defined domain, namely the tourism 
sector. During experimentation, one of the first requests raised from the users 
concerned the possibility to explain, besides the typical output of a semantic 
search engine, why a given result was returned. In this paper we investigate 
SemSim with the aim of providing the user with an explanation about the moti-
vations behind the ranked list of returned options, with graphical representa-
tions conceived to better visualize the results of the semantic search. 

Keywords: Similarity Reasoning, Weighted Reference Ontology, Information 
content, Digital Resources. 

1 Introduction 

Similarity reasoning represents a promising application of semantic technologies that is 
constantly gaining importance in information management. It also represents one of the 
key pillars of a new generation of search engines, capable of processing a user request 
from a conceptual perspective instead of basing the research on keyword-matching 
mechanisms. Along this direction, several semantic approaches have been proposed in 
the literature, based on the use of reference ontologies. Such approaches require that 
both the user request and the elements of the search space are semantically annotated, 
i.e., are associated with semantic expressions built upon the concepts of a reference 
ontology. This approach, referred to as semantic search and retrieval, appears to outper-
form traditional keyword-based approaches. However, the application of semantic 
search is restricted to focused domains due to the cost needed to develop the required 
semantic infrastructures (basically, reference ontology and semantic annotations). 

In a previous paper [5] the authors have proposed SemSim, a semantic search method 
based on the idea that the similarity between conceptual structures depends on the 
amount of information content they share. In turn, the information content carried by a 
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conceptual structure depends on the information content carried by the concepts (fea-
tures) of the reference ontology (an ontology is a formal, explicit specification of a 
shared conceptualization [7]) for the given domain, at a given time. Intuitively, the in-
formation content of a concept, in our approach, depends on the number of objects in 
the search space that carry such a concept. In brief, a concept associated with fewer 
objects has a better selection coefficient and therefore a greater information content. 
Conversely, a concept that can be found in a large number of objects has less selectivity 
and therefore carries a more limited information content. Then, we introduced the no-
tion of a weighted ontology, where each concept is associated with a weight correspond-
ing to the frequency of the search objects that carry such a concept. It is quite obvious 
that concepts up in the hierarchy will have higher weight (and therefore less information 
content) than more specific concepts, positioned down in the hierarchy [11]. 

The core of the SemSim method consists in the derivation of the semantic similarity 
between concept structures, one representing a user request and one representing a 
target resource. Currently, we are experimenting the method, and the possibility to 
obtain, besides the typical output of a semantic search engine (i.e., a list of target ob-
jects, ranked according to a similarity score), a synthetic explanation of why the simi-
larity engine achieves the displayed results. Therefore, the objective of this work is to 
extend the SemSim method by providing the user with such an explanation about the 
mechanism adopted in deriving the ranked list of objects. It is worth noting that often 
the outcome is not intuitive, since SemSim aims at maximizing the global information 
sharing of the user request and target object (i.e., the summation of the common in-
formation contents for all the concepts characterizing a given search object) therefore, 
avoiding ‘easy’ matching mechanisms.  

The paper is organized as follows. After the next section presenting the related 
work, Section 3 recalls some basic notions of the SemSim method. In Section 4, a 
qualitative analysis of SemSim is presented, and in Section 5 two different  
visualizations of the analyzed results are given. Finally, Section 6 concludes. 

2 Related Work 

In the large majority of papers proposed in the literature [3,13], semantic search is 
performed by using WordNet [16], see for instance [8,15]. WordNet (a lexical ontolo-
gy for the English language) provides, for a given concept (noun), the natural lan-
guage definition, hypernyms, hyponyms, synonyms, etc, and also a measure of the 
frequency of the concept, by using noun frequencies from the Brown Corpus of 
American English [6]. We did not adopt the WordNet frequencies for two reasons. 
Firstly, we deal with specialized domains (e.g., systems engineering, tourism, etc.), 
requiring specialized domain ontologies. WordNet is a generic lexical ontology (i.e., 
not focused on a specific domain) that contains only simple terms. In fact, multi-word 
terms are not reported (e.g., terms such as “private house” or “country resort” are not 
defined in WordNet). Secondly, there are concepts in WordNet for which the fre-
quency is not given (e.g., “accommodation”). 

The work presented in [8] shares some analogies with our approach with regard to 
the need of computing weights without relying on large text corpora. Therefore, they 
propose a method, referred to as CP/CV, such that each node in the taxonomy is  
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associated with a concept vector, built on the basis of the topology of the ontology 
and the position of concepts therein. Then, the similarity of concepts is evaluated 
according to the cosine similarity of the related concept vectors. Conversely, in our 
work the similarity of concepts is conceived to determine the similarity of two con-
cept vectors. 

Regarding the methods to compute the similarity between concept vectors, our 
work proposes a two stages method, firstly computing the pair-wise concept similarity 
(consim), and then deriving the similarity between vectors of concepts (semsim). Pair-
wise concept similarity is performed according to the information content approach 
[11]. With regard to the second stage, we adopted a solution inspired by the maximum 
weighted matching problem in bipartite graphs. In the literature the Dice, Jaccard and 
Cosine [12] methods are often adopted in order to compare vectors of concepts. How-
ever, in these methods the matchmaking of two concept vectors is based on their  
intersection, without considering the position of the concepts in the ontology. Accord-
ing to the Weighted Sum approach [2] a fixed value (i.e., 0.5) is assigned to each pair 
of hierarchically related concepts. Our proposal is based on a more refined semantic 
matchmaking, since the match of two concepts is performed according to their shared 
information content, and the vector similarity is based on the optimal concept  
coupling. 

Within the semantic web search approaches supported by ontologies, we selected 
[1] and [10] as representative works. In the mentioned papers, semantic search me-
thods have been conceived for retrieving the relevant resources based on OWL1 (On-
tology Web Language) ontologies. Basically, the relevant resources are identified by 
weighting the instances and properties defined in the assertional knowledge (ABox). 
Conversely, in our approach, weights are assigned to the features which correspond to 
the concepts of the terminological knowledge (TBox), and the identification of the 
relevant resources is performed on the basis of the ranked feature vectors. 

3 The Semsim Method: An Overview 

In [5] two different SemSim methods were addressed, namely the probabilistic and the 
frequency approaches. In the mentioned paper, we have shown that the SemSim me-
thod based on the frequency approach has a higher correlation with Human Judge-
ment (HJ) than some of the most representative approaches defined in the literature. 
In this section, we recall the frequency approach, which is the focus of our paper. The 
Universe of Digital Resources (UDR) is the totality of digital resources that are se-
mantically annotated with a reference ontology. In our work we address a simplified 
notion of ontology, Ont, consisting of a set of concepts organized according to a ISA 
hierarchy. In particular, Ont is a taxonomy defined by the pair Ont = <C, H>, where C 
is a set of concepts and H is a set of ordered pairs of concepts of C such that if (ci,cj) 
∈ H, then cj ISA ci, i.e., ci is a more general concept with respect to cj.  

Given two concepts ci, cj ∈ C, the least upper bound of ci, cj, lub(ci,cj), is always 
uniquely defined in C (we assume the hierarchy is a lattice). It represents the least 
abstract concept of the ontology that is a more general with respect to ci and cj. 

                                                           
1 http://www.w3.org/TR/owl2-primer/ 
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Consider an ontology Ont = <C, H>. A request feature vector (request vector for 
short) rv is defined by a set of ontology concepts (the order of the concepts is irrele-
vant), i.e.,  rv = (c1,...,cn) where ci ∈ C. 

Analogously, given a digital resource dri ∈ UDR, an ontology feature vector ofvi 

associated with dri is defined by a set of ontology concepts describing the resource as 
follows: ofvi = (ci,1,...,ci,m), where ci,j ∈ C, j = 1,...,m. 

A Weighted Reference Ontology (WRO) is a pair WRO = <Ont, w>, where w is a 
function defined on C, such that given a concept c ∈ C, w(c) is a rational number in 
the interval [0,...,1]. 

In the following, let H* be the reflexive and transitive closure of H. According to 
the frequency approach, the weight associated with the concept c in the ontology Ont 
= <C, H>, indicated as wf(c), is defined as follows: |  ∈ , ,  ∈ || |  

Therefore, the weight assignment is computed on the basis of the given ontology fea-
ture vectors and weights are assigned according to a bottom-up approach in order to 
take into account the essence of the ISA hierarchy. For instance, in our running ex-
ample in the tourism domain, suppose the digital resources are vacation packages for 
visiting a European capital, which are offered by a tourism agency. Each package is 
annotated with one ontology feature vector defined by using the concepts of the WRO 
shown in Figure 1. Suppose we have a UDR containing 22 vacation packages, each 
annotated as shown in Table 1. 

Table 1. Annotation of vacation packages based on ontology feature vector 

ofv1=(InternationalHotel, FrenchMeal, Cinema, Flight) ofv12=(SeasideCottage, VegetarianMeal, Shopping) 
ofv2=(Pension, VegetarianMeal, ArtGallery, ShoppingCenter) ofv13=(Campsite, IndianMeal, Museum, RockConcert) 
ofv3=(CountryResort, MediterraneanMeal, Bus) ofv14=(RegularAcc, RegularMeal, Museum, Bazaar) 
ofv4=(CozyAcc, VegetarianMeal, Museum, Train) ofv15=(InternationalHotel, PictureGallery, Flight) 
ofv5=(InternationalHotel, ThaiMeal, IndianMeal, Concert, 

Bus) 
ofv16=(Pension, LightMeal, ArcheologicalSite, CarRen-

tal, Flight) 
ofv6=(SeasideCottage, LightMeal, ArcheologicalSite, Flight, 

ShoppingCenter) 
ofv17=(AlternativeAcc, LightMeal, RockConcert,Bus) 

ofv7=(RegularAcc, RegularMeal, Salon, Flight) ofv18=(CozyAcc, VegetarianMeal, Exhibition, Archeolog-
icalSite, Train) 

ofv8=(InternationalHotel, VegetarianMeal, Ship) ofv19=(CountryResort, VegetarianMeal, Concert, Bus) 
ofv9=(FarmHouse, MediterraneanMeal, CarRental) ofv20=(Campsite, MediterraneanMeal, ArcheologicalSite, 

Attraction, CarRental) 
ofv10=(RegularAcc, EthnicMeal, Museum) ofv21=(AlternativeAcc, LightMeal, Concert, Bus) 
ofv11=(RegularAcc, LightMeal, Cinema, Bazar) ofv22=(FarmHouse, LightMeal, RockConcert, Train) 

Consider the feature VegetarianMeal (a leaf in the taxonomy tree) which appears 
in each of the six ofvs of the set {ofv2, ofv4, ofv8, ofv12, ofv18, ofv19} (see Table 1). The 
relative frequency of this feature over the whole resources (the 22 packages) is 
wf(VegetarianMeal) = 6/22 = 0.27 (see Figure 1). 
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Fig. 1. WRO of our running example 
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In order to assign a weight to a more general concept, we have to consider not only 
the set of ofvs containing the concept but also the sets of ofvs containing its descen-
dants in the ISA hierarchy. For instance, consider LightMeal which has only two 
children as descendants, namely VegetarianMeal and MediterraneanMeal. Mediter-
raneanMeal appears in the ofvs of the set {ofv3, ofv9, ofv20}. LightMeal is contained in 
the ofvs of the set {ofv6, ofv11, ofv16, ofv17, ofv21 , ofv22}, therefore its weight is given 
by the cardinality of the union of the three sets above, divided by the total number of 
ofvs, i.e., wf(LightMeal)=15/22=0.68. Note that, in the case of overlapping sets of 
ofvs, the union set in the above formula guarantees that wf does not exceed one. 

Let us consider a tourist who wants to visit a European capital and, in order to buy 
a vacation package, he/she expresses the following preferences:  

   "I would like travel by bus, sleep in a campsite, have ethnic food, and enjoy rock 
concerts".  

It can be formulated according to the request feature vector notation as follows:  

       rv1 = (Campsite, EthnicMeal, RockConcert, Bus). 

The SemSim method allows the user to choose among the vacation packages offered 
by the tourism agency of our running example (shown in Table 1) the one that better 
satisfies his/her needs. In particular, it evaluates the similarity between feature vectors 
(semsim), which is based on the notion of similarity between concepts (features), 
referred to as consim. 

Given a WRO, the consim method relies on the information content approach de-
fined by Lin [11]. According to the standard argumentation of information theory, the 
information content of a concept c is defined as -log w(c), where w is the weight asso-
ciated with the concept c in the WRO. Therefore, as the weight of a concept increases 
the informativeness decreases hence, the more abstract a concept the lower its infor-
mation content. Given two concepts ci and cj, their similarity, consim(ci,cj), is defined 
as the maximum information content shared by the concepts divided by the sum of the 
information contents of the concepts. Note that we assume the ontology is a tree, 
therefore the least upper bound of ci and cj, lub(ci,cj), is always defined and provides 
the maximum information content shared by the concepts in the taxonomy. Formally, 
we have: 

,  2   ,    
For instance, consider the pair of concepts VegetarianMeal and MediterraneanMeal 
of the WRO shown in Figure 1. The consim measure between VegetarianMeal and 
MediterraneanMeal is defined as follows:  

consim(VegetarianMeal,MediterraneanMeal) = 2 log wf (LightMeal) / (log wf 
(VegetarianMeal)+log wf (MediterraneanMeal)) = 0.24. 

In fact, LightMeal is the lub between VegetarianMeal and MediterraneanMeal, and 
therefore provides the maximum information content shared by the comparing  
concepts. 
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As anticipated, the SemSim method allows us to compute the semantic similarity 
between the request vector rv and an ofv, semsim(rv,ofv), by using the consim similar-
ity above. We start by computing the consim for each pair of concepts of the Carte-
sian product of the two vectors. However, we are not interested in all possible pairs 
because in many cases the comparison is meaningless (e.g., contrasting Vegetarian-
Meal with Concert). Hence, we restrict our analysis to the pairs that exhibit high af-
finity. In particular, we consider the stable marriage problem [14], which is the prob-
lem of finding a stable matching (i.e., there does not exist any better alternative pair-
ing) between sets of elements. For instance, assuming rv and ofv represent a set of 
boys and a set of girls respectively, we analyze all possible sets of marriages, when 
polygamy is not allowed. Our solution, for the computation of the semantic similarity 
makes use of the Hungarian algorithm as an implementation for solving the maximum 
weighted matching problem in bipartite graphs [9] which runs in polynomial time. 
Essentially, the method aims to identify the set of pairs of concepts of the two vectors 
that maximizes the sum of the consim similarity values: 

, ∑ ,,   
where: i = 1..n, j = 1..m, n = |rv|, m = |ofv|, ci ∈ rv, and cj ∈ ofv. 

For instance, in the case of the request vector rv1 defined above and the ofv21 
shown in Table 1, the following set of pairs of concepts (enclosed in parenthesis) has 
the maximum consim sum, as shown below: 

consim(Campsite, AlternativeAcc.) = 0.70 
consim(EthnicMeal, LightMeal) = 0.04 
consim(RockConcert, Concert) = 0.79 
consim(Bus, Bus) = 1 

Therefore: semsim(rv1, ofv21) = (0.70 + 0.04 + 0.79 + 1) / 4 = 0.63, where the sum of 
consim has been normalized according to the maximum cardinality of the contrasted 
vectors (in this case 4). 

4 Semsim Experimental Analysis 

In [5] we have presented an experiment where SemSim has been compared to some of 
the most representative similarity methods defined in the literature. In the experiment 
four request vectors have been defined, rvi, i = 1,...,4, corresponding to the vacation 
preferences of four different tourists, which are recalled in Table 2. The correlation 
between each selected similarity method and human judgment (HJ) has been eva-
luated, where HJ values had been obtained by asking to a group of 21 people, ran-
domly selected from our Institute staff, to indicate the similarity among each rvi and 
the vacation packages ofvj, j= 1,...,22, defined in Table 1. As already mentioned, in [5] 
our experiment has shown that the SemSim method based on the frequency approach 
has a higher correlation with HJ than the other approaches selected in the literature. 
Therefore, in this section, our analysis is focused on the SemSim method based on the 
frequency approach. 
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In Table 3, the SemSim values obtained according to our experiment are recalled. 
The ofvs are listed with the associated similarity values, starting from the highest up 
to the lowest values. 

Table 2. Request Vectors 

rv1 = (Campsite, EthnicMeal, RockConcert, Bus) 
rv2 = (InternationalHotel, InternationalMeal, ArtGallery, Flight) 
rv3 = (Pension, MediterraneanMeal, Cinema, ShoppingCenter) 
rv4 = (CountryResort, LightMeal, ArcheologicalSite, Museum, Train) 

Let us consider the first five ofvs listed in Table 3, i.e., the ofvs associated with the 
five highest SemSim values. For each rvi i = 1,...,4, a table has been defined, namely 
Tables 4, 5, 6, and 7 respectively, where the ofvs with the five highest values have 
been indicated. In each table, in the first row the features of the addressed request 
vector are listed, and in the remaining rows, the features of the selected ofvs are re-
called. The positioning of the features of the ofvs in the rows has been performed in 
order to show the set of pairs of features (one belonging to the request vector and the 
other one to the ofv) leading to the maximum weighted matching value, according to 
the stable marriage problem recalled above. In the rows, the features are shown with 
the related consim values (in square brackets) and a label (one among M, H, S, C  
and R) specifying the kind of relation existing between the matched features, as  
explained below: 

• M stands for exact match, therefore the consim value is 1.0; 
• H stands for hierarchical relation, i.e. one feature is a descendant/ancestor of the 

other; in parenthesis the number of arcs connecting the two features is also given 
(e.g., H(1) stands for a parent/child relation); 

• S stands for sibling, i.e., children of the same father; 
• C stands for cousin, i.e., children of siblings; 
• R stands for related, for all the remaining pairs of features of the ontology. 

Let us consider for instance Table 4, related to the request vector rv1. According to the 
maximum weighted matching problem, the ofv with the highest SemSim value with 
rv1 is ofv13, which has four features. The pairs of features providing this value are 
(Campsite, Campsite), (EthnicMeal, IndianMeal), (RockConcert, RockConcert), and 
(Bus, Museum). Therefore, two features, namely Campsite and RockConcert, match 
exactly (M), IndianMeal is in the hierarchical relation H(1) with EthnicMeal, because 
the former is a child of the latter, and the other feature, Museum, is related to Bus 
according to the cousin relation (C). In square brackets we represent the consim val-
ues associated with these pairs, which in the case of the pair (Bus, Museum) is zero 
because these features do not share any information in the ontology except for Thing. 
In analyzing the four tables, as a general observation, note that the ofvs with higher 
SemSim values show a greater number of pairs of features with exact matches (M) 
with respect to the other ofvs. Immediately lower SemSim values correspond to a less 
number of exact matches M and a high number of parent/child relations H(1). Going 
down in the tables, the lowest SemSim values are associated with a higher number of 
related features (R), because R does not represent any specific relation between the 
features in the ontology. For instance, in the case of the request vector rv2, in the first 
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row of Table 5 we have the ofv15 showing two exact matches and one sibling relation, 
and in the second row we find the ofv7, for which one single match and three par-
ent/child relations are present. 

Table 3. Ranking results for request vectors 

rv1 rv2 rv3 rv4 
Ranked 

Resources Value 
Ranked 

Resources Value 
Ranked 

Resources Value 
Ranked 

Resources Value 

ofv13 0.73 ofv15 0.66 ofv11 0.61 ofv18 0.66 
ofv17 0.69 ofv7 0.60 ofv2 0.58 ofv4 0.63 
ofv21 0.63 ofv1 0.52 ofv1 0.35 ofv6 0.55 
ofv5 0.54 ofv2 0.35 ofv14 0.31 ofv16 0.44 
ofv19 0.45 ofv16 0.29 ofv6, ofv16 0.28 ofv22 0.42 

ofv22 0.44 ofv8 0.28 
ofv3, ofv9, 

ofv12 
0.25 ofv19 0.35 

ofv10, ofv20 0.28 ofv5 0.26 ofv20 0.23 ofv20 0.34 
ofv3 0.26 ofv6 0.22 ofv21 0.20 ofv3 0.30 

ofv9 0.19 
ofv10, ofv11, 

ofv14 
0.18 ofv5, ofv17, 0.18 ofv17, ofv21 0.26 

ofv18 0.17 ofv19, ofv21 0.08 ofv19, ofv22  ofv13 0.23 

ofv1 0.16 
ofv4, ofv17, 

ofv22 
0.07 ofv18 0.16 ofv11 0.22 

ofv11 0.11 ofv18, ofv20 0.06 
ofv7, ofv8, 

ofv10 
0.15 ofv10, ofv14 0.21 

ofv4, ofv7 0.08 ofv3, ofv9 0.05 ofv13, ofv15 0.11 ofv12 0.20 
ofv6, ofv15, 

ofv16 
0.07 ofv13 0.02 ofv4 0.08 ofv8 0.12 

ofv8 0.04 ofv12 0.00   ofv2 0.11 
ofv2, ofv14 0.03     ofv9 0.10 

ofv16 0.01     ofv5, ofv7 0.07 
      ofv1 0.06 
 
 

     ofv15 0.05 

However, this does not hold in general. In fact in the same table, ofv1 in the third 
position has one more exact match with respect to ofv7. The reason is that, in the case 
of ofv1, two exact matches are combined with a cousin relation which has a very low 
consim value. We have a similar situation in Table 6, for the ofv11 and ofv2 in the case 
of the request vector rv3. In fact, the combination of one exact match (Cinema) with 
two parent/child relations (Pension, RegularAcc) and (MediterraneanMeal, 
LightMeal) leads to a higher SemSim value for the ofv11 with respect to the ofv2 for 
which two exact matches (Pension) and (ShoppingCenter) are combined with a sibl-
ing relation (MediterraneanMeal, VegetarianMeal) and a cousin relation (Cinema, 
ArtGallery), the last one with a very low value. 

Table 4. Ranking results for rv1 

rv1 Campsite EthnicMeal RockConcert Bus  Semsim 

ofv13 
Campsite IndianMeal RockConcert Museum  

0.73 
M [1.0] H(1) [0.91] M [1.0] C [0]  

ofv17 
AlternativeAcc LightMeal RockConcert Bus  

0.69 
H(1) [0.70] S [0.04] M [1.0] M [1.0]  

ofv21 
AlternativeAcc LightMeal Concert Bus  

0.63 
H(1) [0.70] S [0.04] H(1) [0.79] M [1.0]  

ofv5 
InternationalHotel IndianMeal  Concert Bus ThaiMeal 

0.54 
C [0] H(1) [0.91] H(1) [0.79] M [1.0] [0] 

ofv19 
CountryResort VegetarianMeal Concert Bus  

0.45 
C [0] R [0.03] H(1) [0.79] M [1.0]  
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Consider now the ofv5 in Table 4. It contains one more feature than the request vec-
tor rv1 and, according to the stable marriage problem, it will necessarily have a dan-
gling feature in the table. This feature is ThaiMeal, even though in the request vector 
there is EthnicMeal which is its parent. This is due to the higher consim similarity 
value between IndianMeal and EthnicMeal (0.91) than ThaiMeal and EthnicMeal 
(0.78). For this reason, since ThaiMeal does not contribute in any way to SemSim 
value, the value in square brackets has been set to zero.  

Table 5. Ranking results for rv2 

rv2 InternationalHotel InternationalMeal ArtGallery Flight  Semsim

ofv15 
InternationalHotel   PictureGallery Flight  

0.66 
M [1.0]  S [0.64] M [1.0]  

ofv7 
RegularAcc RegularMeal Salon Flight  

0.60 
H(1) [0.63] H(1) [0] H(1) [0.78] M [1.0]  

ofv1 
InternationalHotel FrenchMeal Cinema Flight  

0.52 
M [1.0] S [0] C [0.07] M [1.0]  

ofv2 
Pension VegetarianMeal ArtGallery Shopping Center  

0.35 
S [0.38] C [0] M [1.0] R [0]  

ofv16 
Pension LightMeal ArcheologicalSite Flight CarRental 

0.29 
S [0.38] R [0] R [0.08] M [1.0] [0] 

Note that in the case of a feature associated with a weight equal to zero, such as for 
instance InternationalMeal (see the ontology in Figure 1), we assume that consim 
between this feature and any other feature is equal to zero as well. This is the reason 
why in Table 5, in the case of the ofv7, the pair RegularMeal, InternationalMeal has a 
consim value equal to zero, even though they are in a parent/child relation (and the 
same results are obtained for the other features in the InternationalMeal column with 
different kinds of relations). 

Table 6. Ranking results for rv3 

rv3 Pension MediterraneanMeal Cinema ShoppingCenter  Semsim 

ofv11 
RegularAcc LightMeal Cinema Bazaar  

0.61 
H(1) [0.49] H(1) [0.32] M [1.0] S [0.62]  

ofv2 
Pension VegetarianMeal ArtGallery ShoppingCenter  

0.58 
M [1.0] S [0.23] C [0.07] M [1.0]  

ofv1 
InternationalHotel FrenchMeal Cinema Flight  

0.35 
S [0.39] C [0.02] M [1.0] R [0]  

ofv14 
RegularAcc RegularMeal Museum Bazaar  

0.31 
H(1) [0.49] R [0.02] R [0.10] S [0.62]  

ofv6 
SeasideCottage LightMeal ArcheologicalSite ShoppingCenter Flight 

0.28 
C [0] H(1) [0.32] R [0.10] M [1.0] [0] 

ofv16 
Pension LightMeal ArcheologicalSite CarRental Flight 

0.28 
M [1.0] H(1) [0.32] R [0.10] R [0] [0] 

Table 7. Ranking results for rv4 

rv4 CountryResort LightMeal Museum ArcheologicalSite Train Semsim 

ofv18 
CozyAcc VegetarianMeal Exibition ArcheologicalSite Train 

0.66 
H(1) [0.70] H(1) [0.46] S [0.15] M [1.0] M [1.0] 

ofv4 
CozyAcc VegetarianMeal Museum  Train 

0.63 
H(1) [0.70] H(1) [0.46] M [1.0]  M [1.0] 

ofv6 
SeasideCottage LightMeal ShoppingCenter ArcheologicalSite Flight 

0.55 
S [0.54] M [1.0] R [0] M [1.0] S [0.18] 

ofv16 
Pension LightMeal CarRental ArcheologicalSite Flight 

0.44 
C [0] M [1.0] C [0] M [1.0] S [0.18] 

ofv22 
FarmHouse LightMeal  RockConcert Train 

0.42 
C [0] M [1.0]  R [0.11] M [1.0] 
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Note that in some cases the ofvs may have high SemSim values even though in the 
presence of dangling features of the request vector. This is the case, for instance, of 
the ofv15 in Table 5, which is associated with the highest SemSim value in the list 
(0.66). In fact, it presents two exact matches (InternationalHotel) and (Flight), one 
sibling relation (ArtGallery, PicureGallery), and the InternationalMeal feature of the 
request vector rv2 that is dangling. 

5 Visualization Methods for Results 

In order to provide a better visualization of the results of the SemSim method, we 
show them in graphical ways. In particular, we adopt radial and radar representations. 
The former gives a general idea of the results, while the latter focuses on a particular 
ofv. In the radial representation, given a request vector (rv) we place the SemSim val-
ues for the different ofvs on concentric circumferences where the radius of each cir-
cumference corresponds to the SemSim value of the related ofv. In Figure 2, an exam-
ple related to the rv4 is given, where the first five ofvs in the ranking have been re-
ported according to Table 7.  
 

 

 

Fig. 2. Radial representation for rv4 
 

Fig. 3. Radar representation (ofv18, rv4) 

In the radar representation, given a rv and an ofv, we show all the features of the rv, 
and for each of these features, the consim value obtained from the pairs formed with 
the concepts of the ofv, as shown in Table 7. For instance, rv4 is composed by five 
features: CountryResort, LightMeal, Museum, ArcheologicalSite, and Train. There-
fore, rv4 is represented as a pentagon, where each vertex is labeled with one of its 
features. As illustrated in Figure 3, the radar representation shows how the rv4 is  
approximated by the ofv18.  

6 Conclusions 

In this paper, we have addressed SemSim, a method for the semantic search and re-
trieval of resources that populate a search space. SemSim, which has been already 



328 A. Formica et al. 

experimented in the tourism sector, has been further investigated. In particular, a qua-
litative analysis has been given by providing the user with an explanation about the 
mechanism adopted in deriving the ranked list of objects. Furthermore, graphical 
representations about the results have also been given. 

As a future work, we plan to study ontology comprising different types of ontolog-
ical relations. 
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Abstract. The influence of mainstream philosophy on conceptual modelling 
and on modelling language development has historically been arcane or, at best, 
not recognized, whilst modellers might in fact implicitly espouse one particular 
philosophical tenet. This paper describes and discusses philosophical stances 
applied to conceptual modeling in order to make such influences explicit so that 
we, as conceptual modellers, can take the next step. 
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1 Introduction 

The influence of mainstream philosophy on modelling language development, an 
important element in the information systems development context, has historically 
been minimalistic or, if even a little influential, has been a hidden source. In other 
words, whilst many modellers might in fact be behaving as if they held one particular 
philosophical tenet, or perhaps several inconsistent philosophical stances, they are 
often unaware of the philosophical assumptions that are thus implicit in the way they 
construct their modelling theories and hence unaware of consequences that may be 
disruptive or unhelpful in the way they model.  

This paper delves back into philosophical writings to make a variety of such influ-
ences explicit in order that conceptual modellers and ontology engineers1 can take the 
next step in formalizing their knowledge base. The aim of the paper is, therefore, not 
to espouse any particular philosophical thinking as ‘correct’ for conceptual modellers 
and ontology engineers, but to highlight the fact that every information systems re-
searcher and developer has tacit assumptions they are often unable to articulate and to 
                                                           
1 Although these belong to different communities with different histories, the relationship of 

these two traditions to the explication of philosophical assumptions is fundamentally similar, 
such that no differentiation is drawn between them in this paper.  
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propose that, by taking an explicit and conscious stance, modellers will be able to 
make better decisions about modelling. For example, an in-depth understanding of 
stereotypes [1] helps a modeller to avoid the common mistake of equating them with 
supertypes [2]. 

Adopting one particular philosophical stance may entail a number of assumptions 
regarding the relationships between elements in a conceptual model and whether cer-
tain concepts are included or excluded. For instance, whether types exist in the real 
world; whether properties exist or, if not, whether they can be pragmatically useful for 
conceptual modelling. Opting for one stance might preclude the inclusion of an ele-
ment that essentially belongs to, and is only valid in, a different philosophical view. 
Alternatively, one could take a more pragmatic philosophical stance, and embrace a 
more philosophically eclectic approach, looking for benefits for conceptual modelling 
not previously available - although exploration of such possibilities is a topic for fu-
ture research. 

With regard to concepts, for example, a Lockean [3] model asserts that we think 
with a mix of "simple ideas" and "complex ideas". For Locke, a "simple idea" is an 
idea that comes straight from experience - we have sensory experience of the world 
around us, and we have direct experience of an 'interior realm'. A "complex idea", by 
contrast, is formed by combining simple ideas, by finding relationships between them, 
and/or by abstracting away from them [Bk2, Ch12, S1]. All knowledge derives ulti-
mately from experience [Bk2, Ch1, S2] -footnote1-. For Locke, the sounds of words 
are “marks for ideas within [one’s] own mind” [Bk3, Ch1, S1]. 

Each of Locke's key points has been a focus for extensive philosophical debate. For 
instance it has been argued: 1. There must be a knower for there to be knowledge, and 
the nature of the knower must influence what knowledge is, so all knowledge cannot 
be derived wholly from experience. 2. All ideas are more like "complex ideas" in 
Locke's terms: the simplest concepts embody rich experience, and function meta-
phorically. 3. It does not make sense to talk of ideas as if they existed independently 
of words or other symbols.  

The debates about these points provide alternative points of departure for conceptual 
modellers. Contemporary interpretations of concepts, e.g. as discussed by [4], provide 
still more. We advocate sensitivity to these opportunities: a sensitivity to philosophical 
assumptions can bring clarity to ambiguities and contradictions in methods of software 
modelling and information systems development, and lead to innovations. 

Although we originally sought to identify the ‘best’ philosophical underpinnings 
for software development and conceptual modelling, a study of the philosophical 
literature reveals not only differences between philosophy of the mind, philosophy of 
language use and philosophy of psychology – all relevant to our study – but also that 
no one of these philosophies can be considered ‘correct’. In other words, we can only 
describe and discuss these philosophical stances in the context of conceptual model-
ling; we can only recommend that modellers and modeling language designers should 
consider either (1) taking a systematic philosophical approach adopting a consistent 
set of assumptions, consistent from one particular philosophical viewpoint; or (2) 
embracing a more pragmatic approach, combining philosophical insights that are 
helpful for the task at hand and focusing on becoming aware of previously unrecog-
nized constraints and possible missed opportunities. 
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In Section 2, we discuss some of the (historical) involvement of philosophical 
thinking with conceptual modelling including how varying philosophical assumptions 
may have unnoticed repercussions. In Section 3, we discuss some of the ideas found 
in the ontology engineering literature, noting the minimal overlap with philosophy 
whilst Section 4 presents our conclusions. 

2 Philosophical Impacts on Modelling 

As noted above, the impact of choosing one particular philosophical stance may ex-
clude (or demand) certain concepts, ideas and representations. For instance, [5, Ch 5] 
argues for a ‘logical paradigmatic’ philosophical viewpoint, in which it is forbidden 
(incorrect) to include representations of properties within any model thus constructed. 
That this is counter-intuitive to accepted conceptual modelling (e.g. using UML) pro-
vides a tension between contemporary philosophy and conceptual modelling that 
requires future resolution (see Section 2.2). 

Lakoff [6] argues from a cognitive linguistic viewpoint rather than a strictly philo-
sophical basis that human reason is embodied symbol manipulation, noting that, 
through the classical theory of categories, symbols acquire meaning by virtue of their 
correspondence to categories in the real world. Since symbols are important for con-
ceptual modelling languages, this notion of how symbols relate to, refer to or 
represent ‘entities in the real world’ is one of the crucial elements of the philosophical 
impacts on conceptual modelling. 

2.1 Concepts 

One area of major contention is in the notion of ‘concept’ itself (and ‘conceptualiza-
tion’ and ‘conceptual’ – as in ‘conceptual modelling’). The Stanford Encyclopedia of 
Philosophy [7] identifies, inter alia2, three main options for discussing concepts: con-
cepts as mental expressions, dating back to Locke [9] and Hume [10]; concepts as  
abilities [11]; and concepts as Fregean senses e.g. [12]. It states: 

“Concepts are the constituents of thoughts. Consequently, they are crucial to such 
psychological processes as categorization, inference, memory, learning, and deci-
sion-making. This much is relatively uncontroversial. But the nature of concepts—
the kind of things concepts are—and the constraints that govern a theory of  
concepts have been the subject of much debate.” 

Smith [4], whilst decrying the over- or mis-use of ‘concept’, states: “In many  
contexts, of course, ontologists still deal with concepts, correctly, as analogous to, 
though more abstract than, the linguistic expressions with which they are associated.” 
His concern centres as much around the misapplication of the notion of concept rather 
than the notion itself, observing that many researchers deal only with concepts rather 
than the entities in reality to which they correspond. 

                                                           
2 Other possibilities are discussed in [8].  
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necessary realignment of properties as extensions brings its own challenges and 
contradictions. As an example, consider the red property of an object that is turned 
into a member of a class of RedThings and compare this with the representation of a 
‘redness’ quality as a trope [27]. Consequently, we do not advocate the adoption of 
such philosophical traits coming from the extension paradigm into conceptual 
modelling; rather, we retain the notion of property since this is all-pervasive in the 
software and conceptual modelling and metamodelling literature to date. This is 
consistent with the use of the Bunge ontology by Wand and Weber [28-30]: the 
BWW model applied to information systems development. 

3 Some Contributions of Ontological Engineering and 
Language Use 

3.1 Ontological Engineering – A Philosophical Perspective 

There is a long history (see, e.g. [31, 32]), identified in the ontological engineering 
literature (see, e.g., [33]), dating back to Aristotle and summarized more recently by 
Ogden and Richards [34], that suggests that there is a mediating role of the human 
mind in relating symbols to things (in reality). This leads directly to a representation 
such as that in Fig. 1 (with label ‘1’). Based on [35] but known as the Ullmann trian-
gle [36], it illustrates the well-known ‘meaning triangle’ linking an object or thing in 
the real world to a concept or thought and then to a symbol (thus bearing some simi-
larity with Locke’s approach outlined above); in other words, that the linking of mod-
el to reality is not direct. For a given domain (part or all of reality), the set of all the 
individual concepts abstracted from that domain is called the conceptualization (Fig. 
1 (label ‘2’)) i.e. the combination of the concepts and their relationships [33]. This is 
the mental model e.g. [37, 38] – called here the cognitive model– see also [39] and 
could be said to imply and embody the ontological commitment (e.g. [40]). However, 
in this work, the conceptualization is considered as an individual mental commitment 
that must be shared (at some symbolic level) in order to be useful to the community; 
whereas in other more commonly accepted philosophies, individual mental commit-
ments, whatever their appellation, are deemed unhelpful unless they are confirmed 
and agreed upon by the community who wish to share and build on these ideas i.e. 
conceptualization relates to the community accepted description not to the  
individual’s. 

However, whilst often used in ontological discussions (e.g. [33, 41]), we must 
point out that this work (of Peirce, Ogden, Nash and Ullman) is not appreciated in any 
of the philosophical literature and emerges more from formalising everyday usage 
than disciplined philosophical reflection. Nevertheless, from our pragmatic point of 
view, the ideas, which conflate types and instance, are nevertheless worth further 
investigation because the simple model of Fig. 1 may provide a starting point for a 
detailed mathematical description of the modelling and metamodelling domains [15].  

Fig. 3 suggests a much more detailed description to tie together cognition, reality 
and models. The first triangle deals with the physical world, which is made of things. 
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3.2 Language Use 
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mechanisms to capture these nuances, and models created with them, in consequence, 
are oblivious to them. For example, we would certainly agree that “every person has an 
age”, so that the property Age of class Person should not be nullable in a UML class 
model. However, a modeller might choose to make it nullable if there are chances that 
Person objects will be created without a known age. Note, however, that the first state-
ment (“every person has an age, so that the property Age of class Person should not be 
nullable”) is ontic in nature, whereas the second (“a modeller might choose to make it 
nullable if there are chances that Person objects will be created without a known age”) is 
epistemic. The ConML modelling language [48, 49], for example, has separate null and 
unknown semantics in order to describe information that does not exist (“null”, which is 
ontic) and information that does exist but which we ignore (“unknown”, which is epis-
temic). Without this explicit difference, a model is confusing, since there is no way to 
know whether it describes an objectivized reality or a particular epistemic approach to it. 

4 Summary and Conclusions 

The role of conceptual modelling in information systems development has continued 
to increase over the last several decades. However, there has been little explicit 
awareness of any influences of mainstream philosophical thinking. This neglect could 
not only impact the cohesiveness of conceptual modelling paradigms (such as ER, 
OO) but also obscure potential advantages that may not be obvious since the links 
between a cohesive philosophical framework and the conceptual modelling approach 
adopted are implicit and unexamined. Identification of such links could bring benefit 
to the conceptual modelling community and consequently help to increase the quality 
of future information systems development. 

In this paper, we have tried to bring to the attention of the information systems 
modelling community some of those arcane philosophical underpinnings. We have 
noted that there is no ‘holy grail’ i.e. there is no one philosophical suite of ideas that 
we can insist should be adopted. Rather, we take a more pragmatic (but still formal) 
approach in recommending consideration of whether or not any particular philosophy 
is both useful and implementable i.e. whether it is indeed understandable and usable 
to the benefit of the information systems community. 

We have noted, in particular, philosophy-based concerns about commonly used 
modelling terms such as ‘concepts’ and ‘properties/attributes’, whilst noting also the 
value of incorporating ontological thinking and theories of language use. 

Our final conclusion is more along the lines of ‘caveat emptor’ – modellers need to 
be aware of the philosophical history, albeit indecisive, that may more explicitly be 
incorporated into current and emerging approaches to modern conceptual modelling 
and information systems development. 
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Abstract. The management of social phenomena in conceptual modelling re-
quires a novel understanding of the notion of representation. In particular, the 
principles for the existence and identification of objects need to be reconsi-
dered. To do this, the paper draws on the current ontological discourse in  
information systems engineering and proposes a sociomaterial ontology for 
supporting conceptual modeling. The ontology shows how organisational enti-
ties are grounded in physical ones and how they can be understood in terms of 
deontic notions like privileges, duties and powers. The sociomaterial ontology 
is able to assist designers in creating understandable and robust conceptual 
models. 

1 Introduction 

Work on ontologies for information systems design reflects a distinction between 
physical and social phenomena.  Much of this work has its origins in ontologies for 
physical things and phenomena, such as the BWW-ontology [15]. In order to address 
social aspects, some authors have proposed socially oriented ontologies, such the 
Enterprise Ontology by [1]. These ontologies focus on social constructions like 
agents, organizations, rights, obligations, commitments, contracts, and social actions. 
An ontology that addresses physical as well as social aspects is UFO proposed by [4]. 
While these ontologies have resulted in a deeper understanding of the subject matter 
of conceptual modeling and information systems, there is still a need for further clari-
fying the relationships between the physical and social domains, as suggested by  
recent work on sociomateriality, [9]. 

The main goal of the paper is to propose a sociomaterial ontology for conceptual 
modeling. Section 2 elaborates on the how the material and social world can be 
represented by language and presents the sociomaterial ontology, which is primarily 
based on speech act theory, [10], universal pragmatics (formal pragmatics) [5], rights 
analysis, [7], and social ontology, [2, 11]. Section 3 illustrates how the ontology can 
be used for supporting conceptual modelling. Finally, Section 4 concludes the paper 
and suggests directions for further research. 
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2 A Sociomaterial Ontology 

2.1 The Construction of Social Reality 

For the purpose of this paper, a first distinction is made between physical things and 
humans.  Humans, as well as other biological beings, are grounded in physical things 
in the sense that they are existence dependent on them through an asymmetric, transi-
tive and down linear grounding relationship, as suggested in [8].  

Humans can perform physical actions, i.e. create, modify and destroy physical 
things. We here take the view that also some physical things can perform physical 
actions, though not intentionally, e.g. an ATM ejecting a credit card. The notions 
introduced above are shown in the lower part of Fig. 1 as the classes Material Entity, 
Physical Entity, Human Being, Physical Media, and Physical Action. 

Humans regularly interact with each other and are related in various ways. Groups 
of people and their relationships may become more or less stable over time, resulting 
in social structures. A social structure can be defined as a group of people who are 
related to each other by holding some beliefs or dispositions with regard to some 
practices, [2]. In order to describe these kinds of structures, the notion of institution is 
helpful. Institutions can be defined as “systems of established and prevalent social 
rules that structure social interactions”, [6].     

In order to clarify the basis of social phenomena and how the world is constituted 
by the use of language, we will here follow the work of John Searle [10, 11]. A key 
assumption is that the social world consists of social relationships that bundle rights, 
and some of these have been created according to formal institutions.  

2.2 Rights and Institutional Entities 
A key observation is that not only humans but also other kinds of entities may have 
rights. For example, organisations may have duties and privileges to other organisa-
tions as well as to people. In order to capture the idea that some objects may have 
rights, the notion of institutional entity is introduced. An institutional entity is an ob-
ject that may have rights within some institution, where a right is defined according to 
W. N. Hohfeld, [7]. An institutional entity has a claim on another institutional entity if 
the second entity is required to act in a certain way for the benefit of the first entity, 
typically by carrying out some action. Conversely, the second entity is said to have a 
duty to the first one. An institutional entity has a privilege on an action if she is free to 
carry out that action in accordance with the regulations of an institution. A power is 
the ability of an institutional entity to create or modify a social relationship. An ex-
ample is that a person owning a piece of land has the power to sell it to someone else, 
thereby creating a new ownership relationship for that piece of land. In our work, an 
institutional entity has active power if it can carry out an action that contributes to the 
creation or modification of a social relationship. An institutional entity has passive 
power if its presence in a certain situation contributes to the creation or modification 
of a social relationship. 
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Fig. 1. The socio-material ontology 

Typically, rights do not occur in isolation but are bundled together in social rela-
tionships that bind several institutional entities together. A social relationship is a 
collection of rights among two or more institutional entities that are defined according 
to the rules of some institution. An example of a social relationship is a contract be-
tween a customer and a supplier for some products. The contract would primarily 
consist of a number of duties for the supplier to deliver products and for the customer 
to pay for them. Institutional entities always exist within social relationships, i.e. 
every institutional entity is existence dependent on a social relationship. For example, 
a customer exists only if there is a social relationship between the customer and a 
supplier; if the social relationship ceases to exist, so does the customer. In other 
words, the social relationship constitutes the customer - the customer exists because 
of the social relationship. Thus, some social relationships constitute new institutional 
entities, while others only relate already existing institutional entities, see Fig 1.  

When an institutional entity has been created, it will receive a number of rights, 
and during its lifetime it will continue receiving and losing rights. In order to 
represent these changes of rights, we use the notion of social functions where a social 
function is as a set of kinds of rights, e.g. those of a husband in a Marriage relation-
ship. Social functions can be assigned to institutional entities within a social relation-
ship, as modelled by the class Social Function Assignment in Fig. 1. Through such an 
assignment, an institutional entity will hold the rights given by the social function. 
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2.3 Kinds of Institutional Entities 
There exists a large variety of institutional entities, ranging from companies and citi-
zens to products and passwords. The taxonomy suggested here is based on the groun-
ding, [8], of institutional entities as well as the kinds of rights they may possess. On 
the top level, we identify three kinds of institutional entities: institutional subjects, 
things, and records. An institutional subject is directly or indirectly grounded in a 
human being, while a thing is grounded in a physical object and a record in physical 
media. 

Every institutional entity is directly or indirectly related to one or more material 
entities. Some entities are physically grounded in material entities through the rela-
tionship physically grounded, cf. [8]. An institutional entity may also be related to 
institutional entities through the relationship socially grounded, meaning that when 
the first entity is created it is based on the other entity. For example, when a credit 
card is issued and a credit card customer is created, it typically has its origin in a citi-
zen of some nation. Social grounding, unlike physical grounding, does not imply exis-
tence dependency, it is, however, still an asymmetric, transitive and down linear  
relationship. 

An institutional subject is an institutional entity that is existence dependent on one 
or more human beings. Four kinds of specializations of institutional subjects can be 
identified based on an analysis of (i) what types of rights an institutional subject can 
possess, in particular if it can have duties, i.e. be responsible to other subjects, (ii) 
whether or not an institutional subject is grounded. 

A person is an institutional entity, physically grounded in a single human being or 
socially grounded in another person that can have duties as well as privileges and 
powers. Examples of persons are citizens, students, and customers. A juridical person 
is an institutional entity for which there always must exist at least one person that can 
perform actions on its behalf. A juridical person can have duties as well as privileges 
and powers. Examples of juridical persons are companies and associations. A social 
group is an institutional entity physically grounded in a group of human beings or 
socially grounded in a group of persons that can have passive powers but neither du-
ties, privileges nor active powers. An example of a social group is a household. The 
household itself does not have any duties but it can have passive powers, e.g. a 
household with children may bestow a right on one of the parents to receive a 
monthly allowance. A social subject is an institutional entity for which there always 
must exist at least one person that can perform actions on its behalf. A social subject 
can have passive powers but not duties, privileges or active powers. In contrast to a 
social group, the social subject is not existence dependent on the persons that can act 
on its behalf. An example of a social subject is a rock band, for instance “The 
Beatles”. A thing is an institutional entity, physically grounded in a single physical 
entity or socially grounded in another thing that can have active and passive powers, 
as well as privileges but not duties. Examples of things are traffic lights and coins.  A 
record is an institutional entity that is physically grounded in physical media or so-
cially grounded in other records, e.g. a password or a discount code. Records cannot 
have duties or privileges but only passive powers. For example, a password can be 
used to provide privileges to a document.  
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Humans as well as physical things are able to carry out physical actions. Physical 
actions always change physical entities, but they can sometimes also be used for 
creating, modifying and terminating social relationships. In such cases, people per-
form social actions through physical actions, e.g. entering a treaty can be done by 
signing a document. A social relationship is created, modified, and terminated 
through a process of such social actions.  

3 Using the SMO - Case and Comparisons 

We introduce a running case to illustrate applications of the socio-material ontology 
and to compare it to a well-known upper-level ontology, UFO [4]. In Sweden, the 
right to financial aid is governed by the SoL, Socialtjänstlagen (Social Services Act) 
[12], which specifies rights of municipalities and residents. Municipalities have the 
power to assign allowances (a right) to household members depending on the number 
of people living in the household, income, etc. A household is a number of people 
who live in the same dwelling; they can be biologically related but this is not neces-
sary. In order to make decisions on the right to allowances, the municipality has to 
determine the members of a household. In terms of the sociomaterial ontology, the 
municipality creates a household relationship - a social relationship that constitutes a 
household and a number of household members. In doing so, it consults information 
from another juridical person, the Swedish national housing office that records what 
people are residents on what addresses. In order to be constituted as a member of a 
household, you must have been constituted as a resident by the Swedish national 
housing office (a juridical person outside of the municipality). A household member 
can be either an adult or a child. When a household is created, its adults are given 
duties with respect to its children, and the latter are given corresponding claims with 
respect to the adults. One of the adults is, optionally, granted rights to allowance from 
the municipality if the household does not reach an income-level specified in the SoL. 
The household itself (a social group) is not granted any rights other than passive pow-
ers, i.e. it is only in the presence of the household that its members can be granted 
rights. 

 

Fig. 2. Social functions (bundled rights) assigned to household members and households 
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The SMO can be used to guide conceptual modellers when designing models for 
social domains, in particular in inter-organizational contexts. The main guideline is 
that every class introduced in a domain model should be related to one of the SMO 
classes, e.g. by stereotyping. Applying the SMO for the running case results in the 
model in Fig. 2.  

Next, the running case is modelled using the UFO ontology [4]. Using the UFO, 
adults or children in a household are represented as phases. A Phase is a an anti-rigid 
sortal, where sortal refers to a core category in UFO representing entity types that 
carry a principle of identity for its instances, i.e. a principle for  determining whether 
two instances are the same or not.  The statement that a phase is anti-rigid means that 
an instance of the phase is not an instance of it in all possible worlds.  Class Resident 
is a specialization of Person - a kind from which Resident inherits its principle of 
identity. The fact that a member of a household has to be a resident is modelled as 
Household Member being a specialization of Resident, both of which are roles. A 
Role, like a Phase, is anti-rigid, e.g. persons who take on the role of resident or 
household member may move in and out of these roles. Roles differ from phases with 
respect to their specialization conditions, where phases depend on intrinsic properties 
of the phased entity, while roles depend on extrinsic (relational) properties of the role. 
For example, what determines whether or not a resident should be specialized into an 
Adult or a Child is the intrinsic property ‘age’. If a resident is classified as household 
member or not depends on the relations the person has to the other potential members 
of the household, in particular whether they are co-located on the same address. 
Household, finally, is a Collective, which typically provides an extensional principle 
of identity, i.e. two collectives are the same if their members are the same. 

 

Fig. 3. Running case modelled using UFO [Guizzardi05] 

Comparing Fig 2 and 3, one distinguishing feature of the SMO is how generaliza-
tion relationships are handled, e.g. Household Member is not viewed as a subclass of 
Person in the SMO. The ontological reason for this is that household members, child-
ren and adults, are constituted by the municipality, while persons are constituted by 
the Swedish state (a Juridical Person). For the same reason, Household Member is not 
a subclass of Resident, since instances of the latter are constituted not by the munici-
pality but by the Swedish national housing office. In contrast, in the UFO model, 
Household Member is a subclass of Resident. The SMO model instead only relates 
Household Member to Resident or Person such that a household member is socially 
grounded in a resident. Thus, a household member is viewed as different and not  
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existence dependent, though related to, a person. One advantage of this approach is 
that we get a looser coupling between the classes Household Member and Person, 
which makes the model more robust to changes. One scenario is that the Swedish 
national housing office changes the principle of application of Person (or Resident) so 
that it becomes more restricted. This could invalidate the subclass relationship be-
tween Household Member and Person/Resident, as there may be household members 
that are no longer residents. To handle this, the subclass hierarchy in UFO would need 
to change as the class Resident is replaced. In the SMO, the change is more restricted, 
as we only would need to replace Resident without making any changes to the sub-
class hierarchy. Furthermore, in SMO the members of a household are given different 
rights depending on the social function assigned to them - either duty to provide 
(adults) or claims to be provided (children). In UFO, the phases Child and Adult are 
not characterized by the rights the household members receive in the household but 
on intrinsic properties of a person, in this case his or her age. The class Household, 
finally, is a Social Group corresponding closely to the UFO concept Collective (here a 
group of persons), i.e. a household is existence dependent on its members. 

4 Concluding Remarks 
The main contribution of this paper is a sociomaterial ontology to be used for support-
ing conceptual modelling. Using the SMO as guidance in designing conceptual  
models will provide advantages in terms of understandability and robustness. The 
ontology identifies and distinguishes key notions for modelling social phenomena and 
associating them to material ones. In particular, the models will explicitly and syste-
matically represent the rights that govern the social interaction in the domain, typical-
ly in the form of attributes included in classes representing social relationships or 
institutional entities. Material aspects will also be made explicit in a structured way, 
typically by means of attributes included in classes representing institutional entities.  
Furthermore, the ontology supports the creation of robust models by using grounding 
relationships instead of generalization relationships, thereby making models more 
resilient to changes in identifier or principle of application, as discussed in Section 3.  

The SMO has been compared to the UFO ontology though an example. Another 
work similar to SMO is the Agent-Object-Relationship metamodel (AOR) by [14]. 
AOR also makes use of deontic notions for analysing and explicating social pheno-
mena. However, the SMO differs from AOR in several respects. While AOR classi-
fies agents into biological, institutional and artificial ones, SMO instead shows how 
institutional subjects can emerge from other entities through grounding relationships. 
This enables us to define several institutional subjects grounded in, for example, the 
same human being. Furthermore, the SMO allows powers to be assigned also to 
things, i.e. entities grounded in material objects. Another difference is that we have 
made social relationships explicit as containers for claims and other rights, which 
allows for a convenient representation of contract terms. In this respect, our ontology 
is similar to the REA ontology, [3], which distinguishes between contracts and  
commitments.  
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Further work on the sociomaterial ontology will include consolidation, in particular 
how to manage the notion of social function on various levels of abstraction, which is 
closely related to issues in role modelling, [13]. 

Another issue for further research is to consolidate the categorization of institu-
tional subjects. For example, in Section 2, it was stated that neither social groups nor 
social subjects can have duties (as neither can be held legally responsible). In symme-
try with this, it was stated that they cannot have claims. However, it might be argued 
that not having duties does not necessarily entail not having claims.  If so, the house-
hold in Section 3 could actually have claims on the municipality for getting allow-
ances. Further analysis of the relationship between rights and the categories of  
institutional entities needs to be undertaken. 
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Abstract. Knowledge Organization (KO) is one of the main activities of the 
Information Science field. 

The theoretical and epistemological inputs from Information Science have 
proved themselves crucial for the construction of new classification systems – 
the applied dimension of KO – which take into account the multidisciplinarity 
inherent to complex documents and which are capable of expressing their 
multidimensional nature. 

This article discusses the theoretical grounding for the classification of 
popular songs and also presents the construction of an ontology-based system 
for this kind of complex document. 

Keywords: Knowledge Organization, classification, ontology, popular songs, 
ontology-based system.  

1 Introduction 

The classification of complex artistic documents – such as the popular song – presents 
major challenges to the Knowledge Organization (KO) field. The main difficulties are 
related to consistently accounting for the multidisciplinary aspects and the 
multidimensionality of this kind of document. 

The multidisciplinarity refers to the contributions of different areas that help in 
constructing the knowledge contained in an artistic document, taking into account its 
historical, social and cultural context [1]. 

The multidimensionality refers to the existence of several layers of meaning within 
the same document. While the classification may never be fully free from choices that 
will favor a certain aspect of the document to the detriment of other possible aspects, 
it should be considered from a consistent theoretical framework. The consistency will 
be as great as the ability of the classification to consider the different dimensions of 
the documents, in order to allow “perspective” views of knowledge [2].  

From the relationship between the multidisciplinarity and multidimensionality 
arises the third challenge for the classification of artistic documents: the polysemy. 
Because it involves different disciplines and due to the fact that it can be appreciated 



350 R. De Santis 

from different perspectives, a complex artistic document has multiple meanings and 
may yield different “meaning effects”1 depending on how it is used. 

The research on Knowledge Organization, within the realm of Information 
Science, seeks to address these challenges, collaborating in the investigation of an 
epistemological grounding that may work as a basis for the classification of complex 
documents, such as popular songs. 

The establishment of these epistemological groundings subsidizes the construction 
of classification systems – applied dimension of KO – able to respond to these 
challenges. 

This paper presents the problems of classification of popular songs and shows the 
first results about the definition of an epistemological grounding specific to the field 
of popular songs and its application through building an ontology-based classification 
system. 

2 Classification of Popular Songs 

2.1 The Popular Song as a Complex Document 

The recognition of the popular song as an object of scientific study is recent. Until the 
early 1990s, the popular song had only been partially studied, inasmuch as the lyrics 
were sometimes taken as literary and historic objects, and sometimes the musical 
elements were considered apart from the lyrics [4].  

This way of thinking, i.e., “subdivided, compartmentalized, monodisciplinary, 
quantifier” is identified by Morin as opposite to the “true knowledge” or “act of 
knowing” that must be based on contextualization, in an “unbroken spiral”, in which 
there are movements of “separating in order to analyze, and of reconnecting in order 
to synthetize or render complex” [5]. 

Only after it started to be considered as a syncretic object and no longer “poetry set 
to music” or “music over a literary text” did the popular song reach the status of a 
language on its own and had its multidisciplinarity appropriately understood [6]. 

The Brazilian popular song – object of the research presented in this paper – is 
presented as an object which is also relevant outside the context of Brazilian culture, 
not only for its international influence, but mainly because it confirms the 
characteristics of multidisciplinarity and multidimensionality that are common to the 
popular songs made in other parts of the world [4]. 

2.2 Classification by Descriptive Metadata and by Musical Genre 

Although presently the popular song is already understood as an autonomous 
document, carrier of its own language, it was and continues to be classified mostly 
based on some descriptive metadata (such as title, name of songwriter, date of 

                                                           
1 "Meaning effect" is a concept borrowed from psychoanalysis to describe the effect produced 

by the meaning, not the meaning by itself [3].  
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recording etc.) and on a category inherited from traditional musicology: the musical 
genre. 

The genres of classical music originated from the grouping of several elements, 
such as the song structure, its instrumentation, or its social function (e.g.: sonata, 
concerto, and mass, respectively). In classical music, the genre-defining elements are 
considerably stable, which makes it possible to arrange them in a fairly precise 
fashion in order to coherently define a musical genre2. 

Initially, “popular song” was one more taxonomy item of genres used by classical 
music, which already possessed a genre “song” to designate classical vocal works 
which imparted “musicality” to poetry [7]. However, due to the heterogeneity of 
popular song manifestations, the breakdown of the “popular song” genre soon became 
necessary, seeking to accommodate the variations being identified. Yet, contrary to 
what happens in classical music, in popular song the constitutive elements are 
inherently unstable [8], and, in practice, musical genres inform little about its 
structure, instrumentation, or social function [9]. 

The Mass Culture Industries have belatedly recognized popular music as a 
commercial product [10]. For several years, popular songs were, in most parts of the 
West, relegated to a position of inferiority compared to classical music [11]. 
Nevertheless, once its role over popular music had been established, the Mass Culture 
Industries availed of the assortment into musical genres used, until then, in an ad hoc 
manner by songwriters and performers, who classified their songs freely, and sought 
to simplify it, redefining the genre taxonomy into a more limited and objective 
formulation. The goal was to classify the consumer public, and not the works, thus 
decreasing the risks of its commercial operation [12]. This redefinition of musical 
genres for popular songs gave rise to denominations that expresses little or nothing 
about the contents to which they were associated for marketing reasons, as is the case 
of “World Music” or “Latin Music”.  

Internally, popular songs are composed of a great range of elements, such as, the 
rhythmic, harmonic and melodic components; the themes addressed in the lyrics; the 
narrative structures with its projections of person, time, and space [13]; the 
interpretative nuances; the variations deriving from the arrangement; the 
modalizations involved in the discourse; their historical and social conjuncture etc. 

The construction of the meaning effects produced by the songs occurs through 
mixtures of their constitutive elements [8]. These mixtures, however, do not obey pre-
established rules, which generates the typical instability of popular songs and 
increases the complexity of the multiple dimensions contained therein. All of this 
indicates, therefore, that the classification of songs based on a set of descriptive 
metadata and on the category of musical genre is, at best, insufficient. For a deeper 
investigation concerning the existent knowledge in a popular song and the possible 
ways to capture and organize this knowledge through an efficient classification 
system, it is imperative to adopt techniques based on a multidisciplinary approach. 

                                                           
2 Even in classical music, the mentioned stability no longer exists since the twentieth century 

with the changes brought by contemporary music, serial music and electronic music. 
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3 Popular Songs Classification Systems 

3.1 Paradigmatic Changes in the Classification of Songs 

Despite its late recognition, the popular music market quickly proved to be promising 
and profitable, which led record labels and other players of the phonographic industry 
to invest heavily in mechanisms which would allow them to gather even more 
consumers interested in the same type of music, and consequently increase the record 
sale [14]. By the end of the 1970s, when the first classification systems emerged with 
the goal of recommending products to users based on similarity criteria – the so called 
Recommender Systems – the first object was popular music [15]3. 

With the advent of the web and the transformations of the consumer market that 
took place by the end of the twentieth century, popular music was once again one of 
the main exponents of the new order that was being established. With the decrease in 
record sales and the increase of digital reproduction mechanisms, phonographic 
industries began abandoning the conception of music as a product to think of it as 
information and service [12]. 

This paradigmatic shift has fundamental implications in the conception of the 
popular song as a knowledge object inside classification systems. If it was already 
important to consider the song as a complex object from the artistic point of view, this 
perspective also derives support from the commercial standpoint, reinforcing the need 
to build classification systems which take into consideration the multiple dimensions 
contained in the songs. 

3.2 Classification System Models 

The classification schemas used for music recommendation are grouped in three 
models according to their type of operation: content-based, collaborative and hybrid 
[17] [18] [19]. 

The content-based ones consider the descriptions of objects (their descriptive 
metadata) or the results of analyzes of the audio content or score (frequencies, keys, 
pitches, durations, etc.). 

The collaborative ones consider the opinions and classifications made by other 
users of the system, identifying the objects that fit into similar use profiles.  

The hybrid ones, as the name suggests, combine the collaborative method with the 
content-based method. 

Aspects of the collaborative model 
Last.fm [20] – an important web music recommender system – adopts the hybrid 
model. In the content-based aspect, Last.fm categorizes music through a conventional 
set of metadata (title, album, songwriter, performer and recording date); in the 
collaborative aspect it allows users to classify songs using personalized tags to label 

                                                           
3 For a historical view of the development of the classification systems of music 

recommendation, it is recommended to read ADOMAVICIUS & TUZHILIN [16]. 
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artists and songs, also creating communities to group profiles that have like musical 
interests. 

Several works have been dedicated to analyzing the use of tags in collaborative 
systems of popular music classification [11] [12] [21] [22]. 

These studies reveal that the number of tags created by users in collaborative 
models tends to be significantly large, since the adoption of a non-controlled 
vocabulary ends up multiplying the uses and ends attributed to classifications [23]. 

Another finding of the studies regarding the use of tags in collaborative systems 
points towards the practical difficulty in using tags at the moment of information 
retrieval. Because they are not hierarchized, tags created by users often are not 
understood by other users. And, despite the amount of tags grows indefinitely, there is 
a tendency of concentrating the use of tags for a smaller set of items. In practice, the 
most popular items receive many identical classifications while most of the items 
receives no classification at all, which leads to a tendency of clustering of 
classifications [23]. 

Importance of the content-based model 
The onset of classification systems based on collaborative models in the web has 
caused an initial enthusiasm resulting from the expectation that it would be possible to 
promote the democratization of access to musical content. However, although it does 
promote indisputable advances concerning the manifestation of users’ opinions, as 
could be seen, the classification based on collaborative methods is not able to solve 
the problem of massification and unbalance of classifications which, in the end, are 
applied to some few items that fit in hegemonic categories.  

From these findings, the content-based aspect has gained new thrust. A 
confirmation of this is the concern manifested in one of the main study groups related 
to musical information, the ISMIR - The International Society for Music Information 
Retrieval [24]. In 2009, one of its founders, J. Stephen Downie, expressed the group’s 
concern for increasing the number of researches that consider the symbolic and 
metadata aspects of musical objects [25]. 

The problem, however, lies, once again, in the lack of epistemological grounding 
for the definition of categories which are both effective and suitable for the analysis 
and resulting classification of existent content in popular songs. 

3.3 Discourse Formation as Conceptual Basis for Content Analysis 

A possible perspective, offered within the realm of Social Sciences, for determining a 
conceptual basis destined for the analysis of knowledge existent in complex 
documents is the concept of “discourse formation” proposed by Foucault.  

According to Foucault, the rules that constitute discourse as a coherent unit are 
always presented from a system of relations. These would be the relations between 
the constitutive elements of the objects, apparently disperse in discourse, which make 
it possible for regularities and recurrences to be identified. These relations present 
themselves in a system of dependencies that can be organized hierarchically. Foucault 
believes, therefore, that inasmuch as relations form regularities amidst apparent 
dispersion, they refer to a system of specific rules which, in turn, govern discourse 
formation [26]. 
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Table 1. Rules and elements identified in popular songs 

Element Content type Fill type Related elements 
Title Metadata descriptive  
Songwriter People domain descriptive  
Creation date Metadata descriptive  
Destination Taxonomy descriptive  
Lyrics Metadata descriptive  
Language Taxonomy descriptive  
Person Taxonomy formation rule Lyrics 
Time Taxonomy formation rule Lyrics 
Space Taxonomy formation rule Lyrics 
Modalization Taxonomy formation rule Person; Time; Space 
Theme Taxonomy formation rule Modalization; Destination 

Emotion Taxonomy formation rule 
Theme; Melodic Profile; 
Rhythmic profile 

Narrative 
Structure Taxonomy formation rule 

Modalization; Melodic 
Profile 

Performer People domain descriptive  
Musician People domain descriptive  
Instrument Taxonomy descriptive  
Instrumentation Taxonomy formation rule Instrument; Destination 
Label Metadata descriptive  
Album Metadata descriptive  
Recording Date Metadata descriptive  
Recording place Places domain descriptive  
Musical genre Taxonomy descriptive  
Tessitura Metadata descriptive  
Tempo Taxonomy descriptive  
Mode Taxonomy descriptive  
Key Taxonomy descriptive  
Dynamics Taxonomy descriptive  
Rhythmic 
profile Taxonomy formation rule 

Instrumentation; Mode; 
Key, Dynamics 

Melodic profile Taxonomy formation rule 
Tessitura, Tempo, Mode, 
Key 

Harmonic 
profile Taxonomy formation rule 

Melodic profile, 
Rhythmic profile 

Deconstructing popular songs, using the analogy proposed by Foucault of the work 
of an “archaeologist of knowledge”, aims at the identification of the constitutive 
elements of a song, of how the rules are set from which knowledge is built, and of 
what are the systems of relations that manifest themselves recurrently. 

The multiple aspects of knowledge involved in popular songs require different 
tools of analysis (for the melodic profiles, for the narrative and discoursive aspects,  
for the linguistic aspects, for the modeling of emotions and mood etc.). 
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By applying this multidisciplinary approach, recurrent rules and elements of 
Brazilian popular songs, summarized in table 1, were identified. 

Although some of the identified elements are descriptive metadata already 
commonly employed in classifications (such as Title, Album, Year of recording etc.), 
this type of approach promotes the emerging of new categories originated from the 
recurrence of these elements (such as Modalization, and Instrumentation) and allows 
formation rules of to be identified, which govern the emerging of other inherently 
unstable categories, such as rhythmic, melodic, and harmonic profiles. 

The construction of a classification system from the results obtained with this type 
of analytical approach needs to take into consideration, therefore, in addition to the 
terms and concepts involved, the complex system of dependency and relations 
between them. This type of representation is achieved through the use of thesauri or 
classification tables, but it has proven to be promising when presented in ontology, 
where it is possible to define explicitly each type of relation [28]. 

4 Application on an Ontology-Based Classification System 

4.1 What’s That Song? 

The project “Aquela Música” (That Song) received this name due to its initial 
intention: to answer this routinely asked question when one tries to remember (or find 
out) a song about which there is little or fragmented information: “What’s That Song? 
The one that talks about that subject, the one sang by that person and that has that 
other guy playing the flute”, for example [29]. 

Departing from fragments of songs and rebuilding them from the identified 
relations and rules, according to the theory of discourse formation, an ontology-based 
system was elaborated and aims at organizing and classifying knowledge contained in 
popular songs and allowing its retrieval through an interactive interface4. 

4.2 Ontologies-Based System 

The ontology of the Aquela Música project is written in RDF (Resource Description 
Framework). One of the concerns during its development was to make it compatible 
with the established patterns through the W3C consortium so, in the future, it would 
be possible to integrate it with the semantic web initiatives, such as the Linked Data 
Platform Working Group – whose goal is to define patterns which are reusable and 
applicable to the description of resources available in the web [30]. 

Also with the goal of associating itself to the currently ongoing actions, the 
ontology created for the Aquela Música project started at the integration of three 
already established ontologies, extending to accommodate the elements innate to the 
sphere of popular songs, as well as the rules identified from the effected analyses. The 
ontologies that serve as a basis for Aquela Música are: Music Ontology [31], Friend 
of a Friend Ontology (FOAF) [32], and COMUS Ontology (Context-based Music 
Recommendation) [33]. 
                                                           
4 The prototype can be used on the website http://www.aquelamusica.com.br 
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The Music Ontology 
Designed specifically for the description of phonograms, artists and albums, the 
Music Ontology is an important part of the DBTune project, whose purpose is to 
semantically map, in RDF language, the records of phonograms and albums from the 
collections of MySpace, MusicBrainz and BBC radio websites [35]. 

The Music Ontology can be divided into three levels of expressiveness – from the 
simplest one to more complex ones. The first level aims at providing a vocabulary for 
editorial information (tracks/artists/releases etc). The second level aims at providing a 
vocabulary for expressing the music creation workflow (composition, arrangement, 
recording etc). The third level aims at providing a vocabulary for complex event 
decomposition, to express, for example, what happened during a particular 
performance, what is the melody line of a particular work etc. [37] 

The first two levels of the Music Ontology are rather stable and have been used in 
the Aquela Música project to accommodate their descriptive metadata. The third level 
could not be availed since it is not capable of properly accommodating the data 
derived from the decomposition of the popular song through the discursive formation 
technique. 

The FOAF Ontology 
The FOAF ontology is used for describing people, their activities and relationships 
with other people and objects. 

The FOAF is also divided in three levels. The first level - Core - describes 
characteristics of people and social groups that are independent of time and 
technology; as such, they can be used to describe basic information about people in 
present day, historical, cultural heritage and digital library contexts. The second level 
- Social Web - contains the terms that may be used when describing Internet accounts, 
address books and other Web-based activities. The third level, Linked Data utilities, is 
part of the effort of fitting the FOAF into the Linked Data Platform. 

Within the Aquela Música project, only the first level has been used to describe the 
Songwriters, Performers and Musicians and the relationships between themselves and 
the musical piece. 

The COMUS Ontology 
The COMUS Ontology is the most specific domain-oriented ontology found for the 
music classification field. It is composed of 862 classes and 61 properties that reflect 
several aspects – from the basic elements which are contained in the musical pieces 
(such as mode, key and pitch) to some elements derived from analyses such as 
emotions and mood [33] [36].  

Throughout the development of Aquela Música ontology it hasn’t been possible to 
access the sources of the COMUS Ontology. This ontology had to be rebuilt from the 
descriptions contained in the academic papers cited above. Thereby, the Aquela 
Música made use of the concepts defined by the COMUS Ontology project, but 
reproduced them internally, thus making them part of the core of the Aquela Música 
ontology itself. 
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4.3 Information System for Classification and Retrieval 

The ontology of Aquela Música was instantiated with data originated from the 
analysis of a set of songs by Brazilian songwriter Noel Rosa. This choice was due to a 
few objective criteria, such as: the relevance of this repertoire to Brazilian culture; the 
fact that the work of aforementioned songwriter is found in public domain, which 
allows the free use of the songs’ lyrics, as well as of the original audio recordings; the 
diversity and multiplicity of styles and forms existent in this artist’s compositions. 

Another important aspect behind this choice, although specific of Brazilian culture, 
is that many of the works by Noel Rosa present an intense trait of social and political 
chronicle. The representation of such information through the complex category of 
“themes” made it possible to validate the viability of using the concept of discourse 
formation to reflect social and cultural aspects. Another important validation was the 
representation of melodic profiles and of narrative structures, two especially complex 
categories, for being dependent on one another and also on several other elements of 
the song, as presented on table 4. 

One of the concerns of the construction of the prototype while information system 
was to make the application of the rules transparent to the final user. By accessing the 
prototype, the user visualizes the categories and its values indistinctively. With the 
goal of representing the multidimensional vision of complex thinking, the user can 
begin browsing from any element or from any song. When attributing value to the 
desired songs, the system calculates which are the songs that meet more precisely the 
informed values and presents them prominently. Another concern, in the sense of 
representing the multidimensional aspect, was to allow the user, from the selection of 
a determined song, to consult the complete analysis file and combine aspects of the 
results of these analyses with any other categories of choice. 

This way, the user himself simulates the reconstruction path of the songs from the 
fragments expressed in each of the available elements, which makes it possible to 
answer the question “What’s that song?” formulated in the origin of the project. 

4.4 Limitations and Future Works 

Due to the fact that it is still a prototype in development, some simplifications were 
used in the implemented model with respect to the entirety of elements and rules 
identified in Table 4. 

However, the results achieved in the preparation of analyses that take into account 
the multidisciplinary objects of the songs and the construction of a system capable of 
expressing the multidimensional nature of a complex reasoning may be considered 
quite satisfactory and promising.  

An important limitation is the method of manual analysis of the songs, which 
makes it quite laborious to produce content in order to simultaneously feed all 
dimensions of analysis considered. However, even if applied to a limited repertoire of 
works by the same songwriter, the results obtained seem auspicious in indicating the 
feasibility of integrating Aquela Música with other ontology-based information 
systems, in order to allow the results of the analyzes to be availed and complemented. 
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Thus, even partial analyzes may be useful when supplemented with the set of 
information derived from other systems, such as music catalogs or web-based radio 
applications. 

5 Final Considerations 

The major challenge on popular music research is mapping the layers of meaning 
embedded in a musical work, as well as their forms ways of insertion into society and 
history, avoiding simplifications and analytic mechanisms that may misrepresent their 
polysemic and complex nature [14]. 

Therefore, the challenge of constructing popular music classification systems is 
reflecting the multidimensionality of complex reasoning and encompassing its 
multiple dimensions.  

The research in the Knowledge Organization field, by means of advances in 
investigations related to the classification systems, points towards considering and 
integrating the different disciplines involved in the study of the popular song in order 
to contribute in addressing these challenges by establishing a solid epistemological 
grounding.  

Although it is still a prototype, the Aquele Música system enables to perceive  
actual perspectives for the building of ontology-based classification systems for 
complex artistic documents that allow organizing knowledge in a semantic and 
dynamic way. 
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Abstract. The Object Role Modeling language (ORM2) is nowadays the
most widespread fact-based conceptual modeling language in the busi-
ness world. Recently, it has been proposed an encoding of the core frag-
ment of ORM2 (called ORM2zero) into the description logic ALCQI, al-
lowing the use of reasoning technologies in the analysis of the schemas.
A number of services has been defined there based on the FO semantics
of ORM2. On the other hand, in many application domains there is a
need for the formalization and modeling of defeasible information and
non-monotonic reasoning services. Here we formalize a possible way of
introducing non-monotonic reasoning into ORM2 schemas, enriching the
language with special set of new constraints.

1 Introduction

ORM2 (Object Role Modelling 2) is a graphical fact-oriented approach for mod-
elling and querying business domain information, which allows for a verbalisation
in a controlled natural language easily understandable by non-technical users [9].
The introduction of a formal semantics for ORM2 and the identification of a de-
cidable fragment of it (see [7]) opened the doors for the exploitation of reasoning
technologies to support the schema design quality, as well as the possibility to
exploit ORM2 as ontology design language. In the last years, especially in the field
of ontology design, a lot of attention has been devoted to the implementations
of forms of defeasible reasoning, and various proposals (e.g., [2,3,5,8]) have been
made in order to integrate nonmonotonic reasoning mechanisms into description
logics (DLs), the main logic formalism used in ontologies representation.

The paper explores a possible way of implementing non-monotonic reasoning
in the ORM2 formalism. Here we focus on the DL-reformulation [5] of the non-
monotonic consequence relation called Rational Closure (RC) [10], and we show
(i) how to model defeasible information in ORM2 and (ii) how to check consis-
tency and draw conclusions from schemas with defeasible information. Due to
a lack of space, here we do not enter deeply into the technical details of the
proposal, but rather we describe the main idea and its implications in terms of
knowledge representation, and we refer to the related literature when needed.
The basic idea for the present proposal, together with the defeasible versions
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Fig. 1. An ORM2 schema example

of the subtype relation and of the mandatory participation have already been
presented in [4].

2 Fact-Oriented Modelling in ORM2

The ‘Fact-oriented modelling’ is a conceptual modelling approach that views the
world in terms of simple facts, i.e. assertions aboutobjects playing certain roles
(e.g. ‘Alice is enrolled in the Computer Science program’). In ORM2, objects
may be entities (e.g. a person or a car) and values (e.g. a character string or a
number). Moreover, entities and values are described in terms of the types they
belong to, where a type is a set of instances (entities and values types are called
together ‘object types’). Each entity in the domain of interest is, therefore, an
instance of a particular type. The roles played by the entities in a given domain
are introduced by means of predicates, where each predicate has a given set
of roles according to its arity. A role is connected to exactly one object type,
indicating that the role is played only by the (possible) instances of that type.

According to the ORM2 design procedure, after the specification of the rele-
vant object types and predicates, constraints must be considered. Hereafter, we
give an informal introduction of the constraint graphical representation, together
with their intended semantics. Fig. 1 shows an example of an ORM2 schema in
an ‘academic domain’ (where the soft rectangles are entity types, the dashed soft
rectangles are value types, and the sequences of one or more role-boxes are pred-
icates). The example is not complete w.r.t. the set of all the ORM2 constraints
but it aims at giving the feeling of the expressive power of the language. The
following are among the constraints included in the schema (see [9] for a com-
prehensive introduction of the ORM2 constructs, together with their graphical
representation):
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1. Subtyping: solid and dashed arrows representing ‘is-a’ relationships among types.
2. Partition: a combination of an exclusive constraint (a circled ‘X’) saying that

‘Research&TeachingStaff, Admin, and Student are mutually disjoint ’, and a total
constraint (a circled dot) for ‘Research&TeachingStaff, Admin, and Student com-
pletely cover their common super-type’.

3. Internal frequency occurrence: if an instance of Research‘&TeachingStaff plays
the role of being lecturer in the relation isGivenBy, that instance can play the role
at most 4 times. At most one cardinalities (depicted as continuos bars) are special
cases of frequency occurrences called internal uniqueness constraints.

4. External frequency occurrence: attached to the roles played by Student and
Course for ‘Students are allowed to enrol in the same course at most twice’.

5. External uniqueness: it is used between the role played by Course in isIn and
the role played by Date in wasOn, saying that ‘For each combination of Course and
Date, at most one Enrollment isIn that Course and wasOn that Date’.

6. Mandatory participation: a dot saying that ‘Each Course is given by at least
one instance of Research&TeachingStaff’.

3 The ALCQI Encoding of ORM2zero

With the main aim of relying on effective technologies to reason about
ORM2 schemas, an encoding in the DL ALCQI, for which tableaux-based rea-
soning algorithms with a tractable computational complexity exist, has been
devised [7]. ALCQI corresponds to the basic DL ALC equipped with qual-
ified cardinality restrictions and inverse roles, and it is a fragment of the
OWL2 web ontology language (a complete introduction of the syntax and se-
mantics of ALCQI can be found in [1]). Apart from the fact that the full
ORM2 language is undecidable for several reasons [7], the difference in expressiv-
ity between ALCQI and ORM2 is substantial: ALCQI does not admit neither
set-comparison, nor frequency occurrence statements, about arbitrary role se-
quences. And moreover, n-ary relations are not part of the ALCQI language,
and reified relations must be introduced in the encoding1. Due to this limita-
tions, the fragment called ORM2zero, which is maximal with respect to the ex-
pressiveness of ALCQI and still expressive enough to capture the most frequent
usage patterns of the conceptual modelling community, has been identified.

ORM2zero corresponds to the fragment of ORM2 equipped with typing, manda-
tory, subtyping (i.e., exclusive, exhaustive, and partition) constraints, and a
restricted version of the set-comparison (i.e., subset, equality, and exclusion)
and of the frequency occurrence constraints. The encoding of the semantics of
ORM2zero is shown in Table 3 where: (i) E1, . . . , En are entity type concepts; (ii)
V1, . . . , Vm are value type concepts; (iii) AR1 , . . . , ARk

are reified n-ary relations ;
(iv) D1, D2, . . . , Dh are domain symbol concepts; and (v) 1, . . . , nmax + 1 are DL
roles. There, additional background axioms are needed in order to force the inter-
pretation of theALCQI KBtobe correctw.r.t. the correspondingORM2zero schema
(the complete proof of the correctness theorem is available at [6]).

1 I.e., for each relation R of arity n ≥ 2, a new atomic concept AR and n functional
roles are introduced.
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Table 1. ALCQI encoding

Background axioms: Ei � ¬(D1 � · · · �Dl) for i ∈ {1, . . . , n}
Vi � Dj for i ∈ {1, . . . ,m}, and some j with 1 ≤ j ≤ l

Di � �l
j=i+1¬Dj for i ∈ {1, . . . , l}

� � A�1 � · · · �A�nmax

� � (≤ 1i.�) for i ∈ {1, . . . , nmax}
∀i.⊥ � ∀i+ 1.⊥ for i ∈ {1, . . . , nmax}
A�n ≡ ∃1.A�1 � · · · � ∃n.A�1 � ∀n+ 1.⊥ for n ∈ {2, . . . , nmax}
AR � A�n for each atomic relation R of arity n
A � A�1 for each atomic concept A

TYPE(R.a,O) ∃τ (R.a)−.AR � O

FREQ−(R.a, 〈min,max〉) ∃τ (R.a)−.AR � ≥ min τ (R.a)−.AR � ≤ max τ (R.a)−.AR

MAND({R1.a1, . . . , R
1.an, O � ∃τ (R1.a1)

−.AR1 � · · · � ∃τ (R1.an)
−.AR1 � · · · �

. . . , Rk.a1, . . . , R
k.am}, O) ∃τ (Rk.a1)

−.ARk � · · · � ∃τ (Rk.am)−.ARk

R-SET−
Sub(A,B) AR � AS (entire relations)

R-SET−
Exc(A,B) AR � A�n � ¬AS

R-SET−
Sub(A,B) ∃τ (R.ai)

−.AR � ∃τ (S.bj)−.AS (pair of roles)

R-SET−
Exc(A,B) ∃τ (R.ai)

−.AR � A�n � ¬∃τ (S.bj)−.AS

O-SETIsa({O1, . . . , On}, O) O1 � · · · � On � O

O-SETTot({O1, . . . , On}, O) O � O1 � · · · � On

O-SETEx({O1, . . . , On}, O) O1 � · · · � On � O and Oi � �n
j=i+1¬Oj for each i = 1, . . . , n

OBJ(R,O) O ≡ AR

It is finally important to say that in ORM2, and in conceptual modeling languages
in general, the notion of consistency is slightly different from the classical logical
one. As a matter of fact, from a logical point of view a KB K is considered
inconsistent only if we can classically derive a contradiction from it (K |= � � ⊥
in DL). Instead, dealing with conceptual schemas we generally desire that they
satisfy a stronger form of consistency, that is, we want that none of the classes
in the schema is forced to be empty.

Definition 1 (Strong consistency). A TBox T is strongly consistent if none
of the atomic concepts present in its axioms are forced to be empty, that is, if
T �|= A � ⊥ for every atomic concept A appearing in the inclusion axioms in T .

4 Rational Closure in ALCQI
It’s time now to briefly present the specialization of the RC [10] procedure for the
DL ALCQI. Among the various proposals in non-monotonic reasoning, we have
chosen RC because of its interesting characteristics: (i) the related consequence
relation satisfies important logical properties [10,5]; (ii) the conclusions one can
draw are intuitive; (iii) the procedure can be reduced to a series of decisions
w.r.t. the classical ALCQI consequence relation |=.

A TBox T for ALCQI consists of a finite set of general inclusion axioms
(GCIs) of form C � D (C and D being concepts). Now we introduce also the
defeasible inclusion axiom C �∼ D, that is read as ‘Typically, an individual falling
under the concept C falls also under the concept D’. We indicate with D (DBox)
the finite set of such inclusion axioms.
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Example 1. Consider a modification of the classical ‘penguin example’, with the con-

cepts P,B, F, I, F i, respectively read as ‘penguin’, ‘bird’, ‘flying’, ‘insect’, and ‘fish’,

and a role Prey, where a role instantiation (a, b):Prey read as ‘a preys for b’. We can

define a defeasible knowledge base (KB) K = 〈T ,D〉 with T = {P � B, I � ¬Fi} and

D = {P �∼ ¬F , B �∼ F , P �∼ ∀Prey.F i � ∃Prey.�,B �∼ ∀Prey.I � ∃Prey.�}.

RC is a logical procedure that, given a KB K = 〈T ,D〉, decides if a defeasible
axiom C �∼ D is derivable or not from the KB. The aim is to resolve potential
conflicts in our KB (e.g. penguins do not fly, but, being a subtype of birds,
we could also derive that they fly). The basic idea is to order the defeasible
information w.r.t. its specificity: an exceptionality ranking of the axioms in D
starting from the most general ones (e.g. the ones that give us information about
birds) up to more specific ones (e.g. the ones that give us information about
penguins). In case of potential conflicts (e.g., the conclusion that penguins fly
and do not fly), the procedure retains the more specific defeasible information
(penguins typically do not fly), eliminating the more general one (birds typically
fly). Due to the limits in space, we present here a minimal technical explanation
of the procedure, referring the reader to [5] for a more extensive presentation of
the technicalities and the intuitions behind the procedure.

Given a KB K = 〈T ,D〉 and a query C �∼ D, the procedure can be divided
into two phases: (i) the definition of the exceptionality ranking of the axioms in
D; (ii) the decision whether C �∼ D is or is not in the RC of K.

(i) A concept is considered exceptional in a KB 〈T ,D〉 if it is classically negated, that
is, C is exceptional in 〈T ,D〉 if

|=
�

T �
�

D � C � ⊥

where T = {¬C �D | C � D ∈ D}, D = {¬C �D | C �∼ D ∈ D}, and |= is the classical
consequence relation associated to ALCQI. In turn, a defeasible axiom is considered
exceptional if its antecedent is exceptional. Let E be a function that, given 〈T ,D〉 gives
back the exceptional axioms in D (E(D) = {C �∼ D | C exceptional in 〈T ,D〉). We can
define a sequence E0, E1, . . . of subsets of D s.t. E0 = D and Ei+1 = E(Ei). Since D is a
finite set, the procedure terminates with a (possibly empty) fixed point of E, that we
call E∞.

(ii) Given a query C �∼ D, we check at which level of exceptionality we have to position
the antecedent C, that is, we associate C with the defeasible information contained in
the lowest Ei s.t.:

�|=
�

T �
�

Ei � C � ⊥

Hence, we can decide if the defeasible inclusion axiom C �∼ D is in the rational closure
of 〈T ,D〉:

〈T ,D〉 �r C �∼ D iff |=
�

T �
�

Ei � C � D

where �r indicates the inference relation characterizing the Rational Closure.

Example 2. Consider the KB K = 〈T ,D〉 in Example 1. T = {¬P �B,¬I � ¬Fi} and
D = {¬P � ¬F , ¬B � F , ¬P � (∀Prey.F i � ∃Prey.�),¬B � (∀Prey.I � ∃Prey.�)}.
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Fig. 2. (a) Defeasible subtyping (b) Defeasible mandatory

Table 2. ALCQI encoding of the ORM2zero ‘Non-Flying Birds’ example

Subtyping: FlyingObject � NonFlyingObject � Object
FlyingObject � ¬NonFlyingObject
Penguin � Bird, Penguin � NonFlyingObject
Bird � WingyObject, Bird � FlyingObject

We obtain the exceptionality ranking of the sequents: E0 = {B �∼ F,B �∼ ∀Prey.I �
∃Prey.�, P �∼ ¬F ,P �∼ ∀Prey.F i�∃Prey.�};E1 = {P �∼ ¬F ,P �∼ ∀Prey.F i�∃Prey.�}.

Assume we want to check the properties of penguins (concept P ). Hence, we have

to find the exceptionality level of P , that is 1 since |=
�

T �
�

E0 � P � ⊥, but �|=�
T �

�
E1 � P � ⊥. Associating to P the defeasible information in E1 we are able to

derive that penguins do not fly and eat fishes, but not that penguins fly and eat insects.

5 Defeasible Constraints for ORM2

This section introduces a new set of ORM2 defeasible constraints. Such con-
straints have exactly the same meaning of the defeasible inclusion axioms defined
above: the constraint typically holds, but there could be exceptional cases that
do not respect it.

Defeasible subtyping relation (a wavy arrow instead of the standard one).The
wavy arrow indicates that each element of the classC is also an element of the class
D, if not informed of the contrary. While the classical subtype relation is encoded
as C � D, the new defeasible connection is encoded by C �∼ D.

Example 3 (Defeasible subtype relation). Consider Fig. 2(a). The ORM2 schema

represents the classic penguin example: penguins are birds and do not fly, while

birds fly and have wings. The encoding procedure of the classical ORM2 schema into

ALCQI gives back the TBox T in Table 2, that implies T |= Penguin � ⊥, i.e. the

concept Penguin must be empty. We can modify the KB introducing defeasible infor-

mation, in particular stating that birds typically fly. In such a way we obtain a new

KB with Bird �∼ FlyingObject, substituting the corresponding classical axiom. Now we

can derive the same kind of conclusions as in the example 2 (e.g., we cannot derive

that penguins fly).
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Table 3. ALCQI encoding of the ‘Non-Managing Employees’ example

Typing: WorksFor � ∃f1−.Employee, WorksFor � ∃f2−.Project
Manages � ∃f1−.TopManager, Manages � ∃f2−.Project

Frequency: ∃f1−.Manages � = 1 f1−.Manages

Mandatory: Employee � ∃f1−.WorksFor
TopManager � ∃f1−.Manages
Project � ∃f2−.WorksFor
Project � ∃f2−.Manages

Exclusion: ∃f1−.WorksFor � A�2 � ¬∃f1.Manages

Subtyping: Manager � Employee � (AreaManager � TopManager)
AreaManager � ¬TopManager

Defeasible Mandatory Participation. We introduce a defeasible version (�)
of the mandatory participation constraint (•). If the connection between a class
C and a relation R is accompanied by the defeasible version of the mandatory
constraint, it is read as ‘each element of the class C participates to the relation
R, if we are not informed of the contrary’. The mandatory participation of the
class B to the role AN is encoded into the axiom B � ∃f1−.AN, hence we make it
defeasible using B �∼ ∃f1−.AN.

Example 4 (Defeasible mandatory participation). Consider Fig. 2(b). The schema

represents the organization of a firm: the class Manager is a subtype of the class

Employee, and every employee must work for a project. On the other hand, every top

manager mandatorily manages a project, and TopManager is a subtype of Manager.

The correspondent ALCQI TBox T is in table 3. Since managing and working for

a project are not compatible roles, T |= TopManager � ⊥. Instead, if we declare

that typically an employee works for a project, we end up considering the top man-

agers as exceptional employees, and we obtain a KB as the one in Table 3, but with

Employee �∼ ∃f1−.WorksFor instead of Employee � ∃f1−.WorksFor. Since TopManager is

not consistent with the TBox plus the defeasible axiom, we cannot associate the latter

to TopManager and, despite we know that normally an employee works for a project,

we are not forced to such a conclusion about the top managers.

Defeasible Internal Frequency Occurrence (a wavy line instead of the
dashed one). We can introduce a form of defeasible frequency constraint, that
binds the number of times an instance of a particular type can play a certain
role, if we have not more specific information imposing different constraints. The
frequency constraint stating how many times each instance of a type B can play
a role AN is encoded by ∃f1−.AN �= i f1−.AN (i ∈ N), and hence made defeasible
using ∃f1−.AN

�∼ = i f1−.AN.

Example 5 (Defeasible internal frequency occurrence). A taxonomization problem

about bee species in sub-Saharan Africa: most male afrotropical bees have thirteen seg-

ment antennae (SegAnt), but male belonging to the pasite genus (PGBee), that belongs

to the apidae family (ApiFBee) of the afrotropical super family, has only twelve seg-

ment antennae. We can formalize such information in the ORM2 schema in Fig. 3(a),
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Fig. 3. (a) Defeasible frequency occurrence (b) Defeasible exclusive subtyping

Table 4. ALCQI encoding of the ‘Bees classification’ example

Typing: HasSegAnt1 � ∃f1−.AfroSFBee, HasSegAnt1 � ∃f2−.SegAnt
HasSegAnt2 � ∃f1−.PGBee, HasSegAnt2 � ∃f2−.SegAnt

Frequency: ∃f1−.HasSegAnt1 � = 13 f1−.HasSegAnt1
∃f1−.HasSegAnt2 � = 12 f1−.HasSegAnt2

Mandatory: AfroSFBee � ∃f1−.HasSegAnt1
PGBee � ∃f1−.HasSegAnt2

Equality: HasSegAnt1 ≡ HasSegAnt2

Subtyping: PGBee � ApiFBee, ApiFBee � AfroSFBee

but such a schema is not strongly consistent, since its translation in ALCQI (Ta-

ble 4) implies PGBee � ⊥. Introducing a form of defeasible frequency occurrence

for the more general type AfroSFBee, that is encoded into the defeasible inclusion

axiom ∃f1−.HasSegAnt1 �∼ = 13 f1−.HasSegAnt1 we preserve strong consistency, since

the type PGBee turns out to be exceptional, and we don’t have to consider the de-

feasible axiom when reasoning about PGBee. Hence we can derive that, if we are not

informed of the contrary, male afrotropical bees have thirteen segment antennae, while

the males of the pasite genus have twelve segment antennae, but still being a subtype

of AfroSFBee.

Defeasible Disjointness (wavy lines instead of the dashed ones). It’s a defea-
sible exclusive constraint, stating that two types or the participation to two
distinct roles are mutually disjoint, if not informed of the contrary. In the
ALCQI encoding, an axiom A � ¬B is changed into an axiom A �∼ ¬B

Example 6 (Defeasible disjointness). In the university we distinguish between the

two disjoint classes of students and research/teaching staff, in turn partitioned into

professors and researchers. Assume we add to the schema the class of the PhD stu-

dents, that are students, but are also part of the research/teaching staff. In the classical

formulation we would derive PhD � ⊥, since students and research staff must be dis-

joint class, but if we make defeasible the disjointness axiom (Student �∼ ¬R&TStaff), we

conclude that normally the individuals in one class cannot be in the other, but the PhD

students are an exceptional class that shares the properties of both the students and
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Table 5. ALCQI encoding of the ‘University Personnel’ example

Typing: WorksFor � ∃f1−.R&TStaff, WorksFor � ∃f2−.Department
Attends � ∃f1−.Student, Attends � ∃f2−.Course

Gives � ∃f1−.Professor, Gives � ∃f2−.Course
Mandatory: R&TStaff � ∃f1−.WorksFor

Professor � ∃f1−.Gives
Student � ∃f1−.Attends

Exclusion: ∃f1−.Attends � A�2 � ¬∃f1−.Professor

Subtyping: Researcher � R&TStaff � ¬Professor, Professor � R&TStaff
R&TStaff � UniPersonnel � (Researcher � Professor)
Student � UniPersonnel, Student � ¬R&TStaff

the research/teaching staff. Moreover, since the research/teaching staff is partitioned

into professors and researches, and since giving courses, a mandatory property of the

professors, is not compatible with attending to them, we can derive that PhD students

are a subtype of the researchers.

Consistency. As seen at the end of Sec. 3, the notion of consistency we have to
deal with is the strong consistency, that is, a schema is consistent if we are not
forced to conclude about any type that it is empty. The examples above show that
the introduction of defeasible constraints into ORM2zero allows to build schemas
that in the standard notation would be considered inconsistent (w.r.t. strong
consistency), but that, once introduced the defeasible constraints, allow for an
instantiation such that all the classes can be non-empty. Hence it is necessary
to redefine the notion of consistency check in order to deal with such situations.
If one decide to rely on the ranking procedure presented above, it is sufficient to
check the exceptionality ranking of the KB: if a concept C is exceptional, then
it represents an atypical situation, but that is compatible with the information
conveyed by the defeasible inclusion axioms (consider the exceptional types in
our examples). In RC the only case in which a concept appearing in the axioms
is necessarily empty is when E∞ �= ∅, i.e., despite we eliminate all the defeasible
axioms we are allowed to, the antecedents of the axioms in E∞ still are negated,
i.e., they are empty even in the most exceptional situations. Note that schema
that it’s inconsistent w.r.t. its non-defeasible part, is inconsistent also in the
following new definition.

Definition 2 (Strong consistency). A KB K = 〈T ,D〉 is strongly consistent
if none of the atomic concepts present in its axioms are forced to be empty, that
is, if E∞ �= ∅.

6 Conclusions and Further Work

We have presented a way to implement a form of defeasible reasoning into the
ORM2 formalism. Exploiting the possibility of encoding ORM2zero into the de-
scription logic ALCQI on one hand, and a procedure appropriate for modeling
the RC into DLs on the other, we have defined a set of new ORM2 constraints



370 G. Casini and A. Mosca

that are appropriate for modeling defeasible information. Once translated into
ALCQI, these constraints allow to use the procedures characterizing the RC to
reason on ORM2zero schemas.

The present proposal deals only with reasoning on the information contained in
the TBox obtained from an ORM2 schema, but, once we have done the RC of the
TBox, we can think also of introducing an ABox, that is, the information about a
particular domain of individuals; a first proposal in such direction is in [5].

An immediate extension of the present work will be to determine if there are
others ORM2 constraints that could be introduced also in their defeasible versions:
we have to consider such constraints both from the modeling and the technical
point of view (i.e., we have to check if such defeasible constraints make sense from
the perspective of the modeler and if they are implementable in our logical frame-
work). Since all the constraints in an ORM2zero schema are encoded into inclusion
axiomsC � D, in principle everyORM2zero constraint can bemodified into a defea-
sible version using �∼ , but we need feedback from the ORM2 community in order
to understand which defeasible constraints would be desirable.

The introduction of defeasible constraints in other conceptual modeling lan-
guages as ER and UML is another possible development. Eventually, it would
be interesting to investigate the use of defeasible constraints as a revision tool:
dealing with strong consistency, in many cases we have the possibility to trans-
form an inconsistent schema into a consistent one just substituting some classical
constraints with their defeasible versions, instead of simply eliminating them.
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Abstract. Process-aware information systems must encompass business
process flexibility support due to business needs and factors coming from
assorted sources, changing market conditions, customer needs, and regu-
lations. However, flexibility may not be always achieved by pre-specified
processes whereby, when context information is only available at runtime,
decision making should be deferred to execution time. The late selection
pattern defers the selection of placeholder activities’ implementations,
binding applicable process fragments at runtime. This paper presents
the foundations of a novel approach for an end-to-end variability man-
agement of process models through late selection of fragments by means
of: (i) managing process fragments separately from the base model, (ii)
resolving variation points automatically considering constraints and con-
text data at runtime, and (iii) enabling process fragment recommenda-
tions based on experience logs.

Keywords: Business Process Flexibility, Late Binding, Runtime
Variability, Process Mining.

1 Introduction

Nowadays, organizations have to deal with constant change and uncertainty so
as to adapt and gain competitive advantage to ensure their future, i.e., they
need to deal with the increasing challenges of customer satisfaction, market
evolution, and new requirements. At the same time, they are forced to deal with a
growing rate of change in which they need to react to new market circumstances.
In those dynamic business environments, Process-aware Information Systems
(PAISs) should provide flexibility [1].

The notion of flexibility has emerged as a main research topic in Business
Process Management (BPM) over the last decade [2]. Many research approaches
for business process (BP) flexibility have been proposed and some of them have
been implemented in commercial [3] and open-source community [4,5,6] flexible
PAISs. However, in dynamic business environments where neither processes can
be fully pre-specified nor process variants can be established, fully structured
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processes are too restrictive and have problems dealing with change [7]. There-
fore, PAISs must be able to deal with uncertainty, deferring decisions regarding
the exact control flow to runtime and providing a certain degree of looseness.
This looseness may be achieved by deferring placeholder activities binding (Late
Selection, also referred to as runtime variability), completing the composition
at runtime (Late Modeling), or allowing the whole process creation at execution
phase (Late Composition) [8].

Concerning those flexibility patterns, there exist trade-offs regarding degree
of control, expressiveness and user support, which involve the selection of a par-
ticular pattern for defining and executing loosely-specified processes in dynamic
business environments [1]. In Late Modeling/Composition patterns compared to
Late Selection, the degree of decision deferral is further increased. Hence, in-
stead of just being able to select from a set of pre-specified process fragments
or activity implementations, respective fragments may be modeled or composed
dynamically during enactment. The largest degree of freedom is provided by Late
Composition which can be useful in highly dynamic business environments, due
to lack of domain knowledge or given the complexity of task combination. Never-
theless, composition task gives rise to a number of drawbacks. The computation
cost may be unacceptable when the number of tasks is fairly large, which di-
rectly impacts scalability. In Late Selection of process fragments, the number of
variants for each placeholder activity is narrow, so scalability problems may be
reduced and system’s performance may be better as composition needs higher
computational memory. Moreover, although the planner gets most of the time
a solution during the composition task, the solution may not be always feasible
(known NP-hard problem).

Taking Late Selection pattern as a base, this paper introduces the LateVa
approach (Late Variability of Process Models through Automated Selection
of Fragments). In particular, it provides an automated solution for selecting
the most appropriate implementation from a set of available fragments. LateVa
approach also allows variability modeling of business processes by describing all
possible variation points and applicable fragments.

The remainder of the paper is organized as follows. In Section 2 we present
the background and motivation of this work. Then, we use an elevator mainte-
nance case study in Section 3 to exemplify our findings. After, in Section 4, we
introduce the foundations of the LateVa approach, describing loosely-specified
process models phases: modeling, execution, and evaluation. Section 5 discusses
related work, and finally, in Section 6, the paper draws conclusions and summa-
rizes future plans.

2 Background and Motivation

2.1 Flexibility in PAISs

Over the last several years BP flexibility has attracted significant attention which
has resulted in the emergence of a number of taxonomies [9,8]. The taxonomy
of Reichert et al. [8] basically differs four types of process flexibility:
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1. Variability: Variability handles different process variants depending on a
particular context [10]. Process variants essentially share a common part of
a core process whereas, concrete parts fluctuate from variant to variant, us-
ing a behavioral (i.e., defining all configurations in a single process model)
or structural approach (i.e., using different models for variability representa-
tion).

2. Adaptation: Adaptation represents the ability to deal with changes and
consequently adapt process behavior and its structure. Two types of drivers
trigger process adaptation: (i) special situations, which are not foreseen in
the process model, and (ii) exceptions, which are foreseen and often require
process deviations. Those exceptions may be anticipated or not, however
in most of the cases it is hardly to foresee all exceptions, so unanticipated
exceptions support is required.

3. Evolution: Evolution represents the ability of process instances to change
when the corresponding process schema evolves. Business processes can evolve
over time, so it is necessary to include mechanisms to support evolutionary
changes. In this evolution case, the assumption is that process model changes
will affect new and running instances, migrating later instances to the new
specification.

4. Looseness: Looseness is related to knowledge-intensive processes which sup-
port loosely-specified BP models. Different decision deferral patterns might
be used to achieve loosely-specified models: (i) Late Selection deferring the
selection of a placeholder activity to runtime, (ii) Late Modeling deferring
the modeling of a placeholder activity to runtime, and (iii) Late Composition
deferring the whole plan creation to runtime.

Traditional PAISs have focused on repetitive and predictable processes [1]. Still,
such processes need to operate in dynamic business environments where flexibil-
ity becomes a prerequisite, healthcare offers a clear example [11]. For instance,
in the diagnostic and treatment process of a particular patient where various or-
ganizationally somewhat separate units are involved, a pre-specified process for
a case treatment can often be influenced by tests, drug’s side effects or patient’s
progress. Consequently, respective BP flexibility needs should not be ignored
with the aim of offering an elastic solution able to adapt to changes and cope
with uncertainty in such dynamic conditions.

2.2 Dynamic Business Environments

In our view, featuring the business changing environments, the dynamic nature
results from three main factors (see Fig. 1):

– Degree of change of the environment: The degree of change of the
environment is related to the number of changes that happen in a specific
domain.

– Degree of change predictability: The degree of change predictability
refers to how likely is to find out in advance changes that occur during ex-
ecution. In particular, users are empowered to defer decisions to runtime
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where the system may detect and therefore react against unforeseen situa-
tions.

– Phase of decision making: The phase of decision making determines the
stage in which changes can be identified and managed. Design-time deci-
sion making deals with the definition of processes and all possible exception
handlers at design-time. Such processes, called structured processes [7] or
pre-specified processes [8], after having been modeled, may be repeatedly in-
stantiated and executed in a predictable and controlled manner. However,
in scenarios where changes are unclear or, even, if processes are to a large
extend unstructured, runtime decision making is required.

With the below figure in mind and referenced to the flexibility needs, BP design-
time variability techniques may be regularly applied to static environments in
order to deal with large amount of similar processes (i.e., process families). In
contrast, when the dynamism of environments grows, there is a need of sup-
porting adaptation and evolution by pre-specified processes. However, where
changes are not anticipated and consequently processes are unclear, processes
demand a certain degree of looseness. Late Selection pattern might be valid
for dynamic business environments where uncertainty is not an extreme issue
and BP design-time variability management becomes a rigid solution (e.g., the
upper part of the first and second quadrants of Fig. 1). Specifically, from our
viewpoint, runtime variability may take advantage when the following conditions
are satisfied: (i) large number of instances are required, (ii) fragment selection
depends on context information only available at runtime, (iii) process execu-
tion may not be interrupted (i.e., system 24/7 availability is required), and (iv)
enactment and historical data become crucial for variant selection. Finally, Late
Modeling/Composition are better sustained by unpredictable conditions.
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2.3 Problem Statement

Focusing on Late Selection pattern, it clearly separates modeling (design-time),
in which pre-specified parts and placeholder activities are defined, and execu-
tion (runtime) in which activity selection is allowed. According to [8], decisions
on how to concretize a loosely-specified process model during runtime may be
made in different ways: goal-based where the selection is based on process goals,
rule-based where the selection is based on pre-defined rules, user-based decisions
where the selection is done manually, and experience-based where decisions may
use previous activities’ executions or even past instances’ execution informa-
tion. Similarly, the selection of the placeholder implementation can either be
automated (i.e., the selection is accomplished automatically), system-supported
(i.e., the selection can be realized interactively by end-users) or manual (i.e., the
selection is done by end-users).

Despite the previous research efforts in this field, such as the Worklets ap-
proach [4], and static process-based service composition approaches [12,13,14],
these proposals present some limitations referred to: (i) managing process frag-
ments separately from the base model (i.e., separation of concerns), (ii) deferring
the resolution of variation points by selecting pre-defined alternatives automat-
ically based on constraints and context information during runtime, and (iii)
making decisions by relying on past experiences made in similar context.

From our perspective, as placeholder activities are resolved during runtime
and knowledge is acquired via experience, it is important to consider experience
logs in order to select automatically the most appropriate variant given a partic-
ular context. Hence, the resolution of the placeholder activity could be different
taking past experiences into consideration. This decision making method lever-
ages static pre-defined rules or goals, bringing Late Selection pattern to its full
potential for dynamic business environments with a touch of uncertainty.

3 Case Study: Elevators Maintenance

The elevators maintenance plans (e.g., corrective, preventive, and predictive)
ensure adjustments and parts that need to be replaced with the aim of extend-
ing the working life of elevators. In this context, the elevators remote predictive
maintenance and monitoring process plays an important role. This process in-
cludes a series of tasks in order to ensure operational safety and, if necessary,
detect potential failures that could happen in the near future. In the follow-
ing points, the predictive maintenance and monitoring process of two types of
elevators, ElA and ElB, are described (see Fig. 2).

Example 1. ElA and its modules are constructed by LiftCorp company and in-
stalled in a detached house of Spain. ElA sends data about its modules status
(e.g., door and pulley) to a central maintenance and monitoring system in a pre-
defined time frame (every 15 min). Once the central remote maintenance system
receives data, it checks the contract type of the particular client. Depending
on such maintenance agreement, the predictive maintenance system starts by
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Fig. 2. Illustrative Elevators Maintenance Process

analyzing if each module is working as expected or could be accompanied by
any anomaly. In this particular case, the customer has paid for a premium 24h
non-stop maintenance, so the support is maximum for elevator’s modules, i.e.,
all maintenance methods for failure prediction are enabled. Each fragment im-
plements a different online failure prediction method with its own particularities
(e.g., computation time, level of detail of the analysis, etc.) [15]. After data pro-
cessing, in this case F3 and F2 are executed, the system detects that the pulley
could be broken in a few days, so it calls to the scheduler finding any available
maintenance slot. The scheduler finds an adequate maintenance appointment
that is sent to the person in charge of elevator’s maintenance. Finally, the person
in charge validates the proposed maintenance date updating operator’s schedule.

Example 2. ElB and its pulley are assembled by LiftCorp company but the door
is provided by ConveyingCorp company. The elevator is installed in a building
of Switzerland. As well as ElA elevator, door and pulley status are sent to a
central maintenance system (every 20 min). ElB’s customer has paid for a basic
maintenance, so the spectrum of failure prediction methods for each module is
reduced (e.g., F3 is excluded for door predictive maintenance). Once data is
processed, in this case F1 and F2 are executed, the system detects that the door
needs further maintenance so calls the scheduler to find an appropriate revision
date given the available resources from ConveyingCorp company and customer’s
contract type. After that, the proposed maintenance date is sent to LiftCorp
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supervisors to verify that really ElB requires for an inspection. The supervisors
validate the date so the task is assigned to a ConveyingCorp operator.

As extracted from the examples above, the remote predictive maintenance and
monitoring system has to consider different types of elevators, modules, mainte-
nance contracts, and operators, therefore variability should be managed. In this
particular case, as illustrated in Fig. 2, the selection of a placeholder activity
(in boxes with VarPoint, colored in blue) should be made just-in-time based
on current context information (i.e., the specific data sent by an elevator) for
selecting an appropriate online failure prediction method exposed as fragment
for each module type. In addition, elevators remote predictive maintenance and
monitoring service could provide users with a machine that runs at peak per-
formance 24/7, so it is seemingly inconceivable to interrupt the system. Finally,
selection of applicable process fragments for modules’ maintenance could make
use of historical data in order to select the best variant given the actual context
information. Under these conditions, variability should be treated and managed
at runtime.

4 The LateVa Approach

LateVa (Late Variability of Process Models through Automated Selection of
Fragments) supports the different phases of the BP life-cycle [16], i.e., modeling
by the Process Modeler, execution by the Runtime Engine, and evaluation by the
Process Explorer. Fig. 3 shows the LateVa framework architecture and it also
points out the relationship among the implementation of the different framework
components in our prototype platform. The core components of the framework
technology are independent providing a decoupled integration solution.

During the modeling phase, the Base Model, the Variation Model and frag-
ments can be validated against inconsistencies and errors, and simulated to en-
sure the right execution before deployment to the Models Repository. In this
case, the Resolution Model creation is performed during process execution. The
particularities of each component are described in the following subsections.

4.1 Process Modeler

The Process Modeler allows for the development of reference process models
(i.e., process schemes) with the corresponding variation points and process frag-
ments (i.e., variation point implementations). To that end, we make use of the
Base-Variation-Resolution (BVR) modeling approach from the Software Product
Line Engineering (SPLE), which clearly states the separation of model common-
alities, possible variants, and their configurations in different models [17]. The
authors basically defined three different models for variability modeling: a base
model (representing commonalities), a variation model (representing individual-
ities), and a resolution model (representing model configurations). Hence, vari-
ability is not explicitly applied to individual Domain Specific Languages (DSLs)
(e.g., Business Process Modeling Notation (BPMN)), so the base model is not
overloaded with variant specific information.
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Base Model. The base model describes, using a BP modeling language (e.g.,
BPMN), the commonalities shared by all model variants and placeholder ac-
tivities that are subjected to vary. Placeholder activities (i.e., variation points)
identify process parts that contain variability and in which variant binding oc-
curs, as illustrated in Fig. 4. In formal terms, a base model is defined as:

Definition 1. Base Model BM is defined as a 2-tuple <C, VP>, being C the
set of commonalities and VP the set of possible variation points. Every process
schema S derived from BM consists of a subset of commonalities and a subset
of variation points: ∀ S ∈ BM, S = ({c/c ∈ C}, {vp/vp ∈ VP}).

The resolution of variation points (i.e., binding) may be solved either at design-
time (when the selection of a particular implementation for the placeholder ac-
tivity depends on initial static preferences) or at runtime (when the selection
for a particular implementation for the placeholder activity depends on dynamic
context information of a process instance). Late Selection pattern is focused on
the latter where only parts of the process are pre-specified at build-time, while
the implementation for the actual placeholder activity can be concretized during
runtime by selecting it from a set of available fragments. Considering context
information, LateVa is capable of dynamically binding variations points at run-
time, as in Dynamic Software Product Lines (DSPLs) [18,19].

Albeit an unique base model with N variation points and M fragments may
serve to support runtime variability of multiple instances, performance overhead
exponentially may grow when a certain threshold of variation points (N) or
fragments (M) is reached, which clearly impacts scalability. Thereby, we have also
considered a partial resolution of the primary base model extracting a pattern
with a small number of fragments inspired by [20], i.e., simplifying the spectrum
of fragment choices for runtime.

Variation Model. The variation model gathers all the individualities intro-
duced by each process model variant describing individualities and constraints.
Individualities are characterized by process fragments which in turn are related
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to one or more variation points (see Fig. 5). Thus, each variation point may have
a number of possible implementations with nested variation points. These rela-
tionships are subjected to changes, since new fragments may be added during
process instance execution. A variation model is formalized as follows:

Definition 2. (Variation Model) Variation Model VM is defined as a 4-
tuple <P, VP, F , O>, being P the variability sub-model made up of the set of
features, VP the set of variation points of a base model, F the set of possible
applicable fragments, and O the constraint sub-model made up of features and
fragment constraints.

Variability Sub-Model. The variability sub-model is characterized by two types of
variability representations: feature variability and product realization variability.
The former, just like in feature modeling, represents the features present in a
particular domain as (mandatory/optional feature, dependencies, XOR/OR, and
cardinality). The latter, in turn, defines relationships between variation points
described in a base model and possible applicable fragments.

Constraint Sub-Model. As well as in the variability sub-model, constraints may
be defined at two levels: dependencies among features and constraints among
fragments. While the former specifies interdependencies of the features of the
domain model, the latter represents the dependencies among different place-
holder activities implementations (i.e., fragments) of different variation points.
Concerning to feature constraints, those may be hard (i.e., they are to be nec-
essarily satisfied) or soft (i.e., only express a preference of some solution, and so
there is not an obligation to fulfill them). Thus, if a feature constraint is hard,
the corresponding fragment have to be selected. On the other hand, the selec-
tion of one fragment may be directly influenced by another fragment selection.
Two types of relations may be considered in this part: requires and excludes.
The requires relationship is a relation defined between two or more fragments
where the instantiation of one of them in a specific variation point forces the
instantiation of the related fragments in others variation points. In contrast, the
excludes relationship is defined as a relation between two or more fragments
where the instantiation of one of them in a specific variation point forces the no
instantiation of the related fragments in other variation points.
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ResolutionModel. The resolution model specifies which alternatives described
within the variation model are valid for placed placeholder activities in the base
model given a particular context (see Fig. 6). A resolution model is formalized
as follows:

Definition 3. (Resolution Model) Resolution Model RM is defined as a 3-
tuple <CV, V, RF >, being CV the set of context variables, V the set of context
values, and RF the set of relevant fragments.

This model consists of two main blocks: context information representing condi-
tions (CV and V) and relevant fragments representing conclusions.

Context Information. Context information details conditions that must be satis-
fied to select a desired fragment. Conditions are specified by determining which
context variables have to be evaluated and their values. Two types of context
variables are distinguished: static context variables and dynamic context vari-
ables. The big difference between them is that dynamic variables are only avail-
able when the selection of a placeholder activity occurs (i.e., just-in-time), while
static variables are known just before the process instantiation.

Relevant Fragments. Fragments are associated with the resolution of variation
points depending on the given context information. If a set of context variables
are fulfilled then the fragment indicated for the resolution of that variation point
will be invoked.

4.2 Runtime Engine

The Runtime Engine is the heart of LateVa. It is a process engine that runs pro-
cess models and invokes the Fragment Selector and the Fragment Recommender
in order to resolve variation points using an automated reasoning of features or
even a process mining mechanism depending on the received context data.

Context and Fragment Selection. The Process Engine monitors new pro-
cess instance requests. Based on this data, the resolution of variation points is
performed in two stages, as illustrated in Fig. 7.
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The first stage deals with static preferences to conclude which fragments are
still applicable after process instantiation (e.g., F3 is excluded for door due to
basic maintenance contract). LateVa uses an automated reasoning mechanism
for that purpose. It transforms variation model specification into a Constraint
Satisfaction Problem (CSP), inspired by [21], in which different solutions may
be found: (i) just one solution with no preferences, (ii) all solutions, (iii) an
optimal solution by means of an objective function defined in terms of one or
more context variables. As a result, if all variation points are not resolved, the
Fragment Selector creates a partially resolved resolution model in the Model
Repository and the Process Engine starts with process instance execution.

In the second stage, the Fragment Selector also employs a CSP to conclude
which fragments are satisfied by dynamic data. Compared to the previous phase,
selection starts just before placeholder activity execution. At this precise point in
time, a comprehensive analysis of hard/soft constraints and constraints among
fragments is accomplished to deduce a convenient fragment.

If a solution is sought (e.g., derived from a set of constraints. A CSP con-
tains a set of constraints (hard and soft) which model the domain of variables
and restrictions that have to be fulfilled), the resolution model is completed by
setting up a link to a fragment implementation (e.g., F2 is selected for pulley
due to “fdc1010 in 300..400” constraint). In case of more than one solutions are
applicable, the fragment selection is delegated to the Fragment Recommender
looking at Experience Logs Repository for suggestions of all similar conditions.

Selection Aided by a Fragment Recommender System. The Fragment
Recommender System uses process mining based on historic information in Expe-
rience Logs Repository to provide operational decision support. Process mining
may be used to check conformance, predict the future, and recommend appro-
priate actions [22]. In this particular case, LateVa focuses on process instances
(cases) that have not yet completed and uses process mining to recommend
possible applicable fragments on the basis of actual context information.

Fragment logs are stored in the repository for each variation point resolu-
tion. Nevertheless, if variation points can be solved by more than one variant
(extracted by the Fragment Selector), the Fragment Recommender makes use of
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Fig. 7. Runtime Two-staged Fragment Selection for ElB

historic functional and non-functional data in order to suggest a fragment given
a desired behavior (e.g., F1 is recommended for door predictive maintenance
based on current context data). Users are empowered to configure the Fragment
Recommender by adjusting source, status, and dimension properties. The reply
from the recommender is forwarded to the Process Engine which continues with
process instance execution. Thus, LateVa provides a system capable of solving
automatically variation points depending on context information.

4.3 Process Explorer

LateVa Process Explorer provides access to the Runtime Engine for process ad-
ministrators. It includes three key functionalities:

1. Variability Management: This module offers the possibility to manage and
change pre-defined variation sub-models. Variability and constraint models
are altered in order to customize system behavior by changing constraints
and adding new fragments to the variation model. This is one of the main
advantages of applying Late Selection pattern, i.e., the system may adapt
its functionality by adding/changing fragments.

2. Instance Inspection: Basically, process administrators should be able to in-
spect and filter details of running process instances by accessing this module.

3. Statistical Historic Data Inspection: This module allows for managing his-
toric data and customizing recommender properties. It is important to su-
pervise historical data to ensure proper system operation.

5 Related Work

The use of Software Product Lines (SPLs) for BPM has been successfully ap-
plied during the last decade [23]. Regarding process variability, there exists a
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number of approaches mainly focused on design-time variability management
[24]. VxBPEL [25] enables to capture variation points, variants, and realization
relations between variation points within a Business Process Execution Language
(BPEL) process extending ActiveBPEL for variability support in service-centric
systems. The Provop approach [26] was motivated by the fact that “process vari-
ant can be created by adjusting a given process model to a given context”. It
gathers process context by means of process variables and also manages sepa-
rately process fragments from the base model.

Similarly, the BVR approach has been transferred to the BPM field for man-
aging variability of process model variants [27], using BPMN. In this particu-
lar case, once process variant instances are running, authors employ MoRE-BP
engine to adapt and evolve running instances to a new base model definition
depending on context data. Baresi et al. [28] present an analogous approach
based on CVL and BPEL for managing process reconfiguration at runtime. This
approach uses DyBPEL which enables the adaptation of BPEL processes. These
proposals has been focused on providing a variability management solution to
handle BP variants at design-time, however, we make use of the BVR approach
to bind variation points at runtime.

Previous research efforts have applied different engineering techniques to deal
with BP runtime variability though employing Late Selection pattern. In general,
they can be classified into two categories. The first category consist of work that
aims only at the BP layer. The work that is closer to our proposal is the one pre-
sented in [4]. Here, the authors presents the Worklets approach which enables a
dynamic runtime selection of self-contained sub-processes aligned to each activ-
ity depending on the context of the particular instance. Hence, when activities be-
come enabled the selection of the appropriate fragment is achieved through the use
of Ripple Down Rules (RDR), which include a hierarchically organized selection
rules. However, in this work, the selection of sub-processes does not take historical
data into account and even the selection is realized interactively by end-users.

Work in the second category focuses on static process-based Web service com-
position within the service layer [12,13,14]. For instance, the Discorso frame-
work [14] offers a comprehensive service-based solution for specifying and man-
aging flexible and responsive business processes. At runtime, the framework
oversees the enactment of the different activities’ execution and responds to
failures or Quality of Service (QoS) violations enabling the QoS-based service
selection. As well as Discorso, Canfora et al. [12] propose a QoS-aware bind-
ing approach, based on Genetic Algorithms, which supports runtime rebinding
whenever QoS estimations deviate. Similarly, concerning QoS properties, pro-
cess instance self-management capabilities are introduced by aspect-orientation
in [13], using AO4BPEL. In those approaches, decision making method leverages
static pre-defined rules or goals, leaving experience-based selection aside.

Automated reasoning of feature models have been proposed by [21], but Lat-
eVa employs a CSP for selecting the suitable fragment at runtime given a par-
ticular context. Process mining based on historic information hidden in logs is
used in various cases. Aalst et al. [22] provide the ProM tool for time-based
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operational support to predict the remaining processing time and recommend
activities that minimize flow times. In [29], context-sensitive process recommen-
dations based on the analysis of user behavior, crowd processes, and continuous
application of process detection are provided. In this paper, process mining is
used to recommend possible applicable fragments.

6 Conclusions and Future Work

Managing process variability could bring benefit to both multiple stakeholders
working in dynamic business environments and process designers who are dealing
with large collections of process variants. From our analysis of process flexibility,
dynamic business environments and industrial case study, we have introduced
the foundations of the LateVa approach to provide an end-to-end solution for
BP runtime variability management. LateVa improves BP runtime variability
management by employing CSP and process mining for selecting automatically
relevant fragments from a set of available ones. Moreover, our novel approach
has practical implication for BP runtime variability management and develop-
ment by means of: (i) separation of concerns in BP variability management, (ii)
automatically selecting process fragments using CSP and context data, and (iii)
making decisions by relying on past experiences made in similar context.

In our future work, we will concentrate on developing a tool to provide an
end-to-end solution for BP runtime variability management. Furthermore, we are
working on the LateVa modeler by integrating the Common Variability Language
(CVL)1 with Activiti BPMN2 Engine2, and we are also involved in the runtime
engine to support dynamic process variability execution and optimization.
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Abstract. Data-intensive software systems work in different contexts
for different users with the aim of supporting heterogeneous tasks in
heterogeneous environments. Most of the operations carried out by data-
intensive systems are interactions with data. Managing these complex
systems means focusing the attention to the huge amount of data that
have to be managed despite limited capacity devices where data are ac-
cessed. This rises the need of introducing adaptivity in accessing data as
the key element for data-intensive systems to become reality. Currently,
these systems are not supported during their lifecycle by a complete pro-
cess starting from design to implementation and execution while taking
into account the variability of accessing data. In this paper, we intro-
duce the notion of data-intensive self-adaptive (DISA) systems as data-
intensive systems able to perform context-dependent data accesses. We
define a classification framework for adaptation and we identify the key
challenges for managing the complete lifecycle of DISA systems. For each
problem we envisage a possible solution and we present the technological
support for an integrated implementation.

Keywords: data-intensive systems lifecycle, context-aware database,
self-adaptive systems.

1 Introduction

Data-intensive systemsmanage complex and huge amount of data that are suited
for different types of users each performing tasks of different nature and possibly
in different contexts. Most of the effort for designing, maintaining and evolving
these systems depends on their complex interactions with big data sources. Tak-
ing this perspective, a relevant problem that need to be tackled in a systematic
manner is how to ease the management of their variability in accessing data. This
problem has started to be tacked in the literature of context-aware databases [1]
by means of methodologies, techniques and tools for creating sub-portions of a
global database based on different factors, i.e., current context, user tasks and
user preferences [22,7]. These techniques support variations of data that are not
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performed in a systematic process where context-dependent variations of appli-
cation behavior are propagated to data thus making it difficult to consistently
change data.

In order to generate the data of interest at a certain context we should rea-
son on the requirements that should be achieved in that specific context [38].
Through a systematic approach it should be possible to create context-dependent
versions of data-related artifacts that will remain un-changed for the whole
system lifetime. This first level of data-adaptivity (design-time), represents a
possible solution which is suited for all the situations where there is no need of
reconfiguring data and programs at run-time. Nevertheless, this solution becomes
un-appropriate in ubiquitous environments that are characterized by every-
changing contexts leading to a two-fold problem. First, the set of contexts can be
too large in terms of tasks that will be completed, different types of users access-
ing the same system and different situations in which the system will have to op-
erate. Second, limited capacity devices may not be able to manage the needed big
data source. Thus a second level of adaptivity (run-time) is needed for achieving
reconfigurations of data-related artifacts in a systematic and continuous manner.
In the literature of self-adaptive systems [34,5,17] different techniques support
context-dependent behavioral adaptations both at design time and at run-time
while not much attention has been devoted to data-manipulation adaptations.
Data-intensive systems can benefit from these techniques to achieve design-time
and run-time adaptations of data-manipulation programs while they can bene-
fit from context-aware database approaches for propagating these variations to
data-related artifacts.

Variability of accessing data poses the interest towards a new class of data-
intensive self-adaptive (DISA) systems as systems able to ease the complexity
of accessing data by means of creating context-dependent data-related artifacts
at design time and by means of enabling their run-time reconfigurations. In this
paper, we envisage a lifecycle process for DISA systems and we propose a re-
search agenda organized according to the three main challenges that need to be
addressed in order for these systems to become a reality; we consider a design
process for DISA systems, migration of existing systems towards DISA systems
and monitoring/optimizing run-time reconfigurations of DISA systems. In [24]
we have defined a theoretical framework for supporting the design and configu-
ration of new DISA systems. In this paper, we extend our previous results in a
wider scope and we analyze the key challenges for DISA systems along with our
methodological solutions for each of those. Beyond the creation of new systems,
it is also important to consider legacy data-intensive systems. These systems
need to be analyzed in order to evaluate their variability in accessing data. To
understand this variability, it is necessary to extract their data-manipulation
behavior by analyzing the system execution. Thus we consider the problem of
process understanding in order to evaluate the convenience of migrating towards
DISA systems. Finally, a migrated or a new DISA system have to be provided
with a decision-making process to support its optimized run-time reconfiguration
of programs and data-related artifacts.
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We consider an e-health scenario where physicians, i.e, doctors, secretaries,
nurses, radiologists and patients are involved in a set of care processes. Each
physician is interested in a different excerpt of data. Secretaries are interested
in administrative data, doctors are interested in case histories (with medical im-
ages) of patients, diagnosis and therapies, nurses and patients are interested in
the application of the therapy while radiologists are strictly interested in case
histories and basic patient information with the aim of capturing medical im-
ages. Further, there exist other factors that affect the portion of data of interest,
namely the task the physician is performing, the device, the location or room
where the system will run and the department to which the patient belongs. For
instance, doctors access to high quality medical images only through desktop
devices. They access to different set of information based on the activity they
perform, i.e., check-up, visits, surgery operations and department administra-
tor. Finally, if the doctor performs a visit from outside the hospital or in case of
emergency, he should only visualize a textual representation of the case history.
This scenario shows the context-dependent interest of users towards heteroge-
neous data. The application can be provided with the required data once for all
the system lifetime or it may be necessary to reconfigure at run-time the data
due to context variations.

In the remainder of this paper, Section 2 gives a detailed descriptions of DISA
artifacts and a possible classification of data adaptations. Section 3 analyzes the
three main challenges for supporting the lifecycle of DISA systems along with
an integrated set of techniques to be adopted for implementing the process. For
each problem we present contributions in the literature and our methodological
approach. Finally, Section 4 discusses related work before conclusions and future
directions are given in Section 5.

2 Framework Basics

In this paper we adopt a feature engineering perspective [19,37,11] in order to
represent the basic unit of behavior of DISA systems as features. In these systems
most of the functionalities operates on data, thus we consider their corresponding
features for our analysis. Section 2.1 discusses artifacts of a DISA system while
Section 2.2 classifies adaptations to data-related artifacts.

2.1 DISA Artifacts

Fig. 1 envisages the relationships between the artifacts of DISA systems, namely
context, features and data. Context is characterized by means of a set of dimen-
sions determining the current user situations, namely, user role, user task, device
characteristics, location etc... Context states determines the set of features, i.e.,
configurations, that have to included into the application. Configurations defined
according to a feature model [37] require a subset of data belonging to a big data
source suited for all possible contexts. We consider different levels of abstraction
of data: the conceptual schema is a Platform Independent Model (PIM) typically
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represented through an ER diagram containing entity types and relationships
among entity types; the logical schema is a Platform Specific Model (PSM) con-
taining tables and foreign keys which are the basis for defining database queries;
finally database instances are data to be loaded into the device.

Fig. 1. DISA artifacts

In our perspective a feature links together variability of the application (in
terms of its requirements) to the variability of data (in terms of data excerpts) as
inspired by approaches where variability of requirements is linked to variability
of a formal specification [8] or to the variability of source code [16]. Following the
taxonomy proposed in [14] we distinguish among functional, performance and
specific quality requirements which pertain to functional, performance and spe-
cific quality concerns of the application. Orthogonally to these requirements, con-
straints limit the solution space of functional, performance and specific quality
requirements. Based on this taxomony we define a feature as triple f = (R,P, V )
where R is a functional, non-functional or a specific quality requirement (context
independent), P is the presence condition, i.e. a contextual constraint require-
ment which expresses the applicability of the feature; V is the excerpt of data of
interest for the feature defined in terms of entity types of the conceptual schema.

2.2 Data Adaptations Dimensions

In this section we present a classification of data adaptations based on which
we characterize the adaptations we enable in our framework (Section 3.1). We
define database adaptations according to the three following dimensions:

– Structural dimension, concerning modifications to database structures and
data instances;

– Semantic dimension, i.e., evolution of the semantic of data;
– Consistency dimension, addressing the impact of adaptation to the correct-

ness of data-related artifacts.

Structural dimension is concerned with the adaptation of the database struc-
tures. This regroups modifications applied to the conceptual, logical, physical
schemas and data instances. we can classify database evolutions as:
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– Conceptual modifications typically translate changes in the functional re-
quirements of the information system into conceptual schema changes.

– Logical modifications do not modify the requirements but adapt their
platform-dependent implementation in the logical schema.

– Physical modifications aim at adapting the physical schema to new or evolv-
ing technical requirements, like data access performance.

– Data modifications aim at translating variations of the schema to the
database instance.

Semantic dimension captures the impact of a given database adaptation
scenario on the informational content of the target database. In other words,
it aims at indicating whether the adaptation involves: Semantics-augmenting,
Semantics-decreasing or Semantics-preserving schema modifications.

Semantics-augmenting Semantics-decreasing

Semantics-preserving

Fig. 2. Categories of schema modifications

Consistency Dimension. Whenever a variation to a data-related artifacts is
performed we have to check the consistency of this variation considering two
different problems:

– intra-artifact consistency: an adaptation may cause an existing consistency
constraint to be violated within an artifact.

– inter-artifact consistency: a broken consistency link must then be reestab-
lished by means of a change propagation adaptation. For instance, schema
modifications at a given level of abstraction necessitate the adaptation of the
schemas belonging to the other abstraction levels, and the data instances.

3 Variability for DISA Systems

DISA systems have to be created either from zero or from legacy systems tak-
ing into account their variability in accessing data. In case of a new system
it is necessary to consider which are the factors that tune the interest of the
users towards different portions of data and how to propagate variations of this
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factors to variations of data. DISA systems should support design-time and run-
time variability of data. The space of variability is determined at design time
while during execution a certain configuration of data is created based on the
current context. Only if context changes during the system lifetime we have to
provide run-time variability in order to align data variations to context varia-
tions. These variations of data that are foreseen at design time are not enough
if the system works in an un-predictable environment. Indeed there exist other
variations to data that cannot be foreseen before they are needed. Indeed, in
ubiquitous environments due to unforeseen situations it is not always possible
to exactly determine the space of variability of a system before its execution.
To this end, we envisage the adoption of a design process phase which is able
to support design-time variability, run-time variability and unforeseen run-time
variability of accessing data.

In case of the migration of a legacy system to a DISA system, we have to
extract its data-manipulation behavior with the aim of understanding its vari-
ability in accessing data. This consists of a process understanding phase with
the aim of evaluating if it is convenient or not to carry out the migration and
determining the features of the system as the basis for its variability.

Finally, a DISA system has to perform run-time reconfigurations which are
subject to performance degradations and scalability problems that need to be
accurately tackled in order for a DISA system to be usable. In the remainder of
this section we explain each key problem for a DISA system along with our envis-
aged solution: (i)data-variability aware design process, (ii)data-variability aware
process understanding, (iii) data-variability aware performance optimization.

3.1 Data-Variability Aware Design Process

Context-dependent data accesses should be supported in a systematic manner
during the design phase of a DISA system. To this end, it is necessary to align
the variability of requirements to the variability of databases by defining trace-
ability links between software functionalities and databases excerpts. Variability
of data has been considered in the literature of context-aware databases where
many approaches identify the portions of data of interest based on a certain
context model describing the current situation. Methodologies, techniques and
tools have been defined following either a pruning [42,43,38,36,11] or a merging
[2,3,22,7,35,29] technique for creating a subset of a database. Altought it has
been argued that it is important to link the variability of the application to vari-
ability of data [38], there is no approach that provides the data of interest based
on changing application requirements. The literature of self-adaptive systems
[34,5,17] provides the theoretical and methodological support for managing the
variability of system requirements as a consequence of context variations. On
the one hand, the literature of self-adaptive systems provides no support for
propagating variations of requirements to data, while on the other hand vari-
ability of application requirements has not been considered in the literature of
context-aware databases. To this end, taking inspiration by processes provided
for self-adaptive systems [4,17], we advice the adoption of a process for designing
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a DISA system, having as objective the variability of accessing data. We envis-
age the adoption of a framework that supports feature-based data tailoring by
means of a filtering design process and a run-time filtering process.

The design process (Fig. 3) supports the variability of accessing data by es-
tablishing the applicability for all the possible feature configurations. It starts
by defining the whole set of requirements along with the corresponding global
database for all possible contexts. Consequently designers organize the elicited
requirements following a feature engineering perspective, through features and
a feature model which entails the admissible configurations of features. At this
point designers define a mapping between identified features and portions of
the global schema, and they identify the contextual dimensions that affect the
interest towards different portion of data. Finally designers define a presence
condition for each feature to evaluate if data required by a feature should be in-
cluded or not in the subset of the database. Finally, the decision-making support
phase defines the applicability of each admissible configurations at each possible
context state based on the presence condition of its entailed features.

Fig. 3. Feature-based filtering design process

The run-time filtering process (Fig. 4(b)) provides the right data according
to the features that have to be provided at the current context. Upon context
variation an automatic derivation phase retrieves the most suitable (see Section
3.3) set of features to apply. According to these feature the process determines
the set of entity types of the conceptual schema that should be included in the
target view. The data model validation phase consists in modifying the concep-
tual schema in order to make it consistent with the large schema. Once this view
has been created the data model deployment phase determines the corresponding
logical schema and data instances. In Fig. 4(a) we have emphasized the stack
for the reconfiguration of data. The target configuration of features is the input
for determining the subset of the conceptual schema, which in turn is the input
for determining the subset of the logical schema, which in turn determines the
actual data. API’s provided at each level support the propagation of variation
from high-level conceptual schema till to data instances.

Designers should create DISA applications along with their context-dependent
variability (Fig. 3) before putting the system in execution. At run-time based on
the current context and user role, an automatic procedure should provide the
subset of data of interest to the application. If context and user role remain the
same for all the system lifetime we have only design-time variability of accessing
data. On the contrary, if either user role or context change during the system
lifetime, we need run-time variability of accessing data. In this case an automatic
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(a) (b)

Fig. 4. Feature-based (a) reconfiguration stack and (b) run-time filtering process

procedure should enable the continuous run-time variations of data according to
continuous context and user role variations (Fig. 4(b)).

This clearly distinction from design-time and run-time activities does not
hold in ubiquitous environments which are mainly characterized by variations of
requirements due to un-predictable contexts. In this case, the variability space
determined at design time may have to be re-computed at run-time taking into
account the variations to the requirement set to satisfy. The process we have
envisaged in [24] is only able to support variations that are foreseen at design
time. To this end, we enhance the process by enabling the unforeseen run-time
variability of accessing data by means of re-iterating the steps of the process at
run-time in order to satisfy a new set of requirements (Fig. 3). We consider only
addition of requirements while we do not take into account deletion since the
first poses the more difficult problems.

Feature Evolution Scenarios. New requirements encapsulated into new fea-
tures should be included into the data-intensive systems at run-time. We classify
two co-evolution scenarios representing the addition of a new feature:

– Co-evolution between requirements and context: requirements of the appli-
cation have to be provided based on the current context. On the one hand,
whenever a new requirement has to be implemented into the system it may
be necessary to modify the context. For instance, if the hospital buys a new
machine for the radiologist department it may be necessary to add a new
requirement to acquire a new kind of medical images. This implies the ad-
dition of a new applicability condition over the context to define when this
requirement should be provided. Thus the context model has to be aug-
mented with the new room where this new kind of images will be collected.
On the other hand, whenever the dimensions of context are augmented, it
may be necessary to modify the set of requirements. For instance if the set
of user roles is augmented with the psychologist (context variation), we may
have to consider a new requirement to support his activity.

– Co-evolution between requirements and data: requirements may require data
in order to be fulfilled, thus they may co-evolve each other. Following the
same example above, the new requirement to add for collecting new medical
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images requires new data portions where the images will be recorded. Thus
data schemas and data instances have to be modified in order to include
this new type of information. On the contrary, whenever data are evolved
(e.g., augmented), new requirements may be required for accessing these
data. Let us suppose to add to data the portion corresponding to the long
hospital treatments. As a consequence we will have to add a new requirement
to allow visualization of this new kind of treatments through the graphical
unit interface (GUI).

Data Adaptations in Our Framework. In our framework we envisage
the adoption of conceptual, logical and data instances modifications that are
semantics-decreasing and semantics-increasing. In particular, in case of design-
time variability we envisage the application of semantics-decreasing adaptations
in order to produce a subset of information from the global source schema
that are suited for a certain context. In case of run-time variability we envis-
age the adoption of semantics-preserving and semantics-increasing adaptations
since switching from a context to another it is necessary to discard some infor-
mation that are not anymore required while it is necessary to add other infor-
mation. Both for design-time and run-time variability we envisage the adoption
of conceptual modifications in order to align the platform-independent schema
to the current set of requirements that have to be provided in a certain context.
Consequently, we consider logical modifications in order to align the concep-
tual modification to the platform-dependent schema and finally data instances
modifications for configuring the required database instance.

Data-related artifacts provided for a certain context are subsets of wider arti-
facts which include data necessary for all possible contexts. Whenever a variation
to a data-related artifact is performed we have to check the correctness of this
variation considering two different problems. First, we have to check if such
variation is consistent with the rules defined for the definition of that specific
model (intra-artifact consistency). Second, we have to check if the variation to
the data-related artifact is consistent with its global source model (inter-artifact
consistency). We achieve the first by performing variations that are correct by
construction while we achieve the second by applying an adjustments phase to
changed models [11]. Once a consistent model is obtained we apply bi-directional
transformations [12,39] in order to propagate variations from user-centric data
models (i.e., the conceptual schema) till to data instances.

3.2 Data-Variability Aware Process Understanding

Extracting the data-manipulation behavior of the application is a complex task
which supports designers in understanding a running data-intensive system.
These systems carry out frequent interactions with a data source with the
aim of fulfilling their requirements. Capturing these interactions is a promising
approach for understanding the application behavior and for supporting three
different types of activities: discovering the application behavior, checking the
compliance of the application behavior w.r.t. contracts models, enhancing the
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application behavior. The discovering phase is required for legacy data-intensive
systems for which documentation of processes is not available. Let us consider
the e-health application implemented and working in hospital without documen-
tation; for these application it is interesting to produce the behavioral models
that are daily performed by physicians in order to document their actual ac-
tivities. Checking the compliance of the application behavior is useful for both
legacy and non-legacy data-intensive systems; let us consider an hospital man-
ager which desires to monitor some parameters of the activities performed by
third-party companies working at the hospital; managers agree on a written pro-
cess and they would monitor that this process is correctly performed in reality.
Enhancing the application behavior is another important activity for legacy and
non-legacy data-intensive systems that allows the variation of the process by
adding new instances of it, e.g., in a hospital the manager may want to add a
new instance for the patient registration process where user is asked off-site to
give a judgment of his experience at the hospital.

The activities we have described are at the core of process mining techniques
whose aim is to discover, to check and to enhance real processes starting from
event logs of information systems [41,40]. Input events logs entail different in-
stances of the same process as they can be recorded during system execution
based on different types of information. Many approach presented in the liter-
ature [20,31,21,33,26] show the usefulness of process mining techniques for dis-
covering, checking and enhancing processes in real working environments. The
approach presented in [26] applies a process mining technique to logs of web ser-
vice interactions, while approaches presented in [20,31,21] show the usefulness of
process mining techniques in healthcare scenarios. Finally, the approach in [33]
shows how to adopt a process mining technique to extract processes of wafer
scanners to support testing held by a manufacturer. None of these approaches is
designed for data-intensive systems. In order to adopt process mining techniques
to data-intensive systems we have to determine higher-level data-manipulation
functions starting from the interactions of the systems with its data sources.
Approaches presented in the literature like [9,10] support the extraction of se-
mantic information starting from sequences of queries and relationships among
those. Semantic information collected by following these approaches should be
the basis for determining the events of a data-intensive application in terms of
high-level data-manipulation functions. Upon the identification of these data-
oriented events, we envisage the adoption of classical process mining techniques
in order to produce data-oriented processes of the system.

Process mining for DISA systems can support the analysis of processes related
to a single user or to a single group of users or it can support the analysis of
multi-user of multi-group of users performing the same process. For example in
the e-health scenario we may want to analysis the process of check-up visits for
all the doctors and check the variability of accessing data for such a process. In
addition we may want to analyze a process containing all the activities in which
a single doctor is involved, i.e., check-up visits, surgery operations, department
administrator activities, etc...
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3.3 Data-Variability Aware Performance Optimization

DISA applications need to be reconfigured at run-time as a consequence of
context-variations. Reconfigurations of data involve a set of conflicting require-
ments that should be carefully taken into account by the framework module
implementing the variation of data. Among these requirements we have stability
of data [18,27], i.e., a measure defined as the ratio between variations of data
(output) and variation of context (input), user benefit, i.e., a metric expressing
the satisfaction of the user, and reconfiguration cost which is a metric defined
over the operations that have to be completed for reconfiguring data. Let us
consider the e-heath case study where the doctor changes his task from check-up
activity to an emergency activity. This requires a reconfiguration of the database
supporting the doctor mobile application in the emergency activity with a re-
stricted set of data. This reconfiguration should be performed by considering the
requirements above and in particular given more weight to the reconfiguration
cost requirement since in an emergency situation it is better to have a low re-
configuration cost (e.g., very quickly) and low user benefit (e.g., limited patient
information) instead of having high reconfiguration cost (e.g., wait too long) and
high user benefit (e.g., rich set of patient information).

In Software Engineering conflicting criteria are combined together with differ-
ent weights in a unique utility function that is optimized [44,32,28]. Approaches
presented in the literature of self-adaptive systems show that these optimiza-
tion approaches can benefit from predictive models of context. Indeed, looking
at future context variations affecting the reconfiguration choices, it is possible
to achieve better performance of the reconfiguration process. As presented in
[25] the authors exploit a probabilistic user preference model for achieving re-
configuration of self-adaptive systems with better performance while in [6] the
authors propose an approach for achieving better reconfiguration performance
based on a predictive model concerning the availability of contextual resources.
Following the idea of these approaches, our aim is to optimize the performance
of the reconfiguration process for DISA systems by adopting a predictive pro-
cess model containing information about current and future data accesses. As
shown in Section 3.2, it is possible to extract processes of data accesses starting
from historical information as the basis for getting a predictive model. Based
on this model, we envisage the adoption of a multi-objective optimization tech-
nique with the aim of promoting better performance for the reconfiguration of
data. This technique should support the decision-making process by enabling
the evaluation of the most suitable configuration of data that should be adopted
for design-time and run-time adaptations.

Let us consider the e-health case study where the doctor is changing his ac-
tivity from visits management to department administrator and let us suppose
that he remains department administrator for a short period of time before
coming back to his visits. As soon as he becomes administrator, his application
has to be reconfigured in order to include the data required for performing the
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new activity. Nevertheless it is not convenient to discard all the data required
for performing the visits since the doctor will soon return to visit patients. To
this end, as much as possible data regarding visits should be maintained into
the device taking into account the future context variations.

3.4 Techniques for Implementation

The lifecycle process we envisage for DISA systems can benefit from current
practice technologies available in the literature. We present features by defining
their requirements (e.g. as Linear Time Temporal Logic expressions), context
requirements as predicates and data excerpts as sets of entity types of the con-
ceptual schema. We formalize a SAT problem (e.g., JaCoP tool1) for evaluating
the context states in which each configuration of features is admissible according
to its context predicate. Since more than one configuration may be admissible
at a certain context state, we envisage the adoption of multi-objective optimiza-
tion techniques for selecting the best possible configuration of data. Once such
a configuration is identified, we envisage the application of a filtering technique
for creating the subset of the global conceptual schema suited for the best con-
figuration at the current context [23]. We consider schema transformation tech-
niques for making the subset of the conceptual schema consistent with the global
schema. Then, through bi-directional techniques we propagate conceptual mod-
ifications to the logical schema and finally to data instances. We plan to model
data-related artifacts with DB-MAIN tool2 while we plan to adopt MySQL3

DBMS for data instances. As far as the migration problem is concerned, we plan
to adopt query parsers (e.g., JSqlParser4) for extracting semantic information of
data-related events to be applied to a Formal Concept Analysis technique [13],
(e.g., colibri-java5) with the aim of clustering queries which implement the same
high-level data-manipulation function [15]. Once high-level data accesses have
been identified, we plan to adopt the de-facto standard for process mining, i.e.,
ProM tool6 to extract data-oriented processes of legacy data-intensive systems.

4 Related Work

To the best of our knowledge, a lifecycle process that supports creation, mi-
gration and optimization of DISA systems has not been yet proposed in the
literature. This process should support design-time and run-time adaptivity of
accessing data. Most of approaches presented in the literature consider only spe-
cific problems within the process and they provide only design-time variability;
they follow either a pruning (top-down) or a merging (bottom-up) perspective

1 http://jacop.osolpro.com
2 http://www.db-main.be
3 http://www.mysql.com
4 http://jsqlparser.sourceforge.net
5 http://code.google.com/p/colibri-java
6 http://www.promtools.org
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for creating the data of interest (subset) from a global data model. In [2], the
authors propose a merging approach for tailoring the logical schema to the cur-
rent context instance which is modeled separately from the schema. In [7], the
authors work on a logical schema for producing the excerpt of data that fits the
current context-dependent user preferences. In [42], the authors propose a filter-
ing approach for creating a consistent excerpt of the conceptual schema starting
from a required subset of it. In [38], the authors propose a feature-oriented ap-
proach for tailoring the data of interest from a conceptual schema. They model
the variability of accessing data in terms of features but they do not link this
variability to context variations. In [3], the authors present a design technique
for creating very small databases from a big data source by considering con-
ceptual and logical schema. Context variations are not taken into account, thus
their approach does not support context-dependent run-time variations of data.
As far as run-time variability is concerned, the approach presented in [30] shows
how to achieve un-predictable variations of the context and how to propagate
this variations to the relational database.

Altought adaptivity of data can be achieved by considering artifacts at differ-
ent abstraction levels, it is not still clear which is the process to follow in order
to create, to migrate and to optimize DISA systems that support design-time
and run-time adaptivity of accessing data. A link between application variability
and data variability has not been yet implemented in the literature making it
difficult to propagate variations of context to variations of required data. Most
of approaches support design-time variations of data while there is almost no
support for foreseen and unforeseen run-time variations; the latter are becoming
more and more important given that it is not always possible to provide the
complete space of reconfiguration choices at design time.

5 Conclusions

We discussed the critical problems of data-intensive systems and the need of
introducing adaptivity to ease the management of big amount of data for which
a context-dependent approach makes sense, i.e., different users accessing the
same system, heterogeneous environments where the application runs and het-
erogeneous processes to be completed over data. We presented a unique lifecycle
process for DISA systems and we showed how to solve the three critical problems
for the management of data variability. We proposed a methodological solution
and a possible integrated implementation which exploits techniques presented in
the literature. As for future work we will implement our integrated solution for
the lifecycle of DISA systems and we will experiment it at a large scale with a real
e-health system, e.g., OSCAR database7 which contains a huge amount of data
of interest for differents stakeholders performing heterogeneous care processes in
different contexts.

7 http://www.new.oscarmanual.org
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Abstract. Typical SOA-based solution design involves development of
multiple inter-connected models using model-driven development (MDD)
techniques. Hence these models are first created in platform neutral form
and subsequently transformed through decreasing levels of abstraction
before getting into executable form. Therefore creating and reusing vari-
ations of these models, for the purpose of enhancing reuse is a difficult
challenge. In our earlier work, we had proposed techniques for developing
variability models and deriving valid variants of services in a SOA-based
solution. But our earlier work lacked a formal semantics for modeling
and generalizing variations at different levels of abstraction. In this pa-
per, we present the formal semantics via our Variability Algebra. Via
this algebra, we show how variation oriented design of SOA-based solu-
tions can be made a formalized, repeatable and verifiable exercise that
helps maximize reuse. We also demonstrate theoretical results that can
help optimize the generation and integration of service variants into an
SOA-based solution. Throughout this paper, we illustrate our ideas on a
running example.

Keywords: Variability, Reuse, SOA, Service Modeling.

1 Introduction

Service Oriented Architecture (SOA)-based solution development [14] involves
design and development of business architecture models (such as process models
or business component models), solution architecture models (such as service
models or data models) and implementation specification models (such as ser-
vice component architecture (SCA)1 specification models). Model Driven De-
velopment (MDD) techniques, primarily considered for developing SOA-based
solutions, enable business analysts and solution architects to better integrate
these independently developed models [15]. One of the main objectives of devel-
oping SOA-based solutions is to maximize reuse of existing services [4]. It is well

1 http://www.ibm.com/developerworks/library/specification/ws-sca/

X. Franch and P. Soffer (Eds.): CAiSE 2013 Workshops, LNBIP 148, pp. 402–416, 2013.
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known that re-usability of any element such as a service or a business process
is directly dependent on the extent of its variability, i.e., the extent to which it
can be modified. This greatly influences in considering or rejecting an asset such
as a SOA-based application in terms of its reduced customization cost against
its initial acquisition cost [25]. There has been extensive work on variability
management (e.g., [13,6]), where the overall reuse context is typically focused
from the initial development perspective. In our earlier work [20] we proposed
a methodology called ”variation oriented engineering” for generating controlled
variations of individual services and business processes from consumption per-
spectives. In [21] we addressed the derivation and selection of service variants to
support the required changes in a business process specification model. In [19]
we formalized the notion of variability model in a SOA-based solution. But this
paper is motivated by several challenges that still exist in reusing SOA-based
applications. First, the overall reuse context is currently dominated from the ini-
tial development perspective. This upfront and one time variability management
may be acceptable in product line architectures, but not for SOA-based solu-
tions, where subsequent reuse considerations could widely differ with changing
business dimensions. In other words, mechanisms for formally determining all
possible variations in a SOA-based solution, are lacking. Second, there is a lack
of formal mechanisms to represent and help differentiate variants derived out
of different reuse contexts from a SOA-based application over a period of time.
This leads to development of redundant variations, that are already available
from earlier reuse considerations on the application. Third, models belonging to
different layers of the SOA stack (such as process and service models), are only
interlinked with dependency relationships, but not formally integrated due to
the limitations of current SOA modeling tools. This causes independently gener-
ated variations of these models to be inconsistent with each other and unusable
together, thereby hindering effective reuse.

1.1 Key Contributions

To address the aforementioned challenges, in this paper we propose the Vari-
ability Algebra for SOA-based solutions. The variability algebra provides a for-
mal framework that construct and leverage the lattice structures [9] for service
variability modeling. The operators defined as part of the variability algebra,
enable integrated variability modeling for services and processes in a SOA-based
application. They also help generate complete solution variants based on consis-
tent variation mechanisms. This extends the proposed techniques in [20], where
we focused primarily on independent service and process variations. With the
variability algebra, for each service or a process in a SOA service model, a lat-
tice comprising a set of all its variants is constructed. Then for each service
taking part in a process design, a notion of minimal dependency relation is
evaluated. This leads to the mapping of the variants in the service lattice to
the corresponding variants in the process lattice. Thus the operators enable a
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comparative validation of variants of different services taking part in a solution
context for identifying any potential re-usability conflicts. Now, such an analy-
sis for example, could ensure that all considered services contain non-conflicting
variations, before engineering them into the derivation of respective process vari-
ants. In [21], we presented an algorithm to generate service variants from busi-
ness process specifications without such a formal verification. The operators also
enable analysis of existing variants, as well as modification thereof in response
to changing requirements. This enables continuous validation of variation mod-
els [19] (in terms of applicable variation points, variations and allowed variants)
as their associated constructs such as services or business processes evolve. Hence
our proposed variability algebra intends to make variation-oriented design a for-
malized, repeatable and verifiable exercise that helps maximize reuse. From an
ease of use and implementation perspective, the variability operators can be
implemented and seamlessly integrated as plugins into MDD tools.

This paper is organized as follows. Section 2 introduces our running example,
which we will be using throughout the rest of our paper for illustration. The
basic notations and definitions of the constructs of our variability algebra are
explained in Section 3. Related work is discussed in Section 4. Finally, the paper
ends in Section 5 with suggestions for future work.

2 Running Example

Our running example comprises an insurance claims business process Pr1 as il-
lustrated in Fig. 1. The inputs to this process are the details of the customer
requesting the claim, and the details of the claim. The outputs of this process are
the acceptance/rejection of the claim, along with the claim amount to be paid to
the customer (which will be zero in case of rejection). Pr1 consists of four major
sub-processes - (i) Record Claim (also referred to interchangeably henceforth
as RC ), (ii) Verify Claim (also referred to interchangeably henceforth as VC ),
(iii) Analyze Claim (also referred to interchangeably henceforth as AC ) and (iv)
Report (also referred to interchangeably henceforth as RP). In Verify Claim

sub-process, the DetermineLiability (also referred to interchangeably henceforth
as DL) and PotentialFraudCheck (also referred to interchangeably henceforth as
PF ) services are first executed in parallel, and then their results are combined
and sent to ClaimInvestigation (CI) service. A final review of the verified claim
is then implemented by FinalReview (FR) service. Now, let us assume another
process Pr2, with the following differences from Pr1: DetermineLiability and
PotentialFraudCheck services are executed in serial order; and PotentialFraud-
Check service is modified to consider the output of DetermineLiability (i.e., the
extent of liability now becomes a factor in checking for fraud). In the subsequent
sections, we discuss how we can formalize and validate the derivation of Pr2

in Fig. 2 from Pr1, based on the available and non-conflicting variations of the
services PF, DL and the process Pr1.
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Fig. 1. Insurance Claims Process

3 Our Variability Algebra

We first define our domain of discourse, viz., our SOA-based solution model,
as a set E. This set contains elements such as process model, service model,
data model, etc., along with each of their variants. We represent these elements
as a partial order with the binary inclusion relation ≤, as follows: for any two
elements x and y, x ∈ E and y ∈ E, x ≤ y if x is needed in order to develop
y. For example, x and y would share the inclusion relationship so described if y
was a variant of x, since x is needed in order to construct y. Another example
would be if y were a process model and x a service model needed for building y.
The primary use of this partial order is to integrate the independently developed
variations of each element in an SOA-based model. For ease of exposition, this
can be pictorially illustrated via a Hasse diagram [5] as in Fig. 3 for various
variants of the VC sub-process. (Later in this paper, we show how it can be
formally represented as a lattice [9], which helps optimize variant selection.)

For this paper, however, the scope of our variability algebra is limited to two
primary elements of an SOA-based solution, viz., service and process models. In-
corporating other elements (e.g., data models, component models) will be taken
up in future work.

3.1 Definitions

In this section, we provide the formal semantic definitions for the basic SOA
constructs and for the proposed variation constructs.

Definition 1 A service operation Op = (in, out, b) is defined as a triple consist-
ing of input data (in), output data (out) and implementation (b).
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Fig. 2. Sub-process Verify Claim in Pr2 from the running example

Fig. 3. Hasse Diagram of Verify Claim Sub-Process

Definition 2 A service S = {opi | i = 1, 2...N} is defined as a set of service
operations; U is defined as the universe of all such services.

Definition 3 A variation point V PS of the service S is an item belonging to
a triple Op of the service S belonging to U , the universe of all services. If the
variation point is an implementation body (b) of Op, then it is an implementation
variation point ; otherwise, it is a specification variation point. SV P is the set of
all variation points associated with S.

The declaration of the variation points need to be typically carried out by the
service designers that designed the service. For instance, a non-declaration of
the operation fraudCheckAlgorithm() in the service PotentialFraudCheck as a
variation point, would invalidate the proposed derivation of the process Pr2.
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Definition 4 A variation V F is defined as a function, which takes a service S
and a variation point as input, and generates another service S′ as output. It
is formally expressed as V F : U × UV P −→ U . SV F is the set of all variations
associated with S. We also define this function so that the following properties
hold:

– If the set of service operations of S and S′ are OPS and OPS′ , then OPS′ ⊇
OPS

– For any service operationOp that belongs to both S and S′, let the input and
output sets be in0, in1, and out0 and out1, respectively. Then in1 ⊇ in0 and
out1 ⊇ out0. If only the types of the input (resp. output) data are modified,
then in1 = in0 (resp. out1 = out0).

A variation for a service can be defined on a variation point either by the original
designer of the service or subsequently by another designer that reuses the service
with some controlled variations for a different application context.

Definition 5 A variant of a service S is defined as a service created by a com-
position of set of variations on S. A variant S′ created with composition of n
variations can be expressed as S′ = V Fn(. . . V F 2(V F 1(S, V P 1

S), V P 2
S) . . . V Pn

S )
with the variation sequence : V F 1, V F 2, . . . V Fn . U ′ is the set of all variants
associated with S.

Definitions 4 and 5 impose an inclusion relationship between a service and its
variant, in that the variant is always constrained to “include” the base service.
Please note, however, that this is not the same as the inheritance relationship
[17] prevalent in object-oriented design; a variant of a service may not be able to
“substitute” for its base service, since it may require more inputs than the base
service. Conversely, the base service may also not “substitute” for its variant,
since it may provide less outputs than its variant. A variant is thus basically
created from the base service through a controlled set of variations validated by
the declaration of variation points on the service. For example, let a variant S1

be generated from S0 by the addition of two input data d1 and d2, and let an
additional variant S2 be desired with only d1 as the desired extra input. Then S2

can only be generated directly from S0 by adding the desired input d1; S2 cannot
be generated from S1 by removing d2, since that would violate Definition 4.

The sequential composition approach helps in prioritizing the variations and
also to resolve conflicts arising out of applying variations that can be mutually
exclusive in nature. Also each variation function would only generate a modified
service, if the specified variation point is still applicable on the service specified
as input. As illustrated in Fig. 2, the derivation of variants achieved via allowed
composition of variations can be mandated. In the running example, we observe
the derivation of a variant for the sub process Verify Claim is allowed only
from both the variations of the services DetermineLiability and FraudCheck

respectively and not otherwise. Such a constraint can be relaxed in the future,
when new variations are allowed for these services based on how they extend the
respective base services.
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Definition 6 A Variation Model VMS = (SV P , SV F , U
′) of a service S is a

triple consisting of the following elements:

– The set of all variation points
– The set of all variations
– The set of all variants

The variation model of a service is explicitly defined and non-intrusively associ-
ated with the corresponding service as a separate element. Thus it does not affect
the core design constructs of the service that form part of a larger SOA-based
solution. In our running example, the service DetermineLiability contains the
service operation liabilityCheckInfo(), which is required for realizing the service
DetermineLiability in Pr1. Since Pr2 requires a fundamental change to Deter-
mineLiability, this mandates that DetermineLiability needs to be first declared
to support variation. Subsequently, the actual derivation of Pr2 from Pr1, would
only be possible, if the required variation is defined in the variation model for
DetermineLiability. Also, the process Pr1 itself needs to be declared as a varia-
tion point - this is possible by defining Pr1 itself as a (composite) service. Such a
declaration is mandatory for enabling the variant derivation of Pr2 by changing
the process flow.

The service operation fraudCheckAlgorithm() of the service PotentialFraud-
Check, defines both specification and implementation variation types. The ser-
vice DetermineLiability contains the operation liabilityCheckInfo(), which de-
fines only a specification variation. For deriving the process Pr2 from Pr1, the
operation fraudCheckAlgorithm() in the service PotentialFraudCheck needs to
contain just an implementation variation, since Pr2 does not mandate any inter-
face level changes in fraudCheckAlgorithm(). But in the case of DetermineLiabil-
ity containing the operation liabilityCheckInfo(), we need to define a specification
variation, since both the interface specification and corresponding implementa-
tion need to be modified for providing the required output for the service Final-
Review. Thus subsequent to the definition of variation points across the different
constructs of Pr1, the variation points need to be associated with corresponding
types of compatible variation specifications for deriving not just Pr2 as in the
case of our running example, but also for other process or service variants in the
future.

3.2 Properties of Our Variability Algebra

Our variability algebra is a category [28], as per the following theorem.

Theorem 1. For a defined Variability Model, the services and their variants
that comprise our Variability Algebra form a category.

Proof: A category is a set of objects with morphisms (mappings) between them.
In our case, the services and their variants are the objects and the variation
functions are the morphisms. It obeys the following properties:
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– Property C0: The set of services and their variants forms the objects of
the algebra, and the variation functions linking services and their variants
form the morphisms among the objects. Among two services that are not
variants of each other, due to the absence of a variation function, a default
null morphism can be defined.

– Property C1 - Identity Element : The trivial identity isomorphism, which
maps a service onto itself, can be defined.

– Property C2 - Associativity : Morphisms are associative, i.e., if there exist

variation functions S0
Fa→ S1, S1

Fb→ S2, and S2
Fc→ S3, then (Fa ◦ Fb) ◦ Fc =

Fa ◦ (Fb ◦Fc). That is, Fa ◦Fb represents the (eventual) derivation of S2 from
S0, while Fb ◦ Fc represents the (eventual) derivation of S3 from S1. Hence
both (Fa ◦ Fb) ◦ Fc and Fa ◦ (Fb ◦ Fc) represent the (eventual) derivation of
S3 from S0.

– Property C3 - Pairwise Disjoint : The morphisms are pairwise disjoint. That

is, if there are two variation functions S0
Fa→ S1 and S0

Fb→ S1, with the same
domain and range, then they are identical, since they produce the identical
variant on the same base service.

In addition to the properties proved in Theorem 1, the following property can
also be defined.

Property C4 : The variation function from Definition 4 that produces a variant
S′ from S is an isomorphism, since it is reversible, i.e. the reverse variation
function that brings back S from S′ is also possible. This is crucial for reversing
any variation decisions during solution development. It is also easy to show that
any composition of two such isomorphisms is also an isomorphism, thus ensuring
that any sequence of variation functions can also be reversed.

Of course, Property C4 holds under the assumption that the variation model
of the service remains unchanged during variant generation. For example, if the
generation of S′ from S were to involve the deletion of an internal operation
in S, the reverse variant generation from S′ to S would be to bring back the
operation. In the meantime, if the operation in question itself would be removed
from the variation model (i.e., no longer regarded as a variation point), then the
reverse variant generation from S′ to S would not be possible.

However, despite Property C3, it is to be noted that variation functions need
not commute. Indeed, Fa ◦ Fb would require S0 as its domain and S2 would be
its range. Whereas, Fb would require S1 as its domain and S2 as its range, and
Fa would require S0 as its domain and S2 as its range. Therefore, Fb ◦Fa would
not be possible, since variant derivation implicitly implies a direction, from a
base service to its variant.

Theorem 1 also raises the question of how to determine the correct variation
function in order to derive a required variant S′ from its base service S. Alter-
nately, given a variation function represented as a set of variation actions on S,
we need to formally verify whether it produces the variant S′ that we need.
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We now extend the above category-theoretic ideas to consider the composition
of services in a business process as part of an SOA-based solution. But first we
note that, since, as per Definition 4, a base service is always included in its
variant, this inclusion relationship can be used to prove the following result.

Theorem 2. The base service and its variants form a poset [9].
Proof : Let the base service and its variants form a set P under the variant
relationship as defined in Definition 4, and which we denote by �. That is, S0�S1

if S1 is a variant of S0. Then the following properties of a poset can be proved
directly from Definition 4:
Reflexivity: S0 � S0

Antisymmetry: If S0 � S1 and S1 � S0, then S0 = S1

Transitivity: If S0 � S1 and S1 � S2, then S0 � S2

From Theorem 2 the following theorem can be derived.

Theorem 3. The set P of base service and its variants form a lattice [9].
Proof: A lattice is a poset with the following additional properties:

– For any two elements Si and Sj in the poset, we can always establish that
there exists a join (least upper bound). If Sj is a variant of Si, then the join
is the variant itself. If Si and Sj are variants of other base services, then the
join is either a variant derived from Si or Sj or the universal set containing
all the services in P .

– For Si and Sj , we can always establish that there exists a meet (greatest
lower bound). If Sj is a variant of Si, then the meet is Si itself. If Si and
Sj are variants of other base services, then the meet is either a service from
which Si and Sj are derived, or the base service of P itself.

From Theorem 3, we are able to develop useful results regarding the mappings
between service variant lattices. But first we provide some definitions.

Definition 7 Sj has a dataflow dependency on Si if OSi ∩ ISj is non-empty.
That is, some outputs from Si would be needed in order for Si to execute. We

formally represent this as Si
d→ Sj .

Definition 8 We define service lattices L and K as composable if the following

holds for the base services A0 and B0 of L and K, respectively: A0
d→ B0.

Definition 9 Given two composable service lattices L and K, let us assume
the existence of the following dataflow dependency between any two variants Ai

and Bj of L and K, respectively: Ai
d→ Bj . Then this dependency is a maximal

dependency if for any variant Ap of Ai, the following dependency does not hold:

Ap
d→ Bj .

Hence Definition 9 provides a means to select the so-called “best fit” variant Ai

needed to compose with Bj in the solution. This leads us to the following result.
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Theorem 4. Let a maximal dependency relation Ai
d→ Bj exist between vari-

ants Ai and Bj in lattices L and K. Let Bm be a variant of Bj . If a maximal

dependency relation Aj
d→ Bm exists between Bm and a service Aj belonging to

lattice L, then Aj is either Ai itself, or a variant of Ai.

Proof: There are three sub-cases:

– Bm does not contain any extra input data. Then the maximal dependency

relation Ai
d→ Bm holds.

– Bm contains extra input data, but which cannot be provided by any service

in the lattice L. Here also, the maximal dependency relation Ai
d→ Bm holds.

– Bm contains extra input data, which can be provided by one or more services
in the lattice L. Then from Definitions 4 and 9, it follows that the only service

Aj for which Aj
d→ Bm holds, is a variant of Ai.

A brief illustration of Theorem 4 is depicted in Fig. 4, which shows two service
variant lattices of the services DetermineLiability and PotentialFraudCheck

from our running example. For the original process Pr1, we know that DL0
is composable with PF0. For the variant process Pr2, we replace DL0 with
its variant DL′1 to support sequential composition. As per Theorem 4 the
only possible variants of PotentialFraudCheck lattice that are candidates for
composition with DL′1 are PF ′1 and PF ′5. Furthermore, for Pr2, since we
also require the extent of liability to determine fraud, the selected variant of
PotentialFraudCheck is PF ′5. In other words, Theorem 4 shows that the
maximal dependency relation is an order-preserving morphism between the two

Fig. 4. Illustration of Theorem 4
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service lattices. That is, assuming a maximal dataflow dependency among the
services in an SOA-based solution, let us assume that an existing service Sj is
replaced by its variant. Then for another service Si on which Sj is dependent, we
need only search among the variants of Si to determine the appropriate variant
of Si to compose with that of Sj . This greatly eases the task of selecting the
appropriate service variants to generate a required variant for an SOA-based
solution.

From an evaluation perspective, we can use category-theoretic ideas (Theo-
rem 1) to help us define and generate variants and maintain the variation model
of a service. Once this is done, we can use lattice-theoretic ideas (Theorems 2, 3
and 4) to optimize the integration of generated variants into a business process
as part of an SOA-based solution. This is achieved with establishing the minimal
dependency relations between the variants of a service lattice with the variants
of the other service lattices required in the business process. This would therefore
help automate variation-oriented design to a large extent, thereby rendering it
potentially scalable on large real-life systems.

3.3 Operators of our Variability Algebra

One of the primary requirements of any algebra is a set of operators that be
applied on the constructs belonging to the algebra. From the viewpoint of SOA-
based reuse, the operators that we define need to help in automating the key
steps of a variation-oriented design approach, viz., creating variation model,
generating a service variant, and validating the generated variant. To that end,
we now define and discuss a core set of variability operators. The operators can
be implemented independently and integrated in a service Modeling tool such
as [3].As these operators are modular in nature, they can be independently used
during the design of a SOA-based application by the architects and designers.

– CreateVariationModel(S): This operator creates (and updates) the vari-
ation model of the service S. This operator is used when variation points,
variation actions are added or deleted, and when new variants are generated.
In our running example, for the service PF, its variation model would consist
of the following:
• variation points: the service PF itself and its operation fraudCheckAlgo-
rithm();

• variation actions: fraudCheckAlgorithm() modification that considers li-
abilityInfo as additional input and fraudCheckAlgorithm() modification
that enables the operation to be invoked sequentially; and

• variants: PF’1, PF’2, PF’3, PF’4, PF’5.
– CreateVariantLattice(S): This operator creates (and updates) the variant

lattice of the service S as defined by leveraging the inclusion relationships
established between the service and its variants and is illustrated in Fig. 3 for
the VC sub-process. This operator depends on the existence of the variation
model for a given service.
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– GenerateVariant(S, {V F i}): This operator generates a variant S′ of S by
applying the variationsV F i as per Definition 5 andPropertyC0 inTheorem1.
Examples are the generation of the variants ofDetermineLiability and Poten-
tialFraudCheck in our running example. First the service designer selects the
list of available variations from the variationmodel and then invokes this opera-
tor to generate the resulting variants.These are checked for uniqueness against
already generated variants via Propery C3 from Theorem 1.

– ValidateVariant(S, S′): This operator validates the correctness of a variant
S′ of S in terms of the current variation model of the service S. This is needed
for continuous evaluation of an existing variant against changing variation
model of the corresponding base service. A variation model can be subjected
to changes such as removal or addition of variation points or variations due
to domain related constraints. From Definition 5, we can express S′ as
S′ = V Fn(. . . V F 2(V F 1(S, V P 1

S), V P 2
S) . . . V Pn

S ). Hence S
′ is a valid variant

of S, only if the following holds true: {V F 1, V F 2, . . . V Fn} ⊂ SV F . This
subsequently mandates that {V P 1, V P 2, . . . V Pn} ⊂ SV P . This means that
there exists no variation action that has been used in the construction of S′,
but not defined as part of the set of variations defined for the service S. Now,
if we assume V P 1 ⊂ SV P as not true. Then S′ becomes invalid as a variant
of S, as V F 1 can not be a supported variation in SV F . From Theorem 3, we
can now establish that S′ is the join and S is the meet in {S, S′}.

– PlaceVariant(S′
x, E): This operator is useful in placing the service variant

S′
x in the lattice of a service S. This operator can be invoked post validating

the variant using the previously discussed operator. The objective is to ensure
that only unique and valid variants can be accepted into the variation model.
The uniqueness is ensured from Definition 5 and Property C2.

– IntegrateVariant(S′, P ): This operator integrates the selected variant S′

belonging to the variant lattice whose base service is S, into the business pro-
cess P in conformance with Theorem 4. This is illustrated in Fig. 4. This helps
in assessing whether a newly derived variant S′ of S helps in realizing one of
the desired variants of process P listed in its lattice. The operator starts with
the basic comparison of the variations S′

V F used to derive S′ from S, with the
defined variations PV F of the process P . If S′

V F �⊆ PV F , then the variant S′ is
rejected as there is a re-usability conflict with S′. Otherwise, for each variant
P ′ of the process P , where S′

V F ⊆ P ′
V F is true, S′ is integrated into P ′.

4 Related Work
Most existing works in the area of software variability management have
concerned themselves with variability management in product line architec-
tures [31,30] and feature engineering [7,13,6,18]. On leveraging feature modeling
for service variability [32,16,2], the underlying basic assumption is that the
software developer is aware of the minimum set of features required in a service
to fulfill a given functionality and that the service variant should possess the
same set of minimum required inputs and outputs as the original service. In
COVAMOF [10], variations are modeled from a product configuration and
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composition perspective. While such a constructive approach is very efficient, it
deals with variations mainly in terms of adding new components or removing
existing components and (re)setting parameters purely from a product line ar-
chitecture perspective. Our work can complement such an approach for better
organization and consistent repeatable derivation of variants of existing com-
ponents. In related work on process flexibility and process variants [26,27], the
authors discuss both process schema related and instance related changes from
a change management perspective for processes at run time.In an earlier pa-
per [23], we also investigated in greater depth the issue of maintaining semantic
consistency among the design artifacts of a constantly evolving SOA-based solu-
tion via impact analysis. Our proposed variability algebra can therefore help in
enforcing change related constraints formally during process design, as we define
a boundary in terms of variation points and corresponding variation actions.

Fiammante et al. [11] discussed the categorization of SOA variability in terms
of information variability, service variability and process variability and also the
mechanisms involved in achieving these independently. Using our proposed vari-
ability algebra, we believe that such independently developed variations belong-
ing to different types such as options, variants and boolean guards (as described
in [31]) can be validated, integrated and represented in a single variation model
to generate solution level variations. In our work, we also treat all variations
as optional that can only be applied on the base elements such as services if
needed. This is consistent with the notion of SOA unlike variability manage-
ment in product line architectures, where unwarranted variations need to be
explicitly declared optional to avoid any conflicts. Thus in contrast to [31], our
work can enable different development teams to develop or reuse the required
variations that are valid in terms of the solution’s integrated variability model.

Puhlmann et al. [29] primarily concentrate on detailing variations expressed via
the object-oriented concept of inheritance (i.e., interfaces are considered to be in-
variant). In contrast, our approach follows an explicit notion of variability mod-
eling for interconnected models. While [6] provides a taxonomy of specific vari-
ability types (workflow, composition, interface and logic), our work considers and
implements the actual semantics of variations. The variation relations between the
generated variants discussed in [10] can easily be represented and cross validated
through the lattice based formalization we defined as part of our variability alge-
bra. As service substitutability in [8], the authors discuss how a service can be re-
placed with another service through domain ontological matching. This basically
assumes the services to have the same functionality, but with different syntactic or
semantic definitions. Our work complements [8] in deriving such functional vari-
ants. Ralyte et al. [24] propose operators on integrating scenarios based on process
or product level contexts.We see our work extending this notion of integration fur-
ther in terms of deriving variants that can actually help realize these scenarios.

5 Conclusions

In this paper, we have addressed the issue of turning variation oriented design of
SOA-based solutions into a formalized, repeatable and verifiable exercise. To that
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end, we identified the key challenges that are still unresolved despite extensive
work so far in variability management, In order to address these challenges, we
presented our variability algebra, which aims to formalize variant generation and
ensure its correctness in order to facilitate automation. We have also illustrated
our algebra on a running example. For future work, we will be investigating
implementation of our algebra via automated business process composition us-
ing lattice homomorphisms between service variant lattices. In particular, our
investigations will focus on automated cross-verification techniques [12] for ver-
ifying the correctness of generated variants that can be selected for integrating
into SOA-based solutions as per Theorem 4. For this, we will be enhancing our
earlier service variant derivation algorithm from [21] using the properties of our
variability algebra. We will also be investigating the approach presented in [1]
for automated variability artifact composition to automatically compose service
variants to develop business process variants. We also plan to leverage [22] for
comparing and drawing conceptual similarity between independently developed
variants. This would help in representing and reusing variations (which may not
be structurally same but semantically equivalent), thereby further enhancing
reuse. We will also be investigating the inclusion of contextual parameters such
as standards compliance during variant derivation and selection for composition.
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Abstract. Software development enterprises need to tailor their own processes 
before enact them in order to ensure that they fit both the organization and the 
project. This necessity has, to date, been solved by providing these processes 
with variability support. Tailoring proposals have traditionally been focused on 
solving the problem of managing the variability of processes in order to 
facilitate their adaptation. Process tailoring has not, however, been considered 
as a solution to a wider problem consisting of the organization, project, laws 
and some other influencing factors that change according to each project, a 
problem that software processes must confront if they are to be successful. In 
this paper we enhance a tailoring framework in order to tackle changes in the 
context level of the process, and this variability is considered to drive the 
tailoring of the supporting processes. As a part of the enhanced framework, this 
paper analyzes the OMG’s Business Motivation Model (BMM) in order to 
apply it to the characterization of the organizational units as a part of the 
context variation factors, and to link them with subsequent process variations. 
The proposal is illustrated by means of an application example, which is based 
on a real industrial case and which has served as a proof of concept. The 
resulting conclusion is that since software process tailoring depends on the 
process context, so understanding and managing changes in the latter’s drive 
variability in software processes. 

Keywords: context change, evidence in software process, Variant-Rich 
Processes, tailoring management, process institutionalization, project 
management.  

1 Introduction 

The importance of process tailoring is no longer called in question. Software 
development organizations know that if they wish their projects to be successful, then 
they must use processes that meet the reality in which they are involved [1]. Tailoring 
is currently addressed by means of process variability techniques, which are in most 
cases applied from software products to software processes [2, 3]. Literature provides 
proof of this, and therefore includes several approaches, such as those proposed by 
Simidchieva et al [4] or Martínez-Ruiz et al [5].  



418 T. Martínez-Ruiz, F. Ruiz, and M. Piattini 

Tailoring has traditionally been treated as a problem that can be solved by means 
of variability support and other approaches, such as method engineering [6]. 
Following this line, in previous works we have presented both the Variant Rich 
Process paradigm [7] and the SPRINTT environment [8]. These are focused on 
providing process variability support, which is used in process institutionalization 
(embedding processes inside the organization through its tailoring from the self set of 
standard processes). They have been tested by using case studies and experiments, 
and although the results are positive, variability has been focused on the processes 
themselves, and the reflection of the similarities and differences to the organizations 
and projects in which these processes are systematically put into operation has been 
not considered. 

In this paper, the process tailoring problem is placed in the context of a wider and 
more profound problem: organizations, work teams, projects and even laws, which 
constitute the software process enactment context, change. Since these have an impact 
on the software development, the processes must be tailored in order to engrain them 
and to include these changes. From an overall organizational viewpoint, alignment 
and traceability between the elements of which the process contexts and the processes 
themselves are composed must therefore be clearly determined, as must how the 
evidence of changes in the former affect the latter. 

The proposed approach aims to embed the process variability and tailoring 
mechanisms, even the institutionalization ones, into a large environment, which also 
has the capability of meshing these mechanisms with the context changes. The 
proposal, called SPICCE (Software Process Institutionalization based on Context 
Change Evidence), considers that process variations may and must be developed from 
variations in the context, which clearly ensures their alignment and traceability with 
organizational strategies and project necessities. It is consequently promoted in order 
to apply the tailoring philosophy, i.e., to avoid creating a new process for each 
enactment to the process tailoring itself, by avoiding the need to adapt entire 
processes from scratch, and is instead driven by the changes in the context, which 
determine how to modify the adaptation itself from a process to another, to take into 
account the specific context requirements of the new one. 

The research presented herein characterizes the distinct elements that a context is 
composed of: an organization’s features, its motivation and rules, the projects and the 
external laws. As first step, it focuses on analyze the organization features, and 
proposes the elicitation of the changes in business by using feature models, which 
have been aligned with the OMG’s Business Motivation Model (BMM) [9]. It also 
shows how to trace these high abstraction changes in concrete variations, which we 
propose to automate in future works. It opens the door to homogenize BMM with 
other business norms and standards, as well as the regulations that influence process 
enactment, and which change in between these processes. 

In addition to this introduction, this article includes an overview of the state-of-the-
art in Section 2, which reviews the process tailoring initiatives found in literature, 
along with a description of the elements included at organizational levels. The third 
Section presents the SPICCE proposal and the elements of which it is composed, and 
also includes an analysis of how BMM could be enhanced in order to make the 
changes in software organizations explicit. Finally, our conclusions and future work 
are described in Section 4. 
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2 State of the Art 

Literature includes several initiatives concerning process tailoring, which are in most 
cases supported by means of modifications in process structures [10, 11]. Rombach 
then developed the “process lines” approach [2], while Sutton developed the links 
between aspects and processes [3]. The systematic literature review Martínez Ruiz et 
al. [12] presented describes how processes are modified in order for them to fit the 
project’s needs; it also states the set of requirements a process variability notation 
must include to support tailoring as real organizations actually need it. It therefore 
guides the definition of new process variability support mechanisms. 

Some other new work has also appeared since the aforementioned systematic 
review. Simidchieva et al. [4] present an explicit differentiation between problem and 
solution spaces, and identify three types of approaches: generation, navigation and 
reasoning. Araujo et al. [13] propose the management of process variability by 
identifying the common and different features of a process model. They propose a 
tool with which to apply MDE transformations to process tailoring [13]. Hurtado 
Alegría et al. [14] also propose tailoring software processes by using MDE and ATL 
transformations. Simmonds et al. [15] propose the creation of Basic Feature Models 
to represent features of the tailored process in the vSPEM notation, which constitutes 
our previous contribution (see section 3.1), paying special attention to orthogonal 
variations. These “new” approaches do not meet at all the requirements that industries 
require, as has been pointed out in the aforementioned SLR [12]. 

Of those initiatives which apply variability to software processes in order to align 
the processes themselves with the projects found, we should highlight the work of 
Martins and Silva [16, 17],  a proposal based on three fundamental steps: i) defining 
the process, ii) adapting and monitoring the process execution, and iii) measuring the 
process. Killisperger et al. [18] suggest an environment with which to automatically 
apply variations to processes through the use of variation operations. Silva Barreto et 
al. [19, 20] propose another environment in which to carry out variations in software 
processes, with the aim of facilitating process reuse, based on the definition of 
variations in process components. These proposals include some aspects that seek 
process institutionalization, but none of them really align it with process tailoring.  

With regard to tailoring and variability in the description of the organization, there 
are several works concerning variability in business processes, which also apply 
Product Lines or Aspects. Some of these works are those of Lu and Sadiq [21-23], or 
the AO4BPEL project of Mezini et al. [24-26], and they are even considered as 
families [27]. However, these works are not focused on discovering how the 
variations in the business processes affect their organization’s software processes.  

On the contrary, there are a few works about how the context influences business 
processes, but they show it is a relevant topic in the case of business processes. 
Ploesser et al. [28] presents the necessity of tailoring business processes in 
accordance with the context and identifies the techniques addressing it. Rosemann et 
al. [29] propose an onion layer system in which classify environmental, external, 
internal, and immediate influencers. In case of Product Lines, relationships between 
the context and the technical support have been addressed by using feature models to 
represent changes even in the context, as Hartman et al. proposes [30].  
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composed of the changes that these contexts’ elements undergo1. The context is 
broken down into elements that categorize all the influencers of software processes, 
but it is open to include whatever ones its put into practice elicits. 

• Projects are the most commonly-changed elements. However, they are not 
and cannot be considered as isolated entities. Organizations must follow 
some kind of working lines and their projects may therefore have a lot of 
similarities. 

• Software organizations do not usually change, or at least not in case of 
traditional software development. However, Global Software 
Development projects, which involve different organizations, will differ 
from each other. But since they are all involved in the same project, it 
may be assumed that they will have some similarities, and that the 
changes or differences between them may be delimited. 

The last point regarding organizations is simply that of their scope. The 
organizational unit developing software is sometimes not the software 
organization itself, but one of its specific departments, or the union of 
several departments. They are therefore termed as “organizational units”. 

• Laws do not change frequently, and when they evolve there are still some 
similarities between them. In the case of global projects, affected by 
different countries’ regulations, similarities between the laws also appear.   

Tailoring requirements are defined from these changes, and they remain in process 
variations. Moreover, the latter are used to manage processes according to their 
similarities and differences and, what is most important, to take advantage of them. 
Herein, it would appear to be feasible to manage contexts through their similarities 
and differences, and considering contexts as change-rich (which is similar to Variant 
Rich Processes), by means of the changes between them. 

Contexts’ elements (project, organizational unit, and laws) are still part of the 
problem (processes must fit them). But now the solution is built after these changes 
have taken place, or even better after the more profound change evidence that the 
management of context offers. Mechanisms are therefore needed to control changes in 
the context, and to make them evident, the sooner (more abstracted) the better. 

This updated perspective signifies that SPRINTT must be embedded in a wider 
framework that can manage changes in contexts and drive the process variations through 
the use of the Variant Rich Process paradigm. The Software Process Institutionalization 
based on Context Change Evidence (SPICCE) has therefore been created. SPICCE seeks 
the promotion of process tailoring on the basis of the changes (and the evidence of these 
changes) that appear around the process context (project, organizational units and 
laws), rather than according to these elements as isolated entities. Fig. 3 presents an 
overview of SPICCE, and the elements of which it is composed. 

The contribution of SPICCE is to propose the use of tailoring mechanisms not by 
means of considering the actual organization, project or laws (crossed arrows in  
Fig. 3), but by considering how these elements have changed from the last time that 

                                                           
1 As regards this research, changes are considered to occur in contexts and variations in 

processes. 
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3.4 SPICCE: Eliciting and Representing Changes in Contexts 

Changes in process context are not focused on seeking an implementation for them, as 
occurred with variations. Moreover, context requirements are written in natural 
language which is informal. More formal representations must therefore be provided 
to represent context and its changes. In this research, the BMM metamodel and 
feature models (and FODA –Feature Oriented Domain Analysis [47]) have been 
considered to represent contexts, break them down and make their changes evident. 
Feature models present the organization the processes must fit, and the changes that 
force process tailoring. The following subsections illustrate the approach by 
considering an application example based on an industrial experience.  

Eliciting Changes in the Organizational Units. Organizational units inherit all their 
characteristics from organizations, and are characterized as them. The Business 
Motivation Model (BMM) [9] is an OMG proposal whose objective is to structure the 
development, communicating and managing of business plans in an organized 
manner. It identifies the elements of business plans, the factors affecting them, and 
how these are related to each other.  

The structure of BMM is depicted in Fig. 5. These sets of elements allow the means 
and end to be highlighted, since they describe what the organization is like, or at least, 
what they wish it to be like; the other important parts are influencers and assessment. 
The latter mainly describes how different factors, from inside or outside the 
organization, affect it. This is particularly important in the case of external influencers 
which may sometimes be laws. These will be part of a more in-depth analysis of laws 
and regulations. Assessment depends on each organization, but has no direct effects 
on the processes or their tailoring.  

 

 

Fig. 5. Structure of BMM 

Ends specify how the organizational unit wishes to be at a higher abstraction level, 
while Means include the ways in which to achieve this. Both define the organizational 
units, and evidence of change may appear in this description. They are decomposed 
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into several children, as Figs. 6 and 7 present. Finally, some relationships have been 
defined between the ends and means, and their break down structures. As an example, 
the mission implements the vision, while objectives are related to practices. These 
relationships make it possible to relate abstract elements (in the ends) to the concrete 
practices that support them. 

 

Fig. 6. Hierarchy of ends [9] 

 

Fig. 7. Hierarchy of means [9] 

The application study is presented to illustrate how the organization’s motivation 
and its changes affect the process tailoring. This arose after analyzing the results of a 
previous case study which was conducted to validate VRP in industry.  

The application study was executed in the Spanish Alpha software organization2. 
this organization is focused on providing various services, software development, 
software factories and security, to different clients, banks, public administration, 
telecommunications, commerce etc. They are experts in several architectures, such as 
SOA, Client-Server, embedded, business intelligence and so on. Their work is divided 
into three different departments, A, B, C. Each of them has its own version of the 
same process, as a base process. 

They asked us to fuse all their development processes into a single variant-rich 
process, which would have the ability to be tailored according to different 
circumstances, and this resulted in the creation of the Alpha variant rich process. It 
also included three crosscutting variations. Each of these tailors the common process 
according to each of the three departments in the organization: 

                                                           
2 Real name omitted for reasons of confidentiality. 
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• Highly complex 
• Medium complex 
• Medium simple 

Some other on-point (specific) variations were also identified. 
The variations obtained after executing the case study have been aligned with the 

organization’s motivation, according to the BMM (Table 1). The results shown have 
been simplified in order to provide a more clear illustration of the proposed approach.  

The results in Table 1 were used to align the strategy (in bold type) with the kind 
of developed projects, and resulted in the kind of tailoring that appears in the Alpha 
variant rich process. The strategy was modeled by using feature models (Fig. 8). 

Table 1. Motivation of the organization 

 Element Value 

Ends  

Vision To be the leading Spanish software development 
organization in their market segment.  

Goal To provide high quality products and services 
Objective To improve people’s qualifications 

Means 

Mission To provide software services in Spain 
Strategy Efficient and Efficacious management of software 

development in the 
• Highly complex projects (dep. A) 
• Medium complex projects (dep. B) 
• Medium simple projects (dep. C) 

Tactic Contracting highly qualified people who will, 
by the end of the year, be given a bonus. 

 

 

Fig. 8. Feature model of the strategy 

It is now easier to see that the organization’s motivation is divided into three different 
sub-points, which are related to the variations needed when tailoring a process. 

Tailoring is now simplified to determine how the context has changed, in order to 
make the correct variations. Fig. 9 shows a graphic depiction of these 
correspondences. The slashed arrows signify the correspondence between each 
context change and the variations. They generate the final tailored process.  

In order to create a tailored process that fits a “medium complex” project, it is only 
necessary to choose that change in the context, and the variations supporting it are set 
automatically. The process is then tailored automatically.   
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earlier than when they are needed. These earlier variations provide both the 
variations requirements and the variability support needed. 

This article has presented a proposal that is focused on integrating process 
variations with the actual changes in the context that motivate them. SPICCE provides 
a set of techniques with which to analyze and decompose each context into projects, 
organizations – denominated as organizational units-, and laws, and manage them 
according to their similarities and differences. Bearing in mind that these must later 
be represented or included in the (tailored) processes, making context changes evident 
and extending them to the process will deal with the process variations that configure 
the tailored process. 

Implementing SPICCE involves knowing how the context is modeled, how it 
includes changes, and defining how to turn them into actual variations. Moreover, 
since this task is difficult owing to the high number of standards that are currently 
used to describe projects, organizational units and laws, the first step has been focused 
on analyzing the Business Motivation Model. The study has illustrated the potential 
usefulness of the proposal with an application example based on a real industrial case. 
It highlights that context changes that are barely evident sooner or later become 
process variations, and shows how it is possible to tailor the process from the context 
by managing these changes. 

Our future work lies in complementary directions. First, it would be interesting to 
execute some extra case studies with which to validate the existing SPRINTT 
variability mechanisms in different domains, which might additionally provide 
feedback as regards changes evidence. The second direction is focused on completing 
SPICCE with the analysis of the standards and international regulations, as stated 
previously. We also plan to homogenize different regulations, such as the BMM and 
ISO 21500, as they are different viewpoints that represent the same context, and after 
that, to create an ontology to engrain projects, organizations and laws. 
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Abstract. Software adaptation is becoming increasingly important as more and 
more applications need to dynamically adapt their structure and behavior to 
cope with changing contexts, available resources and user requirements. Maude 
is a high-performance reflective language and system, supporting both equa-
tional and rewriting logic specification and programming for a wide range of 
applications. In this paper we describe our experience in using Maude for proto-
typing and verifying self-adaptive systems. In order to illustrate the benefits of 
adopting a formal approach based on Maude to develop self-adaptive systems 
we present a case study in the robotics domain. 

Keywords: Self-Adaptive Systems, Prototyping, Maude, VML.  

1 Introduction 

Nowadays, significant research efforts are focused on advancing the development of 
(self-) adaptive systems. In spite of that, some major issues remain still open in this 
field [1][2]. One of the main challenges is how to formally specify, design, verify, and 
implement applications that need to adapt themselves at runtime to cope with chang-
ing contexts, available resources and user requirements. 

Adaptation in itself is nothing new, but it has been generally implemented in an ad-
hoc way, that is, developers try to predict future execution conditions and embed the 
adaptation decisions needed to deal with them in their application code. This usually 
leads to increased complexity (business logic polluted with adaptation concerns) and 
poor reuse of adaptation mechanisms among applications [1]. The use of formal me-
thods can help alleviating the limitations of current approaches to self-adaptive sys-
tem development. In particular, they can provide developers with rigorous tools for 
testing and assuring the correctness of the adaptive behavior of their systems. This is a 
remarkable open issue, since only a few research efforts seem to be focused on the 
formal analysis and verification of self-adaptive systems. 
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Maude [3] is a high-performance reflective language and system supporting both 
equational and rewriting logic specification and programming for a wide range of 
applications. Maude and its supporting tools can be used in three, mutually reinforc-
ing ways: as a declarative programming language, as an executable formal specifica-
tion language, and as a formal verification framework. A Maude program can be seen 
as an executable mathematical model of a system. Thus, using Maude for prototyping 
self-adaptive systems enables their simulation, formal analysis (e.g., reachabili-
ty/likelihood of certain system configurations), and verification (e.g., testing that the 
system reaches a consistent configuration for all given contexts). Furthermore, Maude 
can help designers to assure, among other properties, the consistency and correctness 
of self-adaptive system specifications. 

This paper presents our experience in using Maude for prototyping and verifying 
component-based self-adaptive systems. The main contribution derives from the im-
plementation of a robotic case study, in which we model the variability of the system 
and manually translate this logic into Maude. This experience has allowed us to wit-
ness some of the benefits of adopting a formal approach when developing self-
adaptive systems. This research continues our previous works on self-adaptive system 
design [4] and implementation [5] using the DiVA framework [6], and on modeling 
self-adaptive system variability using the Variability Modeling Language (VML) [7]. 

2 Robotic Example 

In this section, we introduce the robotic example designed to illustrate the versatility 
of Maude for prototyping self-adaptive systems. It is worth noting that, although the 
example presented here belongs to the robotics domain, in which the need for self-
adaptation (to changing contexts and available resources) is quite obvious, we believe 
that our proposal is general enough to be adopted in other application domains in 
which modeling, simulating and formally verifying self-adaptation is an issue. 

2.1 Adaptation Scenario 

The proposed case study takes place in a room, where a small robot moves around 
randomly avoiding obstacles. In order to improve this basic functionality in terms of 
safety, power consumption and performance, the robot follows an adaptation strategy 
that decides on the following variation points: (1) the signaling type; (2) the signaling 
intensity; and (3) the robot velocity. There are two possible variants for the signaling 
type (light or acoustic), while the signaling intensity and the robot velocity may take 
any integer value in the range 0-100. The adaptation strategy decides the best possible 
configuration (selection of variants for each variation point) according to the current 
context. The context variables considered in the case study are the ambient light, the 
ambient noise and the robot battery level, all of them integers ranging from 0 to 100. 

The goodness of each configuration is calculated based on the impact of each va-
riant on the three properties being considered, that is: safety, power consumption and 
performance. The following considerations are made concerning safety (making  
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others aware of the presence of the robot in the surroundings): (1) light signaling is 
more convenient than acoustic signaling when the ambient light is low; and (2) the 
higher the ambient noise (might indicate a crowded environment), the higher must be 
the signaling intensity and the lower the robot velocity. Regarding power consump-
tion, the greater the signaling intensity and the robot velocity the greater the power 
consumption. Thus, if the battery level is low, both the velocity and the signaling 
intensity need to be limited. Finally, concerning performance, the higher the velocity 
the shorter the time it takes to the robot to reach its goal position. Obviously, max-
imizing safety and performance, while simultaneously minimizing power consump-
tion, imposes conflicting requirements. Thus, the adaptation strategy will need to find 
the right balance among these requirements to achieve the best possible configuration 
for a given context, even if some (or none) of them are optimized individually. 

2.2 Component-Based Software Architecture 

The component-based software architecture developed for the case study is sketched 
in Figure 1. As other self-adaptive systems [2], the proposed design includes: (1) a 
reconfigurable part, comprising the optional and/or parameterized components; (2) a 
set of monitoring components; and (3) an adaptation control unit.  

 

Fig. 1. Component-based software architecture for the example 

The Reconfigurable Component gathers the elements of the system that are sus-
ceptible to change at runtime. Among them, the Control Component implements the 
core robot functionality, that is, the motion control and the obstacle avoidance. This 
component includes a parameter called velocity that regulates the robot motion speed, 
and is responsible for activating or deactivating the robot signaling through the iSig-
naling interface. The Reconfigurable Component also contains two optional compo-
nents, each one implementing one of the alternative ways for signaling the robot posi-
tion: Light Signaling and Acoustic Signaling. Both these components contain an in-
tensity parameter that regulates the frequency of the light and the acoustic signals, 
respectively. The three variation points available at the Reconfigurable Component 
(i.e., selecting one of the two alternative signaling components and setting the  
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velocity and the intensity parameters) will need to be fixed at runtime by the  
adaptation strategy, implemented by the Adaptation Control, as detailed later. 

The monitoring part of the architecture provides the context-aware support for the 
adaptation. It comprises (1) a set of sensors (Noise Sensor, Light Sensor and Battery 
Sensor) and monitors (Control, Light Signaling and Acoustic Signaling) for acquiring 
information both from the environment (external context) and from the system itself 
(internal context); and (2) the Event Service component that receives the context in-
formation from the former components via the iMon interface, and notifies the 
changes in the context to the Adaptation Control component through the iNotify  
interface.  

Finally, the Adaptation Control component implements the adaptation strategy 
which, on the basis of the context changes notified by the Event Service component, 
decides which is the best possible configuration (variant selection) for the Reconfi-
gurable Component and applies the required changes via the iReconf interface. 

We have selected the E-puck robot [8] as our target platform. E-pucks are low-cost 
mobile robots with a large range of sensors and actuators that make them appropriate 
for testing self-adaptive applications. However, this robot presents limitations that 
prevent executing Maude on it. For this reason, we use a distributed architecture 
where some components are deployed in an external PC, which communicates with 
the robot via Bluetooth (e.g., this is the case of the Adaptation Control, which relies 
on Maude for executing the adaptation strategy). As our intention is to use Maude for 
prototyping the system (as a support for its design, simulation, and verification) and 
not for its final implementation, this seems to be a valid approach. 

3 Modeling Variability with VML 

This section introduces the Variability Modeling Language (VML). VML provides a 
mechanism to express how a system should adapt at run-time to improve its perfor-
mance under changing conditions. The current version of VML has been developed 
using a Model-Driven Engineering (MDE) approach. We have created a textual editor 
for VML using the Xtext framework [9], including some advanced features such as 
syntax checking and coloring facilities, and a completion assistant. As the focus of 
this paper is not VML, we will only present the essentials needed for modeling the 
case study. Then, the resulting VML model will be used as the starting point for ob-
taining the Maude specification included in Section 4.  

In a VML model, we first need to define the variation points. Aligned with Dy-
namic Software Product Lines (DSPL) [10], VML variation points represent points in 
the software where different variants might be chosen to derive the system configura-
tion at run-time. Therefore, variation points determine the decision space of VML, 
i.e., the answer to what can change. As shown in Listing 1, variation points (var-
point), as all the other VML variables, belong to a certain data type. VML includes 
three basic data types: enumerators, ranges of numbers, and booleans. For instance, 
the velocity variation point is an enumerator that set the robot speed using three possi-
ble variants: SLOW, NORMAL or FAST. After defining the variation points, we need 
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to specify the context variables (context), which identify the situations in which 
variation points need to be adapted. Listing 1 shows three context variables: (1) the 
ambient lighting, (2) the ambient noise, and (3) the battery level. Note that contexts 
and variation points have been modeled to abstract the original parameters presented 
in Section 2, most of them defined as integers ranging from 0 to 100. This abstraction 
reduces the complexity considering only the relevant values for each variable. 

At this point, we need to define how variation points are set according to the con-
texts. This is achieved through properties (property) and ECA (event-condition-
action) rules (rule). Properties specify the features of the system that need to be 
optimized, i.e., minimized or maximized. Properties are defined using two functions: 
priorities and definitions. Definitions characterize the property in terms of variation 
points (i.e., definitions are the objective functions to be optimized). For instance, in 
Listing 1, we define the performance property as a linear function of the velocity 
variation point (the faster the robot accomplishes its task, the better its performance). 
It is worth noting that property definitions can be characterized using the technical 
specifications of the hardware (e.g., to know how much power each component con-
sumes), simulation or empirical data from experiments. On the other hand, priorities 
describe the importance of each property in terms of one or more context variables 
(i.e., priorities weight the objective functions). For instance, power consumption be-
comes more relevant whether the battery level decreases below 20%. Otherwise, pow-
er consumption is not considered an issue and, as a consequence, its impact on the 
adaptation process is very small. Opposite to definitions, priorities are characterized 
in a more subjective way, depending on the designer experience. Regarding the ECA 
rules, they define direct relationships between context variables and variation points. 
As shown in Listing 1, the left-hand side of a rule expresses a trigger condition (de-
pending on one or more context variables) and its right-hand side sets the variation 
point. For example, the decision of which signaling (acoustic or light) to select in 
each situation is modeled using rules. Basically, when there is ambient light (lightning 
= true) the first rule selects the acoustic signaling. Otherwise, the second rule selects 
the light signaling. 

Regarding the execution semantics, VML models specify a constrained optimiza-
tion problem, that is, they use syntactic sugar for describing the global weight func-
tion that optimizes the variation points and, as a result, allows improving the overall 
system quality. This global function is obtained by aggregating the property defini-
tions (terms to be optimized), weighted by their corresponding priorities. Besides, the 
ECA rules state constraints that need to be satisfied. At this point, it is worth noting 
that VML variation points and contexts are high-level variables that somehow abstract 
architectural elements (e.g., components or component parameters). For instance, the 
velocity is linked to the parameter velocity in Control component, and the battery 
level is obtained from the Battery Sensor component (see Figure 1). This abstraction 
allows VML to be independent of the underlying architecture, what, among other 
benefits, enables the reuse of the models in different platforms and scenarios. In the 
next section we start from the VML model, shown in Listing 1, to obtain an  
equivalent Maude specification.  
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type impact : enum {VERY_HIGH(5), HIGH(4), MEDIUM(3),  

                              LOW(1), VERY_LOW(2), NON_EFFECT(0)}; 
context lighting   : boolean; 
context noise : enum {LOW, MEDIUM, FULL}; 
context battery  : enum {NORMAL, NOISY, VERY_NOISY}; 

rule rule1 : lighting = true    => signalType = ACOUSTIC; 
rule rule2 : lighting = false  => signalType = LIGHT; 
rule rule2 : battery <> FULL => velocity <> FAST; 

property safety : impact maximized {  
        priorities: 
                case noise <> NORMAL : impact.MEDIUM 
    default: impact.NON_EFFECT; 
        definitions: 

f(signalIntensity) = signalIntensity/20; 
    f(velocity) = velocity/20 - 1; } 

property powerConsumption : impact minimized { 
         priorities: 
 case battery = LOW : impact.VERY_HIGH 
 default: impact.LOW; 
         definitions: 
     f(signalIntensity) = signalIntensity/40 + 1.5; 

f(velocity) =  velocity/40 + 1.5; } 

property performance : impact maximized { 
        priorities:  
 case noise <> NOISY and battery = LOW:  impact.VERY_LOW 
 default: impact.HIGH; 
        definitions:  

    f(velocity) = velocity/20;  
} 
varpoint signalType  : enum {ACOUSTIC, LIGHT}; 
varpoint signalIntensity  : enum {LOW(20), MEDIUM(60), HIGH(100)}; 
varpoint velocity  : enum {SLOW(20), NORMAL(60), FAST(100)}; 

Listing 1. Variability model described using VML for the robotic example 

4 Prototyping Self-Adaptation with Maude 

In order to learn about the convenience of using formal tools like Maude in the devel-
opment of self-adaptive systems, this section describes the Maude specification for 
the adaptation logic modeled in Section 3. Note that, for the lack of space, we do not 
provide the complete Maude specification, but only the essential concepts for model-
ing the self-adaptation logic. 

4.1 Overall Proposed Approach 

We have implemented our example with Core Maude using an object-based pro-
gramming approach. This allows us to model self-adaptive systems as configurations 
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(collections) of objects and messages that represent (a snapshot of) a possible system 
state. Each object has an identifier, a class, and a set of attributes. For instance, the 
expression < oid : cid | attr1, attr2 > represents an object with identifier oid, 
belonging to the class cid, and with two attributes attr1 and attr2. On the other 
hand, messages include an identifier and a list of arguments. For example, the expres-
sion mid (arg0, arg1) represents a message with identifier mid and arguments 
arg0 and arg1. The idea behind using a set of objects and messages to represent the 
system state is that we can specify the adaptation behavior as a set of rewrite rules 
that consume and produce objects and messages, i.e., that evolve the system state. 

As in most self-adaptive systems [2], the adaptation loop comprises three 
processes, namely: (1) gathering and assessing the current context, (2) reasoning on 
the best adaptation possible, and (3) performing the system reconfiguration. In our 
case, Maude carries out all these processes through the Adaptation Control compo-
nent, which simply allows Maude to interact with the component architecture. The 
interface between Maude and the Adaptation Control is summarized in Table 1.  
Figure 2 outlines the steps of the algorithm that implements this adaptation loop. Each 
of these steps is further detailed in the following subsections. 

Table 1. Interface between Maude and the Adaptation Control component 

Command Description 
Start Starts the adaptation loop 
synchArch <component : String> 
 <parameter : String> 
 <value : String> 

Synchronizes the Maude architecture representation with 
the actual architecture implementation. Example:  
synchArch “LightSignaling” “state” “running” → Maude 
is notified of the actual state of the LightSignaling comp. 

init ( <battery : INT>, 
 <noise : INT>, 
 <light : INT> ) 

Maude is notified of the initial low-level context variables 
Example: init ( 100, 55, 20 )  

battery <value : INT> Updates the battery (0-100). Example: battery 23 
noise <value : INT> Updates the ambient noise (0-100) Example: noise 67 
light <value : INT> Updates the ambient light (0-100) Example:  light 10 
notify <component : String> 
           <parameter : String> 
           <value : String> 

Maude is notified of a change in a component. 
Example: notify “control” “velocity” “23” → The control 
component notifies that the velocity has changed to 23 

command <component : String> 
 <parameter : String> 
 <value : String> 

Maude sends a reconfiguration command.  
Example: command “control” “velocity” “11” → The 
velocity of control component must be changed to 11 

4.2 Initialization 

At run-time, Maude needs to keep the dynamic state of the adaptation process through 
an internal representation (or model) of: (1) the current context, to know when a new 
situation (e.g., a new battery level) produces significant changes to require an adapta-
tion, and (2) the current component architecture, to trace what modifications are 
needed to obtain an adapted configuration of the system from the current one. Conse-
quently, prior to starting the adaptation loop, an initialization function needs to set up 
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the context and the architecture representations. This function is labeled in Figure 2 as 
“Init context and synchronize representation”.  

 

Fig. 2. Outline of the adaptation loop 

The Context Representation. It should be both detailed enough to gather all the 
contextual information relevant for the adaptation, and abstract enough to enable the 
system to efficiently reason on it. This representation considers the same description 
as the one given for the context variables in the VML model (see Listing 1). The func-
tion that computes the values from the components to obtain a more abstract represen-
tation (e.g., deciding when the integer provided from the Battery Sensor is LOW, 
MEDIUM or FULL) will be later detailed in section 4.3. A possible configuration of 
the context model in Maude could be as follows: 

< ctx : Context | batt  : FULL, noise : NORMAL, light : false > 

The Architecture Representation. Similarly to the context model, maintaining an 
explicit reflection model that abstracts the actual running system is essential to effi-
ciently decide on it and execute the required reconfigurations. This model needs to be 
synchronized with the actual component-based system architecture in order to provide 
the adaptation logic with up-to-date information. With regard to adaptation, the only 
relevant information contained in the system architecture for the example (see Fig-
ure 1) is the list of components gathered in the Reconfigurable Component (neither 
the component interfaces nor the connectors are modeled). Each component in this list 
is modeled in Maude with an object containing, at least, two attributes: name (String) 
and state ∈ {RUNNING, STOPPED}. An additional attribute will be added for each 
parameter defined in each component. A possible configuration of the architecture 
model could be as follows (please, note that the state of the AcousticSignaling com-
ponent is STOPPED, meaning that it is not present in the actual system architecture): 

  <c : Control | name : "control", state : RUNNING, velocity : 5 > 
  <l : LightSignaling | name : "lsig", state : RUNNING, intensity : 50 > 
  <a : AcousticSignaling | name : "asig", state :STOPPED, intensity:50> 
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The initialization process is addressed through two rewrite rules. On the one hand, the 
arch-synchronization rewrite rule is triggered each time the Adaptation Control 
component sends to Maude a synchArch message (see Table 1), which updates the 
state and attributes of the corresponding component in the architecture representation. 
This occurs when the components belonging to the Reconfigurable Component initial-
ly notify their state via iMon interface. On the other hand, the init-context rewrite 
rule updates the context representation after receiving the measurements of all sensors 
through an init message (see Table 1). 

4.3 Context Assessment 

The main functions of the Context Assessment process are: (1) to receive the context 
information from the sensors (see the battery, noise and light commands in 
Table 1), (2) to translate this raw data into consistent values for the more abstract 
context representation, and (3) to launch the reasoning process in case the changes in 
the context variables are significant enough. These three functions are represented in 
Figure 2 in the decision node D1, the operation “Abstract context” and the decision 
node D2, respectively. 

In order to address the context assessment, we have implemented three rewrite 
rules (one for each context variable). Thus, a new message from a sensor will trigger 
its corresponding rule (1) to apply an abstraction based on fixed thresholds (e.g., we 
consider the battery to be FULL when we receive a value greater than 80), and (2) to 
determine whether an adaptation is required according to how much the context has 
changed. In the current implementation, the adaptation process starts only if a variable 
in the context representation changes. In this case, a reasoner message is created to 
trigger the rules performing the reasoning process, as detailed next. 

4.4 Reasoning 

The Reasoning function (see Figure 2) implements the core self-adaptation logic as it 
computes the best configuration possible for a given context, that is, it selects the set 
of variants that jointly optimize the overall system performance. The Maude specifi-
cation does not only rely on the description of the properties and rules described in the 
VML model, but also on their semantics. Therefore, as we mentioned in Section 3, 
Maude will need to solve the underlying constrained optimization problem described 
in the VML model.   

The Variability Representation. It translates the variation points included in the 
VML model into Maude. As shown below, each variant is modeled in Maude with an 
object containing the following attributes: name, dimension (ID of the variation point 
the variant belongs to), safety, consumption and performance (impact of the variant in 
each property resulted from evaluating the definition function), score and state. Note 
that, as in the VML model, we abstract the architecture details. For instance, whereas 
signaling intensity is a component attribute in the range 0-100, both in VML and in 
Maude, we only consider three variants (LOW, MEDIUM, HIGH). This abstraction, 
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together with the one provided by the context and architecture representations, signif-
icantly simplifies the reasoning process. 

< v : Variant | name : "slow", dimension : "velocity", safety : 3,  
    consumption : 2, efficiency : 1, score : 0, state : AVAILABLE > 

The reasoning approach followed in this research is based on the method described in 
[11], which combines the use of adaptation rules and the optimization of property-
based adaptation goals. Our adaptation rules have been implemented as two Maude 
rewrite rules, non-available and required. Both these rules are executed once for 
each variant object, updating its state attribute according to the current context. The 
non-available rule sets the state of those variants that are inconsistent with the 
current context (i.e., cannot be selected during the subsequent optimization process) 
as NON-AVAILABLE. For example, if the battery is not FULL, then the variant 
FAST is marked as NON-AVAILABLE (see rule3 in the VML model). The re-
quired rule sets the state of those variants that, according to the current context, 
need to be compulsorily selected as REQUIRED. For example, if light is true, then 
the variant ACOUSTIC is marked as REQUIRED (see rule1 in the VML model). 

In order to cope with the optimization of property-based adaptation goals, we have 
implemented two additional rewrite rules: calculate-scores and search-
solution. The first of these rules is triggered once for each variant and calculates 
the attribute score of those marked as AVAILABLE. The calculation of the score is 
based on: (1) the impact of each variant on the three system properties (evaluation of 
the function for the property definition); and (2) the importance of each property in 
the current context (the evaluation of the function for the property priority). Finally, 
the search-solution rule finds the best possible system configuration for the cur-
rent context, i.e., the combination of variants that, together, obtain the highest score. 

4.5 System Reconfiguration 

The main functions of the System Reconfiguration process are: (1) to create a reconfi-
guration plan (sequence of reconfiguration commands) that adapts the architecture 
representation according to the decisions made by the Reasoning function, and (2) to 
synchronize the architecture representation with the run-time system architecture. To 
implement these functions, labeled in Figure 2 as “Reconfigure architecture” and 
“Update representation”, we have implemented two Maude rewrite rules:  
reconfigure and notification-when-pending.  

The reconfigure rule produces a set of reconfiguration commands (see com-
mand in Table 1) for those components that need to be modified (i.e., those for which 
the state or other attribute has changed). This is achieved by making the difference 
between the current architecture representation and the one that has just been derived 
from the selected variants. Moreover, the notification-when-pending rule is 
executed whenever a real component (belonging to the Reconfigurable Component) 
notifies that it has changed in response to a reconfiguration command (see notify in 
Table 1). These notifications cause the architecture representation to be updated to 
reflect the current situation. It is worth noting that Maude registers all the  
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reconfiguration commands sent and not acknowledged yet. Context messages are 
discarded as long as there are pending notifications. This prevents the execution of 
new adaptation loops while the architecture representation is not completely  
synchronized. 

5 Formal Verification of the Adaptation Strategy  

Maude can be used not only for simulating self-adaptation strategies, but also for 
formally checking that the specification satisfies some important properties under 
certain conditions, or for obtaining useful counterexamples showing that some prop-
erty is violated. As this kind of model-checking analysis can be a powerful tool for 
self-adaptive system designers, this section illustrates how Maude allows checking 
invariants using the search command.  

As previously mentioned, the Adaptation Control component (see Figure 1) relies 
on Maude for executing the adaptation strategy. Thus, sensor components interact 
(indirectly) with Maude to provide context information (e.g., the battery level or the 
ambient noise). Although this scheme is appropriate for simulating or running the 
system, it is not for exhaustively checking whether the model satisfies a given condi-
tion. Therefore, we need to automatically generate context configurations to enable 
the Maude search command to explore the adaptation space. For instance, in the pro-
posed example, the robot should not run simultaneously the light signaling and the 
acoustic signaling components. We can verify that this property holds in all situations 
using the search command as shown below.  

search in SIMULATOR :  
  start  
=>+  
  contextModel(<ctxObj : Context| light:LIGHT,noise:NOISE,batt:BATT>) 
  archModel(  
   < ctrlObj : Control | ATTS-CFG > 
   < lSigObj : LightSignaling | state : LSIG-ST, ATTS-CFG’ > 
   < aSigObj : AcousticSignaling | state : ASIG-ST, ATTS-CFG” > ) 
  CONF:Configuration 
such that (LSIG-ST == RUNNING) and (ASIG-ST == RUNNING) . 

Given an initial configuration (declared before the arrow), this command explores the 
adaptation space looking for the pattern that has to be reached (declared after the ar-
row). Firstly, the starting configuration is the message start that activates the context 
generator and the adaptation loop (see Figure 2). Then, Maude searches for the con-
text (i.e., the value for the variables LIGHT, NOISE and BATT) and the architecture 
that are set when the state of both the LightSignaling and the AcousticSignalig is 
RUNNING. If the search command returns no solution it means that on the initial 
state, and on all states reachable from it, the predicate is an invariant. Similarly, the 
command could also be used to analyze the reachability of a valid configuration, for 
example, to find out under which contexts the adaptation selects a velocity greater 
than 80. 
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6 Related Work 

Significant research efforts are being invested to try overcoming the limitations of 
current ad-hoc approaches to (self-) adaptive system development. These efforts have 
given rise to new adaptation-enabling frameworks and middlewares, and new lan-
guages supporting adaptation primitives [2]. However, most current approaches do 
not offer either a formal specification of the adaptation processes, nor a formal rea-
soning support for testing, assessing and verifying the adaptation logic. This issue has 
been highlighted as a major challenge in several works [1][2].  

Some of the existing frameworks provide some kind of support for self-adaptive 
system simulation and verification. For instance, as part of the DiaSuite Project [12], 
the DiaSpec Domain Specific Language (DSL) enables the specification of 
Sense/Compute/Control (SCC) applications, where the interaction with the physical 
environment is essential. Basically, DiaSpec allows designing applications indepen-
dently of the platform, describing entities (e.g., components or devices) and control-
lers, which execute actions on entities when a context situation is reached. DiaSpec 
models can be simulated to test the SCC applications before their deployment. These 
models can be simulated using DiaSim without requiring any coding effort. DiaSim 
provides a graphical editor to define simulation scenarios and a 2D-renderer to moni-
tor simulated applications. The main benefit of this approach is the graphical repre-
sentation of the environment, where the user can easily see the interactions between 
entities. However, this approach is quite limited as it does not enable to extensively 
explore the possible states of the system to verify invariants, find out erroneous recon-
figurations, or prove the correctness of the rules. 

MUSIC [13] is a framework that supports self-adaptation in mobile applications 
based on component-based architectures. MUSIC proposes a methodology where the 
contextual information is modeled extending an ontology, and the architecture recon-
figurations are expressed via goal policies, through utility functions in the architectur-
al elements. MUSIC provides a tool for static validation aimed to detect errors and 
omissions in the specification (e.g., for type checking). On the other hand, MUSIC 
also offers a simulation tool that enables developers to observe and analyze the effects 
of context changes and adaptations. In contrast to our approach, where we model 
separately the application logic and the variability involved in the adaptation process, 
this approach is too coupled to the underlying architecture.  

In the field of Dynamic Software Product Lines (DSPL) [10], MOSKitt4SPL [14] 
enables designers to model dynamic variability by means of (1) feature models, de-
scribing the possible configurations to which the system can evolve, and 
(2) resolution models, defining the reconfigurations in terms of feature activa-
tion/deactivation associated with a context condition. These specifications are auto-
matically transformed into state machines representing the Adaptation Space, where 
the states are the possible system configurations and the transitions the migration 
paths. This approach enables to analyze the Adaptation Space and automatically re-
fine the model specifications to ensure the following behavioral issues: 
(1) determinism, (2) reversibility, (3) absence of redundancy, and (4) nonexistence of 
cycles. The main advantage of this approach is the possibility of using the  



444 J.F. Inglés-Romero and C. Vicente-Chicote 

well-established Finite State Machine (FSM) theory to analyze the system specifica-
tion. However, it does not rely on a formal framework like Maude to implement spe-
cific verification algorithms or the simulator.  

Also in this line, the DiVA [6] Project provides a tool-supported methodology with 
an integrated framework for managing dynamic variability. DiVA proposes an early 
validation at design-time to discover faults in the adaptation specification using simu-
lation, i.e., the user manually selects relevant contexts and then analyzes the results 
from the adaptation logic. Although DiVA has multiple solvers available both for 
simulating and running the system, this approach seems to be insufficient to check 
invariants in large models with many context variables or to prove the consistency 
and correctness of the specification. 

7 Lessons Learned and Future Research Plans 

To this point, we have presented our experience in using Maude for prototyping and 
verifying component-based self-adaptive systems. Next, we draw some conclusions 
and lessons learned from this experience, and outline our future research plans. 

Roles of Formal Tools in the Development of Self-Adaptive Systems 

At design-time, formal tools, like Maude, can support self-adaptive system modeling, 
at least, in two ways. On the one hand, they can be used to check the semantic cor-
rectness of the variability models. For instance, considering the VML language pre-
sented in section 3, Maude can help checking data types (e.g., we cannot assign a 
Boolean value to an enumerated variable), detecting unused elements (e.g., a variation 
point that is never used), avoiding recursive assignments (e.g., x=x+1), or preventing 
contradictory statements (e.g., two incompatible rules). On the other hand, formal 
tools allow verification and simulation of the adaptation logic. For example, Maude 
provides the search command, which explores the reachable state space looking for 
a given configuration. This command is a simple, yet powerful method for checking 
invariants, as introduced in section 5. Furthermore, Maude enables the simulation of 
the system specification starting from any given state. This can be very useful for 
adjusting some parameters of the adaptation logic. 

At run-time, we can apply formal tools to validate the system reconfigurations be-
fore they are actually performed, as it is not reasonable to make the system migrate to 
an invalid configuration. For example, DiVA [6] applies an online validation with 
Kermeta [15] at run-time to check that all the invariants hold. Apart from that, formal 
tools can also be considered as a means to operate with models in the adaptation 
process. The main benefit of this approach is that the implementation of the opera-
tions can be verified. For instance, as mentioned in section 4, we could firstly adapt 
an architecture model, and then, reflect the changes on the real system according to 
the difference operation between the adapted model and the current one. Therefore, it 
seems to be possible to deal with similar techniques in the field of models@run-
time [16] combining model transformations with formal tools like Maude [17]. Final-
ly, if the performance is satisfactory, we could consider formal tools as the final  
adaptation engine. 
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Maude for Prototyping Self-Adaptation 

The first benefit of using Maude for prototyping self-adaptive systems stems from its 
capability to provide designers with executable mathematical models of these sys-
tems. This capability becomes essential for adjusting and validating their adaptation 
behavior. Specifically, Maude can assist designers in (1) adjusting the abstraction 
level of context variables and variation points in the VML model with regards to the 
architecture details (e.g., the integers provided by the light sensor are translated into a 
boolean context variable to indicate whether there is or not light enough). The design-
er needs to decide how many values are enough to characterize a context variable or a 
variation point; (2) adjusting the design-time functions that specify the VML proper-
ties to be optimized; and (3) establishing the right links between the architectural 
elements and the VML variables (e.g., selecting thresholds to establish what means 
false or true in a boolean context variable). Regarding the abstraction level of va-
riables in VML, it is worth noting that the number of considered alternatives has an 
impact on the adaptation stability (e.g., the more context values, the more potential 
situations to manage and, consequently, it may cause continuous and inefficient sys-
tem reconfigurations), the computational cost (e.g., the more variants to handle the 
higher the cost) and the effectiveness of the process (e.g., an insufficient number of 
alternatives makes adaptation useless). 

Concerning the main limitations we found when implementing the robotic exam-
ple, Maude seems not to offer a simple method for solving constrained optimization 
problems. The current approach relies on exploring all the possible combination of 
variants to finally decide the best one in terms of the adaptation properties. Thus, the 
practical feasibility of this problem critically depends on the number of variants. 
Another barrier for the developers is the difficulty for debugging Maude programs, 
due to the concurrent nature of its rules and the scarcely legible traces it returns dur-
ing the execution. We figured out that this difficulty increases exponentially as the 
number of rules grows, since it becomes more and more complex to follow the  
interactions between the Maude rules, causing undesired states in the system.  

Automatic Code Generation from VML 

We have identified some common Maude structures (partly described in section 4) 
that could be easily generated from a VML model (e.g., the context and the variability 
representation). However, part of the Maude specification cannot be generated from 
the VML model, as it also depends on the component-based architecture model, in 
particular of its reconfigurable and monitoring parts (related with the VML variation 
points and context variables, respectively).  

For the future, we plan to continue exploring the potentials of Maude, in particular, 
for verifying the completeness and correctness of the self-adaptive behavior specifica-
tions. We also plan to link this work with our previous experience with VML [7] and 
with the MDE approach proposed by DiVA [6].  
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Abstract. Software Product Line Engineering (SPLE) is an approach for soft-
ware reuse. It concerns to produce customized software products as atomic or 
composite services to be reused in SOA-based applications. A common set of 
artifacts is used to build these services in a planned and managed way. The 
main purpose of SPLE is to explore commonalities and variabilities. The SPLE 
approach provides a strategic software reuse that can produce quality Software 
as a Service (SaaS) while cutting cost and reducing time-to-market. This paper 
proposes a process to construct services as Software Product Lines by using 
Model Driven techniques. The process combines the use of maps, visual tech-
niques for SPL modeling, especially features diagrams and MD techniques. In 
addition to the process, we have developed a tool to support map, feature, and 
class diagrams modeling. 

Keywords: Model Driven, Software Product Line, Variability, Process, Tool. 

1 Introduction 

(SPLE) is an approach for software reuse. It is recognized as a successful approach to 
reuse in software development [1, 2]. It concerns with producing customized software 
products as atomic or composite services to be reused in SOA-based applications [23, 
24]. SPLE allows companies to realize significant improvements on productivity. The 
purpose of this approach exploits the commonalities between products while preserv-
ing the ability to vary the functionality between these products. The difference be-
tween products is their variability, a key success in product lines [3]. SPLE distin-
guishes two layered levels of engineering [4]: Domain Engineering (DE) and Applica-
tion Engineering (AE). DE deals with the identification of commonalities and varia-
bilities among products. AE is used to develop a new product from a PL and the re-
sults from DE level are used to derive a specific product. 

In the proposed process, we focus on both levels of engineering. First, we build the 
SPL at DE level. Then, we derive a specific product. The problem that we try to 
tackle in this paper is the discordance goal between the developed products and the 
real needs of its users. 
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This paper presents a meta-model and a prototyping tool for requirement and fea-
ture modeling. The tool implements various models to assist stakeholders in the 
process of product configuration for SPLs. This paper describes an Eclipse plug-in for 
map, feature, and class modeling to model SPL, which assists SPL designer in the 
construction of SPL and the derivation of particular product. Providing tool as an 
Eclipse plug-in would facilitate the integration of these kinds of modeling with a de-
velopment environment. The tool, itself, is built by using two Eclipse plugins: EMF, 
and GMF which provide many possibilities through extensions points.  

The remainder of this paper is organized as follows. Section 2 summarizes a meta-
model for intention and feature modeling in the context of SPLs. The proposed Model 
Driven for SPL process is described in section 3. The supporting tool is presented in 
section 4. Section 5 presents some related work. Finally, a conclusion section high-
lights our contribution and presents some research perspectives. 

2 A Meta-model for SPL 

This section describes a meta-model that synthesizes the interesting points such as 
SPL, intention, features, etc. We choose to transform this meta-model into a UML 
profile to (i) facilitate the integration with UML models, and (ii) use it in our MD 
approach. We try throw this meta-model to facilitate the relation between require-
ments model (MAP), features model and classes diagram. This meta-model is used in 
our process and in the generation of our tool support. 

 

Fig. 1. Modification applied on map meta-model 

A MAP [5] involves two or more sections. Each section is composed of two inten-
tions and one strategy (these concepts are presented in section 3.1). A relationship 
between sections can be a cluster, multi-path or multi segment. To further use the 
meta-model in our process, we make a modification, as shown in Figure 1, by adding 
two types of sections: ‘OptionalSection’ and ‘MandatorySection’. These new sections 
are added for the mapping between map and features model.  

A PL contains features, as shown in Figure 2. A product belongs to one PL. It is al-
so composed of features that check some constraints (an exclusion and required rela-
tion) through the conflict and require relationships. Figure 2 presents the different 
concepts of feature Model. The possible relationships between features are presented 
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by FeatureGroup.  There are three relationships between features: ‘And’, ‘Xor’, and 
‘Or’. The relationships between a parent feature and its child features are categorized 
as: ‘Mandatory’ or ‘Optional’.  

 

Fig. 2. Relationship between product line and features 

Figure 3 presents the relation between the features elaborated in the analysis do-
main and the components constructed in implementation domain; the goal of imple-
mentation domain is to develop the components participating in the architecture of the 
SPL). A feature is associated to a component. There are two kinds of components: 
composite or leaf, i.e. simple component. A leaf is a non decomposable component. It 
has one or more possible implementation. A composite component is decomposed 
into subcomponents. 

 

Fig. 3. Relationship between feature and component 

Another alternative to the implementation of assets with components is the use of 
services as shown in Figure 4. There are two kinds of services: atomic service and 
composite service. An atomic service cannot further be decomposed. A composite 
service is composed of other services. A feature can be associated to a service. 

 

Fig. 4. Relationship between feature and service 

3 Model-Driven SPL Process 

This section presents the notations used in the model-driven SPL process. These are 
map model and features model. It also presents some rules and patterns for mapping 
between map, features, and class model. Both DE and AE are covered in the proposed 
as shown in Figure 5. The DE process deals with the creation of core assets. These core 
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assets are PL requirements, analysis models, PL architecture, reusable components and 
services. This process concerns with the elicitation of intentions and strategies using the 
map for the design of user’s requirements. In the modeling of the requirements, SPL 
features intentionality is represented as maps [22]. Then, features models derive class 
diagrams in the design view that used further used to obtain a component architecture or 
service architecture throw through components or services repository. The component 
architecture view deals with the creation of the interface type and a component. The 
interfaces contain the signature of operations. The generated component implements the 
required and provided interfaces. Service architecture view is also realized by genera-
tion of services from design view. The AE process deals with product derivation from 
the composition of existing artifacts created in the DE (existing components or services 
present in the components repository or services repository). It exploits the variability of 
the PL, which allows the satisfaction of users needs.    

 

Fig. 5. Approach for SPL construction 

3.1 MAP Model 

A MAP [5] is a process model expressed in a goal-driven perspective that can pro-
vides a representation of a multi-facetted purpose based on a non-deterministic inten-
tions and strategies. The directed nature of the graph shows which goals can follow 
which one. MAP is considered as intention-oriented process modeling that follows the 
human intention of achieving a goal [12]. A map is a directed graph from ‘Start’ to 
‘Stop’, as the strategy shows the flow from the source to the target intention. It is 
composed of several sections. Intentions are represented as nodes of the graph. Strat-
egies are the relationships between intentions. The key concepts of map are intention, 
strategy and section. An intention is a goal [6] that expresses a state that is expected to 
be reached or maintained. A strategy is a way or a means to achieve an intention. A 
section is a combination of two intentions linked by a strategy. 

3.2 Feature Model 

Feature modeling is a domain analysis technique, part of the Feature Oriented Domain 
Analysis (FODA) method [7], for developing software for reuse. This method has 
been applied in many domains such as telecom systems [8, 9], network protocols [10], 
and embedded systems [11]. Using feature modeling can help in generating domain 
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design in SPL. Feature Models allow a representation of all possible products in a 
SPL, in terms of features. It represents the description of the mandatory features that 
are present in all the products of the PL along with variant features or optional fea-
tures that do not appear in all the products. 

In a feature model, we can find hierarchical relationships between features. The re-
lationships between a parent feature and its sub features are categorized as mandatory 
features that are required in all the products, or optional features. A child feature can 
only appear in the products where its parent feature appears. Relationships between 
features are mandatory, optional, Xor, and-relationship and or. A features model de-
fines constraints which are compatibility rules. These rules refer to some restrictions 
in features combinations. They are two types of constraints: requires and excludes. 

3.3 Patterns to Automate Transformations 

Our process focuses on DE and AE, using goals and features model to establish archi-
tecture model. In this architectural model, we deal only with structural view (class 
diagram). We define some rules to try to automatically derive class diagram from 
requirement model. However, we recognize that the transformations that we propose 
cannot be univocal. We distinguish different kinds of transformations: (i) SPL re-
quirements are mapped into feature models, and (ii) the structural information of the 
feature models is mapped into class diagrams. These transformations are implemented 
using QVT. We begin with the mapping between requirement model and analysis 
model, i.e. from MAP model to feature model, by using some transformations rules: 

• A thread relationship in a map model representing a AND/OR relation between 
two strategies is equivalent to an Or-features-group 

• A bundle relationship representing a XOR relation between two strategies is equiv-
alent to an Alternative-features-group 

• For mandatory and optional features, we have defined new concepts in the MAP 
meta-model: mandatory and optional section. The same graphical representation in 
the feature model is used for representing mandatory and optional sections. 

Feature model are mapped into classes and attributes as shown in Table 1: 

• A feature in the model tree can be simple or complex feature. 
• The leaves of the tree can be simple features, in this cases a simple feature is 

mapped into an attribute of a parent class.  
• A non-atomic feature is mapped into a class representing this feature. 
• Mandatory features imply a unidirectional association with the right cardinality.  
• The optional features are mapped as associations with 0..1 as cardinality. 

For alternative and OR groups of features, generalization concept is applied, where an 
alternative group of features is represented by a generalization of classes with exclu-
sive as constraint between the subclasses, whereas Or group is represented by a gene-
ralization of classes with overlap as constraint between subclasses. 
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Table 1. Rules to automate transformations 

 

4 Supporting Tool 

Based on the meta-model presented in section 2, we developed an interactive, visual, 
tool for requirement modeling, feature capture, and architecture modeling. The tool 
will be extended to Feature Configuration. Our plug-in implements map modeling, 
cardinality-based feature modeling through transformations and architectures of SPL 
construction. This tool is based on eclipse plug-ins. The tool uses the multiple exten-
sion possibilities of offered by eclipse platform through two plug-ins: Eclipse Model-
ing Framework (EMF), and Graphical Modeling Framework (GMF).  

These plugins provide many possibilities through extensions points, which can re-
duce the development effort. These plugins helps in constructing our model-driven 
approach. The proposed tool is built by re-using these two Eclipse plugins. Providing 
a supporting tool for map, feature, and class modeling as an Eclipse plug-in is of pa-
ramount importance for with the integration of these kinds of modeling as part of a 
development environment. Object Constraint Language is used to describe con-
straints, rules and specifications. OCL statements can be specified as part of EMF 
Model or invoked directly from programming language (java). 
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5 Related Work 

Several authors have proposed approaches relating to feature models and product 
architectures. The mapping between requirements and design is a complex task be-
cause of the flexibility and adaptability of the SPL, the different technology possibili-
ties, etc. Van Lamsweerde [13] derives software architectures from the formal speci-
fications of a system goal model. Bragança et al. [20] propose to obtain features from 
use case models. Laguna et al. [21] proposes some patterns to obtain design view and 
use case models from features models. 

Many proposals express variability with UML models. [18] propose the extension 
of UML Meta model by the adding of new relationships "option" and "alternative".  
Clauß proposes the use of stereotypes to express variability [19]. 

Many propositions are concerned with the construction of editor for features mod-
eling. AmiEddi [14] supports feature modeling notation [4] and didn’t support feature 
and group cardinalities. CaptainFeature [15] implements a cardinality-based notation. 
Some other works try to integrate feature-based configuration like ConfigEditor [11].  

We also found some commercial tools (Pure::Variants [16] or GEARS [17]). 
Pure::Variants support feature modeling and configuration by using a tree-view rend-
er without feature cardinalities. It allows modeling of constraints between features 
and uses Prolog-based constraint solver for the configuration. GEAR allows the  
modeling and configuration of software variants. 

6 Conclusion and Future Work 

There is growing interest on the topic of SPL construction to derive particular prod-
uct. We have aimed at fulfilling stakeholder’s requirement of the SPL and the particu-
lar requirements. We have focused on the mapping of goal-oriented requirements into 
software architectures. First, we have defined a Meta model to represent the different 
concepts related to the construction of SPL. Then, we have defined a process to (i) 
construct SPL, (ii) derive particular product throw configuration and model deriva-
tion. We have emphasized the construction of services for SOA-based applications. 
The process generates design views by using class diagram derived from a require-
ment model. The process is supported by rules and mapping patterns and realized by a 
tool using EMF and GMF plugins to facilitate the construction of SPL. 

Our future works includes (i) the formal validation of the proposed mapping pat-
terns and (ii) the generation of assets of the SPL. These assets will be PL require-
ments, analysis models, PL architecture, reusable components, and services. 
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Abstract. Bridging the gap between design and implementation stages has been 
a major concern that deplores designers, analysts and developers for quite a 
long time during the design and implementation of information systems in tradi-
tional environments. This issue grows to bigger dimension with the presence of 
cloud computing. Designing and modeling an Information System for the Cloud 
is a major and hard task that most of the traditional software engineering ap-
proaches fail to fulfill. In parallel, many respective organisations and respective 
researchers have highlighted a number of security and privacy challenges that 
are not present in traditional environments and need special attention when im-
plementing or migrating information systems into a cloud environment. Thus, 
security and privacy are by themselves two areas that need special attention in 
the cloud era. This paper moves on to this direction. Specifically, it presents a 
number of privacy-oriented technical concepts that analysts need to consider 
when designing and modeling privacy-aware systems in a cloud environment. 
Also it suggest for every concept a number of implementation techniques that 
can assist developers in implementing the respective concepts. 

Keywords: Cloud Computing, privacy concepts, CSA, Implementation Tech-
niques, Software Engineering, PETs. 

1 Introduction 

Cloud Computing is without a doubt one of the most significant innovations presented 
in the global technological map. The number of potential users enrolling and using 
cloud services increases exponentially on a daily bases. The great demand from online 
users for cloud services along with the reduced operational costs that the latter offers 
has motivated many organisations and companies to consider implementing from 
scratch or migrating organizational services, data and applications on the Cloud. 
However, despite the various positive characteristics of all cloud service models like 
reduced costs, better availability insurance, on demand data storage and computation 
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power, cloud users have expressed major concerns regarding the protection of their 
privacy in such environments basically due to the distributed character of the cloud 
architecture and the involvement of different stakeholders and providers on specific 
applications and data processing mechanisms.  

According to National Institue of Standards and Technology (NIST), Cloud Com-
puting delivers three different types of services to the end users that derive from three 
different models. The delivery models are IaaS, PaaS and SaaS, each one of them 
providing three distinct types of resources, like virtual infrastructure resources, appli-
cation platforms and software services.  Each delivery model is considered as separate 
layer that is depended from each other and with IaaS being the foundation, PaaS sits 
on top of IaaS and SaaS sits on top of PaaS. So, as the end users combine different 
type of services, capabilities form each layer are inherited, so as privacy issues. Also 
another factor that should be considered is the impact of deployment model on priva-
cy. Privacy risks seem to have bigger impact on public, hybrid and community cloud, 
compared to the other deployment models. On the other hand, cloud consumers 
should have in mind that despite the fact that private and cloud deployments are theo-
retically safer, but still the same threats apply and the only thing that changes is the 
users group. In this deployment model, the users from the administrator to the simple 
user are trusted, but that does not mean that proper measures should be considered. 

In general, the more low level services the client requests the more responsible for 
security and privacy is, but still the cloud vendor has an important role on managing 
and implementing security and privacy measures even in low levels of abstraction. 

The scope of the paper is twofold. Firstly, as far as we know, it makes one initial 
step on identifying and describing the major privacy-related concepts that are newly 
introduced into the cloud. Secondly, it aims on bridging the gap between design and 
implementation stages by suggesting for each privacy concept a number of implemen-
tation techniques for realizing these concepts on a cloud environment. Specifically the 
paper is structured as follows. Section 2 describes in text and graphically the privacy 
related concepts. In section 3 the respective implementation techniques are presented 
that realize the aforementioned concepts. Finally, section 4 concludes the paper and 
suggests future extensions.   

2 Privacy-Oriented Concepts 

In order to preserve privacy inside the cloud, certain requirements need to be realised. 
This section describes the basic privacy properties that constitute the basic issues that 
need to be considered when designing or migrating to the cloud. Specifically, the aim 
of this section is twofold. Firstly, it aims on revealing and describing a number of 
privacy related concepts derived from related literature as well as respective cloud 
threats identified so far both in text and diagrammatically.   

Secondly, it aims on identifying the applicability of every concept on the respec-
tive cloud service model thus assisting the stakeholders on deciding which privacy 
properties need to be realised in order to satisfy their own goals on every cloud  
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service model respectively. The concepts proposed are mainly derived from the  
European Commission Draft Report on Security Issues in Cloud Computing [5] as well 
as from our previous work presented in [6-13]. However, new concepts are also intro-
duced and explained in order to form a complete set for covering all the respective cas-
es. For every concept a brief description is described along with the main privacy issue 
and the main threats existing from the respective literature regarding this issue. 

2.1 Isolation 

The specific concept is referred to the complete seal of user’s data inside the Cloud 
computing environment. Isolation is meant to address data disclosure in two ways, 
firstly, from purpose limitation point of view and secondly from the aspect of the 
proper technical implementation techniques [5]. Cloud computing resources are 
shared among a multi-tenant environment. Thus, excessive cloud employee’s access 
rights, posing the risk of any kind of Personal Identifiable Information disclosure and 
thus violating client’s privacy. The specific concept is matched with the following 
threats derived from [1], Abuse and Nefarious Use of Cloud Computing, Insecure 
interfaces and APIs, Malicious Insiders, Shared technology issues, Data Loss or Lea-
kage, Privileged user access and Lack of Data Segregation.  

 

Fig. 1. Isolation Example 

2.2 Provenanceability 

The specific concept is referred to the provenance of the data related to the authenticity 
or identification, the quality of the results of certain procedures, modifications, updates 
and vulnerabilities, the provenance of certain actions inside the cloud, the detection of 
origins of security violations of an entity[14], the auditability of client’s data and  
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matters that are related to the cloud’s sub-system geographical dispersion referred to the 
legal issues, regulations, policies and each country’s rules as far as data processing and 
protection is concerned. All the above constitute a potential privacy violation if they are 
not realised properly by implementing the appropriate technical measures. The specific 
requirement is matched with the CSA threats, Malicious Insiders, Privileged user 
access, Regulatory Compliance, Data Location, Investigate Support. 

 

Fig. 2. Provenaceability Example 

2.3 Traceability 

Traceability concept aims to give the user the ability, to trace her data or not. This 
property is examined from the proper/improper data erasure aspect, which is a major 
problem in web-based systems and still continues to exist in clouds. Many cases have 
been documented for privacy violation due to improper data deletion (documents, 
photos, etc.). The traceability concept aims to protect privacy, through the ability of 
tracing them among the data repositories and reassuring that the data have been com-
pletely deleted or maintained invisible and anonymized after their deletion1. The 
clients should be able to trace the physical location of their data and to be able to veri-
fy that they are processed according to their collection purpose. The specific concept 
is matched with the CSA threats, Malicious Insiders, Data Loss or Leakage, Regulato-
ry Compliance, Data Location. 

                                                           
1  In some cases, certain cloud service providers apply retention policies as far as data are con-

cerned. That means that for several reasons, that are stated inside the contract between the 
cloud provider and the client, the data remain at  rest after the clients deletion request for 
some time and are strictly accessed form specific personnel and only for certain purposes.     
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Fig. 3. Traceability Example 

2.4 Intervenability 

Intervenability concept is referred to the fact that, the users should be able to have access 
and process their data despite the cloud’s service architecture. A cloud vendor may rely on 
other provider’s subcontractor services in order to offer her services. That should not be an 
obstacle for the user to intervene2 with her data in case she suspects that her privacy is 
violated by the subcontractors. In fact cloud vendor must be able to provide all the tech-
nical, organizational and contractual means for accomplishing this functionality for the 
user including all respective subcontractors that the vendor cooperates and interrelates [5]. 
The same applies for the situation that a cloud vendor or the subcontractors are bankrupted 
and client’s data are moved to another provider.  The specific concept is matched with the 
CSA threats, Unknown Risk Profile, Data Location. 

2.5 Accountability 

Accountability concept is referred to the fact that cloud providers should be able to 
provide at any given time information about their data protection policies and proce-
dures or specific cloud incidents related to users’ data. The cloud architecture3 makes 
a complex form of an information system. In terms of management and audit controls, 
this fact could result in very difficult manageability of the protections mechanisms 
and incidents.  In case of a privacy violation, a cloud provider should be able in any 
given time to provide information about what, when and how an entity acted and 
which procedures followed to tackle it [5]. The specific concept is matched with the 
CSA threats, Abuse and Nefarious Use of Cloud Computing, Insecure interfaces and 
APIs, Malicious Insiders, Shared technology issues, Data Loss or Leakage, Account 
or Service Hijacking Unknown Risk Profile, Privileged user access, Regulatory Com-
pliance, Data Location, Lack of Data Segregation, Lack of Recovery, Investigate 
Support, Long-term Viability. 

                                                           
2 Access, rectification, erasure, blocking and objection. 
3 International services residual.  
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Fig. 4. Intervenability Example 

 
 

 

Fig. 5. Accountability Example 
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Table 1. Matching Security and Privacy Properties with Cloud Services Models 

  

IaaS 

 

SaaS 

 

PaaS 

Property #1: Isolation x x x 
Property #2: Provencability x   
Property #3: Traceability  x  
Property #4: Intervenability x x x 
Property #5: Accountability x x x 

 
In table 1 a matching between the aforementioned concepts and the cloud service 

models is presented. Based on the aforementioned table analysts can identify which 
the privacy concepts are, that belong to their system, and how these concepts can 
constitute an initial obstacle during the design of the information system on a cloud 
environment. Usually when analysts consider the cloud deployment scenario their 
main goal is to decide on which service model they are interested in deploying to. The 
identified concepts and the respective matching is a start for creating a holistic 
process for assisting analysts on receiving the proper decisions. 

3 Implementation Techniques 

3.1 Data Filtering Techniques (Firewalls) 

A firewall is a security guard that is placed between an internal4 and an external envi-
ronment. The functions that constitute this mechanism on a simple form are two, data 
filtering and acceptance or rejection of incoming and outgoing packets. In our case 
privacy preservation is ensured through the implementation of filtering techniques 
that aim to achieve isolation between two virtual machines inside a virtual network, 
through the analysis and detection of malicious traffic that is sent to and from a virtual 
machine (vm) through the router. Recent editions of firewalls are implementing intru-
sion detection and prevention inside their core functions, which is a pro in privacy 
preservation. 

3.2 Encryption Mechanism 

Encryption mechanisms are used in order to ensure the secrecy of important informa-
tion [11] inside the cloud environment. Encryption techniques are implemented in 
various areas of the cloud, in order to encrypt data flow5 or data at rest6 and thus pro-
tecting privacy through ensuring strong isolation and anonymization of sensitive data 
[16, 17]. 

                                                           
4 The environment that needs to be protected from the external environment. 
5 Virtual and physical networks. 
6 Databases. 
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3.3 Hypervisor Hardening, Language, Sandbox, Virtual Machine, OS – 
Kernel, and Hardware Based Isolation 

All the above mentioned implementation techniques provide logical isolation between 
different entities, procedures and operations inside the cloud. Two types of isolation are 
implemented, logical and hardware based isolation. Logical isolation is achieved from 
the first five techniques and attempts to seal all the procedures, operations and the data 
that flow through the installation of multiple isolation layers between cloud parts, with 
different programming techniques, inside the cloud environment. On the other hand, 
hardware based isolation is achieved through hardware controls and it’s provided by the 
processors or by special components combined with the processor [18]. 

3.4 Privacy Policies and Contracts 

Appropriate privacy policies and contracts that benefit client’s interest as far as priva-
cy protection is concerned. Cloud users must be very careful about the terms and con-
ditions of the service they are using in order to ensure that their privacy is not violated 
in case of an incident or a situation that needs to be cleared, e.g. data hosting in for-
eign countries, what happens in case the cloud provider is bankrupted etc. [5, 7, 17]. 

3.5 Forensics 

Forensics mechanisms are essential in case of an incident, in order to be determined 
under what circumstances the incident occurred and who is responsible. For example 
in cloud computing is important to know the origins of the processed data or the de-
tection of fault and security and privacy violations provenance [1, 14, 15, 17]. 

3.6 Identity Management (IdM) 

In this category fall technologies that the use of them combined or individually pro-
tect the client’s privacy through a solid identity system. Certain techniques that con-
stitute this category are biometrics, smart cards, permission management components, 
etc. All the above mentioned are techniques that can protect privacy through a solid 
isolated virtual system and detecting the provenance of certain actions and propably 
prevent them because of the proper defined identity inside the system [2,6]. 

3.7 Data Tracking 

Data tracking techniques are referred to the technologies that enable data tracing 
processes in order to inform the client about the route path that their data have fol-
lowed, where they are hosted at the current time and in what state they have been. 
Privacy is ensured through the fulfillment of the provencability and traceability re-
quirement that detect the provenance of the data and the provide information about 
whether client’s data are deleted or not and where are located [2, 17]. 
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3.8 Process Operation Identification and Validation 

The identification and validation of the processes that modify data is essential to 
whether the outcomes are reliable or and ensure that privacy is not violated by mali-
cious processes [17]. 

3.9 Privacy Preserving Data Mining 

Most of the times service providers are using collected data from the users, e.g. data 
traffic, search history, configurations, in order to examine them and make a customer 
profile for marketing purposes. The fact that personal data are examined is considered 
as a privacy violation if it’s not done properly. This kind of procedures should provide 
basic anonymization through the data analysis in order for the client’s privacy to be 
ensured [19]. 

3.10 Monitor and Auditing  

Monitor and auditing techniques are widely known and used in order to preserve pri-
vacy through monitoring and auditing functions and procedures that occur to an in-
formational system. Monitor and audit procedures are incorporated into security tools 
and help protecting client’s privacy and provide information as to who is accountable 
about something inside the cloud environment [10]. 

Table 2. Matching Security and Privacy Properties with Implementation techniques 
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Property #1: Isolation x x x x x x x x   x     

Property #2: Provencability         x x x x x   

Property #3: Traceability  x       x   x    

Property #4: Intervenability         x       

Property #5: Accountability x x x       x x   x x 
 

 
The techniques described above, fall in the category of privacy-enhancing technol-

ogies since their main focus is on realizing privacy related concepts as the ones identi-
fied in this work. However, these technologies focus on the software implementation 
alone, irrespective of the privacy issues as well as the cloud services on which the 
respective software system will be based upon. Thus, this matching aims on providing 
an initial step of how to bridge the gap between the main privacy concerns and the 
respective technologies used specifically for cloud environments.   
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On the other hand, security and privacy requirements methodologies, which ad-
dress early stages of system design, focus on privacy-related organisational require-
ments, but do not link these requirements to implementation solutions. Following a 
number of concepts for understanding the relationship between the user needs in the 
organisational domain and the capabilities of the supporting software systems is of 
critical importance and this paper takes an initial step to this direction. 

4 Conclusions 

The various innovations that cloud computing introduced in its operational environ-
ment vary from the traditional “trusted” environment where today’s information  
systems rely on. These innovations hinder new privacy concepts that need to be iden-
tified in order to protect the design and implementation of new information systems or 
even for traditional systems when migrating on cloud environments. Based on this, 
the specific paper presents an initial effort on identifying the basic privacy-oriented 
concepts that need to be considered when designing information systems for the 
cloud. Also, it moves one step further by bridging the gap between design and imple-
mentation phases by suggesting a number of privacy-enhancing technologies specifi-
cally for the cloud environments. The contribution of this paper can be adopted by a 
traditional privacy requirements engineering approach in order to be enhanced with 
the respective concepts aiming on the realization of an approach that deals with the 
design of cloud oriented systems as it is conducted with the traditional ones respec-
tively. This is also the main future extension for our work. Specifically future steps 
include the transformation of these concepts on technical requirements and the design 
of a modeling process for applying these requirements on a real case scenario.   
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Abstract. Multi-party computation (MPC) is attractive for data own-
ers who are interested in collaborating to execute queries without sharing
their data. Since data owners in MPC do not trust each other, finding
a secure protocol for privacy-preserving query processing is a major re-
quirement for real world applications. This paper deals with equality test
query among data of multiple data owners without revealing anyone’s
private data to others. In order to nicely scale with large size data, we
show how communication and computation costs can be reduced via a
bucketization technique. Our bucketization requires the use of a trusted
third party (TTP) only at the beginning of the protocol execution. Ex-
perimental tests on horizontally distributed data show the effectiveness
of our approach.

Keywords: secure multi-party computation, equality test query,
privacy-preserving query processing and bucketization.

1 Introduction

In today’s collaborative environments there is an increasing need of performing
computations over data held by multiple owners without sharing the data them-
selves. This requirement is the subject of an important area of research, called
privacy-preserving computation. An important selection of privacy-preserving
computations consists in executing queries over partitioned databases while keep-
ing privacy. For instance, equality test queries [1, 2] selecting items in a database
that are equal to a given value, or range queries [1–3], selecting values in a fixed
range. In partitioned databases, owners can be required to execute even more
complex operations like intersection, which computes the set of items common
to all the private databases. Secure multi-party functions are often represented
as combinational circuits [4, 5]. This solution is quite efficient in two-party case
but does not scale to the multi-party case. Goldreich et al. [5] showed that a
multi-party version of Yao’s protocol needs a quadratic communication com-
plexity in the number of parties. Over the years, the research community has
developed a wide range of privacy-preserving techniques to realize different func-
tions across the shared databases based on homomorphic encryption, oblivious
polynomial evaluation and commutative encryption methods [6–10]. Homomor-
phic encryption has been deployed in [10] where a solution for two-party equality
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has been presented. Assuming that the receiver and the sender have a private
set of s elements, the computation and communication complexity amounts to
O(2s2lgN), where N is the RSA-modulus. The homomorphic encryption method
is not straightforwardly extendable to multi-party case because if multi-party
equality test runs in pairs, each party will learn the intersection with the re-
maining ones. In [11], the authors present a solution based on oblivious polyno-
mial evaluation (OPE) protocol. The protocol requires each party to perform s

oblivious evaluations of a polynomial of degree n with communication cost O(n).
For this reason, this protocol is considered too expensive to implement in the
multi-party setting. Li and Wu [12] propose a protocol that involves a TTP to
compare the values held by two other parties using homomorphic encryption. Al-
though this protocol is faster than OPE, it has two main drawbacks: 1) the TTP

should be trusted by all parties; 2) when the number of parties increases, the
solution does not scale because of the communication and computation bottle-
neck created at TTP. The set intersection problem is to compute the intersection
between these sets without revealing any other information. Freedman, Nissim
and Pinkas [9] propose a protocol based on the Paillier’s cryptosystem mentioned
above. According to [13], the average computation cost for each party and the
communication cost among all parties are O(s(s + m)lgN) and 10s(m − 1)2lgN ,
respectively. Following Freedman’s protocol, Kissner and Song [8] designed a
technique for set intersection problem using polynomial representations with
O(cs2lgN) computation complexity and 2cm(5s+2)lgN communication complex-
ity, where c is a suitable constant. Sang et al. [13] adopt a distinct through
related approach with lower computation and communication costs with respect
to [9, 8] with O(csmlgN) computation cost for each party and 2cm(4s + 5)lgN

communication cost. A major step forward was taken by Agrawal et al. [7], who
introduce a two-party protocol for set intersection based on commutative en-
cryption with linear complexity. The protocol has been extended to multi-party
case [14] with lower complexity than [9, 8, 13], i.e., O(smlgN) computation
and ((m − 1)s + (m − 2)s + 1 + (m − 1))lgN communication overhead. However,
Vaidya’s [14] extension only computes the size of the intersection, without iden-
tifying the intersection’s elements. Most of these techniques offer strong privacy
guarantees, but they do not scale well for large databases because of using heavy-
weight cryptographic operations or several rounds of interactions among parties.

A central issue in this context is designing a protocol for the Secure Multi-party

Equality test Problem (SMEP), which is secure and efficient when the number of
parties and the size of data increases. In this paper we present a new protocol,
B-SMEQ (Bucketized Secure Multi-party protocol for Equality test Queries) to ad-
dress the SMEP problem, which adopts a bucketization technique to reduce the
time complexity. Our solution uses a commutative encryption scheme to avoid
information being revealed among data owners. In order to make the protocol
fast, we divide data into buckets so that work can be done considering only a
subset of data. To realize the bucketization scheme, TTP is involved in an initial
phase. However, the TTP does not participate in the query processing, avoiding
the creation of computation and communication bottleneck.
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2 Problem Statement

We consider a Multi-party SystemMS = 〈D,m,U, q,R〉 for equality test computa-
tion involving five different entities as illustrated in Fig. 1: a common database D
with n records, which has been horizontally partitioned among a set of distrustful
data ownersO in which |O| = m; a set of users U allowed to search; an equality test
query q and the result R of the query computation across multiple partitions. The
data ownersO = {O1, ..., Om} hold data partitions {T1, ..., Tm}, respectively and we
assume that all partitions include a searchable attribute A with a set of values VA,
and another attribute B with a set of values VB. Moreover, for every i ∈ {1, ..., m}
we denote with Ti,A the column corresponding to attributeA, and for each v ∈ Ti,A,
with exti(v) each value occurring in VB where Ti,A = v.

In SMEP, the m data owners must jointly compute the result R to the equal-
ity test query q and return it to an authorized user u ∈ U without revealing
their private data to each other, satisfying: data privacy property, since the user
should learn just the result of the query; the query privacy property, since the
data owners should not learn the query; and query anonymous result, since the
user should not know whom the results belong to. In our model, the data own-
ers are honest but curious, meaning that they follow the protocol as exactly
specified, but they try to learn extra information by analyzing the transcript of
messages received during the execution. Owners are arranged in a ring topology
communicating each other via secure channels; one data owner is designated as
the master site (initiator)1.

Fig. 1. Basic Scenario

2.1 Preliminaries

Commutative Encryption Scheme. Informally, a commutative encryption is
a pair of encryption functions f and g such that f(g(v))=g(f(v)). By using the
combination f(g(v)) to encrypt v , we can ensure that no data owner can perform
encryption without the help of other data owners. For a more formal definition
of commutative encryption scheme, we remand the reader to [7].

Set Intersection Protocol. The set intersection protocol proposed by Agrawal
et al. [7] runs between two parties S(sender) and R(receiver), holding a set of
values VS, VR and keys ks, kr, respectively.

1 Since user authentication and access control are not the main focus in this paper,
we assume the authorization between the data owners and users are appropriately
managed.
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Step 1. Both S and R apply hash function h to their own values and encrypt
the result with their secret keys, fks(h(VS)) and fkr (h(VR)).
Step 2. Sites S and R exchange fks(h(VS)) and fkr (h(VR)) after randomly
reordering their values to prevent possible inference attacks.
Step 3. Site S encrypts each value of the set fkr (h(VR)) with ks to obtain
ZR = fks(fkr (h(VR))) and sends back the pairs ( fkr (h(VR)), ZR ) to R.
Step 4. Site R creates pairs (v,ZR) by replacing fkr (h(VR)) with the corre-
sponding v where v ∈ VR.
Step 5. Site R selects all v for which ZR ∈ fkr (fks(h(VS))) for VS ∩ VR.

3 A Protocol for Equality Test

In this section, we extend Agrawal’s protocol for solving the SMEP problem.
Then, we introduce an improvement to ensure scalability. In the basic version,
called SMEQ, we extend set intersection protocol from two-party to multi-party
setting, where the role of sender is played by each of m data owners. SMEQ

is simple to describe and implement but suffers from high communication and
computation. We address these issues in an improved version protocol, B-SMEQ,
which makes use of bucketization technique on the searchable attribute.

3.1 Protocol 1:SMEQ

Input. A multi-party system (see Section 2) with the data owner O1 as
initiator2.
Output. The result of user query q to partitions {T1, . . . , Tm} where
[(T1,A = v) ∨ . . . ∨ (Tm,A = v)].

Step 1. Both user (receiver side, R) and data owners O (sender side, S) apply
a hash function h to the value v and to the set of their values of attribute
A, respectively. Let v′ = h(v) be the result of hashing from the receiver side
and let T ′

i,A = h(Ti,A), for each i ∈ {1, . . . ,m}, be the hashing of the set values
Ti,A. Sites S and R randomly choose a secret key, kr for R and 〈ki, k′

i〉 for
data owner Oi.
Step 2. R spans the encrypted hash value yR=fkr (v

′) to all data owners at
site S .
Step 3. At site S , each data owner Oi, 1 ≤ i ≤ m, does the following:

3.1 Computes fki

(
T ′
i,A

)
= Yi = {yi = fki(x)|x ∈ T ′

i,A}
3.2 Generates a set of new keys, one for each value of attribute B , as

KB
i ={kix = fk′

i
(x)|x ∈ T ′

i,A}
3.3 Encrypts each value x in Ti,B with the corresponding key kix to obtain

Y B
i = {Ekix(u)|u ∈ Ti,B} where E is an encryption function, which can

be efficiently inverted given key (kix)

2 Any data owner (for instance, the one holding the largest data partition) can be
chosen as initiator.
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3.4 Computes Ii = fk′
i
(yR) for the purpose of decrypting the values of at-

tribute B at site R

3.5 Owner Oi randomly reorders the tuples Yi and Y B
i and sends them along

with Ii to the next owner O(i mod m)+1

3.6 Data owner O(i mod m)+1 encrypts only Yi with the key k(i mod m)+1 and
sends the triple 〈fk(i mod m)+1

(Yi), Y
B
i , Ii〉 after reordering to the next par-

ticipant in the ring.
This process is repeated until Yi is encrypted by all keys of m data
owners, obtaining Zi = fk1(fk2(...(fkm (Yi)))), up to a permutation of the
encryption keys3

Step 4. Each data owner Oi sends 〈Zi, Y
B
i , Ii〉 to owner O1.

Step 5. Owner O1 receives all tuples from Step 4 in order to initiate a two-
party Agrawal’s set intersection protocol (see Section 2.1) between the user
as a receiver site and the initiator as a sender site.
Step 6. Owner O1 passes yR through the ring in order to have it encrypted
by all keys k1, . . . , km for obtaining y′

R = fk1(. . . (fkm(fkr (v
′
)))), and then

sends back y′
R together with 〈Zi, Y

B
i , Ii〉 to the user, for all i ∈ {1, . . . , m}.

Step 7. First, R decrypts y
′
R with her decryption key to obtain y

′′
R =

fk1(. . . (fkm(v
′
))), and then for each i, 1 ≤ i ≤ m: 1) Finds tuples in Zi

whose entry related to attribute A is equal to y
′′
R; 2) Considers the entry cor-

responding to attribute B of those tuples; 3) Decrypts Ii with kr, obtaining
fk′

i
(v′); 4) Uses fk′

i
(v′) to decrypt the corresponding entry in Y B

i .

Although this protocol is simple and effective, it has high cost in terms of com-
munication and computation over large data sets (see Section 5). Moreover, it
suffers from high query computation workload at user side. In the next section,
we use data bucketization to improve the protocol.

3.2 Protocol 2: B-SMEQ

In this Section, we describe the protocol B-SMEQ, which adopts a bucketization
technique on searchable attribute to reduce the communication and computa-
tion costs, while preserving the user and owner privacy and the result anonymity.
B-SMEQ makes use of a TTP that is not involved in the query processing, but
only in the realization of the bucketization scheme. Before the protocol starts,
the TTP builds an interchange matrix W (see Phase 1- Step 3) and sends the row
vectors of W to the data owners. The owner that receives W1 is called initiator.
Then, data owners are arranged into a ring; each holds a permutation4 of the
bucket order {1, . . . , s} and a vector from matrix W. In the first part of the pro-
tocol, each owner sends her buckets in encrypted form to the next participant.
When a user wants to submit an equality query, she gets from the TTP the
bucket number of the query value according to the TTP’s own permutation, Π̄.

3 The keys k1, k2, . . . , km represent a commutative set of keys.
4 For the purpose of this paper, we assume that partitions are abundant meaning that
the number of permutations is much greater than the number of participants.
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This number is sent to the initiator who uses it to identify the bucket related to
the user value from her predecessor in the ring she should overencrypt with her
key. The procedure is repeated for each node of the ring. In the second phase
of the protocol, selected buckets (i.e., the ones corresponding to the user value)
are propagated along the ring until they have been encrypted by all keys. Once
all data owners hold the encrypted buckets, a two-party Agrawal’s protocol is
executed between the initiator and the user. In the next sections we will provide
a detailed description of the algorithm.

Defining Buckets. We divide the range of values, in the domain of each search-
able attribute A, into buckets so that each bucket is assigned a unique label (ID).
This label is then stored alongside the encrypted version of the searchable at-
tribute. We adopt equi-width strategy for selecting buckets, which divides the
range of possible values of searchable domain into s buckets of the same size
l, i.e. l = Amax−Amin

s
, where Amax and Amin are the maximum and minimum

values in the domain of A, respectively. Thus, we define bucket boundaries of
the searchable attribute as BU = {B1 : [Amin, l], . . . , Bs : (l(s − 1), Amax]}. BU

is called public bucketization scheme and it is accessible to all data owners and
authorized users as well.

The Protocol. B-SMEQ has two phases: computation of matrix W and query
protocol. First, in order to preserve data privacy, each data owner Oi separately
computes a local permutation (Bπi1

, . . . Bπis
) of the public bucketization scheme

for the searchable attribute. Each data owner i chooses a local permutation
Πi = (πi1 , . . . , πis ) of bucket indices (1, 2, . . . , s). Moreover, the TTP chooses her
own permutation Π̄ and sends it to the user posing the query.

Let’s now assume that the user query value v falls into bucket Bi of public
bucketization. Then, the user sends to a pre-set data owner (henceforth, the
initiator) a query for the bucket Bπ̄i . In this way, when data circulate along
the ring, data owners will not know which bucket ID the user is looking for. We
will now present our matrix-based mechanism, which allows each data owner to
correctly select the local bucket corresponding to Bπ̄i .

Phase 1. Computation of Matrix W

Step 1. Each data owner Oi sends her permutation Πi to the TTP.

Step 2. The TTP builds the matrix Π containing the received permuta-
tion vectors and generates a m× s interchange matrix W, where the matrix
elements are defined by Eq. (1).

Π =

⎛
⎜⎜⎝

Π1

Π2

...
Πm

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

π11 π12 . . . π1s

π21 π22 . . . π2s

...
...

πm1 πms

⎞
⎟⎟⎠W =

⎛
⎜⎜⎝

W1

W2

...
Wm

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

w11 w12 . . . w1s

w21 w22 . . . w2s

...
...

wm1 wms

⎞
⎟⎟⎠

In the following equation, we denote by Π̄−1(l) the position in vector Π̄ that
contains value l: wij = πiδi ∀i ∈ {1, 2, . . . ,m}, j ∈ {1, 2, . . . , s} where
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δ1 = Π̄−1(j)
δ2 = Π̄−1(k1) with k1 s.t. w1k1 = j
...
δi = Π̄−1(ki−1)

with ki−1 s.t. w1ki−1 = ki−2,
with ki−2 s.t. w2ki−2 = ki−3,
...
with k1 s.t. wi−1k1 = j

(1)

The rationale behind Eq. (1) is generating the entries of matrix W by identi-
fying a corresponding entry of matrix Π. This entry, for the first row (i = 1)

is obtained by looking for the position of index j in the TTP permutation.
For the other rows , the entry is obtained by looking for the position of in-
dex j in the previous rows of matrix W itself. For instance to compute δ2 for
w21 = π2δ2 , TTP follows this procedure: (a) Find j = 1 in the previous line
of matrix W , (b) Take the position of 1 and read the value in this position
of the TTP permutation.
Step 3. The TTP sends the row vectors of W to the data owners and her
permutation Π̄ to the user.

Phase 2. Query Protocol

Steps 1-3 of B-SMEQ correspond to Steps 1-3 (excluding Step 3.5) of SMEQ

Step 4. The user sends Bπ̄k to the initiator, where k is the number of the
bucket where the query value v falls.
Step 5. Let us recall that, at this step, each data owner Oi holds data
Yi−1 (which corresponds to Ti−1 encrypted with the key ki−1) of Oi−1. With
this arrangement, O2 is the algorithm’s initiator5. O2 sets h2 = w1π̄k , selects
Y1(h2) i.e. the bucket in Y1 whose ID is h2, and encrypts it with her own
key. Then O2 sends h2 to the next owner. When data owner Oi receives hi−1

from Oi−1, he sets hi = w(i−1)hi−1
, selects the corresponding bucket Yi−1(hi)

and sends the position hi to the next owner. This step iterates until all data
owners have selected their bucket.
Step 6.The data owners apply the procedure described in Step 3.5 of SMEQ

just on the selected buckets obtained at Step 5.
Steps 7-10 of B-SMEQ correspond to the Steps 4-7 of SMEQ

4 Correctness and Privacy Issues

Correctness. In order to show that B-SMEQ computes query results correctly,
we will sketch a simple proof showing that data owners always select the position
corresponding to the bucket ID including the user value (Step 5).

5 This is not a limitation, because any node can be selected as initiator by changing
the order of permutations at the time of W generation by TTP.
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- Owner O2 who has the data Y1 of O1 receives π̄a, computes h2 = w1π̄a , selects
Y1(h2) and sends h2 to the O3. Observe that by definition h2 = w1π̄a = π1δ1 , where
δ1 = Π̄

−1
(π̄a). Hence h2 = π1a, which means O2 chooses the correct bucket.

- Owner Oi who has data Yi−1 of Oi−1 receives hi−1 from party i− 1, computes
hi = w(i−1)hi−1

, selects Yi−1(hi), and sends hi to next owner. Recall that by Eq.

(1), we have hi = w(i−1)hi−1
= π(i−1)δi−1

, where δi−1 = Π̄−1(ki−2) and

ki−2 s.t. w1ki−2 = ki−3

...
k2 s.t. w(i−3)k2

= k1
k1 s.t. w(i−2)k1

= hi−1

(2)

Since by definition hi−1 = w(i−2)hi−2
, we have that w(i−2)k1

= w(i−2)hi−2
, hence

k1 = hi−2. Again by definition, hi−2 = w(i−3)hi−3
and then w(i−3)k2

= w(i−3)hi−3

that implies k2 = hi−3. By iterating this procedure, we obtain ki−3 = h2, that
implies w1ki−2 = h2 = w1π̄a . This means ki−2 = π̄a, since δi−1 = a, proving the cor-
rectness for data owner Oi. �

Privacy of B-SMEQ. Here, we provide an informal analysis of B-SMEQ pri-
vacy. Here, we just consider processing a single query. A more detailed analysis
including multiple queries will be carried out as future work. We focus on the
privacy of Steps 5 and 6 where the records of each data owner are selected ac-
cording to the user bucket ID and circulated in order to be encrypted by all keys.

– Indistinguishability of data distribution: At each round of the query proto-
col, every data owner receives a new set from her predecessor via the ring.
Since each value of the received set has been hashed and encrypted using
commutative encryption function. The distribution of encrypted hash values
are indistinguishable from the uniform random distribution.

– Protection from relation inference: In each round of Step 6, data owner i
receives a data set encrypted with different keys, so that party i can not
infer the relationship between received data sets.

– Protection from bucket inference: In addition to the size of the whole up-
stream data set (revealed in the set intersection protocol), in Step 5 each
party can learn the size (number of tuples) of the upstream selected bucket.
Nevertheless, when a data owner Oi overencrypts the encrypted tuples re-
ceived from her predecessor, owner Oi does not know which bucket ID cor-
responds to the received tuples. The size of the selected position does not
reveal any further information to the data owner.

According to the above analysis, our protocol is secure against semi-honest par-
ties (see Section 2) as long as no two data owners collude.

5 Time Complexity Analysis

5.1 Theoretical Cost Analysis

Computation Cost. The main computation cost during the execution of both
protocols belongs to hashing and encrypting the set of values VA corresponding
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Table 1. Computation and Communication costs of SMEQ and B-SMEQ with m=10
data owners, s=5 buckets and t equal to 10% of the number of records

Number of records CSMEQ CB−SMEQ C
′
SMEQ C

′
B−SMEQ

50000 660.022 · 103 300.022 · 103 5450.645 · 103 991.145 · 103
100000 1320.022 · 103 600.022 · 103 10900.645 · 103 1981.145 · 103
200000 2640.022 · 103 1200.022 · 103 26160.774 · 103 4753.375 · 103
300000 3960.022 · 103 1800.022 · 103 39240.774 · 103 7129.374 · 103
500000 6600.022 · 103 3000.022 · 103 65400.774 · 103 11881.374 · 103

to n distributed records among m data owners6. Let Ch be the cost of evaluating
the hash function h, Cf be the cost of encryption/decryption by function f , CE

be the cost of encryption/decryption by functionE , and let t be the number of
tuples satisfying the equality match7. Following the SMEQ protocol step-by-step,
it is possible to quantify the complexity of each step and compute the overall
complexity of the protocol. For the sake of conciseness, we omit the details, but
report the total computation cost of SMEQ :

CSMEQ = (n+ 1) + 1 + (nm+ n) + (n+m) +m+ 2t
= nm+ 3n+ 2m+ 2 + 2t ∈ O(mn)

(3)

As regards the B-SMEQ protocol, a reduction factor s where s is the number
of buckets, is to be considered affecting the evaluation of the computation cost.
Table 1 shows the computation costs CSMEQ and CB−SMEQ for the protocols
SMEQ and B-SMEQ, respectively. We supposed t to be equal to 10 percent of
the number of records. B-SMEQ has significantly lower computation cost for the
record cardinality values of interest for practical applications.

Communication Cost. Communication cost can be computed as the total
number of bits transmitted during the protocol execution. We compute the total
communication cost of our protocols under the assumption that each data owner
has n

m
expected records (uniform distribution). We consider k as the length of

each encrypted codeword of the domain of encryption function f (see Section 2)

and k
′
the length of the encryption function E on other attribute. The commu-

nication cost of SMEQ can be computed by looking each step of the procedure,
for the sake of conciseness, here we only give the final result that is O(mn):

C
′
SMEQ = (m2 + nm− n

m
+ 3m+ n− 1) · k + (nm− n

m
+ n) · k′

(4)

The total communication cost of B-SMEQ is:

C
′
B−SMEQ = (m2 + 3m+ 1

s
(mn− n

m
) + 2ms+ n

m
− 1) · k

+( n
m

+ 1
s
(nm− n− n

m
)) · k′ (5)

Table 1 presents the communication costs C
′
SMEQ and C

′
B−SMEQ of SMEQ and

B-SMEQ. We assumed k and k
′
to be equal to the smallest integer greater than

6 We compute the total computation cost of the two mentioned protocols with the
assumption that each data owner has n

m
expected records (uniform distribution).

7 For the sake of simplicity in the calculations below, we do not consider the cost of
reordering encrypted values and assume a unitary cost when applying Ch, Cf and
CE to a single record.
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lg (n). As Table 1 shows, the B-SMEQ protocol has lower communication cost;
also, in this range, the difference between the two protocol increases with the
number of records.

5.2 Practical Cost Analysis

In this section, we verify the scalability of our protocol via some experimental
tests. We report the results in terms of communication time on a Linux machine
with dual Intel CPU running at 2.26 GHz. and 2GB Ram. We use Castalia8 simu-
lator for Wireless Sensor Networks. In particular, for our simulation, we deploy 4
and 5 nodes, respectively for SMEQ and B-SMEQ. For both protocols, we create
a ring of three nodes with numbers from 0 to 2 for the three data owners and
one node (number 3) for the querier9. To encrypt the set of searchable attribute
of each data owner’s table, we implement a simple commutative encryption pro-
tocol based on exponentiation modulo p. Since the most communication time of
the two protocols is devoted to exchanging data of each data owner along the
ring in order to be encrypted by all keys, we only focus on Steps 3.4 and 3.5
of SMEQ, and Steps 5 and 6 of B-SMEQ. We run two different experiments: in
the first one, we compare the two protocols; in the second one, we evaluate the
effect the number of buckets has on the communication time for B-SMEQ.

In the first experiment, we set five different triples (θ1, . . . , θ5) of number of
records as θ1 = {5, 6, 7}, θ2 = {50, 60, 70}, θ3 = {500, 600, 700}, θ4 = {5000, 6000,
7000} and θ5 = {50000, 60000, 70000}, where the position j in each triple is the
number of records for data owner j ∈ {1, 2, 3}. Note that for B-SMEQ, we divide
the searchable attribute domain [1 . . . 100] into s=5 number of buckets of the same
size l = 20. Figure 2(a) shows the result of our simulation, the solid line displays
the result from SMEQ, whereas the dotted line displays the result from B-SMEQ.
The difference in communication time between SMEQ and B-SMEQ increases
fairly slowly when the number of records of data owners is relatively small, but it
grows much faster as the number of records increases. The results come from the
fact that for each query, in SMEQ all records of data owners must pass through
the ring, while in B-SMEQ only records corresponding to the bucket ID of user’s
query are taken into consideration. In the second simulation, we study the effect
of increasing the number of buckets on communication time for B-SMEQ. We fix
the number of records given by θ5 and searchable attribute with range [1 . . . 100]

and repeat the experiment with s=5k, where k ∈ {1, . . . , 13}. In Figure 2(b), the x

axis shows the number of buckets and y axis shows the total communication time.
Interestingly, with respect to varying the number of buckets in ascending order,
we can see a progressive communication time decreasing. For instance, when
the number of buckets is s = 5, B-SMEQ provides about 2 times improvement
over SMEQ (i.e. s=1). The reason is that, increasing the number of buckets, the
expected number of records ”falling” in each bucket decreases. Moreover, the
improvement due to bucketization is higher for 1 ≤ s ≤ 10, since when s > 10

8 http://www.omnetpp.org/component/content/article/8-news/3478
9 It should be noted that for B-SMEQ we need to deploy an initiator node for the role
of TTP.
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(a) (b)

(c)

Fig. 2. (a) Comparison of SMEQ and B-SMEQ Protocols based on communication
time (m=3, s=5), (b) Effect of increasing number of buckets on communication time
(θ5, m=3, 1 ≤ s ≤ 65) and (c) Effect of increasing number of buckets on communication
time (θ5, m=3, 1 ≤ s ≤ 5)

the expected number of records in each bucket and for each data owner does not
considerably change. In order to further clarify this concept, in Figure 3(c) we
show the results of the same experiment when s = {1, 2, 3, 4, 5}. Our results show
that bucketization decreases communication time dramatically at first; then,
the marginal contribution of additional buckets to speed-up tends to decrease.
This behavior suggests finding the optimal number of buckets, i.e., the number
of buckets where the marginal contribution speed of the additional bucket is
negligible. This behavior happens regardless of data distribution (uniform and
normal).

6 Conclusions

In this paper, we proposed the B-SMEQ protocol to compute equality test queries
in multi-party setting. Unlike existing approaches, our protocol scales well to
large size data and it is designed to work with more than two parties. The pro-
tocol adopts a bucketization technique to reduce the workload and make the
algorithm fast even when the number of records in the private databases con-
siderably increases. Experimental tests on randomly generated databases with
around 2·105 records confirm the efficiency on our protocol. Since each range
query can be translated into a sequence of equality queries [15], our protocol can
be straightforwardly extended to manage range queries. Moreover, an exten-
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sion to join queries is underway, taking into account table fragmentation along
multiple data owners.
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Abstract. Because an information system is used in different activities simul-
taneously today, we have to analyze usages of the system in the existing activi-
ties and to-be usages in an intended activity together. Especially, security aspects
should be carefully analyzed because existing activities are not always secure.
We propose a security requirements analysis method for resolving this problem.
To take both existing and intended activities into account together, we integrate
them on the basis of the unification of common actors. To explore possible at-
tacks under integrated activities, we enumerate achievable attacks on the basis of
the possible means in each actor with the help of security knowledge. To avoid
or mitigate the attacks and to achieve fundamental goals, we disable some means
or narrow down the means to be monitored with the help of propositional logic
formulae. Through case studies on insurance business, we illustrated our idea.

Keywords: Goal-Oriented Requirements Analysis, Security Requirements
Analysis, Strategic Dependency, Logic.

1 Introduction

When an information system is intended to be introduced into some activity such as
business or amusements, we have to analyze the activity and define what kinds of func-
tionalities and qualities including security needs are required for the system. In many
cases, such a system or a part of it has already used in other activities. For example, we
are using PC’s, Web browsers, emails, social network services (SNS) and free software
for our daily activities. Some business person cannot perform his/her business without
own smart phones, and he/she also uses SNS for fun via the smart phones. We thus have
to take such existing activities into account when an information system is intended to
be introduced into an activity. Especially, we have to take them into account carefully
for analyzing security requirements because not all existing activities are secure.

In this paper, we propose a method for analyzing security requirements for an infor-
mation system used in several different activities. When actors and their dependencies
in each activity are specified, we can clarify the common parts among different activ-
ities. Through such common parts, good or bad impacts are conveyed. We thus use i*
notation [1,2] for specifying each activity. In i*, the needs of actors are represented as
goals. Although some goals are fundamental for some actor and others are just subcon-
tracts, there is no explicit distinction between fundamental goals and others in i*. We

X. Franch and P. Soffer (Eds.): CAiSE 2013 Workshops, LNBIP 148, pp. 478–489, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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thus introduce this distinction because fundamental goals cannot be easily modified or
given up but others can. Instead, we don’t use original four goals types in i*. In usual
goal-oriented modeling, a goal hierarchy is represented in a goal tree or a goal DAG
(directed acyclic graph) so that lower goals satisfy their upper goals. In i*, such a goal
hierarchy is used for specifying the rationale of each actor, and a proper actor will have
his/her rationale so that lower goals satisfy their upper goals. However, this does not
go for malicious actors. For example, some free software or web site sometimes con-
tains a virus against its official functionalities. We thus introduce the concept “incorrect
goal decomposition”. To explore avoiding or mitigating security problems, we simply
use propositional logic formulae because the rationale for each actor is represented in
goal hierarchies and each of them can be represented in a propositional logic formula.
Although existing i* variations could be used for analyzing security requirements for a
system used in several activities, our method is simpler than others and even practition-
ers can accept it.

The rest of this paper is organized as follows. In the next section, we review related
works including i* modeling language. In section 3, we explain our method in detail.
In section 4, we apply our method to an insurance business to evaluate our method.
Finally, we conclude our current results and show the future issues.

2 Related Work

A modeling language i* [1,2] is one of well-known goal-oriented requirements nota-
tions, and there already exists a lot of its security extensions [3], [4] [5], [6], [7]. When
we develop and deploy a new information system, several human, organizations and
existing systems will be related the news system. In i*, such human, organizations, ex-
isting systems and the new system are represented as actors. Because each actor has
its goals and not all goals can be achieved by itself, an actor depends on another. Such
dependencies are represented as strategic dependencies in i*. The strategic dependency
is the most novel idea in i*, and most of all its variations such as Tropos [8] contain the
idea. In i*, four types of goals such as (hard) goals, soft-goals, tasks and resources are
used. Although these types are useful for some purposes, distinguishing them correctly
is not easy. Especially, tasks are very useful for specifying a means for achieving a goal,
but the other usages are not always effective. Although a soft-goal is not the same as a
quality requirement, soft-goals are usually used for representing quality requirements.
Although quality requirements are used for specifying how well a function is estab-
lished [9], the relationship between quality requirements and a functional requirement
is not clear in i* SD (Strategic Dependency) model.

We review several security extensions of i*. In secure tropos by Mouratidis [4], se-
curity concerns can be attached to both want- and can-relations in i* strategic depen-
dencies. These concerns can be used for developing strategic rationale model, i.e., goal
hierarchy in each actor However, how to write such concerns is out of scope of this
study. In Secure i* [6], [7], each actor is assumed as an attacker, and attacks are assumed
on the basis of the means of each actor. However, assumed attacks are limited because
each actor will belong to several different business or activities in the real life. There
is another secure tropos by Giorgini et al. [3]. In their research, additional relationship
types such as ownership, trust and delegation is used in addition to dependencies. They
use logic based formal techniques for analyzing the model. Because the model becomes
more complex than normal i*, it seems to be difficult to write a model in such extension.
Sutcliffe also proposed an extension of i* using trust [5].
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3 Method

3.1 Overview

The method contributes to elicit security requirements for a system, which is used in
several different activities. We call a model of each activity a context. Figure 1 shows
the overview in the method.

1. We temporarily introduce an information system to business or activities in a model.
We call such a model “intended context”. We may use patterns we proposed [10]
for this introduction.

2. We also develop a model of existing usage of the system in the same way. We call
the model “existing context”. The existing context can be developed on the basis of
observing the actual activities. Especially in the private usage, insecure applications
tend to be used. Incorrect decomposition mentioned below should be embedded in
each insecure application.

3. We merge the existing context with the intended context by unifying the system
and their related actors respectively. We call the model “integrated context”.

4. We explore suspected attacks on the basis of the combination of achievable goals
in the system. To facilitate such exploration, STRIDE patterns [11] are used as
templates for concrete attacks.

5. We explore how to mitigate or avoid the attacks. Because goals of both attackers
and proper users are represented in goal trees, each goal can be regarded as a logic
formula. We try to choose achievable sub-goals so that users’ goals are satisfied
and attackers’ goals are not satisfied. We have to reconsider the goal trees or accept
the existence of insecure goals when such achievable goals do not exist.

If more than one existing usages already exist, we have to repeat the steps above.
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Fig. 2. An example of our simplified i* model about an insurance business. Incorrect goal decom-
positions are not contained in this example.

3.2 Simplified i* Model

For our security requirements analysis, we use simplified i* notation because we use
strategic dependencies and goal hierarchies in each actor. Although most variations
of i* contains them, they are not the original idea of the variations but the variations
simply adapt them. We simplified original i* as follows. First, we do not distinguish
four different types of goals (intentions) such as goals, soft-goals, tasks and resources
because there are several constrains to construct goal graphs among such types [12]. For
example, a goal cannot be decomposed into other goals directly, but the goal should be
refined into other task(s). Second, we do not explicitly specify a task, which is a means
for achieving a goal. Instead, we specify an actor has the means to achieve a goal. Third,
we specify a goal is fundamental or not. We think a goal in an actor can be categorized
into three types: a sub-goal of another goal, a goal delegated by another actor, and the
rest. The rest goal can be regarded as a goal, which is initially and fundamentally wanted
by the actor. For example, a goal of human “Want to survive” is really fundamental. We
think we have to give priority to fundamental goals because the other types’ goals are
just subcontracts. Fourth, we introduce incorrect goal decompositions to specify a kind
of malicious intentions. Although i* is based on the delegation of goal achievement,
dependee does not always achieve a delegated goal properly in real life. For example, a



482 H. Kaiya et al.

meeting participant does not report his vacant schedule correctly if he wants to disturb
the meeting initiator.

By using an example in Figure 2, we explain our simplified i* model in detail. An
insurance business is modeled in the example. In the model, three actors “Customer”,
“Canvasser” and “Insurance Company” are represented in circle. Goals are represented
in round-rectangles. In i*, the actor A is called depender and the actor B is called de-
pendee. Such dependency is represented as an actor-goal-actor relationship. For exam-
ple, an actor “Customer” has a goal G1 “Get benefits”, and another actor “Insurance
Company” has a responsibility to achieve the goal. Such dependency is represented in
the top of Figure 2. For convenience, we call a relationship between depender and its
goal want-relation, and another relationship between the goal and dependee can-relation
as shown in the figure. An actor who becomes a dependee of some goals has to achieve
the goals. There are two typical ways to achieve them. The first way is to achieve it
directly. The second way is to refine and to decompose the goal into several sub-goals,
and the actor delegates other actors to achieve each sub-goal. An example of the first
way is G2 in the actor “Customer”. The actor “Insurance Company” wants “Customer”
to pay insurance every month or year until the contract ends. The goal G2 represents
such goal of the “Insurance Company”. The “Customer” will achieve the goal G2 by
get a salary for example, but we don’t mention how to achieve G2 in this model. We
simply attach a modifier (its shape is hexagon in our model), which clarifies the goal
is achieved by the actor. An example of the second way is G1 in the actor “Insurance
Company”. The actor “Customer” wants “Insurance Company” to give benefits when he
encounters some problem such as a sick or an injury. To achieve the goal G1, the com-
pany has to gather money in advance. The company thus has to have enough amounts
of contracts (G7) and insurances are paid by each customer according to each contract
(G2). Because these goals G2 and G7 cannot be directly achieved by the company, they
are delegated to customer and canvasser respectively in this example. We then review
the examples of fundamental goals. In our simplified model, a fundamental goal has a
modifier which shape is triangle. In the model in figure 2, there are two fundamental
goals: “Prepare for risks” of customer and G6 “Good wages” of canvasser. At least in
this model, the goal is neither sub-goal of another nor a goal delegated by another actor.
The actors fundamentally have such goals because of the reasons outside the model.
The fundamental goals are the origin of the goals and their dependencies in the model.
Therefore, the model is dramatically changed when some fundamental goals are with-
drawn or modified. On the other hand, the other goals and dependencies are variable
because there are several different alternatives to achieve the fundamental goals.

In original i*, a goal of a depender is assumed to be properly achieved by a dependee.
For example in Figure 2, G3 “know suitable product” of Customer is properly achieved
by Canvasser as follows. To achieve G3, the canvasser tries to find suitable product for
the customer. He then asks the customer to tell her features such as age and income,
and he investigate existing insurance products on the basis of the features. However, a
goal of a depender is not always achieved by a dependee when malicious or incapable
actors participate in the social dependencies. If a dependee is a malicious human or a
system tampered by the human, the dependee intentionally decomposes the goal of a
depender incorrectly. Tampering programs executed by users such as cross-site request
forgery (CSRF) is typical case.

To represent such incorrect goal-decomposition, we introduce two modifiers to de-
composition: one is cut-modifier and another is malicious-modifier. Each modifier is



Goal-Oriented Security Requirements Analysis 483

Know suitable
product

G3

Prepare for risks

G3

Ga

G1

G4

Know customer’s
features

Customer

Canvasser
G4

Find suitable product

Know products’
features

G3

G4

Legend

huge 
savings

leak customer’s
features

Ga

Ga

get money

resell the 
features

Cut-modifier:
Necessary sub-goal is intentionally cut. 

Malicious-modifier:
Malicious and unnecessary sub-goal is intentionally added. 

Attacker

¬Gb

Gb

obstruct 
customer

¬Gb

make
revenge

¬G A goal where a goal G is not wanted to be achieved. 

Fig. 3. Another example of our simplified i* model for explaining incorrect goal decompositions

represented in “scissors” and “bomb” icons respectively as shown in Figure 3. We ex-
plain how to use the modifiers by using Figure 3. The example in the figure is a modified
version of the sub-model in Figure 2. To achieve G3, the canvasser has to achieve both
G4 and Gb “Know products’ features”. However in this example, Gb is not achieved
because the decomposition between “Find suitable product” and Gb is cut (by scis-
sors). To realize this situation, inexperienced canvasser is dispatched to this customer.
This cutting itself is represented as a goal of “Attacker”, and the goal is represented as
“¬Gb”. The goal “¬Gb” is used as sub-goal to satisfy attacker’s goal “make revenge”
on the customer. In this example, we assume the attacker personally hate the customer.
To achieve G3, the canvasser of course does not have to achieve Ga “leak customer’s
features”. The attacker’s threats can terrify the canvasser into achieving Ga when the
attacker can take advantage of canvasser’s weakness for example. The goal Ga then be-
comes one of sub-goals of “Find suitable product”. This unnecessary goal Ga is used as
means for an attack, and the attacker can earn money as shown in this example.

Cut-modifiers are not used so frequently because its super-goals become unachiev-
able and depender can easily know incorrect decomposition in dependee. For example,
G3 in Figure 3 becomes unachievable and Customer can know it. However, it is not
easy to know sub-goals introduced by malicious-modifiers because its super-goals are
still achievable even with the malicious sub-goals.

3.3 Deriving Attacker Context

As mentioned in overview of this method, an actor corresponding to a system contains
various goals that do not normally coexist. In addition, systems sometimes contain in-
correct goal decomposition where necessary sub-goals are omitted or malicious and
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unnecessary sub-goals are added. An attacker can thus achieve his malicious goals (at-
tacks) by using such goals. This is an extended idea by Liu et al. [6], [7]. In Liu’s idea,
a proper actor becomes an attacker, and he uses his achievable goals for his attacks. Our
idea is almost the same as the Liu’s idea, but attackers’ goals can be predicted more
than ever because the number of goal-combinations enabling attacks increases.

It is very difficult to predict the malicious intentions of attackers. We think the fun-
damental goals of attackers will be getting money, harassment, revenge, boasting his
power and so on. However, they are too abstract to make the traceability between
achievable goals in a system and such attackers’ goals. We thus use STRIDE [11] as
templates of temporary goals of attackers. STRIDE is a classification of the effects of
realizing a threat and is an acronym of the following.

Spoofing, Tampering, Repudiation, Information disclosure, Denial of service,
Elevation of privilege.

To realize a threat, each effect above requires several means. For example, an attacker
can successfully tamper some information when he can interrupt and update it. The
attacker can also successfully disclose some information when he can access and send
it to somewhere. We find a combination of goals in an actor so that the means of the
goals can realize an effect in STRIDE.

3.4 Mitigating or Avoiding Attackers’ Goals

To mitigate or to avoid the attacks, we basically disable some of such goals in a sys-
tem, and find alternatives not to disable goals of proper actors. Even before integrating
contexts, actors including a system achieve several different fundamental and delegated
goals at the same time. An actor normally hopes such goals in his strategic rationale
will be achieved. On the other hand, an actor hopes that goals delegated by attackers,
i.e., attacks are unachievable. Because each fundamental and delegated goal in an actor
is a goal tree or a goal DAG, it can be represented in a propositional logic formula. The
problem for satisfying goals and avoiding attackers’ goals can be regarded as satisfia-
bility problem of corresponding formulae. We will introduce the concrete examples of
such formulae in the next section.

4 Case Study

In this section, our method is applied to the business for canvassing for the insurance
contract to facilitate BYOD (Bring Your Own Device). The idea for using private smart
devices in the context of business is called BYOD, and some companies try to facilitate
the idea because of its merits related to economizing and usability. The goal of this case
study is to illustrate whether our method works well.

Figure 2 shows the as-is model of the business before systems are introduced. In
Japan, this type of business is popular in insurance business. An actor “Customer” is
a potential customer of the insurance contract. An actor “Canvasser” is a salesperson
who explains the insurance products and invites customers to make the contract. Nor-
mally in Japan, canvassers are members of specific insurance company. An actor “In-
surance company” is the company of insurance products. Because of the fundamental
goals “Prepare for risks” of Customer and G6 “Good Wages” of Canvasser, the model in
Figure 2 is constructed. Because G6 is delegated to Insurance Company, it decomposes
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G6 into two sub-goals: G2 “insurance paid” and G7 “More contracts”. Each sub-goal
is delegated to Customer and Canvasser respectively. G7 is also decomposed into two
sub-goals: G5 “get contract” and G8 “Know potential customers” in Canvasser. Because
whether G5 is achieved or not depends on Customer, G5 is delegated to Customer. Can-
vasser achieves G8 by himself and means-end modifier is attached to G8 in Figure 2.
For example about achieving G8, he has the knowledge about people in a specific area.

4.1 Supporting Knowledge Acquisition about Potential Customers

Figure 4 shows an intended context after introducing a smart device in Figure 2. Be-
cause the device interacts with external servers such as “DB in company” and “GPS”
(Global Positioning System), actors corresponding to them are added in the model in
Figure 4.

We also ask a canvasser to let us know his private usage of the smart device. In this
case, he uses his private device at least for two goals. One is about interacting with
his friends via the device, i.e., G12 in Figure 5. Another is about viewing his data in
his home PC, i.e., G13 in the figure. Because the former goal is achieved by SNS, an
actor “SNS service” and its related functionality are contained in this model as shown
in the figure. Because the latter goal is achieved by network storage such as dropbox 1,
“Network storage” and its related functionalities are contained in this model as shown
in the figure.

1 https://www.dropbox.com

https://www.dropbox.com
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Because “Smart Device” in Figure 4 is the same as one in Figure 5, we developed
the integrated context by unifying them. We then explore suspected attacks on the ba-
sis of STRIDE mentioned in 3.3. We suspected two attacks as shown in Figure 6. One
attack A1 “Tamper the list” can be achieved by G9, G17 and G14 because a program
related to network storage can update data in the device and the customers’ list is as-
sumed to be stored as data. The contents for tampering the list can be also received
by the G14 “Receive data”. Another attack A2 “Disclose location” can be achieved by
G10, “Clock” and G16 because of the similar reasons for A1. As shown in Figure 6, we
suspect the gaps between a fundamental goal of an attacker “Get money” and these con-
crete attacks, e.g., A1 and A2. We suspect two intermediate goals of attackers: “Disturb
business” and “Resale information”.

To mitigate or avoid the attacks A1 and A2 in Figure 6, introducing the separation
of duty is simple idea. However, required permissions for actual smart devices such as
Android phones are too difficult for normal users and we normally have to accept their
request for the permission [13]. It is thus hard to introduce clear separation of duty in
smart device usage. Another idea for mitigating or avoiding the attacks is to explore
alternatives to achieve super goals of goals that are used in the attacks. As mentioned
in section 3.4, fundamental and delegated goals can be represented in logic formulas.
At the smart device in this case, G8, G12 and G13 are wanted to be achieved, and A1
and A2 are wanted to be unachieved. These goals can be represented in the following
formulas.

G8 ≡ G9 ∧ (G21 ∨ (G11 ∧G10))
G12 ≡ G16
G13 ≡ G14 ∧G17 ∧G15
A1 ≡ G9 ∧G14 ∧G17
A2 ≡ G10 ∧G20 ∧G16

To choose an alternative G21 and to disable G10, G8 and G12 can be achieved and
A2 can be also unachieved. However, there is no alternative to achieve G8 and G13
and to avoid A1 at the same time in this model. We thus have to find alternatives to
G9 and/or G14 respectively for achieving G9 and G13 and for avoiding A1. To explore
other attack possibilities, intermediate goals of the Attacker in Figure 6 are useful. For
example, tampering the location data can disturb the efficient travel of the canvasser.
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4.2 Easing Reluctance to Make the Contract

Making contract of the insurance is highly reluctant because it traditionally requires a
lot of paper works and customers have to sign the documents a lot. We thus try to ease
the reluctance by using the smart device. Although the copyright transfer agreement of a
technical paper even required written signature, some publishers such as IEEE recently
provides the web sites for skipping written signature and we personally become happy
without sending the fax to publishers. In the same way, we try to provide insurance
customers to make contract easily. In Figure 2, the Customer has to directly satisfy G5
“get contract” by his paper works. To introduce a smart device such as a smart phone,
we ease this reluctant works as shown in Figure 7. In the figure, the Customer simply
taps the screen of the smart device for his agreement, and a smart device makes the
contract document and sends it to the insurance company automatically.

We assume Canvasser satisfies some private goal by some free software on the smart
device and the software contains some malicious codes. On the basis of this existing
context, we depict the to-be integrated context in Figure 8. In the figure, Gu corresponds
to the private usage of the smart device. To satisfy Gu, the device primarily achieves
the sub-goal Gw. However, there is a possibility that Gu contains several malicious sub-
goals: Gv corresponds to tampering G5, and Gt and Gs correspond to malicious codes
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embedded in G5. The possibility is predicted on the basis of the permissions given to an
application achieving Gu. In the figure, unintended and unnecessary contract (another
contract in the figure) is made by the malicious codes. For example, unnecessary goods
are bought and paid against the intention of the Customer. As a result, a Dishonest
Company, i.e., an attacker can get money by spoofing the Customer, i.e., getting another
contract. Goals in the smart device can be represented in the following formulas.

G5 ≡ Gr ∧Gq ∧Gp ∧Gt
Gu ≡ Gw ∧Gv ∧Gs ∧Gt
A3 ≡ Gp ∧Gt ∧Gs

Because the goal tree of Gu is predicted on the basis of the permission of its correspond-
ing application, the tree contains malicious goals such as Gt, Gs and Gv. Because of the
abilities of such malicious goals, G5 also contains Gt and Gs. The best way to avoid
A3 is of course to uninstall the polluted software for achieving Gu, and to install more
reliable software that can achieve Gu. However, it is not so easy because an application
corresponding to Gu is private one. At least, the boss of the canvasser cannot enforce
its uninstall.

4.3 Discussion

For suspecting attackers’ goals, STRIDE in section 3.3 seem to works well. To finding
the combination of achievable goals for each STRIDE such as tampering, ontological
support [14] seems to be effective because the combination for each STRIDE has typical
patterns. For example, tampering requires both receiving data from outside and writing
data. We want to construct the ontology for such support.

For resolving the security problems, focusing on logic formulas corresponding to
goal trees in each actor is simply and effective. However, the problem is not always
resolved. For example, an attack A3 in section 4.2 cannot be resolved because of the
private reason. One of the simple solutions for this problem is to introduce the sepa-
ration of duty explicitly. Another solution is to introduce the monitoring mechanism
based on our model, and to mitigate the security problems. It is more feasible than in-
troducing rigorous separation of duty because we cannot live in the completely secure
environment. We can minimize the activities to be monitored in the existing context
based on our model. Each worker can accept such monitoring mechanism because the
reasons and the range of monitoring are explained.

We had a workshop to explain our method to security practitioners. Although we did
not compare existing i* extensions to our method, at least they understood our method
well. From our other experiences [15], we found that practitioners and even students
cannot correctly develop full i* model. We thus assume our simplification contributes
to motivating practitioners to use our i* variation.

5 Conclusion

In this paper, we present a method for analyzing security requirements for a system,
which is already used in several different activities. We use simplified i* model for
this analysis. Through a case study of BYOD, we confirmed the method works well.
Because the vocabularies in our simplified i* are so limited for security analysis, usual
security experts can accept the notation.
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In our previous work [16], we presented a method for evaluating a system introduc-
tion on the basis of the amount of responsibilities and satisfaction of human in average.
Because we defined these metrics on the basis of the structural characteristics of an
extended i* model, we can systematically compare an as-is model with its to-be model
written in our extended i* model. However, such metrics only focus on positive as-
pects, and there is no metrics with respect to the security issues. We want to propose
and evaluate the metrics for security as well as our current metrics.
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Abstract. Security must be a primary concern when engineering Fu-
ture Internet (FI) systems and applications. In order to achieve secure
solutions, we need to capture security requirements early in the Software
Development Life Cycle (SDLC). Whereas the security community has
traditionally focused on providing tools and mechanisms to capture and
express hard security requirements (e.g. confidentiality), little attention
has been paid to other important requirements such as trust and reputa-
tion. We argue that these soft security requirements can leverage security
in open, distributed, heterogeneous systems and applications and that
they must be included in an early phase as part of the development pro-
cess. In this paper we propose a UML extension for specifying trust and
reputation requirements, and we apply it to an eHealth case study.
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1 Introduction

Security is a crucial concern that must be addressed in order to guarantee the
successful deployments of FI scenarios [19]. These scenarios usually comprise a
huge number of heterogeneous, geographically distributed entities, including hu-
man users, which must interact to provide services. The complexity of managing
security in these scenarios is aggravated by their dynamic nature, with devices
changing, appearing and disappearing along the system lifetime. In these com-
plex and open scenarios, more flexible security solutions, namely soft security
mechanisms [14], are required as a complement to the traditional hard security
ones: confidentiality, integrity and availability.

Trust is a soft security mechanism that can leverage the security of a system.
Even though there is not any accepted definition of trust, it is agreed that it
can improve decision-making processes under risk and uncertainty, improving in
turn systems security. Reputation, which is a concept strongly related to trust,
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can also help in this task. We argue that increasing security in FI applications
entails that trust relationships between actors, applications and system environ-
ments cannot be taken for granted any more and must be explicitly specified
from the very beginning in the Software Development Life Cycle (SDLC). How-
ever, security requirements engineering methods often lay trust aside and focus
on specifying hard security requirements, such as confidentiality or authoriza-
tion [7][8]. Even when some social aspects are beginning to be captured at the
requirements stages [10][18], the approach towards analysing trust is still naive.
This could explain why trust and reputation models have been traditionally
added after-the-fac in an ad-hoc fashion, limiting their re-usability and present-
ing scalability problems [4].

We advocate that a comprehensive analysis of trust and reputation during
the initial stages of the SDLC is required. The contribution of this paper is
twofold. First, we provide an extension to UML in order to help requirements
engineers and software designers to have a clearer understanding of the trust
and reputation requirements of the system-to-be; second, we analyse, by means
of an eHealth case study, how we can apply this UML profile as well as some
considerations when designing trust-aware systems. We choose UML because it is
a de facto standard in the industry and because other relevant security-oriented
profiles exist that could be potentially integrated with ours.

The rest of the paper is structured as follows. Section 2 reviews some related
work. In Section 3 we provide a domain analysis in the field of trust and repu-
tation. The extensions performed on UML are explained in Section 4, whereas
Section 5 applies these extensions to an eHealth scenario. Finally, Section 6
presents the conclusion and some lines for future research.

2 Related Work

There are several works that consider security requirements at the early stages of
the SDLC. Some of these works focus on detecting possible attacks on the system
[16][15]. In others, the emphasis is on modeling security requirements, such as
confidentiality or authorization. This is the case of UMLsec [7] and SecureUML
[8], two UML profiles that include security constraints and annotations into the
diagrams. Other works aim to integrate the notion of risk into the requirement
analysis stage [9] in order to assess whether the risk level of some unwanted
incidents is beyond an acceptable threshold.

The contributions mentioned up to now focus on hard security requirements or
risk, but they usually lay trust aside. In addition to traditional policy languages
for distributed trust management [2][6], there are other works that focus on
trust in early stages of the SDLC. Mouratidis and Giorgini [10] present Secure
Tropos, a methodology that extends the Tropos methodology in order to enable
the design of secure systems. Actors in Tropos may depend on other actors
in order to achieve a goal, and these social relationships are captured by the
methodology. In a similar direction, Lamsweerde and Letier present KAOS [18],
a comprehensive goal-oriented methodology to elicit the requirements of a socio-
technical system. All these contributions put forward the idea of capturing social
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aspects, but the notion of trust and its influence on the information systems is
barely explored. This is partially covered by Pavlidis, Mouratidis and Islam [12],
who include trust-related concepts in Secure Tropos.

The work by Chakraborty and Ray [3] bridges a gap between traditional
security requirements modeling and soft-security considerations by incorporating
the notion of trust levels into the traditional Role-Based Access Control model.
These levels are measured by means of a trust vector, where each component in
the vector is a factor that influences trust, such as knowledge or experience.

In general, the aforementioned works usually fail in capturing and making
explicit all the trust relationships, and above all, how trust and reputation can
be used by the system-to-be. The closest contribution to our work is the one by
Uddin and Zulkernine [17], who present a UML profile for trust called UMLtrust.
They provide extensions, as we do, to some UML diagrams in order to represent
trust information. Their approach and focus is, however, different than ours.
First, their primary concern is reasoning about trust scenarios, without making
explicit which are the trust relationships in the system. Also, they do not address
reputation, whereas it is a primary concern for us. We also provide more details
on how trust and reputation can be computed and the factors (e.g. variables
and attributes) that will be taken into account for this computation. We also
show how trust can influence at the infrastructure level by means of deployment
diagrams. However, our trust analysis is in general at a higher level of abstrac-
tion, without delving into the details of class attributes and methods, which is
something that UMLtrust requires. As a conclusion, we think that both works
are complementary and can help each other in providing a more comprehensive
vision of trust in the system for designers and developers.

3 Trust and Reputation

There are many definitions of trust, and one often cited is the one by Gam-
betta [5]: ’trust is a particular level of the subjective probability with which an
agent assesses that another agent or group of agents will perform a particular
action[...]’. Reputation is defined by the Concise Oxford Dictionary as ’what is
generally said or believed about a person or the character or standing of a thing’,
being a more objective concept that trust.

A trust conceptual model, adapted from the one in [11], is shown in Figure 1.
Many of these concepts are included in the UML profile presented in the next
section. Just to mention some details, it is important to differentiate between a
trust factor, a variable and an attribute. A factor is an application-independent
attribute (e.g. the trustor’s disposition to believe in others’ capability). An at-
tribute captures the notion of factor and extends it with application-specific
information too (e.g. how much a customer has paid for a book). At the soft-
ware level, one or more attributes are represented by variables, which forms the
core of a trust metric. The dimension of a trust or reputation value refers to
whether the final score is just one number (or label), or a tuple of numbers or
labels. Finally, for simplicity sake, some arrows are not depicted. For example,
there would be an arrow from Reputation to Value and from Variable to Value.
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Fig. 1. Trust Conceptual Model (summarized)

4 UML Profile for Trust and Reputation

This section presents an extension of UML that aims to ease the specification
and initial design of trust-aware systems and applications. We consider indis-
pensable the use of some behavioural diagram, such as activity diagrams, even
though we do not propose extensions for them. This diagram should represent
the interaction patterns between the trust and business logic of the application,
and should make clear which actor initiates a trust event, how this event is
triggered and what their consequences are1.

Each extended diagram is further explained in the following sections.

4.1 Use Case Diagram

The goal of use case diagrams in the context of trust is to depict, at a glimpse, the
trust relationships that exist between the different actors in the system. There
is however more interesting information that we can represent in this diagram.
For example, we could make explicit which actors can make a claim about which
other actors, thus incorporating reputation information in the diagram. The
extensions performed on the use case diagram are summarized in Table 1.

Trustor, trustee, witness, source and target are roles that actors can play in the
system. Trust relationships are made explicit by means of the extension trusts,
whereas claims represent that a given source can make a claim about a given
target. As the ultimate goal of trust is aiding in making a decision, we also add
the decides connector, which captures the idea that a use case can be affected
by trust or reputation information. An actor could perform the same use case in
different ways (or even could decide not to perform it at all), and this decision
can be influenced by trust or reputation information.

1 A trust event is any occurrence in the system that triggers a reputation or trust
relationship update.
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Table 1. Use Case Diagram Extensions

Stereotype Base Class Explanation

Trustor Actor Actor playing the trustor role
Trustee Actor Actor playing the trustee role
Witness Actor Actor playing the witness role
Source Actor Actor capable of making a claim
Target Actor Actor capable of receiving a claim
Trusts Connector Trust relationship
Claims Connector Source makes a claim about a Target
Decides Connector Use case affected by a trust/reputation decision

In addition to the previous UML extensions, we define two adornments: deci-
sion criteria and context. The former is used to annotate the decides relationship
between an actor and a use case, and it specifies whether the decision in that
use case is based on trust or reputation. The latter annotates trusts and claims
relationships and specifies their context. This captures the idea that trust and
reputation are context-dependent.

4.2 Class Diagram

Class diagrams can provide more insight in certain aspects of trust and reputa-
tion. The stereotypes used to extend class diagrams are depicted in Table 2. We
find the same stereotypes that in the use case diagram extension regarding the
roles of the actors. Also, we find TrustRelationship, which represent the trust re-
lationship between a trustor and a trustee, and Claim, which captures the notion
of a claim made by a source entity about a target entity. We add also three im-
portant notions for the evaluation of trust and reputation, namely TrustEngine,
ReputationEngine and Variable. They represent how trust and reputation are
computed, and the variables considered for such computation.

Tagged values are used in order to define more precisely the aforementioned
concepts. The list of tagged values is shown in Table 3. Just to mention some
of them, subjective properties refer to a list of beliefs of the trustor regarding a
trustee, whereas objective properties represent a list of trustee’s properties that
can be (more) objectively measured (e.g. reliability or certification by a Trusted
Third Party). Dimension is the number of components of a trust or reputation
value, and how specifies whether the value of a variable is explicitly assigned
(interactively) by the actor or is monitored by another system.

Note that some of these tagged values could be almost directly mapped to
attributes of design classes, whether others are just informative and require fur-
ther refinement at design stage. For example, attribute represents the attribute(s)
captured by a variable. This information might be useful for aiding designers to
keep in mind what the variable actually should represent, but could hardly be
directly mapped to a class attribute.
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Table 2. Class Diagram Extensions

Stereotype Base Class Explanation

Trustor Class Actor playing the trustor role
Trustee Class Actor playing the trustee role
Witness Class Actor playing the witness role
Source Class Actor capable of making a claim
Target Class Actor capable of receiving a claim
TrustRelationship Class Trust relationship between trustor and trustee
Claim Class Claim that a source makes about a target
TrustEngine Class Engine in charge of updating a trust relationship
ReputationEngine Class Engine in charge of computing a target’s reputation
Variable Class Variable used by a trust or reputation engine

Table 3. Tagged Values for Class Diagrams

Value Class Explanation

type Trustor, Trustee, Witness, Source, Target The type of actor (i.e. human, system)
subProp Trustor Subjective properties
objProp Trustee Objective properties
context TrustRelationship, Claim Context
dimension TrustRelationship, Claim Dimension of a trust relationship or a claim
scale TrustRelationship, Claim, Variable Upper and lower bounds
default TrustRelationship Default value
format TrustRelationship, Claim Quantitative vs. qualitative
display ReputationEngine Visualization by user actors
engine Engine Type of computation engine
variables Engine List of variables used by the engine
attribute Variable Attribute(s) captured by the variable
source Variable System or actor that triggers the variable update
how Variable Assigned vs. monitored

4.3 Deployment Diagram

Deployment diagrams are useful as they represent the software from the infras-
tructure point of view, and they show valuable information in terms of trust and
reputation. Very often, trust and reputation must be considered not only at the
application level (trust among actors or among software components), but also
at the infrastructure level [13]. Platforms and networks can trust each other and
they can even hold reputation values. This is particularly useful when designing
large-scale distributed systems, where a given processing node (e.g. a mobile
phone or a server) can choose among different nodes in order to collaborate or
communicate information.

The extensions performed on deployment diagrams are shown in Table 4. We
can specify which node acts as reputation manager in a centralized reputation
model. Reputation managers compute reputation, store it, and distribute it (or
just publish it) when necessary. The decides stereotype captures the decision
process made by one entity (processing node) when communicating with other
processing nodes. As in the case of use case diagrams, this stereotype can be
adorned in order to make explicit whether this decision is based on trust or
reputation with decision criteria. Finally, we also add a tagged value entities to
specify the reputation of which entities the reputation manager will store.
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Table 4. Deployment Diagram Extensions

Stereotype Base Class Explanation

ReputationManager Node Node that acts as reputation manager
decides Connector Trust-based decision

The next section puts all the concepts discussed in this section together by
applying them to an eHealth scenario.

5 Case Study

In order to consider trust and reputation requirements early in the SDLC, we
will present in this section how we can apply the information provided in Section
4 to a real scenario. The case study comes from the NESSoS project2 and belongs
to an eHealth scenario as described in a project deliverable [1].

The case study presents a patient monitoring scenario, which aims to collect
health-related data independently of the location of the patient. This is useful
for patients, who can receive immediate feedback under critical situations and be
assisted by physicians at any moment and place. In order to make this scenario
feasible, the patient must wear a device capable of measuring vital signs (e.g.
blood pressure). This device must be able to send this information to other
systems that will show it to physicians for monitoring purposes.

The goal is to build a web application through which the physician and the
patient can interact in a trusted way. In this application, the physician can
add and remove a wearable device to the system, start the process to assign
the device to a patient, configure both critical and uncritical alerts, ask patient
consent to use his data for research purposes, create an advice for the patient
based on the patient’s data, demand an immediate reading from the wearable
and start the process to change a patient’s wearable. Patients can configure
uncritical alerts, ask for second opinions (to other physicians), accept or deny
consent, show the physician’s advices, complete the device assignment process
started by the physician and demand a physician change.

Even though there are important hard security requirements, the application
must also be trusted, in the sense that physicians and patients must be confident
that the application is performing well and that they can trust the information
provided by other entities. We propose using the aforementioned UML profile in
order to consider trust and reputation requirements early in the SDLC.

A possible trust-aware use case diagram is shown in Figure 2. We state that
there is a trust relationship between the patient and the physician. The patient
plays a trustor role and the physician plays a trustee role. In addition, there is a
trusts connector, which is adorned by the context where this trust relationship is
set, namely monitoring. There is another trust relationship between the physi-
cian (who therefore also plays a trustor role) and the wearable. The patient also
plays the source role and can therefore make claims (claims connector) about
the physician, who plays in this case the target role.

2 http://www.nessos-project.eu
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Up to now, we have defined the main actors, the trust roles they can play,
and the trust relationships and possible claims that the application considers.
We also need to include for which purpose this information is going to be used,
and this is the role of the decides connector. Just to mention two examples,
the patient may decide to ask another physician for second opinion. In order
to decide who this other physician is, he uses reputation information about the
physician (annotation decision criteria). Also, the physician may ask for a new
wearable if his trust in the actual wearable falls below a certain threshold. Thus,
we are using trust and reputation to help actors to make decisions at runtime.

<<trustor>>
<<source>>

Patient

<<trustee>>
<<trustor>>
<<target>>
Physician

Add 
Weareable 
to System

Remove 
Wearable From 

SystemConfigure 
Uncritical 

Alerts Configure 
Critical 
Alerts

Ask Patient 
Consent

Create 
Advice

Assign 
Device to 
Patient 1

Demand 
Immediate 

Read

Ask for 
Urgent new 
Wearable

Ask for 
Second 
Opinion

Ack/Deny 
Consent

See Recent 
Advices

Assign 
Device to 
Patient 2

Ask for 
Doctor 

Change

<<trustee>>
Wearable

<<trusts>>

<<trusts>>

<<claims>>

<<decides>>

<<decides>>

<<decides>>

<<decides>>
<<decides>>

<<decisionCriteria>>
reputation

<<trustContext>>
monitoring

Fig. 2. Trust-aware Use Case Diagram

Claims and trust relationships can be further refined in trust-aware class di-
agrams, as shown in Figure 3 and Figure 43. Regarding the patient monitoring
relationship, we specify the context of this relationship (which should be con-
sistent with the context in the use case diagram), the dimension and format,
which are one and numeric in this case, the scale, which is the interval [0, 1], and
the default value, which is 0.5. Thus, every trust relationship between a patient
and a physician will be assigned by default (i.e. at bootstrap phase) the value
0.5 and will take values between 0 and 1 along the application life. Also, we
specify some information regarding the trustor and the trustee. In this relation-
ship, the trustor is a human actor and has a subjective property that influences
on the trust relationship: capability belief. This means that the belief that the
patient has in the capability of the physician must be considered when setting
the trust relationship, as stated also by the trust engine that updates the trust
relationship. This engine uses a continuous engine (meaning that it will yield a
continuous value by aggregating continuous variables). The list of variables used
by the engine are the reputation of the trustee, the belief of the trustor, and
the trustor’s quality feedback, which is represented by the claim in Figure 4.
Note that in the case of a claim, the reputation engine computes reputation for
a given target, and not for a trust relationship. The reputation engine gathers

3 We do not depict the trust relationship physician-wearable due to space limitations.
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the claims that different patients make about a given physician and computes a
final reputation using an average. In addition to the claims, time is also used to
derive this reputation value, which will be displayed by a 3 stars notation.

<<trustor>>
Patient

{type = human, 
subProp = capability}

<<trustee>>
Physician

{type = human}

<<trustRelationship>>
PatientMonitoring

{context = monitoring,
dimension = 1,

format = quantitative,
scale = [0,1],
default = 0.5}

<<trustEngine>>
PatientPhysicianEngine

{engine = continuous,
variables = (reputation,capability 
belief, trustor's qualityFeedback)}

<<computesTrust>>

<<Variable>>
Capability Belief

{attribute = capability,
scale = [0,1],

source = patient,
how = assigned}

<<uses>>

Fig. 3. Patient-Physician relationship

<<source>>
Patient

{type = human}

<<target>>
Physician

{type = human}

<<claim>>
qualityFeedback

{context = monitoring,
dimension = simple
format = qualitative,
scale = (bad,good)}

<<reputationEngine>>
PatientPhysicianEngine

{engine = average,
variables = (qualityFeedback, time),

display = 3 stars}

<<computesReputation>>

Fig. 4. Quality Feedback Claim

For every variable defined in the engine, we can define a new Variable stereo-
type and specify some of the important properties of them. Figure 3 shows that
capability belief, assigned by the patient, will take a value in the interval [0, 1] and
should capture the attribute trustor’s capability belief. In the physician-wearable
relationship3, the physician triggers a system that monitors the wearable relia-
bility variable, where the attributes captured by this variable are reliability and
accuracy of the provided data.

Note that from the class diagrams information, especially after identifying the
variables that we need, we can go back to the use case diagram during the second
iteration and add new use cases that should be included. We do not depict them
due to space limitations but basically, the patient should have means of rating
a physician and to set the physician preferences. This last use case captures the
capability belief, as the preference list will likely be made by the patient in terms
of this capability belief about the physicians. Finally, the physician should be
able to measure the wearable reliability.

How the business and trust layers of the application interact may be a valuable
information for designers. This can be depicted by a behavioural diagram, such
as an activity diagram. The goal is to represent which actor can trigger a trust
event and how, and what are the consequences of that trust event. We propose
using swim lanes in order to make clearer the responsibilities of actors, the
business logic and the trust logic in the whole application. Figure 5 depicts the
trust event triggered when the patient asks for a second opinion.
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<<localPostCondition>>
{The list is ordered by physician's 

reputation}

Fig. 5. Activity Diagram for Use Case Ask for Second Opinion

The basic deployment for this application, without considering trust infor-
mation, consists of a sensor that communicates with a wearable, which in turn,
aggregates the information and sends it to a front-end server running the appli-
cation. This front-end server will send the information to a back-end server that
will store it into the patient’s Electronic Health Record (EHR) and that executes
a configuration application (i.e. to configure certain aspects of the application)
only available to administrators. Figure 6 shows a trust-aware deployment dia-
gram. The wearable device can decide, based on the front-end server reputation,
to which server to send information. The same happens between the front-end
server and the back-end server. Of course we are assuming that the final deploy-
ment will consist of, at least, two front-end servers and two back-end servers.
Otherwise, a decision is not possible. We can also make explicit on which node
the reputations for different entities in the system will be stored (i.e. assuming
a centralized reputation model). In this case, a node is reserved to play the role
of a reputation server that will store the reputation values for physicians, the
front-end servers and back-end servers.

<<device>>
FrontEndServer

<<device>>
BackEndServer

<<device>>
Wearable

<<device>>
Sensor

Configuration 
Server

Database

Application
Server

<<ReputationManager>>
Reputation Server
{entities=(physician, 

FrontEndServer,BackEndServer)}

<<decides>>

<<decides>>

<<decisionCriteria>>
reputation

Fig. 6. Trust-aware Deployment Diagram
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6 Conclusion

Trust and reputation can be powerful mechanisms to improve security in com-
plex, distributed systems and applications. We have proposed an extension to
UML and some design guidelines to help requirements engineers and software
designers to have a clearer view on trust requirements. This is not a straightfor-
ward task, as the concept of trust itself is difficult to grasp, and as there is an
important gap between the social notion of trust and its software representation.

Our goal with this paper has been to continue bridging this gap, even though
much work still remains to be done. First, the profile should be further extended
in order to represent policies, credentials and trusted third parties, which consti-
tute the roots of many trust management systems nowadays. The profile should
also allow representing how trust information can be propagated between ac-
tors in the system. Trust derivation from lower software abstractions (e.g. trust
among components) to higher level abstractions (e.g. trust among processing
nodes), if possible at all, is an interesting field that requires much further ex-
ploration. Finally, there is a need for defining the semantics and constraints of
each syntactic element. Tool support is then required to check compliance with
these constraints and to derive design patterns and code from the specification.
In this direction, how to integrate our approach with existing frameworks (e.g.
UMLsec) should be analysed.
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Abstract. In federated multimedia systems new services can be dynamically 
added or updated, thus a synergy effect related to integration of distributed 
communities of users and service providers can be observed. However, the in-
herent security limitation of such systems is implied by malicious host problem, 
particularly the risk that host software would be modified in order to e.g. violate 
data confidentiality. In the proposed model the distributed content consumers 
are provided with encryption scheme securing the confidentiality and integrity 
of the content roaming with them from host to host e.g. in federated virtual en-
vironment. The decryption keys, shared with threshold schemes, are produced 
in particles that correspond to the subsets of the multimedia content with re-
spect to its structure. The scenes can be reconstructed collectively, but in a se-
lective manner, according to the user privileges. In consequence, the model al-
lows for placing content safely on virtual environment hosts and mitigates the 
problem of the host code that can be malicious.  

Keywords: secure content distribution, secret sharing model, federated system 
security, multimedia systems. 

1 Introduction 

Interactive scenes are attractive content form for the modern digital citizens [ 1], e.g. 
scenarios based on 3D models of virtual museum objects [ 2]. Promising container 
technology for such content is federated virtual environments [ 3][ 4] such as Hypergr-
id [ 5], for two main reasons. First, they are based on open architecture – new regions 
on new hosts can be dynamically added to the grid by third parties. Such openness 
provides a developing market – growing population of active users. Second, they are 
based on functional, standardized, open, efficient and constantly developing software 
engines like OpenSim [ 6], and corresponding client browsers [ 7]. 

However, there is a significant obstacle for moving scenes of virtual museums or 
other content providers to the grid of federated regions (hosts). It is the problem of the 
data security [ 8][ 9], particularly the threat of piracy. In order to participate and contri-
bute to virtual environments, publishers, content creators as well as users need to be 
sure that their rights to the content will be preserved. It requires assuring confidential-
ity and integrity of the scenarios that are distributed over the grid, which is hard, 
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mainly because of the malicious host problem [ 10]. It cannot be assumed that host 
software has not been modified in order to make illegal copies of digital items that 
constitute users inventory [ 11], e.g. for the purposes of illegal pirate distribution. In 
case of the Hypergrid this is caused by the fact that federated architecture [ 12] re-
quires user inventory (digital items) to be accessible for target hosts as the user roams 
from host to host, in order to be properly simulated, rendered or used. The simple 
authorization mechanism for Hypergrid described in [ 13] does not solve the problem, 
since obviously it is assumed that the host visited by the users is an “authorized con-
sumer of the resources”. The malicious host problem has been described and it is 
partially solved only if specific conditions are fulfilled or for specific sub-problems 
[ 14]. 

From the content publisher perspective, the possible partial workaround of mali-
cious host problem in the grid is to set up an own region serving 3D scenes on the 
own host. However, such theoretically natural solution has a number of practical 
drawbacks (e.g. for a small or medium virtual museum), which include: uncertainty 
whether the large enough number of users will be willing to visit the region; lack of 
third party content that is related to the owner content, constitutes its natural context, 
and can additionally attract visitors; the time and cost effort related to the region pro-
motion; the time and cost effort related to the region hosting and maintenance. More-
over, using institution-hosted regions protects only the institution’s rights to the con-
tent. Users rights to the content are still not protected, since they cannot be sure 
whether confidentiality of their roaming inventories is preserved on remote hosts, 
unless they fully trust the hosting institutions.  

Taking all these factors into account, in this paper the solution to the described 
problem is proposed. The main idea of the proposed model is providing the distri-
buted community of users with the cryptographic means transparently integrated with 
virtual environments software, allowing to selectively reconstruct the safely distri-
buted scene subsets. The model enables placing 3D scenes in existing popular regions 
that attract a large number of visitors and provide rich context for the distributed con-
tent, and at the same time mitigates the problem of the host code that controls the 
region and can be potentially malicious. The software solution design is proposed 
along with the usage scheme that is based on it.  

2 Related Work 

Recently, a significant development of the federated virtual environments based on 
open architectures can be noticed, particularly in open source software communities. 
Good representatives are platforms based on OpenSimulator [ 6] engine implementa-
tion, such as OSgrid/Hypergrid [ 15][ 5], where new regions on new hosts can be dy-
namically added to the grid. A roaming data processing model and external openness 
makes federated virtual environments inherently insecure which affects trading of 
digital goods and their usage control. Their access control mechanism can be by-
passed, e.g., by using “copybot” software simulating legitimate applications that  
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perform uncontrolled operations to copy user assets while a user visits a virtual envi-
ronment region (host) that is running a malicious code [ 11]. 

Open Cobalt [ 16], another open source platform for constructing, accessing, and 
sharing virtual environments, makes it possible to hyperlink virtual environments 
using 3D portals to form a large distributed network of interconnected collaboration 
spaces. It does not require centralized servers and the processing is distributed in a 
P2P manner. From the security analysis point of view, interesting element of such 
approach is reduction of reliance on error-prone server infrastructures by using a peer-
based messaging protocol. However, here the problem of untrusted clients appears, 
which is hard to solve, as the problem of malicious hosts. 

One of the other mature open source platforms is Open Wonderland [ 17] support-
ing creation of interactive and dynamic content. For access control, any digital object 
can be associated with an access control list (ACL) to control which users can view or 
manipulate or edit the object. Here ACLs are hierarchical, so access can be applied to 
a single object in a space or to all objects within enclosing 3D structure. However, 
contrary to Open Simulator, Open Wonderland is not based on the paradigm of fede-
ralization and distribution, thus it suffers all the limitations of the centralized system. 

Solutions grown from the programming platforms for 3D content should be men-
tioned as well, i.e. X3D-based collaboration servers, such as BS Collaborate [ 18]. 
However, they provide only limited security measures and do not enable creating 
federated environments, but represent traditional, client-server approach. 

The techniques that potentially can be used to make grid data confidential, and, at 
the same time, allowing computation on, or partial access to the data are, respectively, 
functional encryption [ 19] (generalization of predicate encryption [ 20], attribute-
based encryption [ 21], and identity-based encryption [ 22]) and structured encryption 
[ 23][ 24] (generalization of searchable encryption [ 25]). These techniques are useful, 
e.g. in the cloud computing data processing schemes [ 24], where data remain en-
crypted on the host after querying or calculating. However, they cannot be applied 
directly to the multimedia data in federated virtual environment. This is caused by the 
fact that the dynamically added untrusted hosts are required to have full access to the 
scenes and user inventories in order to simulate physics and behavior while the users 
are interacting with each other or are roaming from host to host.  

From the wide spectrum of techniques for providing data confidentiality, threshold 
secret sharing has been chosen in the proposed approach [ 26][ 27][ 28]. Originally it 
has been designed for the applications where a number of parties, that do not fully 
trust each other, have to collectively make decisions or gain access to a secret. Since 
in many applications unanimous decisions or even full presence cannot be assumed, 
threshold secret sharing schemes allows at least k of n parties to reconstruct secret 
message. In organizations secret information can be shared between different groups 
of users (on homogenic layers, e.g. strategic, tactical) in the same way or differently 
on each layer [ 29]. In different layers the same or different information can be shared. 
Reflecting user hierarchies in the secret sharing consists not only in simple providing 
the users from the higher hierarchy levels with higher number of shares, but also in 
producing the shares of the different quality for the levels. Moreover, methods allow-
ing the users from higher levels of the hierarchy to delegate the rights to the secrets 



 Security Model for Large Scale Content Distribution 505 

have been developed. According to the author’s best knowledge the threshold secret 
sharing has not been used to secure the distribution of the multimedia content in the 
virtual environments, where it cannot be assumed that users keep acquired data  
confidential or, even worse, the problem of malicious host appears.   

3 Model for Mass Scale Content Distribution 

3.1 The Idea  

The main idea of the proposed solution is providing the distributed communities of 
content creators and consumers with the cryptographic means transparently integrated 
with federated system, allowing for the safely distributed scene subsets to be selec-
tively reconstructed (Fig. 1). As an initial step all the elements of the scene and their 
relations are symmetrically encrypted by the publisher, and the ability to decrypt it is 
dependent on the submission of the secret keys. The secret keys are split in advance 
using the threshold secret sharing algorithm for a number of shares. Each shareholder 
obtains a number of shares proportional to the class of the acquired ticket and corres-
ponding to his or her usage rights to the subsets of the content. In order to start the 
interactive exhibition, the k of n, or more, shareholders are needed. The keys are pro-
duced in particles that correspond to the subsets of the original scene with respect to 
its structure, in order to provide the ability to reconstruct the scene in a selective man-
ner. The k number of tickets is a parameter of the algorithm (and can be calculated 
e.g. to create a “critical mass” for which the event is justified for economical reasons). 
After the shareholders with eligible key shares gather at freely chosen host and decide 
to start an event, reconstruction of keys is deployed, the scene is decrypted and the 
exhibition can be run.  

Simple scene encryption would not solve the problem since a single ticket holder 
with the decryption key could illegally distribute the scene. Access control mechan-
isms designed for the interactive and distributed content, such as proposed in 
[ 30][ 31][ 32][ 33][ 34], also cannot be applied, since they require predefined trusted 
host, which does not match open grid specificity. 

3.2 The Application in Federated Virtual Environments 

The proposed concept of the software framework is composed of four main compo-
nents: a scheme for threshold scenes sharing, layer of integration with virtual envi-
ronment infrastructure, publisher tools, and a scheme for updating shares. 

The first component and the core of the proposed solution is a new scheme for 
threshold secret sharing adapted to structured and interactive 3D scenes. It is based on 
existing threshold algorithms, but modified to support specific data structures of the 
3D scenes (geometrical models, behaviors/scripts, composability structures). It em-
ploys cryptographic keys distribution scheme. The implementation is deployed on the 
side of virtual museum software (encryption, key splitting), as well as on the side of 
the region host software (key reconstruction, decryption). 
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The second component of the solution is a software layer that integrates recon-
structing/decrypting algorithms described above with Hypergrid software, or poten-
tially other open virtual environment platform. The integration is transparent (auto-
matic decryption and secret reconstructing on-the-fly) from end-user point of view. 

The third component of the solution is a set of publisher tools that allow for selec-
tive encryption and sharing of the scene. It integrates splitting/encrypting algorithms 
with GUI software that enables interactive structuring of the 3D scene. The integra-
tion is transparent (automatic encrypting and secret splitting on-the-fly) from the  
end-user point of view. 

The fourth required component is the software implementing scheme of updating 
shares. It is needed for handling long-term users migration, and is based on proactive 
threshold secret sharing. The implementation is deployed on the side of the  
OpenSim-based host software. 

 

Fig. 1. Scheme for scenes sharing in Hypergrid. Simple example for k=2. 

3.3 Structured Content Sharing 

In the simplistic example depicted in the Fig. 1 the whole scene has been shared as a 
single digital item. However, in the real applications only specific subset of the scenes 
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is shared among different groups of users (c.f. Fig. 2), according to users privileges 
(or roles when RBAC is applied). These subsets can be composed of elements, i.e. 
scenes, sub-scenes, geometrical models, scene scripts, behavioral scripts, as well as 
relations between these elements.  

In the example in Fig. 2 two users have shares in two different subsets of the scene. 
Since scene subset #2 is the superset of scene subset #1, if k=2, the User #1 and User 
#2 have right to reconstruct together the decryption keys and decrypt the scene. How-
ever, their right is limited only to the range of Scene subset #1. Thus, there is a need 
for applying cryptographic mechanism for selective scene sharing with respect to 
scene structure. Therefore, the keys are produced in particles that correspond to the 
elements of the original scene and to relations between them (there are separate keys 
for relations). Token-based structured encryption and searchable encryption tech-
niques, having applications in the cloud computing [ 24] which however differ from 
the open federated grid, are conceptual inspiration here. 

 

Fig. 2. An example of scene subsets to be shared in case when one scene is the subset of the 
other 

An additional functionality intended to promote the content usage is introduced 
taking advantage of the features of threshold secret sharing. It assumes that shares are 
based on variable k value for fixed secret, which means that the lowest k value is 
needed to reconstruct scene skeleton (scenes and sub-scenes), the higher k value 
enables reconstructing also geometrical models, and the highest k enables reconstruct-
ing the behavior scripts and therefore interacting with the complete scene. It encou-
rages the community to gradually populate the host on which the scene is launched, 
since the “level of details” and the “level of interactivity” of the content increases as 
the number of content consumers grows.  
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3.4 Use Case Scenario for Virtual Museums 

The solution proposed in the previous sections has been designed as a prerequisite to 
the new usage scheme for virtual museums that are deployed “in the cloud”, particu-
larly on federated hosts constituting 3D virtual environment. Taking advantage of 
virtual environment functionality, virtual museum staff can build scenes containing 
multiuser educational scenarios with interactive 3D models. In the analyzed use case 
this content is secured, distributed and used in three phases: Content Securing Phase, 
Content Distribution Phase, and Content Reconstruction and Deployment Phase. 

In the Content Securing Phase: 

• Along with digital ticket to the virtual museum, the participants (not just visitors) 
obtain shares of scene decryption keys that are generated automatically; 

• The scenes are dedicated exclusively for the target population of participants – 
shareholders; 

• The shares generated for the given participant correspond to its credentials (user 
privileges, role, preferences, ticket class paid, etc); 

• The protected scene subsets or models can be reused by content publishers as a 
building blocks of many different scenes released for distribution; 

In the Content Distribution Phase: 

• Participants having the shares roam and gather at freely chosen host, and therefore 
they “support” better hosts through the „wisdom of the crowd”; 

• Additionally, the chance to have large number of users with their attractive content 
motivates host providers to assure quality of their service, particularly data securi-
ty; 

• Shareholders have ability to decide about the event context; it allows for decentra-
lizing the content management, which is crucial in federated virtual environments, 
since their topology is decentralized by design; 

• „Malicious host” cannot copy encrypted and shared scenes owned by users that are 
roaming through it (note that in case of regular Hypergrid model “malicious host” 
could copy the scene from the inventory of a single user who visited the host). 

Finally, in the Content Reconstruction and Deployment Phase: 

• Interaction with the scene is possible after virtual exhibition start which requires 
critical mass of at least k of n simultaneous participants (and additionally e.g. vir-
tual guide with special shares); 

• The usage scheme assumes, that even if the content leaks out after the keys are 
reconstructed and the scene is decrypted on the host, tickets (shares) already have 
been distributed in the number that makes the content creation cost-effective; 

• Moreover, the exhibition with the shared scenes can be launched for a second time 
and subsequently, provided that k users will gather on any host. Obviously, the k 
number may include completely different set of users each time, so the content can 
reach broad range of consumers. 
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4 Conclusions and Future Work 

In this paper the model for large scale content distribution, based on extended thre-
shold secret sharing technique, is proposed, along with usage scheme, that bypasses 
the “malicious host” problem. Its main practical advantage is protection against illegal 
distribution of the scenes in federated virtual environment and, at the same time, pro-
viding the content consumers with freedom of deciding about the context of the inte-
raction with the 3D scene. It opens the world of the federated virtual environments, its 
user communities and services, to the content providers such as virtual museums, 
assuring the desired level of security and cost-effectiveness (no content leaks, no pira-
cy, large populations of users). The support for flexible and selective sub-scene  
protection is a key factor allowing for applying the proposed solution in practice. 

In future the performance of the software implementation will be investigated more 
in detail. Share size influence the computation and communication efficiency, but 
since only encryption keys, not whole encrypted scenes, are shared in the proposed 
solution, splitting and reconstructing algorithms will not add any significant perfor-
mance costs. However, computational effort related to scenes decryption on-the-fly 
needs to be tested.  

An interesting aspect of secret sharing, that can be taken into account in the future 
research on the topic, is taking advantage of the knowledge about users rights and, at 
the same time, about inter-user and inter-role relations, hierarchies, and constraints 
(e.g. separation of duties), in the key generation process.  
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Abstract. Despite the development of many server-side approaches, SQL 
Injection (SQLI) vulnerabilities are still widely reported. A complementary 
approach is to detect the attack from the client-side (browser). This paper 
presents a client-side approach to detect SQLI attacks. The client-side accepts 
shadow SQL queries from the server-side and checks any deviation between 
shadow queries with dynamic queries generated with user supplied inputs. We 
propose four conditional entropy metrics to measure the deviation between the 
shadow query and dynamic query. We evaluate the approach with an open 
source PHP application. The results indicate that our approach can detect 
malicious inputs early at the client-side. 

Keywords: SQL Injection, conditional entropy, client-side attack, web security. 

1 Introduction 

The starting point of SQL Injection (SQLI) [1] attack is the client-side (browser). If 
malicious inputs can be detected at the browse, then many SQLI attacks could be 
thwarted by preventing them to be supplied to the server-side. This could bring two 
benefits: (i) adding as an extra protection layer on top of existing server-side solutions 
(secure coding [3], code generation [2], dynamic analysis [6]), and (ii) working as 
complementary to scanner tools [4, 5] that do not have the knowledge of intended 
SQL query structure. 

There are challenges for developing client-side SQLI attack detection approach. 
For example, the relevant form fields that require checking at the client-side must be 
informed by the server-side and priori information about the query structure needs to 
be known. The supplied information from the server-side should not contain sensitive 
information such as the original names of query tables and columns. The alteration of 
dynamic query structure needs to be checked at the client-side.  

This paper attempts to address these issues. We propose a server-side assisted 
client-side SQLI attack detection framework. We extract query structures from the 
server-side and convert them to shadow queries. A shadow query is identical to an 
original query, except column names, table names, and input variables are replaced 
with arbitrary symbolic values. We measure the deviation of information content 
between shadow queries and actual queries (replacing symbolic values with supplied 
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input values). We propose conditional entropy metrics (a form of measuring 
information content) as a basis to differentiate between benign and malicious queries 
at the client-side. If there is a deviation of the information content between a shadow 
query and a dynamic query (formed by replacing symbolic values with actual form 
field values), then an SQLI attack is detected at the client-side and a request is 
blocked. Otherwise, inputs supplied to a form are considered as benign and a request 
is allowed to the server-side. We evaluate our approach with an open source PHP web 
application containing known SQLI vulnerabilities. The results indicate that the 
approach can detect malicious attack inputs at the client-side.  

The paper is organized as follows. Section 2 shows an example of SQLI attack 
followed by a brief discussion on the related works. In Section 3, the proposed 
approach is discussed in details. Section 4 discusses the experimental evaluation. 
Section 5 concludes the paper and discusses future work. 

2 SQL Injection (SQLI) Attack and Client-Side Detection  

We show a login form in Figure 1(a) with two input fields (Login, Password) whose 
values could contain malicious inputs for SQLI attacks. Figure 1(b) shows the HTML 
code of the form. When a user clicks on Login button, a request for accessing the 
website is performed with the supplied values. Here, the Login and Password inputs 
are accessed at the server-side through $fLogin and $fPassword variables. The 
login.php script is executed at the server-side which generates a dynamic SQL query 
to perform authentication based on the supplied values. 

 
(a) Login form (b) HTML of login form

<form name = “form1” action="login.php" method="post"> 
   <input type=”text” name= “fLogin”> 
   <input type= “text” name= “fPassword”> 
   <input type= “submit” name= “Login”> 
</form> 

Fig. 1. (a) A login form (b) HTML code of login form 

1.    $login = $_POST[‘fLogin’]; 

2.    $pwd = $_POST[‘fPassword’]; 

3.    $qry = "select id, level from tlogin where uid =’”. $login. “’ and password =’”. $pwd. “’”; 

4.    $result = mysql_query($qry); 

5.    while($row = mysql_fetch_array($result)) { // authentication   

6.          $_SESSION[’ID’] = $row['id']; 

             ……..      

7.     } 

Fig. 2. PHP code for authentication 

Figure 2 shows the PHP code snippet. Lines 1 and 2 extract from fLogin and 
fPassword fields of a request into $login and $pwd variables, respectively. The inputs 
are not filtered and concatenated with other strings for generating the dynamic SQL 
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query at Line 3. Line 4 executes the query and Line 5 performs the authentication 
based on the presence of at least one row in the result set. If the provided credential 
information is matched, the current session id is set with the id field from the table. 

If an attacker supplies malicious inputs as shown in Figure 1(a), the query becomes 
select id, level from tlogin where uid =’’ or 1=1 --’ and password =’’. The resultant 
query is a tautology (the query after the comment symbol “--” is ignored). The 
remaining condition uid=’’ or 1=1 is evaluated as true. Therefore, the malicious input 
alters the intended query structure implemented by a programmer.  

 
(a) Revised HTML form 
<form name = “form1” action="login.php" method="post">
   <input type=”text” name= “fLogin”> 
   <input type= “text” name= “fPassword”> 
   <input type= “hidden” name= “sQuery”  
      value= “select c1, c2 from t1 where c3 =v1 l1 c4 = v2”> 
   <input type= “hidden” name= “chkField” value =“fLogin,fPassword”> 
   <input type= “hidden” name= “substitue” value =“v1,v2”> 
    <input type= “submit” name= “Login” onclick= “chkSQLI ()”> 
</form> 
(b) JavaScript code for checking SQLI attack
1.    function chkSQLI () { 
2.      var sqry = document.form1.sQuery; 
3.      var entropySqry = condEntropy(sqry); 
4.      var aqry = subs (sqry, document.form1.chkField, document.form1.substitue); 
5.      var entropyAqry = condEntropy(aqry); 
6.      if (entropySqry == entropyAqry) 
7.        document.form1.submit(); 
8.      else  
9.      alert (“SQL injection attack inputs are present in supplied values”); 
10.  } 

Fig. 3. (a) Modified HTML form (b) JavaScript code for checking SQLI attack 

We now show how our approach can detect the attack from the client-side. We 
modify the HTML form as shown in Figure 3 (a) by adding three hidden fields. They 
represent server-side provided information of the shadow query (sQuery), the form 
fields that need to be checked (chkField) for malicious inputs, and the values in 
shadow query that need to be substituted with the form field values (substitute). A 
JavaScript code is supplied from the server-side to check SQLI attack inputs at the 
client-side. The method chkSQLI is shown in Figure 3(b). It extracts the shadow query 
in Line 2. Line 3 computes the conditional entropy of the shadow query 
(entropySqry). Line 4 substitutes shadow query’s symbolic values (specified at 
document.form1.substitue as comma separated field values) with form fields 
(specified at document.form1.chkField as comma separated values). The conditional 
entropy (entropyAqry) of the actual query is obtained at Line 5. Line 6 compares the 
value of entropyAqry and entropySqry. If there is a match, the inputs are considered 
as benign and the form is submitted to the remote website (Lines 6-7). If there is a 
mismatch, a warning message is generated for SQLI attack related inputs (Line 9).  

We now discuss about the framework briefly, server-side shadow query generation 
process, client-side conditional entropy computation technique in Section 3.  
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3 Client-Side SQLI Attack Detection Approach 

First, server-side script is analyzed to identify HMTL forms that contain input fields. 
Then the SQL queries present in the script code is extracted and we find the relevant 
set of input fields in forms that contribute values during dynamic query generation 
process. The SQL query is simplified to generate a shadow query. This is done by 
replacing table, column, logical operator, and variable values with symbolic values. 
This step prevents revealing sensitive information at the client-side. The HTML forms 
are modified by adding hidden fields with the following: (i) the shadow query, (ii) 
fields relevant to dynamic queries and whose values need to be replaced with 
appropriate symbols in the shadow query, and (iii) the relevant symbols from shadow 
query that need to be replaced with user provided inputs.  

The modified script is deployed in a web server. From a browser, when a user 
requests a web page to the server, the server-side returns the modified pages 
containing the revised HTML forms. When a user resubmits a form after providing 
inputs in form fields, the client-side checking takes place (JavaScript code). The 
checking is done by computing the conditional entropy of the shadow query and the 
actual query by substituting symbols with user provided input values. If any deviation 
is found, the inputs are flagged as malicious. The request is not forwarded to the 
server-side. Otherwise, the inputs are considered as benign and the request is 
forwarded to the server-side. We now briefly discuss about conditional entropy and its 
application for detecting client-side SQLI attacks.   

Conditional entropy is a measurement technique from the area of information 
theory [7]. Given that we have a set of random variables, and we know the outcome 
of one variable in advance, the randomness of the remaining variables can be 
computed with the conditional entropy metric. For a given SQL query, if we have the 
priori information about the query type (select, insert), we can measure the 
information content about certain parts of the query. This allows us to reduce the 
computation time.  

Let us assume that q be a query present in a program, T={t1, t2, …, tM) be the set of 
tables being used in the query, C={c1, c2, …, cL) be the set of all columns that can be 
selected, inserted, deleted, or updated in q, V ={v1, v2, …, vP) are the set of values that 
are used in where conditions or setting values, L={l1, l2, …, lP) are the logical 
operators present in q, and O={o1, o2, o3, o4} which represents the select (o1), insert 
(o2), update (o3), and delete (o4) operation that can be performed in the query q.  

We define four conditional probability functions as follows:  

P(c|o) is the conditional probability of column’s presence given that we know the 
operation type of q, where oεO. 

P(v|o) is the conditional probability of value v being used in a query’s where 
condition or set values given that we know the operation type of q. 

P(t|o) is the conditional probability of table t being accessed or modified in a query 
given that we know the operation type of q. 

P(l|o) is the conditional probability of performing logical operation (in where 
condition) in q, given that we know the operation type of q. 
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We now define four conditional entropies of a query q as follows.  

Given that we know the operation type of a query, the conditional entropy of 
column (denoted as Hc) can be computed as follows (Equation (i)): 
Hc(c|o) = -∑ ,C  log P(c|o)… (i) 

 
Hc allows us to detect SQLI attacks where altered query selects additional columns 

(e.g., UNION select (1, 1)) or reduces columns.  
 
Given that we know the operation type of a query, the conditional entropy of values 

(denoted as Hv) can be computed as follows (Equation (ii)): 
Hv (v|o) = -∑ ,V  log P(v|o)… (ii) 

 
Hv allows us to detect attacks where altered query may set new values to fields not 

intended by the original query (e.g., tautology has 1=1 in attack signatures where 1 is 
assumed as a value). 

 
Given that we know the operation type of a query, the conditional entropy of table 

(denoted as Ht) can be computed as follows (Equation (iii)): 
Ht(t|o) = -∑ ,T  log P(t|o)… (iii) 

 
Ht allows us to detect attacks where altered query may perform additional 

operations on table not intended by the original query (e.g., piggybacked queries 
selecting arbitrary tables). 

 
Given that we know the operation type of a query, the conditional entropy of logical 

operation (denoted as Hl) can be computed as follows (Equation (iv)): 
Hl (l|o) = -∑ ,L  log P(l|o)… (iv) 

 
Hl allows us to detect attacks where altered query may perform additional logical 

operations on table not intended by the original query (e.g., tautology) as well as 
reduce the number of operators.  

4 Evaluation 

We evaluate the proposed approach using an open source PHP application named 
PHP-Address book (address and contact manger).  We analyze 230 source files that 
have 38 forms, 157 input fields, 43 select, 11 update, 7 insert, and 7 delete queries.  

We instrument the application with JavaScript code. We deploy the application in 
an Apache web server with MySQL server acting as the database. We then visit the 
application so that we can obtain the modified HTML forms. We supply malicious 
inputs (tautology, union, piggybacking) in each of the form fields. The approach 
detects the supplied malicious inputs in form fields. 

5 Conclusions 

This paper develops a client-side SQLI attack detection framework. Our approach 
relies on the generation of shadow queries as well as encoding information in HTML 
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forms to enable the necessary checking at the client-side. We measure the deviation 
between expected query and altered query with four conditional entropy metrics. The 
approach detects malicious inputs causing SQLI at the server-side early and relieves 
the server-side for additional checking on SQLI attacks. We evaluate the proposed 
approach with an open source PHP application and our approach detects the presence 
of malicious inputs early at the client-side before being passed to the server-side.  

Our future plan includes extending the approach for stored procedures, and 
evaluating our approach with more web applications. Moreover, we are planning to 
extend the concept for detecting other relevant attacks such as cross-site scripting. 
Currently, our approach focuses only SQLI attacks caused by providing malicious 
inputs in forms. So, we will work on identifying non-form input-based SQLI attack 
detection. Further, our goal also includes comparing the performance of client-side 
detection approach with other scanner tools. 
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Abstract. Existing risk assessment methods often rely on a context of
a target software system at a particular point in time. Such contexts of
long-living software systems tend to evolve over time. Consequently, risks
might also evolve. Therefore, in order to deal with evolving risks, decision
makers need to select an appropriate risk countermeasure alternative
that is more resilient to evolution than others. To facilitate such decision,
we propose a pioneer method taking the uncertainty of evolutions and
outputs of a risk assessment to produce additional information about the
evolution resilience of countermeasure alternatives.

Keywords: risk assessment, evolving risk, max belief, deferral belief.

1 Introduction

Long-life software systems keep evolving to continuously satisfy changing busi-
ness needs, new regulations, or the introduction of new technologies. Such evo-
lutions might expose the software systems to new risks, and might make the
output of the current risk analysis on the software systems become partially
obsoleted. Consequently, the software systems might be no longer secure.

Risk assessment methods compatible with ISO 31000:2009 typically rely on a
context of the target software system at a particular point of time. These meth-
ods help to identify risks and countermeasure alternatives (i.e. set of counter-
measures). Decision makers then need to select the most appropriate alternative
to implement to mitigate unacceptable risks. However, when the context evolves,
risks might also evolve. Previously acceptable risks might become unacceptable
or vice versa, or new risks emerge [1, Chap. 15]. For example, any risk miti-
gated by SHA-0 based countermeasure was acceptable before 2004, but might
be unacceptable later since SHA-0 was efficiently attacked1. Thus, a current
countermeasure alternative may no longer be appropriate and it is necessary to
develop new ones to address the evolving or newly emerging risks. Obviously,
implementing new ones to replace for obsoleted ones may be more expensive
than having a one that still be appropriate. Decision makers then need to take
into account the evolution of risks while selecting countermeasure alternative.

� This work is supported by the European Commission under the project EU-FP7-
NoE-NESSOS.

1 http://en.wikipedia.org/wiki/SHA-0#SHA-0, site visited on March, 2013.
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While there are lots of risk assessment methods e.g., [1, 3–6, 9], few supports
a systematic selection on risk countermeasure alternatives [4, 6, 9], and even
less mentioning evolving risks [2]. Traditional risk assessment methods typically
perform on a context at a particular point of time and hence could not guarantee
the risk assessment results in an evolving context. Concerning to evolutions,
in [2], the authors proposed a general technique and guideline for managing risk
in changing systems. However, they did not mention the uncertainty of evolutions
(i.e. likelihoods of occurrences), and how to use these information to support
the decision making process.

The approach in this paper is an effort to fill some of that void. The focus of
this paper is not on how to obtain the uncertainty information, but rather on how
to make use of them to produce additional factors to support the decision making
process. In particular, we propose a method to take the potential changes, their
uncertainty, and risk assessment outputs to quantitatively evaluate the evolution-
resilience of a countermeasure alternative.

2 Terminology

– Context : includes all required information to do risk assessment such as
assumptions about the working environment, requirements model, targets to
be protected and so on. It is the premises for and the background of the risk
analysis, as well as the purposes of the analysis and to whom the risk analysis
is addressed [1, Chap. 5]. According to ISO 31000:2009, a context includes
all external factors (e.g., regulatory, environment) and internal factors (e.g.,
business process, policies, standards, system functions, reference models).

– Before context : is the current context at the current time.
– After context : is the future context with potential changes.

3 The Proposed Method

Our proposed method includes following steps:

– Step 1 Identify evolving contexts: identify the current context and all its
possible evolutions.

– Step 2 Perform risk assessment: do risk assessment on identified contexts.
– Step 3 Model context evolution: describe the context evolution model based

on identified contexts and their corresponding risk assessment outputs.
– Step 4 Perform evolution analysis: perform analysis on the context evo-

lution model to calculate the quantitative evolution metrics to support the
selection of an appropriate countermeasure alternative to address risks.

3.1 Step 1 – Identify Evolving Contexts

This step takes all documents about the planned and potential changes of the
system as inputs. We consider four different evolution perspectives:maintenance,
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... ...
Context: 

After1After1
�� Change #1
�� Change #2

Context: 
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Fig. 1. The evolution perspectives of contexts

before-after, continuous evolution, and hybrid evolution. The first three perspec-
tives were discussed in [1, Chap. 15]. The maintenance perspective relates to the
outdate of a risk document of an existing system. Hence it is not the focus of
this work. The before-after perspective predicts future contexts by anticipating
planned and unplanned changes in the current context. The continuous evolu-
tion perspective predicts the evolution of the current context over time based on
planned gradual changes. The hybrid evolution perspective is the combination
of before-after and continuous ones where both planned and unplanned changes
are considered in a sequence of time.

We abuse the notation of before and after contexts to represent these evo-
lution perspectives (except the maintenance one). Fig. 1(a) demonstrates the
before-after evolution perspective. A context is depicted as a rectangle with
child compartments. The first compartment shows the context name, and the
second compartments exhibits the changes comparing to the before context. In
this perspective, a before context might have many possibilities to evolve to
other after contexts, denoted as evolution possibility. At the end of the day,
exact one possibility materializes. Each evolution possibility associates with an
evolution probability which is the likelihood that a possibility materializes. This
uncertainty is because “the only certainty is that nothing is certain”(Pliny the
Elder2). Fig. 1(b) illustrates the continuous evolution perspective where changes
happen continuously. The before context at current time t0 might evolve an after
context at time t1 which might continuously evolve at time t2, and so forth.

After contexts can be identified by using any input document that describes
potential changes (either planned or unplanned) in the current context. Un-
planned changes could be anticipated by domain experts by using several tech-
niques such as brainstorming with chalk and blackboard, or techniques for re-
quirements changes anticipation. Readers are referred to [10, Chap. 6] for a more
detailed discussion of these techniques. The evolution probabilities are the ex-
perts’ belief that evolution possibilities might happen. The probability semantic
is accounted by using the game-theoretic approach described in [8].

3.2 Step 2 – Perform Risk Assessment

In this step, we employ a state-of-the-art risk assessment method (e.g., Attack
Trees [5], Cause-Consequence Diagrams [3], and CORAS [1]) to perform risk

2 Gaius Plinius Secundus (23 – 79), a Roman naturalist, and natural philosopher.
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assessment for identified contexts. The outcome of this step is list of risk coun-
termeasure alternatives, which are also the output of a risk assessment method.

A risk countermeasure alternative includes a list of countermeasures, and the
residual risks (with residual risk level) of a system after implementing the coun-
termeasures. A countermeasure could be a security controls (e.g., technology,
policy), or a high level security requirement that mitigates risks. A risk level is
a pair of the likelihood by which a risk might occur, and its impact. Based on
risk level, a risk is categorized, such as acceptable or unacceptable. A residual
risk level is the risk level after implementing countermeasures.

When performing risk assessment on after contexts, we can do either a full
risk assessment from scratch, or an incremental risk assessment taking advantage
on the risk assessment on the before context. Needless to say, the former strategy
does not use resources efficiently. The latter is better since it only addresses the
changed parts of the after context comparing to the before context [1, Chap.15].

3.3 Step 3 – Model Context Evolution

This step takes the identified contexts and their corresponding risk counter-
measure alternatives to establish the context evolution model. We employ the
approach described in [8] to model the context evolution in terms of evolution
rules. There are two kinds of rules: observable rule and controllable rule. The
former captures the way how the context evolves. The latter captures different
alternatives to address risks in each context. An evolved context, as aforemen-
tioned, is foreseen with a certain evolution probability. To the sake of simplicity,
we assume that the evolving contexts identified in Step 1 are complete and
mutual exclusive. In other words, exact one of the after contexts materializes at
the end.

Let C be an context, and Ci be the ith after context of C, and CAj be a risk
countermeasure alternative of C. The observable rule (ro) and controllable rules
(rc) are described as follows.

ro(C) =
{
C pi−→ Ci

∣∣∣∣∣
n∑

i=1

pi = 1

}
(1)

rc(C) = {C −→ CAj |j = 1..m} (2)

where n is the number of after contexts of C; pi is the evolution probability for
which C evolves to Ci; m is the number of risk countermeasure alternatives of C.
The sum of all pi is 1 since the after contexts are complete and mutual exclusive.

The before-after evolution perspective is represented by an observable rule.
The continuous and hybrid evolution perspectives are represented as a sequence
of observable rules where the current context of an observable rule is the after
context of another observable rule, so on and so forth.

Fig. 2 shows a graphical visualization of the context evolution model of the
hybrid evolution perspective. The observable rule is denoted by connections from
a before context to after contexts. The decorators on the connections are the evo-
lution probabilities. To denote the controllable rule, the rectangles representing
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Fig. 2. The context evolution model

context are extended with a new compartment containing risk countermeasure
alternatives which are represented by round rectangles. The controllable rule
then is understood as different risk countermeasure alternatives of a context.

3.4 Step 4 – Perform Evolution Analysis

This step performs an evolution analysis on the context evolution model to cal-
culate evolution metrics that support the decision making process. In particular,
the evolution metrics aim to answer the question that to what extent a risk
countermeasure alternative can resist the evolution. This analysis relies on two
quantitative metrics: max belief and deferral belief [8]3.

Max Belief (MaxB): is the maximum belief that a risk countermeasure alter-
native will be appropriate if evolutions happen. By term appropriate, we
mean the residual risks after applying the countermeasure alternative in the
evolved contexts will still be acceptable. So, the system will still be safe.

Deferral Belief (DefB): is the belief that a risk countermeasure alternative
will be inappropriate after evolutions happen. It is also the belief by which
the implementation of the risk countermeasure alternative should be delayed
until the context is clearly known.

We define a binary function appropriate() that takes two inputs: a context C, and
a risk countermeasure alternative CA, to produce 1 if CA is appropriate within
C, or 0 otherwise. The max belief and deferral belief of CA for the before-after
evolution of the context C are as follows.

MaxB(CA|C) = max
{〈C pi−→Ci〉∈ro(C)|appropriate(Ci,CA)}

pi (3)

DefB(CA|C) = 1−
∑

{〈C pi−→Ci〉∈ro(C)|appropriate(Ci,CA)}

pi (4)

To the perspective of evolution-resilience, a better alternative is one that has a
higher max belief and a lower deferral belief.

3 We rename the Residual Risk metric in [8] to deferral belief to avoid naming conflict.
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4 Conclusion and Future Work

The context in long-life evolving software systems might evolve over time. As
the result, the risks of software systems might also evolve. Under the evolution
of risks, the systems might be no longer secure. Therefore, new countermea-
sures need to be implemented to mitigate new risks. This however is much more
expensive than addressing these risks at development time.

We are aware of only one study in the field [2] that introduced general tech-
niques and guidelines for managing risk in evolving systems, but did not men-
tion to the uncertainty of evolutions. Our work is pioneer in filling in the gap
by proposing a method inspired from metrics in [8] to evaluate the evolution-
resilience of the risk countermeasure alternatives which are the outputs of risk
assessment. This provides more insights about the evolving risks to support de-
cision makers in selecting the most appropriate alternative. We refer interested
readers to [7] for a more detail discussion.

In future, we plan to extend the proposed method to provide quantitative
metrics combining the max belief, and the deferral belief with the risk assessment
output to facilitate the selection of countermeasure alternative. A promising
approach is to employ the Overall Cost metric described in [9]. Also as a part of
future work, we aim to develop a technique exploiting these quantitative metrics
to suggest the countermeasure alternative that efficiently address the evolving
risks with (or without) an optimal cost.
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Abstract. Preserving information integrity represent an urgent need
for safety critical systems, where depending on incorrect or inconsistent
information may leads to disasters. Typically, information integrity is a
problem handled at technical level (e.g., checksumming). However, in-
formation integrity has to be analyzed in the social-technical context
of the system, since information integrity related problems might mani-
fest themselves in the business processes and actors interactions. In this
paper, we propose an extended version of i*/ secure Tropos modeling lan-
guages to capture information integrity requirements. We illustrate the
Datalog formalization of the proposed concepts and analysis techniques
to support the analyst in the verification of integrity related properties.
Air Traffic Management (ATM) case study is used throughout the paper.

Keywords: Integrity, Security, Modeling, Analysing.

1 Introduction

Information integrity is surely one essential feature of any safety critical system,
where incorrect or inconsistent information may produce disaster and loss of
humans lives. Information integrity is traditionally considered in the way infor-
mation are stored and transmitted, several techniques and solutions have been
proposed (e.g., checksum [6]). However, such solutions do not solve problems that
may rise at business and organizational level. So for example, in the Chicago-
O’Hare runway collision [10], the Air Traffic Controller (ATCs) failed to notify
the Airplane Captain that one of the runways was being used by another air-
plane, which results in inconsistent information within the system that lead to
the runway collision, such problem cannot be handled by the available technical
solutions since the problem (inconsistency) manifested itself in the loss business
process.

Information integrity should be always considered as a socio-technical prob-
lem, where socio and organizational aspects of the system have to be considered
along with the technical solutions, i.e., the critical system design has always to
go through a socio-technical analysis, where needs about information integrity
have to be identified with respect to all involved social and technical actors,
their local and global objectives and their mutual interactions. In this paper,

X. Franch and P. Soffer (Eds.): CAiSE 2013 Workshops, LNBIP 148, pp. 524–529, 2013.
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we extend i*/ secure Tropos modeling languages with the required concepts and
primitives that enable us to capture and analyze the information integrity re-
quirements. The paper is organized as follows, ATM case study in section (§2).
Section (§3) discusses modeling information integrity requirements, while section
(§4) presents the Datalog formalization. Section (§5) discuss the properties of
the design, related work in section (§6), finally, conclusion and future work are
presented at section (§7).

2 Case Study

Our case study concerns Air Traffic Management (ATM), which is a safety-
critical system since its failures may result in loss of humans lives. An ATM
system is managed by Air Traffic Control Center (ACC) that provides air traffic
control (ATC) services, which are provided by ground-based controllers (ATCs)
working at different Air Traffic Control Unit (ATCU) with the main purpose of
preventing aircraft collisions by providing airplanes with the required separation
information. Information handled by ATM, includes but not limited to, flight
plans, separation data, and meteo data. For instance, any airlines company want
to fly in Europe has to send its flight plan to EUROCONTROL where it is
checked (might be modified) and send out to all ATCU that is affected by the
flight. Furthermore ATCs, exchange information concerning the traffic flow in
their sectors, and they have to provide airplanes with separation data during the
different phases of the flight.

In such systems, information (e.g., separation data) might be used by several
actors (e.g., ATCs) and some of those actors might modify it for different reasons.
The system should be able to maintain (preserve) the integrity of information
among all its users at any time to prevent any disasters that might happen due to
information integrity related problems. For example we show how modification
permissions should be delegated based on some criteria that can be captured
only by the social aspects of the system (e.g., trust).

3 Modeling Information Integrity Requirements

In this section, we discuss information1 and its integrity dimensions to get bet-
ter understanding of what information integrity requirements are and when they
are needed. Information can be produced in several ways by information pro-
ducers that represent its initial source, and we call the actor(s) who consume(s)
information as information consumer(s). For example, Airline company is the
producer of “flight plan”, and Airplane captain is the “flight plan” consumer.
While information integrity is defined as the representational faithfulness of in-
formation to the true state of the object that the information represents [3].
Information integrity is a multi-dimensional concept [4,3] that can be character-
ized using multiple dimensions: accuracy, completeness and consistency. While
integrity requirements means preserving these 3 dimensions.

1 In this paper data and information are used as synonyms.
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Fig. 1. A partial goal model concerning the ATM scenario

Within the organizational context not all the goals have the same criticality,
compromised information might be a main reason for a goal failure and preserv-
ing information integrity is not free. The information integrity requirements will
be determined based on the criticality of the consuming goal. Thus, we introduce
two new concepts, namely, critical goal and critical information. The first is used
to represent the stakeholders critical goals, while the second is information con-
sumed by critical goals and its integrity should be preserved at any given time.
For example, “manage gate-to-gate safe flight” is a critical goal and it is decom-
posed into several sub-goals, each one of them is a critical goal and consumes
critical information.

Information might lose its integrity during the provision process. Thus, be-
side the normal provision (P), we define integrity provision (I-Provision) that
can preserve the integrity of the provided information. Furthermore, we dis-
cuss the effect of trust over goals and permissions delegation, since it represents
the mental counter-part of delegation [5]. For example, Airlines company del-
egates modification permission concerning “flight plan” to EUROCONTROL a
trust relation has to exist to guarantee that the integrity of “flight plan” will
be preserve. Figure 1 shows a partial goal model concerning the ATM scenario,
in which the Airline company provide (I-Provision) “ flight plan” to both EU-
ROCONTROL and the Airline captain, and delegates modification permission
over it along with a trust relation to EUROCONTROL. Airplane has 2 goals,
it delegates them along with trust relation to Load control manager and Airline
captain. “Manage gate-to-gate safe flight” is critical and it is decomposed into
several sub-goals each of them is critical as well.
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Table 1. General predicate

needs(needer : n, info : i), needer ∈ {actor, goal} wants(actor : a, goal : g)

produce(goal : g, info : i) modify(goal : g, info : i)

has(actor : a, info : i) producer(actor : a, info : i)

consumer(actor : a, info : i) provide(actor : a, actor : b, info : i)

prvChain(actor : a, actor : b, info : i) ip provide(actor : a, actor : b, info : i)

ip prvChain(actor : a, actor : b, info : i) can prv(actor : a, info : i)

can sat(actor : a, goal : g) is responsible(actor : a, goal : g)

and dec(goal : g, goal : g1, goal : g2) or dec(goal : g, goal : g1, goal : g2)

delegate(actor : a, actor : b, goal : g) delChain(actor : a, actor : b, goal : g)

critical goal(goal : g) critical info(info : i)

critical consumer(actor : a, info : i) need perm(type : t, actor : a, info : i)

have perm(type : t, actor : a, info : i) grant perm(type : t, actor : a, actor : b, info : i)

have grant perm(type : t, actor : a, info : i) grant grant perm(type : t, actor : a, actor : b, info : i)

trust(actor : a, actor : b, goal : g) tChian(actor : a, actor : b, goal : g)

trust perm(type : t, actor : a, actor : b, info : i) trust pChian(type : t, actor : a, actor : b, info : i)

trust grant perm(type : t, actor : a, actor : b, info : i) trust grant pChain(type : t, actor : a, actor : b, info : i)

satisfied(actor : a, goal : g) consumed(actor : a, info : i)

critical consumed(actor : a, info : i) integ preserved(actor : a, info : i)

integ comp(actor : a, info : i)

4 Formalizing Information Integrity Requirements

We use Datalog [1] as the underlying semantic framework. Table 1 introduces
the general predicates. Table 2 lists the general axioms. For example, O1 ex-
presses how a goal needs became an actors need, D1-2 for goal delegation, C3-5
an actor capabilities of having information, and C6-8 information provision capa-
bilities, while C14-18 goals satisfying capabilities, CG1-2 criticality propagation
and CG3-4 critical information and consumer. In table 3, P1 for having permis-
sion, P2-3 for granting permission. T1-2 trust concerning a goal satisfying. A1-4
actor believes its goal will be satisfied, and A5-6 consumer believes its infor-
mation will be provided. A7 actor believes integrity is preserved, A8-10 where
integrity might be compromised.

Table 2. General axioms

O1 needs(A, I) ← is responsible(A,G) ∧ needs(G, I) O2 wants(A,G) ← delChain(B,A,G)
O3 wants(A,G1[2]) ← and dec(G,G1, G2) ∧ wants(A,G) O4 wants(A,G1[2]) ← or dec(G,G1, G2) ∧ wants(A,G)

C1 producer(A,I) ← can sat(A,G) ∧ produce(G, I) C2 consumer(A, I) ← needs(A, I)
C3 has(A, I) ← producer(A,I) C4 has(A, I) ← provide(B,A, I) ∧ can prv(B, I)
C5 has(A, I) ← ip provide(B,A, I) ∧ can prv(B, I) C6 can prv(A,I) ← has(A, I)
C7 can prv(A, I) ← prvChain(A,B, I) ∧ has(B, I) C8 can prv(A,I) ← ip prvChain(A,B, I) ∧ has(B, I)

C9 prvChain(A,B, I) ← provide(A,B, I) C10 prvChain(A,B, I) ←
{
prvChain(A,C, I)

∧ prvChain(C,B, I)

C11 ip prvChain(A,B, I) ← ip provide(A,B, I) C12 ip prvChain(A,B, I) ←
{
ip prvChain(A,C, I)

∧ ip prvChain(C,B, I)

C13 is responsible(A,G) ← wants(A,G) ∧ can sat(A,G) C14 can sat(A,G) ← delChain(A,B,G) ∧ can sat(B,G)

C15 can sat(A,G) ← needs(G, I) ∧ has(A, I) C16 can sat(A,G) ←
{
and dec(G,G1, G2)∧
can sat(A,G1) ∧ can sat(A,G2)

C17 can sat(A,G) ← or dec(G,G1, G2) ∧ can sat(A,G1) C18 can sat(A,G) ← or dec(G,G1, G2) ∧ can sat(A,G2)

D1 delChain(A,B,G) ← delegate(A,B,G) D2 delChain(A,B,G) ←
{
delChain(A,C,G)

∧ delChain(C,B,G)

CG1 critical goal(G1[2]) ←
{
and decom(G,G1, G2)

∧ critical goal(G)
CG2 critical goal(G1[2]) ←

{
or decom(G,G1, G2)

∧ critical goal(G)

CG3 critical info(I) ←
{
needs(G, I)∧
critical goal(G)

CG4 critical cunsumer(A, I) ←
{
is responsible(A,G)∧
critical goal(G) ∧ needs(G, I)
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Table 3. Permission, Trust axioms and Achieved Actors Objectives

P1 have perm(T,A, I) ←
{
grant perm(T,A,B, I)

∧have grant perm(T,A, I)
P2 have grant perm(T,A, I) ← producer(A, I)

P3 have grant perm(T,A, I) ←
{
grant grant perm(T,B,A, I)

∧have grant perm(T,B, I)
P4 need perm(T,A, I) ←

{
is responsible(A,G)

∧modify(G, I)

T1 tChain(A,B,G) ← trust(A,B,G) T2 tChain(A,B,G) ←
{
tChain(A,C,G)

∧ tChain(C,B,G)

T3 trust pChain(T, A,B, I) ← trust perm(T,A,B, I) T4 trust pChain(T, A,B, I) ←
{
trust pChain(T,A,C, I)

∧ trust pChain(T,C,B, I)

T5 trust grant pChain(T,A,B, I) ← trust grant perm(T,A,B, I) T6 trust grant pChain(T,A,B, I) ←
{
trust grant pChain(T,A,C, I)

∧ trust grant pChain(T,C,B, I)

A1 satisfied(A,G) ← is responsible(A,G) A2 satisfied(A,G) ←
{
delChain(A,B,G) ∧ tChain(A,B,G)

∧ satisfied(B,G)

A3 satisfied(A,G) ←
{
and dec(G,G1, G2)∧
satisfied(A,G1) ∧ satisfied(A,G2)

A4 satisfied(A,G) ← or dec(G,G1, G2) ∧ satisfied(A,G1[2])

A5 consumed(A, I) ← has(A, I) A6 consumed(A, I) ← prvChain(A,B, I) ∧ can prv(B, I)

A7 integ preserved(A,I) ←
{
critical cunsumer(A, I)

∧not integ comp(A, I)
A8 integ comp(A, I) ← prvChain(B,A, I)

A9 integ comp(A, I) ←
{
have perm(modify,B, I)

∧ trust perm(modify,A,B, I)
A10 integ comp(A, I) ←

{
have grant perm(modify,B, I)

∧ trust grant perm(modify,A,B, I)

Table 4. Properties of the Design

Pro 1 :- provide(B,A, I), not can prv(B, I) Pro 2 :- provide(B,A, I), not wants(A, I)
Pro 3 :- delChain(A,B,G), not tChain(A,B,G) Pro 4 :- need perm(T,A, I), not have perm(T,A, I)
Pro 5 :- have perm(T,A, I), not need perm(T,A, I) Pro 6 :- need perm,not have grant perm(T,A, I)
Pro 7 :- have grant perm,not need perm(T,A, I) Pro 8 :- critical cunsumer(A, I), not integ preserved(A,I)

5 Analyzing Information Integrity Requirements

We use the DLV system2 to analyze information integrity requirements, we de-
fine a set of properties that is used to verify the correctness of the model. In
table 4, Pro1 allows the model to detect any invalid information provision /
chain, Pro2 allows the model to detect any unneeded information provision that
may threaten information integrity. For example, Airlines company does not
have a provision capability concerning meteo information (Pro1), since it is not
a meteo producer and such information will not be provided to it (Pro2). De-
pending on Pro3 the model will detect any situation in which there is no valid
trust chain along with a goal delegation chain, which may endanger the satisfac-
tion of the delegated goal. For example, Airplane delegates “Manage gate-to-gate
safe flight” to Airplane captain, the model is able to detect and notify the de-
signer if there is no trust chain concerning this goal delegation. According to
Pro 4 permissions should be delegated only to actors require them, and they
should not be delegated unless the actors require them (Pro 5). For example,
Airline captain should not have modify permission over “flight plan”, and EU-
ROCONTROL should have such permission. Similarly, Pro 6-7 are specialized
for grant permissions. Finally, Pro 8 enables the model to detect situations that
might compromise critical information integrity. For example, the Airline cap-
tain believes that “flight plan” integrity is preserved, if it was not compromised
by situations listed in table 3 (A8-10).

2 http://www.dbai.tuwien.ac.at/proj/dlv
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6 Related Work

Requirements engineering community did not appropriately support the mod-
eling and analyzing of information integrity requirements. For instance, abuse
frames [8] addresses the integrity problem by preventing unauthorized actors
from modifying information. In both UMLsec and SecureUML [7,2] integrity
was modeled as constraints that can restrict unwanted modification. The main
limitation in these languages is that they do not consider the social relation
among actors of the system (e.g. delegation, trust). Secure Tropos [9] provides
concepts for capturing security requirements (mainly privacy) but offers no prim-
itives neither to capture nor analyze information integrity requirements.

7 Conclusions and Future Work

We extend i */ secure Tropos [11,9] with several concepts including critical infor-
mation, critical goal, information producer and consumer. The first two concepts
are used to determine were integrity requirements are needed; the third is used
to control modification permission properly by information producer, while con-
sumer is used to determine if integrity has been preserved at its final destination.
The extended framework with all new concepts presented in this paper will be
supported by RE-Tool. Furthermore, we will extend the language with concepts
and primitives for capturing the related information integrity dimensions (accu-
racy, completeness and consistency).
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Lê, Lam-Son 162
Leopold, Henrik 217
Lopez, Javier 490

Manousakis, Vassilis 455
Marchetti, Didier Rey 99
Mart́ınez-Ruiz, Tomás 417
Matthes, Florian 30
Mendling, Jan 217, 241
Missikoff, Michele 317
Molnar, Wolfgang A. 73
Mori, Marco 386
Morrison, Evan 162
Mosca, Alessandro 361
Moyano, Francisco 490
Murguzur, Aitor 371

Narendra, Nanjangud C. 402
Naudet, Yannick 16
North, Sarah 512



532 Author Index

Ogata, Shinpei 478
Okubo, Takao 478
Ouali, Sami 447
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