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Abstract. BPM software automation projects require different approaches for 
effort estimation for they are developed based on business process models ra-
ther than traditional requirements analysis outputs. In this empirical research we 
examine the effect of various measures for BPMN compliant business process 
models on the effort spent to automate those models. Although different meas-
ures are suggested in the literature, only a few studies exist that relate these 
measures to effort estimation. We propose that different perspectives of busi-
ness process models need to be considered such as behavioral, organizational, 
functional and informational to determine the automation effort effectively. The 
proposed measures include number of activities, number of participating roles, 
number of outputs from the process and control flow complexity. We examine 
the effect of these measures on the automation effort and propose a prediction 
model developed by multiple linear regression analysis. The data were collected 
from a large IS integration project which cost 300 person-months along a three-
year time frame. The results indicate that some of the measures collected have 
significant effect on the effort spent to develop the BPM automation software. 
We envision that prediction models developed by using the suggested approach 
will be useful to make accurate estimates of project effort for BPM intensive 
software development projects.  

Keywords: Business process model measures, business process automation, 
project management, effort prediction model. 

1 Introduction 

Various measures have been suggested and utilized for business process models in the 
literature for different purposes such as; evaluating quality [10, 21], understanding the 
error probability [16], assessing the understandability and maintainability [8, 9, 20], 
measuring the similarity between models [7] and measuring functional size for the 
software to be developed based on the process models [12].  

The business process models are commonly used as a tool to analyze requirements 
in early stages [2, 18]. When available, business process models contain valuable 
information on the size of the system to be automated in early phases of the  
development life cycle [12]. 
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Only a few studies exist in the literature analyzing the size of business process 
models to be used as a basis of system development effort prediction [12, 18]. These 
studies suggest a methodology to determine the functional size of the software to be 
developed indirectly, by estimating the size with respect to well-known functional 
size measurement methods.  

Currently, we develop an Integrated Campus Information System in Middle East 
Technical University (METU) based on the university’s business processes. This 
project aims to automate most of the processes of the university including more than 
90 process modules. For each process, business process analyses are being conducted 
and business processes are being defined as models and structured process definitions 
are being written. The project is divided into phases in which a predefined set of 
process modules are automated. For each of the phases, the project management of-
fice requires an estimation of the automation effort to use for planning, budgeting and 
subcontracting the project.  

In this study, we explain our empirical research focusing on developing an effort 
prediction model which is based on direct measures on business process models. We 
aimed at identifying the effect of various business process model attributes to the 
automation effort and suggest an effort estimation model by using multiple linear 
regression analysis technique. The measure set we used covers different perspectives 
of business process models which are functional, behavioral, organizational and in-
formational. We used the historical data gathered over the last three years covering 
approximately 300 person-months of effort and 10 business process modules of  
varying sizes which have been analyzed, modeled and automated into working soft-
ware.    

The remainder of the paper is organized as follows. In the following section, we 
provide a brief overview of the existing literature. In the following section, we de-
scribe the case, introduce the research problem together with the proposed solution, 
explain the case study plan and identify the selected set of business process model 
measures together with the rationale for selection. In the fourth section, we describe 
the empirical approach used including the data collected, the method applied and the 
results. The last section provides a discussion of conclusions, limitations and future 
work.  

2 Related Work 

There is an extensive body of literature on definition and discussion of various busi-
ness process model measures. Business process measures are usually derived from 
software metrics [1, 10, 21, 30]. Process size is often determined by using a corres-
ponding software size metric; “Line of Code”. Some of the size measures used are; 
number of activities, joins and splits [1, 16], diameter, density [16], and  
cross-connectivity [22].  

Another basic measure derived from software measurement domain is complexity. 
Cyclomatic Complexity is usually translated to business process models as Control 
Flow Complexity (CFC) where different types of splits are handled separately [21]. 
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Other complexity measures have also been suggested such as; Halstead-based Process 
Complexity, Coefficient of Network Complexity [17], nesting depth, jump-outs from 
control structure, cognitive complexity [9]. We observed that CFC is the most com-
monly used complexity measure for business process models [1, 9, 21]. It is important 
to mention that CFC only covers control-flow complexity, and disregards complexity 
that might have been introduced because of data elements captured within process 
models.  

Fan-in and fan-out metrics are used in different ways like inputs and outputs [17] 
and reference numbers to and from a process module [9]. Measures like coefficient of 
connectivity, separability, sequentiality, depth, structuredness were suggested to 
measure error proneness of the process models [16, 30].  

There are other measures that attempt to involve data complexity. Interface com-
plexity measure [1] includes number of inputs and outputs in the process. Coupling 
refers to the number of activity couples which contain one or more common data 
elements and cohesion expresses the coherence within the activities of the process 
model [17]. Dhammaraksa and Intakosum [6] emphasize that current size measures 
do not consider all perspectives of process models; namely functional, behavioral, 
informational and organizational. In their research they provide measures for each 
perspective.  

Many studies include further analysis and empirical work to use measures to eva-
luate error probability in process models, understandability and complexity.  Men-
dling et al. [16] show that there is a strong connection between formal process model 
errors and a set of measures on structural and behavioral aspects of process models. In 
another research they emphasize that there is a negative correlation between size and 
quality aspects. Mendling et.al. [23] illustrate that higher density of arcs and larger 
number of paths in a model affects the understandability negatively.  

We observe that many measures are suggested to measure the size of business 
process models. But these measures are collected for other purposes, like analyzing 
understandability and error-proneness of models. There are a few research published 
just in recent years focusing on business process size in order to evaluate its effect on 
development effort of related software systems by using COSMIC model.   

COSMIC is a widely accepted method for functional size measurement of soft-
ware, and accepted as an international standard [3, 11]. An extensive survey on con-
ceptual model based functional size measurement research [15] revealed that all stu-
dies calculate size from UML diagrams. We found other studies focusing on using 
business process models to measure COSMIC size. Lavazza and Bianco [14] used 
UML activity diagrams to estimate the COSMIC functional size of the system. Their 
approach is indirect effort estimation method from business process models.  

Monsal and Abran [18] defined a set of BPM rules for software to be developed, 
the users of the software and data movements. By conforming to these rules during 
modeling, it is assured that COSMIC size measurement can be calculated. The au-
thors developed rules for Qualigram notation (their own modeling notation) and 
BPMN. Another important study by Kaya and Demirörs [12] describes the size mea-
surement method based on EPC notation. For each function in EPC, further analysis is 
conducted (namely FAD) to determine data movements, users and related systems. 
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With this method, COSMIC size is calculated by counting data movements for related 
systems. The approach is also automated on a modeling tool. These approaches aim to 
measure the size of the system to be automated based on process models, rather than 
determining measures of business process size that can be used to identify the  
automation effort.  

3 The Case Study 

3.1 Description of the Case  

METU has 24.000 students currently enrolled. There are 40 undergraduate depart-
ments and 160 graduate programs. METU also has 21 interdisciplinary research cen-
ters. More than 5.000 personnel are working for the university. A large number of IT 
systems have been developed since the establishment of the university Computer 
Center. However most of these IT systems run independently, not communicating 
with each other and using various technologies for data storage and communication. 
As a result of this crowded, complex environment, problems emerged such as out-of-
control duplication of data, non-standard communication, lack of control over IT  
service levels and very high maintenance costs.  

The Integrated Campus Information System (ICIS) project was initiated in 2009 by 
Computer Center in order to solve these problems. ICIS aims at integrating the exist-
ing IS applications in accordance with the university strategic plan. Initially Computer 
Center developed a business process map consisting of all the business processes of 
METU. These processes were prioritized in line with the master project plan.  

Since the beginning of the project, the activities of analyzing and modeling of 
business processes and eventually developing software running on automated busi-
ness process models are conducted iteratively for each process module. More than 
300 person-months are utilized in the last 3 years.  

The method for developing process automation can be summarized as follows. 
First all stakeholders involved in the business process are contacted. Then modeling 
experts start analysis sessions with the stakeholders. The analysis team puts in addi-
tional effort to produce process definitions documentation. The process definition 
documents contain textual definitions of processes organized in sets and subsets, 
stakeholders, business rules, risks, inputs and outputs of the process and data ele-
ments. Then the BPMN models of the processes are developed in accordance with the 
textual definitions. The data elements are fed into the university data dictionary. In 
compliance with the data element definitions, the web services are implemented and 
SOA mediation layer are integrated with them. Then the software models associated 
with the process model are developed. After functional testing the process automation 
software to the university portal are integrated via the user interface portlets. 

The models are developed by using Eclipse BPMN modeler, in compliance with 
BPMN 2.0 standard. Activiti is utilized as the underlying process engine. Business 
rules are represented in Drools. All programs are coded with Java, JSP and Javascript.  
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Considering this software lifecycle, we observe that work outputs produced in 
BPM software automation projects differ from traditional software artifacts. Usually, 
in addition to traditional artifacts like software requirements specification and soft-
ware design description documents, business process models are developed. These 
models are utilized as the basis for the development activities, as the code is produced 
focused on each activity presented in the process model.  

There are about 90 process modules identified in the business process map. The 
concept of “process module” is used for a group of process models which are cohe-
rent and focus on a specific working area of the organization (like budgeting). All of 
the process models under a process module are connected to the hierarchical structure 
of the related module. Until now, the team completed developing 10 modules and 
working on 15 modules at the moment. We were able to collect both business process 
model measures and total development effort for the 10 modules completed. The uni-
versity needs to make effort estimation for the rest of the modules to be developed in 
phases to use as the basis of planning and budgeting. 

3.2 Problem Statement and Proposed Solution 

Effort estimation for software development is a critical activity for project planning. 
Widely accepted and commonly used effort estimation methods exist for software 
development activities producing traditional requirements analysis outputs, like 
COSMIC function point measurement. BPM software automation projects require 
different approaches for effort estimation for they are developed based on business 
process models. Early outputs of the development lifecycle for this kind of projects 
are business process models which embed information on the requirements of the 
system. There are a few studies that utilize business process models to determine 
COSMIC size measurement of the system to be automated. However, to our know-
ledge, the effect of different business process model properties on the development 
effort is not studied. 

The project management office in METU Computer Center requires all projects to 
have an effort estimation method based on something more than educated guess that 
utilizes their existing experience from the project. ICIS project is the first and the only 
project carried out in the university’s Computer Center in which business process 
automation is used. Our experience supports our previous observations that the work 
products of process automation projects differ from traditional software development 
projects. So, in order to be able to estimate the project effort for upcoming phases of 
the ICIS project (and potentially other process automation projects), the need for a 
viable and empirical estimation method emerged.  

We were not able to derive an extensive conclusion from the literature for what 
possible business process model properties we can use to build up an effort estimation 
method for our case. Thus, the first step of our proposed solution is identification of a 
set of business process model measures that may have effect on the automation effort. 
Then, we propose to perform statistical analysis on the collected data to identify the 
measures that have significant impact on the effort; determine the effect of each 
measure and formulate an effort prediction model.  
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3.3 Case Study Plan 

The basic procedure common for effort prediction is applied in this study. Following 
tasks are envisaged within the case study plan:  

• Identify the measurable properties of business process models and select the set of 
measures to be collected that are anticipated to have effect on automation effort, 

• Collect data on the selected case; e.g. collect the data for selected measure set and 
measure the effort spent to automate the processes for each process module,  

• Correlate the data collected on business process model measures to the related 
effort measurements and develop an effort prediction model by multiple linear  
regression analysis, 

• Analyze the effect of each measure on the automation effort and update the model, 
• Evaluate the prediction model considering the statistical results and by comparison 

of the predicted values to real values. 

Apparently, many attributes of business process models will have effect on automa-
tion effort. But in this study, we specifically aim at identifying the size of the effect in 
addition to the measures with strongest effect on the development effort. For this, we 
identify process model measures that compose a sound set to reflect basic size proper-
ties of business process models. The selected measures and rationale for selection are 
explained in the below section.  

3.4 Selection of the Business Process Model Measure Set  

There are various measures for business process models that may have influence on 
the automation effort. Our aim in this empirical study is to reveal a set of business 
process measures that can largely explain the automation effort and suggest an effort 
prediction model by means of linear regression analysis. These measures shall not be 
highly correlated to each other and shall represent the business process models  
meaningfully in BPM domain.  

As Curtis et.al. state [4] that to adequately describe a process, four different pers-
pectives shall be taken into consideration: functional, behavioral, organizational and 
informational. In this research, we consider that our measure set shall cover informa-
tion regarding each perspective so that we can find out specific contribution of each 
perspective on the automation effort.  

The data is collected from a set of business process models that are developed by 
the same group of process modeling experts consistently using the same modeling 
methods. Considering this, we also assume that all of the models conform to basic 
modeling principles (like block structure [13]), and there is not much deviation be-
tween error-proneness and style of the models. Moreover, our aim is not to evaluate 
how “good” the models are. The nesting depth, which is found to be an important 
measure for complexity [9], is also similar among models. There are no models with 
more than 2 levels of nesting depth. Thus we scope out the quality and model struc-
ture measures like structuredness, separability, sequentiality [16, 13, 30], correctness 
of models and nesting depth.  
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We neither included an extra measure for data complexity like interface complexi-
ty suggested by Cardoso et.al. [1] nor other complexity measures such as Halstead-
based Process Complexity, Coefficient of Network Complexity measures. We 
avoided utilizing derived measures and we identified base measures covering each 
model perspective so that we can observe their effect individually as a result of our 
linear regression analysis. If we had used derived measures, the high collinearity be-
tween independent variables of the regression would have reduced the reliability of 
the results.  

As the initial set of measures, for functional perspective, we selected “number of 
activities”. We also considered using “number of human tasks” and “number of auto-
mated tasks” embedded in our BPMN notation. But to prevent dependency on  
modeling notation we decided on only choosing number of activities.  

We also considered utilizing fan-out measure as an indicator of number of sub-
processes referenced from a process diagram. This measure can also add value for 
representing the functional perspective. However, due to the nature of processes mod-
eled so far in this project there were only a few references to other processes. Thus we 
were not able to use fan-out as a potential predictor of effort in this research.   

Behavioral perspective of a process model represents sequencing and possible al-
ternative flows of the model. Cyclomatic complexity (CC) which is the basic com-
plexity measure for software engineering domain covers complexity introduced by 
decision points. Control Flow Complexity (CFC) applies a different calculation for 
each decision point type (and, or, xor). We calculated both measures for our model, 
but as a result of our statistical analysis we observed that they are highly correlated to 
each other and CFC has more power on explaining the effort variable. Considering 
that, we dropped CC and just used CFC for further analysis.  

Informational perspective represents the informational entities “produced or mani-
pulated” by the process. To present this perspective, we selected to analyze three 
measures:  number of outputs, number of inputs and total number of inputs and out-
puts. Although the inputs are used by functions of the system, whole data covered by 
inputs may not be representing the manipulated entities. As our initial statistical anal-
ysis also supported that the number of outputs are better correlated with the effort, we 
dropped the other measures and used only the number of outputs.  

Organizational perspective represents the performers of the activities in process 
models. To depict this perspective, we chose “the total number of roles” in each 
process model.  

We considered using other measures that may affect the automation effort; like 
number of business rules, number of performance indicators. As our sample size is 
limited and these measures are not about the key aspects of models, we left the  
analysis of these measures for future work.  

For reasons provided we selected the measures that are defined below. It should be 
noted that each process module is composed of multiple subdiagrams. To calculate 
the following measures, the values of individual subdiagrams are added up as  
explained below.  
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• Number of Activities: NOA refers to the total number of activities (human and 
automated) in all subdiagrams of the process module.  

• Control Flow Complexity: CFC is the sum of all complexity introduced by each 
split in the models. Joins are not considered in the measure. For each XOR split, 
the number of splits are counted, and for each AND split, “1” is added to the count. 
(there are no OR element in the models). The CFC values of all subdiagrams are 
added up.   

• Number of outputs: NOO refers to the total number of output elements produced 
within the process module.  

• Number of roles: NOR is the number of all roles performing in the related process 
module.  

To summarize, in measure selection, we aimed at identifying at least one measure for 
each process perspective; functional, behavioral, informational and organizational. 
These measures are chosen to represent one of these perspectives directly, with the 
least possible collinearity between each other. That is the reason we focused on iden-
tifying base measures rather than derived measures. Additionally, due to the nature of 
the processes and the aim of the study, we scoped out quality and model structure 
metrics.  

The process models used in this research are developed using BPMN notation [19]. 
However, the set of symbols used and the measures are common to many business 
process modeling languages, therefore the results can be applied to other languages.  

4 Case Study Implementation 

In this section we explain the data collected in this research and the methodology to 
develop an effort prediction model by using the defined set of process model meas-
ures. We conduct linear multiple regression analysis in which we utilize process mod-
el measures as independent variables and automation effort as the dependent variable.  

4.1 Data 

There are 10 completed process modules in the ICIS project for which automation 
effort (in person-months) was collected. These modules, focusing on research and 
financial management processes of the university, are considered large, as the average 
effort for development is 13 person-months. We cannot decompose the effort data 
into smaller pieces of process modules, so we need to utilize the data from 10 process 
modules as our sample data. We collected four process model measures for each of 
these modules as determined in previous section. We are aware that the sample size 
should be larger to attain more generalizable results. However, due to the nature of 
software development projects, it is difficult to collect data for large sample sizes. 
Given that this data have been collected over a three-year period, even the sample size 
is low, the collected data is still precious and can be utilized to draw conclusions.  
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The independent variables (NOA, CFC, NOO and NOR) are measured for each 
process module by examining each process model diagram and process definition 
documents. The effort data was collected and monitored for each process module as 
part of project management activities. The effort data covers all activities in the 
project, including process analysis, modeling and automation. As we think that the 
activities of process analysis and modeling are part of requirements analysis and 
software design; we also included their effort in our measurements.  

Before starting the regression analysis, the data is examined for outliers. Only one 
outlier was observed for NOO measure. The related process module is examined and 
it is concluded that it is a special case because of the nature of the module; and the 
value is normalized in order not to affect the results. The data collected for the ten 
sample, including independent variables NOO, CFC, NOA, NOR and the dependent 
variable effort can be seen in Table 1.  

Table 1. Collected Data 

NOO CFC NOA NOR Effort 

(person- 

months) 

3 9 15 5 5 
1 8 13 2 8 
2 13 23 4 3 
12 27 61 6 22 
13 37 100 13 18 
2 0 9 4 3 
9 74 167 20 20 
5 63 72 16 24 
2 2 24 11 4 
11 30 35 13 22 

 

4.2 Application of Multiple Linear Regression Analysis Method 

In our study, we want to examine the effect of the independent variables (observe the 
correlation of these variables between each other, if exists) and fit a predictive model 
to our data to use for prediction of our dependent variable; effort. We assume that 
there is a linear relation between each of the independent variables and the dependent 
variable. The rationale behind this assumption can be explained; as work products –in 
this case process models- grow in size and complexity, the automation effort increases 
in a linear way. We already know from our experiences and due to the nature of the 
process modeling and software development activities that all of our process measures 
are positively correlated with the effort. To further analyze the effect of each measure 
and to identify their impact on the automation effort with a prediction model, multiple 
linear regression analysis method was applied. 
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The process measures are expected to be positively correlated to the effort, and if 
all of the measures are zero (e.g. there is no process model at all), the effort will be 
zero, too. This is why we forced the regression coefficients to be calculated through 
the origin and we have intercept value of zero.   

In the first step, all of the four measures are added to the regression analysis. We 
observed very high collinearity statistics (> 0.9) between CFC and NOA. This high 
collinearity also caused the regression results to be insignificant. Further analysis of 
correlation between CFC and NOA supported that NOA is highly dependent on CFC. 
We dropped NOA from our regression analysis, as we concluded that we already 
cover information provided by NOA measure by means of CFC.  

Conducting further analysis with the three measures; CFC, NOA and NOR, we ob-
served that the regression coefficient for NOR is insignificant and the value of the 
coefficient is also very low. We concluded that the effect of number of roles (NOR) 
measure is insignificant for our prediction model; and we cannot identify a meaning-
ful coefficient with our limited sample data. As a result, we dropped this measure 
from our model.  

With the two independent variables; CFC and NOO; we ran our regression model 
and observed statistically significant results. The results are provided in the following 
section.  

4.3 Results 

A linear multiple regression model was used to develop an effort prediction model 
from the process model measures. The potential predictor measures used in the analy-
sis were; Control Flow Complexity (CFC) and Number of Outputs (NOO). Table-2 
provides descriptive statistics, where effort is shown in person-months. Table-3 shows 
zero order correlations which are statistically significant (p<.01) along with regression 
coefficients which are also statistically significant (p<.05).  

Our prediction model was able to account for a 79.8% of the variance in automa-
tion effort, F(2,7)=18.806, p<.01, Adjusted R2=.798%. The mean magnitude of rela-
tive error (MMRE) of the model was calculated as MMRE=30.20%. The prediction 
quality of our model was PRED(30)=0.60. This means that by using the prediction 
equation with inputs of NOO and CFC values, the model can predict the effort for 
60% of the sample with less than 30% deviation.  

Table 2. Descriptive Statistics 

 Mean Std.Dev. N 

Effort 12,90 8,9 10

NOO 6,00 25,4 10

CFC 26,30 4,7 10

 



164 B. Aysolmaz, D. İren, and O. Demirörs 

 

Table 3. Regression coefficients and zero order correlations 

Model Beta Sig. 
Correlations 

Zero-order Sig. 

NOO 

CFC 

,528 ,025 ,806 ,002 

,513 ,022 ,813 ,002 

  a. Dependent Variable: Effort 

5 Conclusions, Limitations and Future Work 

5.1 Conclusions 

In this empirical research, we proposed an approach to determine a business process 
model measure set that can affect the automation effort of the related process models. 
Then, we conducted a linear multiple regression analysis on a set of data collected 
from Integrated Campus Integration System (ICIS) Project, which is a process auto-
mation project running over 3 years with more than 300 person-months of effort. The 
independent variables are selected to be four measures representing different perspec-
tives of BPM; Number of Activities (NOA), Control Flow Complexity (CFC), Num-
ber of Outputs (NOO) and Number of Roles (NOR); and the dependent variable is the 
automation effort.  

The resulting prediction model was able to explain a large amount of variance on 
the effort which was caused by the predictor variables (79.8%). The analysis results 
were statistically significant with two independent variables; CFC and NOO having 
almost the same effect on the automation effort. Also the evaluation of predictive 
quality of our model was performed by using mean magnitude of relative error and 
PRED(q) criteria, which is a widely accepted way of determining estimation quality 
in software engineering domain [24]. According to Conte et al. the it is desirable to 
have PRED(25) calculation over 0.75.  Our model fails to achieve this level of pre-
diction quality, which we explain with the low level of precision due to the lack of 
enough samples.  

Through the steps of statistical analysis, we have scoped out NOA and NOR meas-
ures from the analysis. This does not mean these measures have no effect on the au-
tomation effort. We observed high collinearity between NOA and CFC. Our early 
analysis results showed CFC had larger effect on the effort. The primary cause of this 
result is that, CFC not only expresses the size but also the complexity of the model; 
meaning that CFC measure already covers the effect of NOA measure, resulting in no 
need to use NOA as an additional measure. We also observed that the NOR measure 
had relatively smaller effect on the effort thus omitted. However we suggest that this 
effect might be observed with better accuracy given a larger sample. 

As a result of our linear regression model, we conclude that CFC and NOO have 
the most significant effect on the automation effort among our BPM measures; and 
both have almost the same weight of effect.  
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5.2 Limitations and Future Work 

Small sample size in statistical analysis is a major thread to the validity of this re-
search [5]. However, it is a well-known fact that larger samples are sometimes very 
difficult and time-consuming to establish in software domain [25]. Usage of statistical 
methods even with small sample size is common in software engineering domain  
[26, 27, 28, 29]. The result of such cases should be dealt with caution. 

The most important limitation of our research is the small sample size. Still, we 
pursued our studies considering that the measurements made over the three years of 
the project covering more than 300 person-months of effort.  

During the initial phases of statistical analysis, we dropped the measures; number 
of inputs and total number of inputs and outputs from the model; as we observed bet-
ter correlation with number of outputs (NOO) measure. Based on our previous studies 
[12], we foresee that we could achieve better correlation with informational perspec-
tive of BPM if we could identify the total number of data movements; which is 
planned as the future work.  

We plan to continue gathering data the same way and form a larger historical data 
pool in this project. With a larger sample size, we foresee we can attain more signifi-
cant results for the existing measures and we can further examine the effects of more 
specific measures such as number of human tasks, number of automated tasks, fan-in, 
fan-out and number of business rules on development effort. 

The current studies which utilize business process models for effort estimation, fo-
cus on some specific properties of models; especially informational perspectives [12, 
18]. One of these studies is conducted by our research group [12]. We plan to use the 
results of this empirical research to extend our previous study by inserting different 
properties of business process models in BPM size and automation effort estimation 
method. We also believe that the approach and results of this study will contribute to 
other researchers to consider how various BPM properties may affect the automation 
effort. 

Usage of statistical research methods in software engineering and business process 
management domains is rare; especially when the case requires data on effort. This is 
mostly caused by the difficulties of collecting a large sized sample. In this research 
we found the opportunity to utilize statistical methods and reach meaningful results. 
Thus we see this research is important because it exemplifies the usage of statistics as 
a powerful research method in business process modeling domain. We will be using 
the prediction model developed in this study for effort estimation of following phases 
of the project. We plan to replicate the same analysis as the ICIS project progresses in 
upcoming years to evaluate our prediction model as well as our research method.   

We think that this research is important as it utilizes empirical outputs to support 
the development of estimation models; and we expect enhancements in the model 
with the collection of more data. We foresee that researchers and practitioners can 
benefit from this approach by following an analysis similar to the one described in 
this paper to formulate their prediction model coefficients using their own  
historical data. 
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