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Preface

This book contains the proceedings of two long-running events held along with
the CAiSE conferences relating to the areas of enterprise, business-process and
information systems modeling: the 14th International Conference on Business
Process Modeling, Development and Support (BPMDS 2013), and the 18th
International Conference on Exploring Modeling Methods for Systems Analy-
sis and Design (EMMSAD 2013). The two working conferences are introduced
below.

BPMDS 2013

BPMDS has been held as a series of workshops devoted to business process
modeling, development, and support since 1998. During this period, business
process analysis and design has been recognized as a central issue in the area
of information systems (IS) engineering. The continued interest in these topics
on behalf of the IS community is reflected by the success of the last BPMDS
events and the recent emergence of new conferences and workshops devoted to
the theme. In 2011, BPMDS became a two-day working conference attached to
CAiSE (Conference on Advanced Information Systems Engineering). The basic
principles of the BPMDS series are:

1. BPMDS serves as a meeting place for researchers and practitioners in the ar-
eas of business development and business applications (software) development.
2. The aim of the event is mainly discussions, rather than presentations.
3. Each event has a theme that is mandatory for idea papers.
4. Each event’s results are, usually, published in a special issue of an interna-
tional journal.

The goals, format, and history of BPMDS can be found on the website: http://
www.bpmds.org/

The intention of BPMDS is to solicit papers related to business process mod-
eling, development, and support (BPMDS) in general, using quality as a main
selection criterion. As a working conference, we aim to attract papers describ-
ing mature research, but we still give place to industrial reports and visionary
idea papers. To encourage new and emerging challenges and research directions
in the area of business process modeling, development, and support, we have a
unique focus theme every year. Papers submitted as idea papers are required to
be of relevance to the focus theme, thus providing a mass of new ideas around
a relatively narrow but emerging research area. Full research papers and experi-
ence reports do not necessarily need to be directly connected to this theme (but
they should still be explicitly relevant to BPMDS). The focus theme for BPMDS
2013 idea papers was “Coping with Complexity in Business Processes.” Today,
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business processes have to cope with increasing complexity in several areas. First,
business processes are increasingly becoming cross and inter-organizational. Ex-
ternal processes and services have to be integrated into processes. Second, data
are becoming more and more important for business processes. Recent advances
such as data science and big data provide huge amounts of information to be
processed in business processes. Third, business processes are executed in com-
plex environments, which may consist of cloud services and resources and may
introduce flexibility requirements. Other considerations such us data orientation
as in MDM (master data management) in relation to big data, need for context-
awareness and flexibility, integration of business processes with social media also
set new challenges for coping with complexity in business processes.

BPMDS 2013 received 54 submissions from 24 countries (Argentina, Aus-
tria, Belgium, Brazil, Canada, Colombia, France, Germany, Greece, Israel, Italy,
Latvia, Mexico, The Netherlands, Norway, Portugal, Spain, Sweden, Switzer-
land, Tunisia, Turkey, Uganda, UK, USA). The management of paper submis-
sion and reviews was supported by the EasyChair conference system. Selecting
the papers to be accepted was a worthwhile effort. Each paper received at least
three reviews. Eventually, 20 high-quality papers were selected; among them two
experience reports and three idea papers. The accepted papers cover a wide spec-
trum of issues related to business process development, modeling, and support.
They are organized under the following section headings:

• Innovative representations for knowledge-intensive processes
• Business process management in practice
• Analysis of business process models
• Model-based business process analysis
• Flexible business process management
• Improvement and change patterns
• Process model repositories

We wish to thank all the people who submitted papers to BPMDS 2013 for
having shared their work with us, as well as the members of the BPMDS 2013
Program Committee, who made a remarkable effort reviewing the large number
of submissions. We also thank the organizers of CAiSE 2013 for their help with
the organization of the event, and IFIP WG8.1 for the support.

April 2013 Selmin Nurcan
Pnina Soffer

Rainer Schmidt
Ilia Bider
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EMMSAD 2013

The field of information systems analysis and design includes numerous
information modelling methods and notations (e.g., ER, ORM, UML, Archi-
mate, EPC, DEMO, DFDs, BPMN) that are typically evolving. Even with some
attempts toward standardization (e.g., UML for object-oriented design), new
modelling methods are constantly being introduced, many of which differ only
marginally from existing approaches. These ongoing changes significantly im-
pact the way information systems are being analyzed and designed in practice.
EMMSAD focuses on exploring, evaluating, and enhancing current information
modelling methods and methodologies. Though the need for such studies is well
recognized, there is a paucity of such research in the literature. The objective of
the conference is to provide a forum for researchers and practitioners interested
in modelling methods in systems analysis and design to meet and exchange re-
search ideas and results. It also gives the participants an opportunity to present
their research papers and experience reports, and to take part in open discus-
sions. EMMSAD 2013 was the 18th in a series of events, previously held in
Heraklion, Barcelona, Pisa, Heidelberg, Stockholm, Interlaken, Toronto, Velden,
Riga, Porto, Luxembourg, Trondheim, Montpellier, Amsterdam, Hammamet,
London, and Gdansk. This year we had 27 submissions with authors from 18
countries and six continents (Australia, Austria, Belgium, Canada, France, Ger-
many, Israel, Latvia, Luxembourg, Malaysia, Morocco, The Netherlands, Nor-
way, Portugal, Spain, Sweden, Tunisia, and USA). After an extensive review
process by a distinguished international Program Committee, with each paper
receiving at least three reviews, we accepted the ten full papers and two short
papers that appear in these proceedings. Congratulations to the successful au-
thors! Apart from the contribution by paper authors, the quality of EMMSAD
2013 depended in no small way on the generous contribution of time and ef-
fort by the Program Committee and the additional reviewers. Their work is
greatly appreciated. We also express our sincere thanks to the CAiSE Organiz-
ing Committee. Continuing with our very successful collaboration with IFIP WG
8.1 (research.idi.ntnu.no/ifip-wg81) that started in 1997, this year’s event
was again a joint activity between CAiSE and WG 8.1. Other co-organizers this
year were the Enterprise Architecture Network, The ORM Foundation, and the
Enterprise Engineering Team.

For more information on the EMMSAD-series, see our website:
www.emmsad.org

April 2013 Henderik A. Proper
John Krogstie
Terry Halpin
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Multi-level Modelling: Time for a ‘Copernican’ 
(R)Evolution? 

(Keynote) 

Brian Henderson-Sellers 

University of Technology, Sydney 
Australia 

Contemporary modelling practice links models of business system concepts to meta-
models to metametamodels in a multilayer architecture. One standard architecture, 
that of the Object Management Group, utilizes so-called strict metamodelling, which 
can readily be shown to lead to several concerns, paradoxes and challenges within 
modelling approaches, including MDE, currently in use. Utilizing an analogy in the 
paradigm shift from a Ptolemaic model of the solar system to a Copernican under-
standing, I will argue that the current state of affairs in conceptual modelling, as used 
in developing information systems and modelling business processes, is ‘Ptolemaic’ 
and, using ideas from language use, ontology engineering and philosophy, suggest a 
framework for ‘Copernican’ modelling that will provide both a paradigm shift in mul-
tilevel modelling and also a new orthodoxy for the future that will ensure simpler and 
more satisfying modelling solutions for both business processes and software devel-
opment in the years to come. 



Making Sense of Declarative Process Models:

Common Strategies and Typical Pitfalls�

Cornelia Haisjackl1, Stefan Zugal1, Pnina Soffer2, Irit Hadar2,
Manfred Reichert3, Jakob Pinggera1, and Barbara Weber1

1 University of Innsbruck, Austria
{cornelia.haisjackl,stefan.zugal,jakob.pinggera,barbara.weber}@uibk.ac.at

2 University of Haifa, Israel
{spnina,hadari}@is.haifa.ac.il

3 University of Ulm, Germany
manfred.reichert@uni-ulm.de

Abstract. Declarative approaches to process modeling are regarded as
well suited for highly volatile environments as they provide a high de-
gree of flexibility. However, problems in understanding and maintaining
declarative business process models impede often their usage. In partic-
ular, how declarative models are understood has not been investigated
yet. This paper takes a first step toward addressing this question and re-
ports on an exploratory study investigating how analysts make sense of
declarative process models. We have handed out real-world declarative
process models to subjects and asked them to describe the illustrated
process. Our qualitative analysis shows that subjects tried to describe
the processes in a sequential way although the models represent circum-
stantial information, namely, conditions that produce an outcome, rather
than a sequence of activities. Finally, we observed difficulties with single
building blocks and combinations of relations between activities.

Keywords: Declarative Process Models, Empirical Research,
Understandability.

1 Introduction

Regarding the analysis and design of information systems, conceptual modeling
has proven to foster understanding and communication [1]. For example, business
process models (process models for short) have been employed in the context of
process-aware information systems, service-oriented architectures, and web ser-
vices [2]. Recently, declarative process models have gained attention due to their
flexibility with respect to modeling and execution of processes [3]. While techni-
cal issues of declarative process modeling, such as formalization of semantics [4],
maintainability [5], verification [6], and execution [7] are well understood, under-
standability issues of declarative models have not been investigated in detail yet.
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In particular, it has been argued that understandability may be hampered by
lack of computational offloading [8] or hidden dependencies [9]. Put differently,
it is not entirely clear whether the full potential of declarative modeling can be
exploited or whether understandability issues will interfere.

We approach these issues by studying the sense-making of declarative pro-
cess models through the lens of an empirical investigation. In particular, we
handed out declarative process models to subjects and asked them to describe
the illustrated process. In addition, we asked them to voice their thoughts while
describing the process, i.e., we applied think-aloud techniques [10] to get insights
into the subject’s reasoning processes. Since we were interested in how different
structures of the process representation would influence process model under-
standability, we maintained another variant of each model describing the same
process, but making use of modularization, i.e., sub-processes. The contribution
of this work is twofold. On one hand, we provide insights into how subjects
make sense of declarative process models, e.g., we analyze strategies how to read
declarative process models. On the other, we consider characteristic problems
that occur when scanning declarative process models. Our contribution aims at
guiding the future development of supporting tools for system analysts, as well
as pointing out typical pitfalls to teachers and educators of analysts.

The exploratory study reported in this paper is part of a larger investigation
on declarative process models. While our previous work focused on quantitative
results, this paper deals with qualitative data solely.1 Sect. 2 gives background
information. Sect. 3 describes the setup of the exploratory study, whereas Sect. 4
deals with its execution. Sect. 5 presents the results of the exploratory study and
Sect. 6 a corresponding discussion. Related work is presented in Sect. 7. Finally,
Sect. 8 concludes the paper.

2 Background: Declarative Process Models

There has been a long tradition of modeling business processes in an imperative
way. Process modeling languages supporting this paradigm, like BPMN and
EPC, are widely used. Recently, declarative approaches have received increasing
interest, as they suggest a fundamentally different way of describing business
processes [6]. While imperative models specify exactly how things must be done,
declarative approaches focus on the logic that governs the interplay of process
actions by describing activities that may be performed, as well as constraints
prohibiting undesired behavior. Constraints found in literature may be divided
into existence constraints, relation constraints, and negation constraints [11].
Existence constraints specify how often an activity must be executed for one
particular process instance. In turn, relation constraints restrict the ordering of
activities by imposing respective restrictions. Finally, negation constraints define
negative relations between activities. Table 1 shows examples for each category,
an overview of all constraints can be found in [11].

1 The exploratory study’s material can be downloaded from:
http://bpm.q-e.at/experiment/HierarchyDeclarative

http://bpm.q-e.at/experiment/HierarchyDeclarative
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Table 1. Definition of constraints

Group Constraint Definition

existence exactly(a,n) activity a must occur exactly n times

existence(a,n) a must occur at least n times

init(a) a must be the first executed activity in every trace

last(a) a must be the last executed activity in every trace

relation precedence(a,b) activity b must be preceded by activity a (but not
necessarily directly preceded)

response(a,b) if a is executed, b must be executed afterwards (but
not necessarily directly afterwards)

chain response(a,b) if a is executed, b is executed directly afterwards

coexistence(a,b) if a is executed, b must be executed and vice-versa

negation neg response(a,b) if a is executed, b must not be executed afterwards

neg coexistence(a,b) a and b cannot co-occur in any trace

An example of a declarative process model S specified with ConDec [6] is de-
picted in Fig. 1. The model consists of six distinct activities A, B, C, D, E, and F. In
addition, it comprises three constraints. The neg coexistence constraint, i.e., C1,
forbids that A and B co-occur in the same trace. In turn, the response constraint,
i.e., C2, requires that every execution of Cmust be followed by one of F before the
process instance may complete. Finally, the exactly constraint, i.e., C3, states
that F must be executed exactly once per process instance. While instances
with traces σ1=<A,A,D,E,A,F>, σ2=<B,C,F,E,B>, and σ3=<B,E,F> satisfy all
the constraints, σ4=<A,F,C,E,A> violates C2, σ5=<B,D,F,C,F> violates C3, and
σ6=<A,D,B,F,E> violates C1. σ5=<B,D,F,C,F> highlights a hidden dependency
between C and F. The combination of the exactly constraint, i.e., C3, and the
response constraint, i.e., C2, adds an implicit constraint that does not exist when
looking at the constraints in isolation. This hidden dependency prohibits that F
is executed before C, assuming that C is executed at all.

Fig. 1. Example of a declarative process model
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Hierarchy in Declarative Process Models. Using modularization to hier-
archically structure information has been identified as a viable approach to deal
with complexity for decades [12]. Taking a look at declarative process models
with hierarchy in general, a sub-process may be introduced in a process model
via a complex activity, referring to a process model. When the complex activity
is executed, the referred process model, i.e., the sub-process, is instantiated (see
[13] for details). Fig. 2a) shows a hierarchical model, complex activity B refers
to a sub-process that contains activities C and D. Fig. 2b) shows the corre-
sponding flat process model. Even though Fig. 2a) and Fig. 2b) are semantically
equivalent, they differ in the number of activities and constraints.

Fig. 2. Example of a process model with and without hierarchy

3 Defining and Planning the Exploratory Study

In order to investigate how subjects make sense of declarative process models
we conduct an exploratory study. In particular, we are interested in common
strategies and typical pitfalls occurring during this sense-making process. Since
there has been no considerable research on understandability issues of declara-
tive process models, and hence no theories exist we can base our investigation
on, we address the topic in an exploratory manner using a qualitative research
approach [14]. In particular, we use the think-aloud method, i.e., we ask partic-
ipating subjects to voice their thoughts, allowing for a detailed analysis of their
reasoning process [10]. Then, we turn to grounded theory [15], an analysis ap-
proach for identifying recurring aspects and grouping them to categories. These
categories are validated and refined throughout the analysis process. First of all,
we describe setup and planning of the exploratory study.

Subjects. In order to ensure that obtained results are not influenced by un-
familiarity with declarative process modeling, subjects need to be sufficiently
trained. Even though we do not require experts, subjects should have at least a
moderate understanding of declarative processes’ principles.
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Objects. The process models used in the study originate from a case study [16]
and describe real-world business processes. From a set of 24 process models col-
lected in this case study, 4 models were chosen as basic objects for the exploratory
study. This was accomplished in a way ensuring that the numbers of activities
and constraints vary. To make the models amenable for this study, they under-
went the following procedure. First, the models were translated to English (the
case study was conducted in German) since all exercises were done in English
(four subjects did not speak German). Second, since the models collected dur-
ing the modeling sessions had not gone through quality assessment, they were
scanned for errors and corrected accordingly. Third, since we were interested in
how different structures of the process representation would influence the process
models’ understandability, we created a second variant of each process describ-
ing the same process, but making use of sub-processes. Consequently, we have
two variants of each process model: a flat and a hierarchical one.

Table 2. Characteristics of the process models used in this study

Type Proc. 1 Proc. 2 Proc. 3 Proc. 4

Activities flat 11 8 23 23
hierarchy 13 9 26 26

Constraints flat 19 7 30 45
hierarchy 21 9 28 44

Constr. types 8 4 7 5

Sub-processes hierarchy 2 1 3 2

Components 2 5 2 2

Domain Software Teaching Electronic Buying an
development company apartment

Table 2 summarizes the characteristics of the process models. The latter com-
prise between 8 and 26 activities, and between 7 and 45 constraints. The differ-
ences in the number of activities between flat and hierarchical models are caused
by the complex activities representing sub-processes in the hierarchical models
(cf. Sect. 2). Similarly, constraints had to be added or removed to preserve the
behavior when creating a hierarchical model. Process models vary regarding the
degree of interconnectivity of constraints, i.e., models consist of two to five com-
ponents (cf. Table 2). A component is defined as a part of the model where
any two activities are connected by constraints, and not connected to any other
activity in the model. The process models are based on four different domains
describing bug fixing in a software company, a teacher’s preparations prior to
teaching, a worker’s duties at an electronic company, and buying and renovating
an apartment (cf. Table 2). The process models contain constraints of all three
types, i.e., existence, relation, and negation constraints, except the second pro-
cess model (no negation constraints). Table 3 provides additional information
on the constraint types included in each process model.
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Table 3. Constraints of the process models used in this study

flat hierarchical

Group Constraint P 1 P 2 P 3 P 4 P 1 P 2 P 3 P 4

existence existence constraints 5 2 1 10 7 4 1 13

init 1 1 1 0 1 1 1 0

last 0 1 0 1 0 1 0 1

relation precedence 4 3 18 20 4 3 18 20

response 0 0 1 0 0 0 1 0

succession 0 0 0 4 0 0 0 4

coexistence 0 0 1 0 0 0 1 0

chained precedence 2 0 0 0 2 0 0 0

chained response 3 0 1 0 3 0 1 0

chained succession 1 0 0 0 1 0 0 0

negation negation response 2 0 0 10 2 0 0 6

mutual exclusion 1 0 7 0 1 0 5 0

Design. Fig. 3 shows the overall design of the exploratory study: First, subjects
are randomly assigned to two groups of similar size. Regardless of the group
assignment, demographical data is collected and subjects obtain introductory
assignments. To support subjects in their task, cheat sheets briefly summariz-
ing the constraints’ semantics, are provided, which can be used throughout the
study. Introductory tasks allow subjects to familiarize themselves with the type
of tasks to be performed—potential problems can therefore be resolved at this
stage without influencing actual data collection. After this familiarization phase,
subjects are confronted with the actual tasks. Each subject works on two flat
process models and two hierarchical ones. Group 1 starts with the flat represen-
tation of process model 1, while Group 2 works on the hierarchical representation
of the same model. Subjects are confronted with hierarchical and flat models in
an alternating manner. For each model, the subject is asked to “explain roughly
what the process describes.” The exploratory study is concluded by a discussion
with the subject to help reflecting on the study and providing us with feedback.

Process 1
Flat

Process 2
Hierarchical

Process 3
Flat

Process 4
Hierarchical

Process 1
Hierarchical

Process 2
Flat

Process 3
Hierarchical

Process 4
Flat

Demographics,
Introduction

Demographics,
Introduction

Group 1
n/2 Participants

Group 2
n/2 Participants

Discussion

Discussion

Fig. 3. Design of the exploratory study

Instrumentation. For each model, subjects received separate paper sheets
showing the process models, allowing them to use a pencil for highlighting or
taking notes, and juxtaposing the process models as desired. No written answers
were required, only free talking. Audio and video recording are used as it has
proven being useful for resolving unclear situations in think-aloud protocols [17].
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4 Performing the Exploratory Study

Execution. The study was conducted in July 2012 in two locations. First, seven
subjects participated at the University of Ulm, followed by two additional ses-
sions at the University of Innsbruck, i.e., a total of nine subjects participated. To
ensure that subjects were sufficiently familiar with declarative process modeling,
they were provided with training material. Each session was organized as follows:
First, the subject was welcomed and instructed to speak thoughts out loudly.
To allow subjects to concentrate on their tasks, the sessions were performed in
a “paper-workflow” manner, i.e., one supervisor was seated left to the subject, a
second supervisor to the right. The sheets containing the study’s material were
then passed from the left to the subject. As soon as the subject finished the task,
the material was passed to the supervisor on the right. Meanwhile, the subject’s
actions were audio- and video-recorded to gather any uttered thoughts.

Data Validation. In each session, only a single subject participated, allowing
us to ensure that the study setup was obeyed. In addition, we screened whether
subjects fitted the targeted profile, i.e., were familiar with process modeling and
ConDec [6]. We asked questions regarding familiarity on process modeling, Con-
Dec, and domain knowledge; note that the latter may significantly influence per-
formance [18]. For this, we utilize a 7-point Likert Scale, ranging from “Strongly
agree” (7) over “Neutral” (4) to “Strongly disagree” (1). Results are summa-
rized in Table 4. Finally, we assessed the subjects’ professional background: all
subjects indicated an academic background, i.e., were either PhD students or
postdocs. We conclude that they had a profound background in process mod-
eling (the least experienced subject had 2.5 years of modeling experience) and
were moderately familiar with ConDec.

Table 4. Demographics (5–11 based on 7-point Likert Scale)

Minimum Maximum Median

1) Years of modeling experience 2.5 7 5
2) Models read last year 10 250 40
3) Models created last year 5 100 10
4) Average number of activities 5 50 15

5) Familiarity ConDec 2 6 3
6) Confidence understanding ConDec 2 6 4
7) Confidence creating ConDec 2 6 4

8) Familiarity software development 4 7 6
9) Familiarity teaching 4 7 5
10) Familiarity electronic companies 1 6 2
11) Familiarity buying apartments 1 6 4
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Data Analysis. Our research focuses on sense-making of declarative process
models. On one hand, we investigate strategies applied by subjects in under-
standing process models, on the other, we explore typical phenomena and pitfalls
in this process. For this purpose, data analysis comprised the following stages.

1. Transcription of the subjects’ verbal utterances
2. Creation of graphs describing the order in which subjects mention activities
3. Analysis of transcripts using grounded theory

In (2), for each process model we create a graph representing the order activities
were mentioned by the subjects. For this purpose, we utilize the transcripts cre-
ated in (1), but also video recordings to identify when subjects visited an activity
without talking about it. In (3), we apply grounded theory to the transcripts
to explore and understand phenomena appearing when subjects make sense of
declarative process models. As a starting point, transcripts are inspected, mark-
ing aspects that caused confusion, were misinterpreted or left out. In a second
iteration, we revisit the marked areas and search for new aspects. This process of
open coding analysis is repeated until no new aspects can be found. Afterwards,
we perform axial coding, i.e., we repeatedly group aspects to form high level
categories. We count the number of identified markings per category.

5 Findings

Based on the findings of our data analysis, we identified different ways how
declarative models are read and interpreted.

5.1 Reading Declarative Business Process Models

When analyzing graphs and transcripts, we observed that subjects consistently
adopted similar strategies when reading declarative models. For example, Fig. 4
shows the flat version of the first model and a typical strategy to understand that
model. The model consists of two components. The first one contains activities
“receive bug report” and “search for bug in archive”. The second component
comprises all other activities. The dotted arrows display how three out of five
subjects (Group 1) read the model to understand it.

Regardless of whether sub-processes were present or not, they described the
process in the order activities were supposedly executed, i.e., tried to describe
the process in a sequential way. Hence, as a first step, subjects skimmed over
the process model to find an entry point where they could start with describ-
ing the (main) process: “. . .Ok, this is the first activity since it has this init
constraint. . . ” Interestingly, subjects appreciated when a clear starting point
for their explanations could be found: “. . . it is nice that we have an init activ-
ity, so I can start with this. . . ” Relating to the model depicted in Fig. 4, sub-
jects started with “receive bug report” because of the init constraint. Then, they
mentioned “search for bug in archive”. A declarative process model, however,
does not necessarily have a unique entry point, apparently causing confusion:
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Fig. 4. First process model and a reading variant

“Well. . . gosh. . . I’ve got no clue where to start in this model. . . ” The subjects
used two different solutions for this kind of situation. Either they looked for a
last constraint (“So, we don’t have init, but we have last. . . ”) or they assumed
the upper left corner of the model to be its entry point (“Ok. . . so first of all I
have three initial I would say start activities. . . ”). After having identified an en-
try point, subjects tried to figure out in which order activities are to be executed:
“After given duties to the apprentices there should come these two tasks. . . ”

This routine was iterative, i.e., if parts of a model were not connected, subjects
applied the same strategy for each component, i.e., they started again at the
upper left corner of these components. We observed this behavior independent of
the respective process model or subject. Regarding our example (cf. Fig. 4), after
describing the first component, subjects took a look at the second one. As there
was no init constraint, they started in the upper left corner (“try reproduction”)
and followed the other activities in a sequential way. Two subjects had problems,
since there is no connection between the two parts of the model: “Ah, then there
is a different process because these are not connected. . . ” Likewise, a subject got
irritated with single activities that had no connection to the rest of the model:
“...ah this one, there’s no constraint here. You are just trying to confuse me.”
Finally, subjects indicated where the process supposedly ends: “. . . the process
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ends with the activity give lessons. . . ” When there was no last constraint (cf.
Fig. 4), subjects stopped describing the process model after having mentioned
all activities of all components.

If a model contained sub-processes (cf. Table 2), subjects preferred talking
first about the main process in the above specified way before describing the
sub-processes. When reading sub-processes the subjects used the same routine
as for the main process, except two subjects. One of them described all and the
second subject one out of four sub-processes completely backwards, i.e., following
the semantics of precedence constraints, instead of describing them sequentially.

5.2 Single Building Blocks

Flat Declarative Process Models. In general, when subjects try to make
sense of a model, they name activities and their connections. Sometimes, it
happened that subjects missed single or small groups of activities. Regarding
the first and second flat process model, no activities were left out. Three out of
five subjects missed either 2, 4 and 17 activities in the flat version of the third
process model (26 activities). The 17 activities were not referred to because a
subject did not look at the components of the process model in detail. Four
activities were not mentioned in the fourth flat process model: two out of four
subjects did not mention one and three activities out of 26 activities. In summary,
27 out of 294 activities were missed in flat process models.

When describing a model sequentially, subjects name activities explicitly and
most of the connections, i.e., the constraints, implicitly. However, most subjects
did not mention existence constraints. This behavior could not be found for any
other constraint. For 12 out of 18 models (9 subjects described two flat process
models) subjects ignored one or more existence constraints. Table 5 shows the
number of possible mentions of existence constraints per process model and the
number of existence constraints that were ignored by the subjects. Summing up,
subjects left out 34 of 78 existence constraints in flat process models.

Table 5. Existence constraints

Number of Type Proc. 1 Proc. 2 Proc. 3 Proc. 4

possible mentions of flat 25 8 5 40
existence constraints hierarchy 28 20 4 65

not mentioned flat 9 1 3 21
existence constraints hierarchy 19 2 1 30

Hierarchical Declarative Process Models. Regarding hierarchical process
models, subjects tended to miss less activities. Two out of four subjects forgot
to mention one activity in the first process model (11 activities). Regarding the
second and third process model, no activities were left out. Three out of five sub-
jects missed one activity in the hierarchical version of the fourth process model
(23 activities). In summary, 5 out of 331 activities were missed in hierarchical
process models.
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Concerning the existence constraints in hierarchical process models, for 11
out of 18 models (9 subjects described two hierarchical process models), one or
more existence constraints were not mentioned. As shown in Table 5, 52 from
117 existence constraints were ignored in hierarchical process models.

Flat and Hierarchical Declarative Process Models. As far as the in-
terpretation of constraints is concerned, subjects had relatively little problems
irrespective of whether the models were flat or hierarchical. As illustrated in
Table 3, 12 different constraint types were used in the experimental material.
To accomplish their task, subjects had cheat sheets available and could look
constraints they did not know up. Except for the precedence constraint, which
caused considerable difficulties, subjects faced no notable problems. Four out
of nine subjects used the precedence constraint in a wrong way. According to
Sect. 2, the definition of this constraint is that “B can only be executed, if A has
been executed before”. The subjects used it the other way round, i.e., “So if we
perform receive incoming good [A] then do quality check [B] should be performed
afterwards. . . ” One subject stated the absence of the precedence constraint be-
tween two components of a model: “But still I don’t get the relation between this
part and the other one, so this is the problem, because I understand the flow, but
I don’t understand the relation between the two parts. Because there is no prece-
dence.” Additionally, the missing direction of the coexistence constraint caused
one subject troubles: “Let’s see, so I would say you kinda start with these two
activities, I’m not sure which one. . . ”

5.3 Combination of Constraints

Constraints between Two Activities. The first process model contained
two and the fourth process model five situations where two constraints link two
activities. In 6 out of these 7 cases, the direction of the constraint arrows are
directly opposed to each other. For example, one needs to get offers for interior of
an apartment before buying them (precedence constraint). After the interior is
bought, it is not reasonable to get new offers (negation response). The subjects
had no troubles to understand these situations. However, in the first process
model there is a case where a precedence constraint and a chained response
constraint link the two activities “write test” and “run tests”. Both arrows are
pointing to the second activity (cf. Fig. 4). The precedence constraint ensures
that before the first execution of “run tests”, “write test” must be executed at
least once, i.e., it is not possible to run a test before it was written. The chained
response constraint tells us that “If A has been executed, B must be executed
immediately afterwards.”, meaning that after the test was written, it must be
run directly afterwards; 4 out of 9 subjects had troubles with “the second arrow”,
i.e., the precedence constraint. Two of them claimed that it is redundant (“This
part is redundant, right?”), two even thought it is wrong (“Over this relation,
this is a precedence, so I think this is, ah, this can be removed.”). The other 5
subjects ignored the precedence constraint.
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Hidden Dependencies. Three out of the four process models contain hidden
dependencies (cf. Sect. 2). Since these interactions are not explicitly visible, it is
not sufficient that the analyst only relies on the information displayed explicitly,
but must carefully examine the process model for these hidden dependencies as
well. Our results show that the subjects mostly ignored hidden dependencies,
i.e., only in 8 out of 36 models, a hidden dependency was mentioned or found:
“I have to execute prepare lesson in detail at least once, therefore, to fulfill the
precedence constraint, I must execute prepare teaching sequence too.”

6 Discussion

Reading Declarative Process Models. Subjects preferred describing process
models in an iterative and sequential way. They started with the entry point of
a component describing it in a sequential way and repeating this procedure for
every component of the process model. The sequential way of describing mod-
els is surprising, as it is known that declarative process models rather convey
circumstantial information (overall conditions that produce an outcome) than
sequential information (how the outcome is achieved) [19]. In other words, in an
imperative model, sequences are made explicit, e.g., through sequence flows. In
a declarative process model, however, such information might not be available
at all. As subjects tend to talk about declarative models in a sequential man-
ner, it appears as if they prefer this kind of information. Interestingly, similar
observations could be made in a case study on declarative process modeling [17].
Therein, sequential information, such as “A before B” or “then C” was preferred
for communication.

Single Building Blocks. Regarding the interpretation of single building
blocks, subjects mentioned activities and constraints when trying to understand
the model. Overall, they had relatively little problems with the interpretation
of single building blocks. Exceptions seem to be precedence and existence con-
straints. As a possible explanation these constraints are too simple and are thus
not mentioned at all; further, cheat sheets are not used (cf. dual-process theory
[20] describing the interplay of implicit unconscious and explicit controlled pro-
cesses). Another explanation is that subjects were biased by previous knowledge
about imperative models. Regarding the precedence constraint, it nearly looks
like the arrow used in imperative process modeling notations.

Combining Constraints. The interplay of constraints seems to pose a chal-
lenge, especially hidden dependencies. One explanation could be that subjects
simply forgot looking for them, as reading declarative models can quickly be-
come too complex for humans to deal with [6]. As mentioned earlier, in 8 out of
36 models subjects found a hidden dependency. In 5 of these 8 cases, they were
found in the second process model, which has the smallest number of activities,
constraints and constraint types (cf. Table 2). This indicates that if a model is
not too complex, subjects will be able to find hidden dependencies. Given this
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finding, it seems plausible that the automated interpretation of constraints can
lead to significant improvements regarding the understandability of declarative
process models [21,5].

Differences between Flat and Hierarchical Process Models. Subjects
did not distinguish between flat and hierarchical process models when read-
ing the models. They used the same description strategy for components and
sub-processes. Interestingly, subjects left out more activities in flat than in hier-
archical process models (cf. Sect. 5.2). A reason for this phenomenon could be
abstraction [22], i.e., hierarchy allows aggregating model information by hiding
the internals of a sub-process using a complex activity. Thereby, information
can be easier perceived. All other aspects we found could be observed in flat and
hierarchical models equally.

Limitations. Our work has the following limitations. First, the number of sub-
jects in the exploratory study is relatively low (9 subjects), hampering result
generalization. Nevertheless, it is noteworthy that the sample size is not unusual
for this kind of empirical investigation due to the substantial effort to be invested
per subject [23]. Second, even though process models used in this study vary in
the number of activities, number of constraints, and existence of sub-processes,
it remains unclear whether results are applicable to declarative process models
in general, e.g., more complex models. Third, all participating subjects indicated
academic background, limiting result generalization. However, subjects indicated
profound background in business process management, hence, we argue that they
can be interpreted as proxies for professionals.

7 Related Work

We investigated the sense-making of declarative process models. The under-
standing of a declarative process model with respect to modularization has been
investigated in [13]. However, opposed to our work, theory rather than empirical
data is used for analysis. The role of understanding declarative process models
during modeling has been investigated in [9]. Similar to our work, it has been
postulated that declarative models are most beneficial when sequential infor-
mation is directly available, as empirically validated in [17,5]. With respect to
the understanding of process models in general, work dealing with the under-
standability of imperative business process models is related. The Guidelines of
Modeling (GoM) describe various quality considerations for process models [24].
The so-called ‘Seven Process Modeling Guidelines’ (7PMG) accumulate the in-
sights from various empirical studies, e.g., [25], to develop a set of actions a
system analyst may want to undertake to avoid issues with respect to under-
standability [26]. The understandability of imperative process models is inves-
tigated empirically in [2]. As example of understandability issues in conceptual
systems, [27] investigates if UML analysis diagrams increase system analysts’
understanding of a domain.
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The impact of hierarchy on understandability has been studied in various
conceptual modeling languages, such as imperative business process models [28],
ER diagrams [29], and UML statechart diagrams [30] (an overview is presented
in [22]). Still, none of these works deals with the impact of hierarchy on
understandability in declarative process models.

While the effectiveness and usability of design guidelines for multiple diagrams
were evaluated in [31], there are neither guidelines for designing nor for easily
understanding declarative process models.

8 Summary and Outlook

Declarative approaches to business process modeling have recently attracted
interest as they provide a high degree of flexibility [6]. However, the increase
in flexibility comes at the cost of understandability, and hence might result in
maintainability problems of respective process models [6,32,33]. The presented
exploratory study investigates how subjects make sense of declarative business
process models and provides insights into occurring problems. The results indi-
cate that subjects read declarative process models in a sequential way. While
single constraints caused only minor problems with exception of the precedence
constraint, the combination of several constraints seems to be more challenging.
More specifically, the subjects of this exploratory study mostly failed to identify
hidden dependencies caused by combinations of constraints.

Even though the data we collected provided first insights into the process
of understanding declarative models, further investigations are needed. Repli-
cations utilizing more complex models seem to be appropriate means for ad-
ditional empirical tests. Although the think-aloud protocols already provide a
detailed view on the reasoning processes of an analyst, we plan to employ eye
movement analysis for more detailed analysis. The latter allows identifying ar-
eas, the analyst is focusing on in combination with insights on the required
cognitive effort (similar to process modeling [34]). Based on these insights, we
intend to evolve our work toward empirically founded guidelines enabling better
understandability of declarative process models.
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Abstract. Knowledge-intense processes are by their very nature exploratory, 
non-repetitive in detail and not completely known in advance. Flexibility, 
effective knowledge management and efficient collaboration are important 
requirements of such processes. A typical flow-oriented BPMS, relying on the 
generation of a model a priori and imposing a specific sequence of tasks to 
process participants is not appropriate for such processes, as it does not align 
with their nature and cannot satisfy their requirements. Therefore, alternative 
approaches are explored by the research community. An emerging trend 
towards this direction is the incorporation of social software features in BPMS. 
However, bringing the BPMS and social software together is not a 
straightforward task in the context of knowledge-intense work. Several crucial 
issues arise that should be closely investigated for an appropriate approach to be 
developed ensuring an efficient execution of knowledge-intense processes. In 
this paper, a number of such issues are identified helping towards the detection 
of an effective and efficient solution when blending features from both software 
types. 

Keywords: knowledge-intense business processes, BPMS, social software. 

1 Introduction 

The flow-oriented paradigm constitutes the dominant business process modeling 
approach adopted by the majority of current BPMS (Business Process Management 
System) [1] products. According to this paradigm, business process tasks are 
orchestrated in a specific sequence using a modeling language such as BPMN 
(Business Process Modeling Notation) [2], which is subsequently interpreted and 
enacted by the process engine being part of the BPMS. While typical flow-oriented 
approaches effectively support the needs of well-structured processes, i.e. processes 
with well-defined steps, they fall short however to satisfy flexibility requirements 
addressed in ill-defined processes [3]. The former rely on the generation of a model a 
priori, which is then enacted multiple times. This logic aligns with their standardized 
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repetitive type of work. In contrast to that, ill-defined processes are by their very 
nature exploratory, non-repetitive in detail and not completely known in advance. The 
main concern in the latter is communication and knowledge-sharing among 
participants, rather than the coordination of activities [4]. Thus, they are often referred 
to as collaborative or knowledge-intense processes [5]. A process is regarded 
knowledge-intense if its value can only be created through the fulfillment of 
knowledge requirements of process participants. Flexibility is an inherent requirement 
of such processes [6], as the workflow during enactment is mainly determined by 
decisions made, often on the fly, by knowledgeable actors, and hence cannot be 
prescribed by a BPMS. In particular, flexibility, efficient collaboration and effective 
knowledge management are key requirements for knowledge-intense processes ([7], 
[8], [9]) that cannot be effectively served by classical BPMSs.  

In order to meet the requirements of knowledge-intense processes, researchers are 
investigating and developing alternative approaches, such as KMDL [10] and 
CommonKADS [11], focusing on representation, modeling and analysis of 
knowledge-intense processes and POKM [12], which is a method for capturing the 
expert’s knowledge in such processes. Initiatives focusing on the efficient execution 
of knowledge-intense processes include efforts such as KnowMore [13], FRODO [14] 
and PROMOTE [15]. KnowMore augments knowledge-intense tasks of a business 
process with recommendations and decision support information. FRODO addresses 
the issue of flexibility, adopting weakly structured workflows, to enable interleaved 
modeling and execution of knowledge-intense processes. PROMOTE extends the 
more general method of typical Business Process Management (BPM) with strategic 
decision, knowledge process discovery, organizational memory creation and 
enterprise knowledge evaluation.  

While constituting important contributions to the field of knowledge-intense 
process support, none of these initiatives emphasizes the aspects of efficient 
collaboration between participants through various means as well as the 
externalization of participants’ tacit knowledge [16], which the knowledge residing in 
peoples’ heads. This explains the growing interest towards the emerging trend 
reflected upon the established term Social BPM [17]. The purpose of social BPM is 
the adoption of social software features in the BPM (Business Process Management) 
discipline in order to foster flexibility, knowledge management and inter-participant 
collaboration in business process support. Such merits are of paramount importance in 
today’s highly dynamic market environments, which drive work in modern 
enterprises to increasingly become more and more knowledge-intense, addressed for 
example by initiatives such as Enterprise 2.0 ([18], [19]). 

Social software is rapidly gaining acceptance as revealed by a new generation that 
is accustomed to use platforms such as Facebook (www.facebook.com) for 
communication and socialization purposes. This new way of communication is 
quickly spreading to the business life as well through the evolution of informal 
business networks such as LinkedIn (www.linkedin.com). Utilizing social 
characteristics in BPM could prove worthwhile for several reasons, especially for 
knowledge-intense processes, since they could effectively serve their key 
requirements as discussed in the following: 



20 N. Alexopoulou, M. Nikolaidou, and C. Stary 

 

• Communication and collaboration are key features, effectively supported by social 
software ([20], [21]). Such functionalities are of great significance for knowledge-
intense processes, which rely more on participant collaboration rather than an 
engine enforcing the steps that should be followed. 

• Social software can connect actors easier to the resources they actually need [22]. 
More specifically, they have the ability to find, learn about and connect with the 
right people, information and other resources to deal with unanticipated situations, 
thus promoting process flexibility. 

• Social software facilitates knowledge updating as it allows for tacit knowledge to 
be easily externalized and shared in a way that new knowledge is created, by 
enabling users to reach out to a large number of relevant participants and engage 
in discussions, and by capturing and making searchable such informal discussions 
[21]. 

As the beneficial influence of social characteristics in BPM has already been 
discerned by the research community, there are already research initiatives towards 
this direction [23]. However, bringing the BPMS and social software together is not a 
straightforward task when supporting knowledge-intense work. Important issues arise 
that should be closely investigated for an appropriate approach to be developed that 
can effectively satisfy the aforementioned requirements of knowledge-intense 
processes.  

The purpose of this paper is to address research issues emerging from infusing 
social software features in a BPMS environment, targeting the efficient execution of 
knowledge-intense processes. To identify such issues, we were grounded on the 
business process modeling perspectives proposed by Curtis et al [24]. Issues 
regarding the infusion of social software in BPMS are then discussed from each 
perspective. Specifically, the paper is organized as follows. Section 2 presents the 
state of the art regarding the adoption of social features in BPM. Research issues are 
examined from each perspective in section 3. Conclusions are given in section 4. 

2 State of the Art Regarding the Adoption of Social Features in 
BPM  

Business Process Management utilizing social networking concepts has recently 
gained momentum, due to social software characteristics like weak ties and mutual 
service provision, which fulfill requirements of collaborative environments ([23], 
[25]). Moreover, research community’s intense interest is reflected upon related 
conferences and workshops that identify emerging issues, such as the International 
Workshop Series on Business Process Management and Social Software 
(http://www.bpms2.org/).  

Literature is rich in contributions concerning the adoption of social software 
features in the BPM discipline. A part of this research focuses on how social software 
can be used to support collaborative business process design ([26], [27], [28]). 
Koschmider et al., for example, suggest in [28] an approach, according to which 
process models can be shared and exchanged based on the network proximity of 
modelers. Other approaches focus on using social tagging mechanisms for relating 



 Blending BPMS with Social Software for Knowledge-Intense Work 21 

 

models dynamically [29] or managing them in a model repository [30]. Brambilla et 
al. [31] have proposed a notation for social BPM defined as a BPMN 2.0 extension. It 
enables the annotation of specific tasks as collaborative ones and their potential 
execution within a social network environment. In [32] a BPM infrastructure bearing 
social software features is proposed, targeting both collaborative modeling as well as 
business process execution in a fashion that mashes up definition and operation of 
business processes. The corresponding tool, called AGILIPO, is currently under 
development and testing. In [33] the authors examine how the architectural principles 
behind BPMS and social software can be combined in order to develop a unified 
infrastructure supporting features of both software types. Johannesson et al. [34] 
suggest a set of guidelines for augmenting BPMS with social software features, which 
may be effective for knowledge-intense process modeling, though the execution 
model is not clearly defined. Based on the aforementioned efforts it becomes evident 
that knowledge-intense process execution will benefit from the integration of social 
software features in BPMS environments. Thus, we explore a taxonomy of the issues 
to be solved towards the development of such environments, facilitating the effective 
execution of knowledge-intense processes. 

In practice, though the phenomenon of social networking within an organization 
gains momentum, as investigated by Richter and Riemer in [35], its usage is restricted 
in communication and information sharing. That is, the social software infrastructure 
is used only for exchanging information or performing trivial tasks, such as arranging 
a meeting, and not for integrated BPM solutions, which seems to be the step forward. 

3 Issues Emerging from the Infusion of Social Software 
Features in BPMS  

To identify challenges posed by the infusion of social software features into BPMS, 
attributes of both software types should be comprehensively explored. To this end, the 
business process modeling perspectives proposed by Curtis et al. [24] for executable 
business process description can be applied. According to Curtis et al. [24], a business 
process model can be viewed from a functional, behavioral, organizational and 
informational perspective. The functional perspective depicts what activities are 
performed. When and how activities are performed constitutes the behavioral 
perspective, while where and by whom they are executed corresponds to the 
organizational perspective. What information entities are created and processed 
during each activity is examined in the informational perspective. 

Table 1 juxtaposes characteristics of these two software types distinguished in the 
aforementioned perspectives. As BPMS and social software have a different 
orientation, they reasonably bear different features, which can even be regarded to a 
large extent contradictory, as shown in Table 1. Taking into account the diverse 
features of social software and BPMS, the main problem arising is how BPMS and 
social software could be merged to efficiently support the execution of knowledge-
intense business processes. This question will be further elaborated in the following 
by examining each perspective separately, having in mind the specific characteristics 
of each software type . 
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Table 1. Juxtaposing features of social and BPM software from four business process modeling 
perspectives 

Business Process 
Modeling Perspectives 

Social Software BPMS 

Functional Perspective 

- social-specific activities 
- profile management 
- networking 
- communication 
- context creation  
- searching 

- business-specific 
activities (tasks) 
 

Behavioural Perspective 
- wisdom of the crowds 
- social interaction 
- social production 

- wisdom of the expert 
- prescribed task 

execution 
- predefined input from 

each participant 

Organizational 
Perspective 

- egalitarianism 
- weak ties 
- public access  

- role hierarchy 
- strong ties 
- access policies 

specified by top 
management 

Informational 
Perspective 

- content or context 
information concerning 
artifacts or physical 
objects 

- business or physical 
objects 
 

Functional Perspective 
Functionality of a business process is described through business-specific activities 
often called tasks [2], although a hierarchical relationship may also be defined 
between these two terms. A business activity can be anything performed within the 
context of a specific business process. However there are strict descriptions of their 
input and output as well as the roles/participants responsible for their execution, 
which constitute parts of their definition. Activities supported in social software, on 
the other hand, have a more narrowed scope. Thus, we group them in five main 
categories, namely, profile management, networking, communication, searching and 
context creation. The first category comprises activities such as profile creation, 
update, view, etc., while networking involves creating and/or participating in social 
links or groups. The third category involves message exchange, announcement 
posting and forum initiation and participation. Searching activities for extracting a 
wide variety of information (people, places, photos, jobs, etc.) are also provided by 
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social software. Lastly, another important type of activities offered by such software 
are those concerning the creation of context, i.e. metadata for the existing data. This 
can be accomplished through tagging (i.e. using keywords to classify data), evaluating 
(e.g. through rating or endorsing) and annotating. It should be noted that any 
participant of a social network or wiki may perform any activity without restrictions. 

Would there be any benefit for knowledge-intense processes in case BPMS 
specifically supported such activities and provided the means for their explicit 
description, as suggested in [31]? Adopting the idea of creating a profile for each 
employee within the organization might help, along with corresponding searching and 
annotation capabilities, towards identifying the appropriate person, in terms of 
knowledge and experience, for the solution of a problem or the execution of a task in 
general. In addition, as time in the execution of an organizational process is crucial, 
the BPMS should also be able to detect the availability of each participant and make 
suggestions based on participant’s current workload as indicated by Bessai 
and Nurcan [52]. However, their involvement could not be considered only on a 
voluntary basis, following the social computing model. What kind of information 
should be included in employees’ profiles within the context of an organization to 
serve the needs of process execution is an issue requiring further research. 
Information indicating the employees’ position, role and responsibilities within the 
limits of a specific organization should also be included, since they are related to the 
potential execution of specific tasks, according to predefined business rules. 

Apparently, networking and communication activities, a key feature of social 
computing, may enhance collaboration between participants and help them in 
knowledge sharing. To this end, it may be useful to augment BPMS with capabilities 
such as announcement posting and forum initiation as well as creation and 
participation in social groups. For example, a participant may invite friends, colleges 
or intermediates – e.g. participants belonging to a specific group - to help him/her to 
complete a specific task [36]. However, how exactly such features could contribute to 
the efficiency in the execution of knowledge-intense processes and under which 
conditions, should be more concretely examined.  

Lastly, the concept of context creation could also be adopted in BPM software. 
According to Erol et al. [4], for example, attaching personal user-oriented description 
of resources to tasks could create an analogy between tasks and tags in folksonomies. 
Task-folksonomies, as referred in [4], could be considered an informal way of 
representing process knowledge, as opposed to the formal representation used in 
conventional business process models. It is worth investigating how task-related 
folksonomies, created by participants themselves, could be used to enable automatic 
detection of resources (data, people, etc.) required for the execution of specific task. 
Furthermore, the way a specific participant or group of participants may combine 
tasks to complete a specific goal could be considered as context creation and utilized 
by other participant with similar goals. Overall, the entire concept of activity/task 
modeling in a combined social and BPMS environment may need to be reconsidered.  

Behavioral Perspective 
Two fundamental features of social software are social interaction and social 
production. The first concerns the communication between individuals without 
predefined rules (e.g. Facebook), while the second is about the creation of artifacts by 
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combining the input from independent contributors without a-priori specification of 
the way doing this (e.g. Wikipedia). In contrast, using a typical BPMS, the 
interactions among participants are prescribed through rigid process models, 
specifying the order of tasks as well as the exact way each participant is involved, so 
that a certain business goal is reached. This mode of work might not suit knowledge 
workers, as they need support for creative problem solving rather than constraints set 
by a software system. Could the incorporation of social features in BPM software 
offer a way of working suitable for knowledgeable actors operating within a specific 
business environment? What would then be the meaning of social interaction and 
social production in such an environment? Knowledgeable actors may work together 
to reach a specific goal in a similar fashion as individual contributors combine input 
in Wikipedia. Should their interaction be free from any constrained or rule? In other 
words, the way social interaction and social production notions should be interpreted 
in an organizational context needs to be explored. 

Even when a participant is not knowledgeable in the sense that he/she does not 
make decisions but mainly performs procedural tasks, he/she might prefer not to work 
according to the strict workflow-oriented fashion imposed by a conventional BPMS. 
If workers do not follow a prescriptive model and are let to perform individual 
processes, they might express new ideas and make suggestions for process 
improvement, getting thus actively involved in the development of new business 
process patterns. Furthermore, “collective intelligence” [4] of many people may lead 
more effectively to the solution of a problem than the knowledge of an expert who is 
sometimes difficult to be identified. This adheres to the “wisdom of the crowds” idea 
introduced in [37]. However, one could argue that enforcing participants to follow 
strict business process models, offers a “safer” way to execute a process with regard 
to a business goal as in this way it is ensured that participants know exactly what to 
do and when to do it and that they will definitely contribute in the completion of a 
process. Indeed, proactive contribution cannot be taken for granted. Participants may 
not contribute if they are not obliged to. Thus, the issue that arises is how to combine 
social software features, promoting creativity and innovation, with BPMS support 
features that accommodate the required control over the executed processes, so that 
advantages from both sides can be exploited. Also, it should be stressed that for BPM 
to reap the fruits of social software, it should be ensured that participants are 
motivated for a proactive contribution [25]. Identifying such motivation mechanisms 
constitutes therefore another research matter. 

If the combination of social with BPM software introduces a novel way of working 
in a business environment, what kind of process modeling approaches would be 
appropriate for describing such a way of working? In other words, what does the 
introduction of social technology into BPMS entail for business process design? 
Typical flow-oriented models as those described using for example BPMN [2] seem 
totally inappropriate. Could then message-oriented approaches, such as S-BPM [38], 
or perhaps an adapted version of them be more suitable? Or would it be better to 
adopt a goal-driven approach [39]? Or could hybrid approaches amalgamating diverse 
modeling paradigms be more promising? 

Taking into account the current logic underlying social software, the definition of a 
complete process model prior to enactment would probably not make sense. The 
effective support of knowledge-based processes underlies an ill-structured model. 
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One could research whether there would be any meaning in specifying a kind of 
model to be followed during enactment or perhaps a model would not need to exist at 
all at the initial execution of a process [36]. Rather, it could be extrapolated 
automatically [40] through process mining techniques [41] based on worker’s actions. 
In this respect, it might me more useful to model on a more fine-grained level, 
considering process constituents, i.e. tasks, as autonomous entities [42] and specifying 
for each task the associated resources and the respective roles allowed to execute it. 
The extracted process models can be subsequently analyzed and optimized. Through 
such an analysis stakeholders may gain insight into their everyday work and identify 
best practices. The identified process patterns could be made available for being 
shared among participants. These patterns may be continually updated based on the 
experience and knowledge of workers. Should such business process patterns be used 
together with a recommendation mechanism or would it be mandatory to follow a 
specific pattern for the realization of a specific business goal? Behind this dilemma, 
lies again the issue of ideally combining the freedom and proactive operation of 
participants offered by social software with conformance to business policies and 
rules ensured by BPMS. Ultimately, what would be the role of a workflow engine in 
such type of hybrid software? Would it be required or valid at all? Or could 
alternative technologies, such as shared spaces [43] turn out more appropriate? Lastly, 
can we stick to the typical business process lifecycle paradigm as we currently know 
it or do we need to reconsider it? 

Organizational Perspective 
Weak ties are formulated through social networks, as opposed to strong ties which are 
developed through relationships based on hierarchy and team structure. As indicated 
in [25], weak ties are spontaneously established contacts invoked not by management 
but by individuals. Egalitarianism [25] is about giving all participants the same rights 
to contribute, in contrast to organizational environments, where well-defined roles 
and role interrelationships determine responsibilities within the context of the 
organization, which in turn are depicted within BMPS environment. Access to 
information is also determined by roles and policies specified by top management, 
while social software environments allow for a wider access to information. 

In any case, the responsibilities of each employee are determined by his/her 
position in the organization, accommodated by predefined responsibilities, according 
to well-established policies. Even in knowledge-intense processes, which should be 
executed within the context of an organization, where there are not prescribed steps to 
be followed, knowledgeable participants should adhere to business rules prescribing 
an organization’s policies.  

The way relationships are cultivated among business process participants through a 
social network, according to the aforementioned social software attributes, better 
facilitate and encourage the exchange of views and ideas [25]. As a result, 
externalization of tacit knowledge as well as sharing and dissemination of knowledge, 
which are key requirements for knowledge-intense processes, are better served 
through social software. However, in an organizational environment not anybody can 
do anything at anytime. For a harmonious operation of the enterprise, participants 
should comply with the policies and business rules holding within the enterprise. As a 
result, the appropriate balance between the freedom offered by social software 



26 N. Alexopoulou, M. Nikolaidou, and C. Stary 

 

facilitating collaboration and knowledge diffusion on one hand, and organizational-
specific policies reflected upon business process models and effectively supported by 
BPMS on the other hand, should be investigated. Such a balance should provide for 
maximum flexibility, ensuring at the same time that chaos is prevented. This entails 
that enterprise may need to change the established rules and policies towards 
Enterprise 2.0 concepts [18]. 

It should be stressed that the concept of role is key in organizational environments 
and therefore constitutes a fundamental entity in business process modeling [44]. 
Since such concept is missing in social software in terms of functional entities, the 
latter cannot adequately support organizational requirements in terms of business 
process execution. In a BPMS environment, the concept of “role” is used to denote a 
set of responsibilities within an enterprise that can be assigned to a specific actor 
category (e.g. a doctor). The integration of BPMS with social software might prompt 
for a reconsideration of role description. For example, as stated in [45], the concept of 
role should be assigned richer semantics to accommodate human interactions in 
knowledge-intense processes. This might mean to describe for each role the required 
knowledge and skills to obtain it. On the other hand, there are efforts, identifying the 
need to introduce the concept of the role, with loose semantics, in private social 
networks built to accommodate collaborative communities within the context of an 
organization [46]. 

To conclude, as also stated by Harrison-Broninski [45], better techniques are 
required for modeling relationships, both on a personal basis as users and within a 
process context as roles, in order to support human behaviors such as learning, 
adaptation and conflict resolution, and typical process features like goals, 
responsibilities and delegation of authority, which might serve to effectively perform 
knowledge-intense processes. 

Informational Perspective 
Information in social software regards objects like photos, songs, e-books etc. 
associated with metadata developed by participants using tagging, evaluating and 
annotating (see above). Utilizing the “wisdom of the crowds”, participants may also 
classify information formulating folksonomies, which may help others to seek the 
information they needed. Thus, context information is available for the content 
created by participants. In contrast, information in BPMS is depicted onto business 
objects such as order forms, receipts, invoices, etc., which are strictly related to 
activities as input or output data. Metadata are critical for knowledge-intense 
processes, as they correspond to an essential part of knowledge. Embodying therefore 
metadata to characterize the raw data and exploring how creation and sharing of 
metadata can be supported in BPMS, is of paramount importance for the promotion of 
knowledge elicitation.  

Currently, modeling of such metadata is not supported in existing business process 
modeling languages. However, there are several research initiatives towards “context 
modeling” as it is called [47], falling into various scientific fields such as mobile 
computing, knowledge management, etc. Regarding the BPM field, there are also 
related research efforts aiming at capturing through context data the situation under 
which specific activities are performed, so that contingencies can be effectively 
handled ([48], [49]). Metadata or context modeling remains an open issue.  
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Table 2. Issues arising from the combination of BPMS with social software for supporting 
knowledge-intense processes 

Business 
Process 

Modeling 
Perspectives 

Issues 

Functional 
Perspective 

- Would it be beneficiary for the execution of knowledge-intense processes to 
create and maintain a profile for each employee? If yes, what kind of 
information should be included in such a profile? Who would be responsible for 
updating it? 

- How could networking and communication activities contribute to the efficient 
execution of knowledge-intense processes? 

- How could context created by participants may be used by others to enable 
automatic detection of the resources required for the execution of a specific 
task?  

- What does the integration of BPMS with social software entail for the concept of 

activity/task modeling? 

Behavioral 
Perspective 

- How should the notions of social interaction and social production be interpreted 
in a BPMS environment? 

-  How could social software features, promoting participants’ creativity and 
innovation be integrated with typical BPMS controlled flow of the executed 
processes, so that advantages from both sides are exploited? 

- What kind of motivation mechanisms should be established to encourage 
proactive contribution of process participants, even if they are not obliged to do 
so? 

- What kind of process modeling approach would be appropriate for describing 
the alternative way of working for process participants, arising from blending 
BPMS with social software? Would it be meaningful to execute process patterns 
to some extend or merely use them for recommendation purposes? 

- How should existing technologies from both software types be combined for the 
development of a hybrid system that ensures flexibility and enables effective 
knowledge management and efficient collaboration? Would the existence of a 
workflow engine be of any value for such a system? 

- Would business process lifecycle holds as is or a reconsideration of it would be 
necessary? 

Organizational 
Perspective 

- How should the structure of the organization (e.g. positions and responsibilities, 
policies) be represented within the environment supporting knowledge-intense 
processes? 

- What is the degree of freedom that actors should have in the execution of a 
business process? 

- What are the implications of combining BPMS with social software for the 
concept of role? Should it be modeled in an alternative way to accommodate 
additional semantics? 

Informational 

Perspective 

- How could the creation and sharing of metadata as part of folksonomies be 
supported in a BPMS environment in order to promote knowledge elicitation 
during process enactment? 

- Would it be useful for knowledge-intense processes to loosen the semantics of 
activity input and output? 

- How could the experience of participants fulfilling a goal or participating in 
completing a process instance be transformed to knowledge available to others 
having similar needs?  

- How can content quality, trust and reliability be ensured in a hybrid environment 
adopting features from both social software and BPMS? 
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Furthermore, one should consider omitting or reducing the semantics of data 
serving as activity input or output. Since information may be classified based on an 
ontology or folksonomy within a specific context, such as scientific field, 
administrative domain or language [50], a knowledgeable actor may identify semantic 
similarities between them, loosening the strict relation between activities input and 
output dictated by typical BPMS environments. Such a feature might promote 
flexibility in the way activities can be composed to meet a specific objective. 

In social computing, participants receive recommendations, based on other 
participants’ actions or experience [46]. When the actor is not obliged to follow a 
strict flow of activities, the experience of others may help in choosing what to do. In 
such cases, evident in knowledge-intense processes, the BPMS environment should 
provide for the transformation of past participants’ recorded experience to knowledge 
available to those facing the same or similar situations [40].  

Finally, it should be stressed that the uncontrolled creation of content from the 
social media has its own issues of trust, content quality and reliability that should be 
taken into account when considering it in a business environment [51].  

Table 2 summarizes the identified issues for each perspective. 

4 Conclusions – Future Work 

Embedding social software features in BPMS seems promising for effectively 
supporting knowledge-intense processes. However, this amalgamation raises several 
important issues. In order to identify and address such issues, we structured our 
findings according to the modeling perspectives proposed by Curtis et al. [24]. These 
perspectives were used to juxtapose attributes from both software types. From the 
analysis conducted in this paper, it is ensued that the solution to effectively support 
knowledge-intense process execution within an organizational environment, might lie 
somewhere in-between the two software types, blending features from both of them. 
Coming up with an effective and efficient solution is a major research issue, 
presumably affected by process- and enterprise-specific parameters. In other words, 
the solution may vary depending on the characteristics of the business process and the 
enterprise in concern. The list of the identified issues is not exhaustive. However, we 
believe that examining the integration of social software with BPMS in respect to the 
specific modeling perspectives can help researchers in further identifying related 
issues, so that they can contribute to the incarnation of an effective solution for 
efficiently supporting knowledge-intense processes. 

Future work targets at the prototypical development of a hybrid environment 
integrating social computing features into a BPMS engine for the efficient execution 
of knowledge-intense processes. Given the issues one should consider, a first step 
towards this direction is the identification of the appropriate modeling approach to 
activity execution, the integration of networking and communication features to co-
ordinate activity executions and the introduction of participant profiles to describe the 
characteristics of knowledgeable actors.  
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Abstract. Future developments for enterprise process management must evolve 
from the current systems based on rigid, workflow based processes into 
context-aware, agile dynamic structures, which exploit local adaptability. In this 
idea paper, we define two forms of process agility. To enable these forms of 
agility, we present our vision of context-aware business process management 
based on declarative modeling combined with innovative context management 
and formal concept analysis. We finally describe the foundations and introduce 
the architecture of a context-aware agile business process engine (CAPE).  

Keywords: business process agility, context awareness, declarative process 
modeling, formal concept analysis. 

1 Introduction 

Capacity to timely discover and to efficiently respond to rapid changes in the 
environment is a major goal of an enterprise of the future. According to [23][4], a 
firm’s ability to adapt to dynamic environments depends first on the agility of its 
business processes. Therefore, design and development of new process management 
systems enabling process adaptation at run time are essential.  

Lamport defines a process as a sequence of events occurring in system [16], where 
each event is triggered by an action. Accordingly, a business process can be seen as a 
sequence of events triggered by activities of business process actors or contextual 
events. The majority of existing methods for business process design follow 
imperative principles, implying that the order of events is predefined. As a result, all 
meaningful process events need to be determined and corresponding actions need to 
be predefined at design time. At run time, processes follow the configured model with 
limited possibilities to deviate from the predefined scenario. 

Execution of a business process in a dynamic environment can be compared to 
navigating a ship towards its destination bay in uncertain waters. Very rarely can a 
ship follow blindly a predefined path: awareness about its current position and 
situation as well as navigation skills and dynamic path finding are essential to reach 
the destination. This idea paper reports on research, which is currently at its early 
stage of development. In this work, we discuss foundations and propose architecture 
for a system supporting dynamic and context-aware business process adaptability.  
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First, we shift the traditional imperative paradigm for process design and exploit 
declarative principles: we represent a business process as finite state machine (FSM) 
[22] with a state representing a process situation at a given time and state transitions 
defining the possible process scenarios. The triggering events specify the underlying 
process semantics, i.e. conditions for state transitions. The FSM formalism makes the 
notion of process activity implicit while putting forward activity outcomes, which are 
modeled as triggering events. Therefore, the declarative process model focuses on 
“what” needs to be done in order to achieve the process goal and not on “how” it has 
to be done. This allows us to handle process events whose order of occurrence is 
undetermined and to define the corresponding handling scenarios at run time.  

Navigation in a stormy ocean depends on a skillful skipper and his capacity to 
select a right action to ensure that no incorrect scenario is executed. We design initial 
navigation rules for process guidance based on Formal Concept Analysis and Galois 
lattices [2][6]. We specify the resulting process as a set of activities that can be 
dynamically assembled at run time into one of the (non-forbidden) process scenarios. 
In general, such process specification can offer infinitely many alternative scenarios 
and a possibility to deviate from one scenario to another during the execution. We 
formalize these properties of a process as the 1st form of agility. 

Navigation in a stormy ocean depends on the capacity of the skipper to select a 
right action at the right moment, and with respect to the current situation: we define 
the 2d form of process agility as the ability to monitor and manage the process 
context and to dynamically select and/or alter the execution scenario accordingly. We 
extend the declarative process specifications with dynamic context models and 
mechanisms for dynamic context management [3][19][20]. 

We design navigation rules for processes guidance that handle both process events 
(events resulting from execution of process activities) and context events in a unified 
way. This is compatible with the FSM formalism: the nature of events triggering the 
state transition has no importance. The navigation rules ensure that no incorrect 
scenario will be executed with respect to a given context situation. 

Novel combination of declarative modeling principles, context-awareness and 
Formal Concept Analysis is the main research contribution of this work. The 
architecture for a context-aware business process engine (CAPE) summarizes our 
findings.  

The remainder of this paper is organized as follows: in Section 2, we discuss the 
state of the art related to business process design and associated agility problems; in 
Section 3 we formalize two forms of business process adaptability. These theoretical 
foundations are used in Section 4 to specify the architecture of our context-aware 
agile business process engine (CAPE). We finally illustrate our findings on an 
example and present the perspectives of this work. 

2 Motivation and Related Work 

Workflow-based approaches are highly efficient for process design and management 
assuming that: (i) all the events triggered by process activities are well determined; 
(ii) human involvement is limited to “accept”, reject” or “select from the list” types of 
decisions; and (iii) the system within which a process is executed can be considered 
as closed: no external event affecting the process execution can occur. 
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For a large category of processes, however, these assumptions do not hold: in 
health care, the same therapy may have different effects on different patients; in 
insurance, claim processing extensively involves human expertise and decision 
making; in business, many processes have to cope with evolving economic conditions 
and frequent changes of customer requirements. The limited capacity of imperative 
methods to deal with changes has been recognized by both researchers and 
practitioners [32]. Numerous approaches propose to improve the dynamic process 
adaptability: 

In [26][15][27] the concept of configurable process is presented and different 
modeling formalisms to deal with process configurability are defined. Other works 
aim at improving run time adaptability through modification of the predefined 
workflow during execution [24]. At run time the process instances follow the 
preconfigured model with a limited adaptability via predefined variants or deviation. 

The Declare framework [21][31] is a constraint-based system that uses a 
declarative language grounded in temporal logic. This framework supports process 
flexibility both at design and run time. Compared to our approach, Declare is activity-
oriented; contextual information is not considered by this approach. 

Solutions for processes characterized by “unpredictability” are reported in 
numerous works [30][17][1][7]. In [30], the foundations and collection of experience 
reports on Adaptive Case Management are presented. These works emphasize run 
time adaptability. Markus et al. [17] propose a framework to support emergent 
knowledge processes, implemented in the TOP Modeler tool. In [1] process instances 
are represented as dynamically moving through state space. This approach relies on 
automated control systems and implements declarative modeling principles. Burkhart 
et al. [7] propose to explore the capabilities of recommender systems to provide the 
user with intelligent process-oriented support at run time. While handling dynamic 
activity selection and configuration of processes “on the fly”, the majority of 
proposed solutions demonstrate only limited capacity to deal with process contextual 
information in systemic and dynamic way. 

Soffer and Yehezkel [29] introduce semantics for a declarative process model 
based on Generic Process Model (GPM). GPM is state-oriented; it captures the 
process context and reasons about process goals. Though based on different theories, 
this approach is the most related to the one presented in this paper. 

In [25][28], authors use context information for process definition. Roseman et al. 
[25] consider that external context elements may influence business processes (e.g. 
weather influences processes of a call center in an insurance company). They 
incorporate such elements into business process modeling. Saidani et al. [28] also 
consider context in business process definition, in particular, the roles played by 
actors. In these works context information is specified only at design time. Mounira et 
al. [18] propose a process mining architecture to identify context variables influencing 
process activities. However, no specific model formalizing these variables is 
proposed.  
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3 Foundations for CAPE 

In this section we define two forms of process agility and present our vision of 
context-aware business process management based on a fully declarative modeling 
combined with innovative context management and formal concept analysis.  

3.1 Process Agility at Work: Agile Patient Care 

As we could see in “House” American TV series1, Patient diagnostics and treatment 
processes in a medical ward only partially rely on imperative procedures. The main 
challenge is to be aware of the patient situation and its evolution and to adjust the 
treatment accordingly. Contextual parameters that might be relevant and should be 
managed include (but are not limited to): 

- Patient’s measurable body conditions (temperature, blood pressure, heart rate); 
- Patient’s medical record; 
- Patient’s life style; 
- Information about recent workload, leisure activities, trips. 

Some of these parameters are stable (e.g. predispositions, allergies, etc.), others can 
evolve (e.g. new information about the patient’s medical history, recent activities), 
and some others may change several times a day (e.g. body temperature). The 
capability to immediately react by canceling/prescribing new tests or medications is 
essential. 

3.2 First Form of Process Agility 

We define the first form of business process agility as a capacity to handle 
unpredictable sequences of system events. This implies that the order of process 
activity invocations is defined dynamically, at run time, and depends uniquely on the 
current situation (process state) rather than on a predefined execution scenario(s). 

3.2.1 Declarative Approach to Process Specification 
To ensure the first form of agility, we shift the traditional imperative paradigm in 
process specification and exploit declarative principles: we represent a business 
process as a finite state machine (FSM) – a state-transition system - that allows us to 
handle process events (and context events – see Section 3.3) with undetermined order 
of occurrence and to define the corresponding scenarios at run time.  

A FSM [22] specifies a machine that can be at one state at a time and can perform 
a state transition as a result of a triggering condition (event or group of events). It is 
defined by a (finite) set of states and a set of triggering conditions for each transition.  

Mathematical model: 

A FSM can be defined as a quintuple < Q, ∑, δ, q0, F > where:  

                                                           
1 http://en.wikipedia.org/wiki/House_TV_series 
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After a patient is admitted (S0) to a medical ward (the initial state), a physician 
examines him in order to obtain information for diagnostics (S1) and further treatment 
(S2). Diagnostics may involve one or multiple examinations and/or generic or specific 
tests. The patient’s case is then assessed and a treatment is prescribed. During the 
treatment, additional examinations can reveal new patient’s condition and require to 
modify the assigned therapy and, even, to repeat diagnostics and assessment. Once the 
therapy is terminated and the patient’s good condition is confirmed, the patient is 
discharged (S3) from the ward. In this example, we identify four states: Q={S0, S1, S2, 
S3} and six process activities that can be executed during the process and trigger state 
transitions from S0:Admitted to S3:Discharged states (Table 1).  

Table 1. Abstract activities and events defined for the Patient treatment process 

Activity Avail. at: Process events (Activity outcomes):
A1 Physical 

examination 
S0, S1, S2 
 

E1 Confirms the declared symptoms
E2 No problem found
E3 New symptoms emerged
E4 Supplementary medical tests are required 

A2 Medical 
laboratory 
test 

S1, S2 E5 Positive results (anomalies detected) 
E6 Negative results (no anomalies detected) 
E4 Supplementary medical tests are required  

A3 Specific 
medical 
tests 

S1, S2 E5 Positive results (anomaly detected) 
E6 Negative results (no anomaly detected) 
E4 Supplementary medical tests are required  

A4 Case 
Assessment 

S1 
 

E7 Diagnose confirmed, treatment assigned 
E8 Diagnose not confirmed, patient discharged 
E4 Supplementary medical tests are required 

A5 Therapy S2 E9 Condition declined (e.g. symptoms increasing) 
E10 Condition improved (e.g. symptoms 

decreasing)
E11 Side effects emerged
E3 New symptoms emerged
E12 Stable situation
E13 End of therapy

A6 Recovery S2 E3 New symptoms emerged
E14 End of recovery therapy

Context events:
  E15 New medical / personal evidence received 
  E3 New symptoms emerged
  E9 Condition declined, (e.g. symptoms 

increasing)
  E10 Condition improved (e.g. symptoms 

decreasing)

According to our formalism, an activity A is described with a pair <S, EA> where: 

- S ⊆ Q is the set of states from which this activity can (but not necessarily will) be 
invoked; 

- E ⊆ ∑ is the set of events that can result from the activity execution and can 
potentially trigger a state transition.  

For each activity A, the state transitions that can be triggered upon its termination can 
be calculated as:   δA: S x E P(S).  
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For example, the activity A2 (Medical laboratory test) is specified as follows: S: 
{S1, S2}; E:{E5, E6, E7}. Note that some events can result from a process activity 
and can be context events (cf. Section 3.3) - independent from activities. (e.g. E10 – 
condition improved).  

3.2.2 Formal Concept Analysis and Galois Lattices  
Within our model, the partial ordering of process activities is determined by the state 
transition relation P(Q). This relation specifies the valid transitions with respect to the 
process goal (its final state) and ensures that invalid state transitions (e.g. to discharge 
a patient with critical temperature) will be avoided. This relation can be specified 
with Formal Concept Analysis (FCA) [2] [6]. FCA is a mathematical theory relying 
on the use of formal contexts2 and Galois lattices defined below. The use of Galois 
lattices to describe a relation between two sets has led to various classification 
methods [8] [35]. Since then, they have been used in numerous areas to extract hidden 
knowledge from data. Let us first introduce FCA terminology [12].  

Mathematical model: 

Let K = (G, M, I) a formal context, where G is a set of objects, M is a set of attributes, 
and the binary relation I ⊆  G x M specifies the attributes of the different objects. 
Derivation operators noted (.)I are defined for A ⊆   G and B ⊆   M as follows: 

AI = {m ∈  M│∀  g ∈   A : g I m} BI = {g ∈  G│∀  m ∈  B : g I m}, 

where AI is the set of attributes, which are common to all objects from A and BI is the 
set of objects which share all attributes from B.  

A formal concept of the formal context (G, M, I) is a pair (A, B), where A ⊆  G and 
B ⊆  M, A = BI  et B = AI. The set A is called the extent of concept (A, B) and B is its 
intent. A concept (A, B) is a specialization of concept (C, D) if A ⊆  C, which is 
equivalent to D ⊆  B. This is noted (A, B) ≤ (C, D). Reciprocally, the concept (C, D) is 
a generalization of concept (A, B). The set of all concepts and their partial order 
relation constitutes a lattice, called Galois lattice of the formal context K. 

The major interest of a Galois lattice is the structure it provides through the 
conceptual clustering of objects according to their common attributes. This allows the 
identification of the most conceptually significant objects and attributes. Another 
interest of Galois lattices is that association rules can be inferred automatically from 
them. Several works have indeed applied FCA to the extraction of relevant 
association rules [13] or to perform sequential pattern mining [11]. 

Within our approach, process states Q, triggering events ∑ and process activities 
defined in Section 3.2 form a formal context and can be analyzed using Galois lattices. 
Process states and activities can be clustered revealing their conceptual properties: For 
example, we can determine activities that can be executed (or suggested for execution) 
under given conditions and with an objective to trigger a desired state transition.  
 
                                                           
2 The term “formal context” is specific to Formal Concept Analysis and refers to a binary 

relation. In the following, we will also refer to this as “formal context”, as opposed to 
“context” which represents the environment. 
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3.3 Second Form of Process Agility 

We define the second form of business process agility as a capacity to adjust the 
process execution scenario according to the current contextual situation. Process 
activities are assembled at run time, according to observed context4 and with an 
objective to trigger a state transition required for achieving the process goal (defined 
as one of the final states of a FSM).   

Dey [9] defines a context as any information that can be used to characterize the 
situation of an entity (a person, place or object) that is considered relevant to the 
interaction between a user and an application. The notion of context adopted in the 
literature is mostly user-centric and limited to physical aspects (e.g. location, user 
preferences, or user device)[19]. Together with Dourish [10], we argue that the notion 
of context is larger, and includes information related to organization and processes: 
“context – the organizational and the cultural context, as much as the physical context 
– plays a critical role in shaping action and also in providing people with the means to 
interpret and understand action”. In our example, patient treatment process can be 
influenced by the emergence of new symptoms or the arrival of new resources (e.g. 
new medical people available, new personal evidence, etc.). The second form of 
business process agility consists in taking into account such context information 
during process execution.   

The context parameters reflect our awareness about external and internal 
information about the process; they can be observed and measured. Even though 
context-awareness for business processes is addressed in the literature [25] [28] [18], 
the lack of formalism for context representation and management persists: many of 
the proposed context models are static (need to be defined at design), incomplete 
(consider only limited context information) and are often specific to workflow-based 
processes.  

We argue that the number and kind of context parameters may vary from one 
situation (or process state) to another making it impossible to exhaustively model all 
required context information within a single (static) context model. The context 
model, therefore, needs to be dynamically instantiated from an appropriate metamodel 
according to specific (evolving) context dimensions.  

3.3.1 Dynamic Context Modeling 
The way context information can be exploited for business process flexibility depends 
on what information is observed and how it is represented. According to Najar et al. 
[19], the formalism chosen for representing context model determines the reasoning 
methods that can be used to perform system adaptation to the observed context. A 
context model (i) ensures the definition of independent adaptation processes and (ii) 
isolates this process from context acquiring techniques. The same applies to context-
aware business process. We claim that the process context information should be 
acquired, modeled and formally analyzed at run time in order to adapt business 
process execution and to ensure business process flexibility.  

                                                           
4 The term of “context” represents the environment. 
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Several context models have been proposed in the literature [19] [3]. Based on 
these, we define a common meta-model presented in Fig. 3. In this meta-model, we 
consider context as a set of context elements that are observed for a given subject (e.g. 
the patient, a device, a resource, etc.). Each subject can be associated with multiple 
context elements (location, status, etc.); for each context element, we observe values 
that can dynamically change. Subject and context elements can be semantically 
described using ontologies. Ontologies are considered as interesting to represent 
context elements [19]. They provide ways to semantically describe these elements and 
their relationships, but also reasoning mechanisms, notably inference rules.  

 

Fig. 3. Context meta-model considering context as a set of context elements 

Mathematical model: 

Based on context ontology, we represent events as logical constraints over context 
concepts and observed values. We formalize the context of a subject s in a time t as 
follows:   Context(s,t) = { Element(s, ce) },  
where Element(s,ce) represents the observed value of the context element ce for the 
subject s.  

Within our approach, process states Q defined using FSM formalism in Section 3.2 
can be extended with the context information: Each state can be associated with a (set 
of) subject and its contextual elements to observe. FSM triggering events ∑ represent 
both (i) context events occurring during the process execution and/or (ii) events 
resulting from executed process activities – process events. Note that process 
activities are implicit within FSM formalism: only the events resulting from an 
activity execution are observable. As a result, a FSM processes both contextual and 
process events in a unified way. These events can be expressed using logical 
conditions on observed values of contextual elements. 

In our example, a subject s – patient – is observed in all the process states. The 
contextual elements ce associated with a patient include his body temperature, blood 
pressure, patient’s location, record etc. Patient’s condition can decline (patient’s 
temperature may evolve from ‘36.5°C’ to ‘39.7°C’) or new evidence about the patient 
can be received by e-mail. Triggering event E9 (condition declined – see Table 1) can 
be expressed using the following condition: Element(#patient, #temperature) > 38.5.  
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4.1 Activity Repository 

Activity repository represents a set of activities related to a business process. Each 
activity is specified with states S from which it can (but not necessarily must) be 
executed during the process, and with the set of events E representing its possible 
outcomes as defined in Section 3.2.1. The pair <S,E> is an activity signature. These 
signatures are further used by Navigation Manager. The activity repository represents 
crew skills and technical capacity of a ship. 

4.2 Context Monitor 

Context monitor is in charge of observing, at run time, context elements and subjects 
from the environment. Its role in CAPE architecture is similar to a watchman in a 
ship: it observes navigation conditions and reports them to the navigation manager.  

Context monitor is based on the context meta-model described earlier. Similar to 
[20], it recognizes context elements through plugins (software components 
dynamically connected to the architecture), which feed the architecture with dynamic 
information about a given context element from a subject (e.g. a plugin reading 
patient’s heart rate or medical resource’s location from his/its id card). Context 
monitor can be dynamically extended, by adding new plugins, for observing new 
context elements and subjects. Context values dynamically observed by context 
plugins measure the process position in the process state space (for instance, a new 
plugin for observing the availability of a new analysis equipment). This position is 
further used by the navigation manager, which recognizes context events and 
interprets them accordingly. 

4.3 Navigation Manager 

Navigation manager makes navigation decisions, like a skipper in a ship. It 
determines one (or several) plausible activity to execute with respect to the process 
goal and the contextual situation. Specifically, navigation manager takes into account 
the current state of the process, the contextual parameters and the signatures of 
activities defined in the activity repository. Based on the navigation rules, it 
determines a set of activities enabled in a given situation and calculates those of them 
that will have a highest probability to result in the desired outcome. 

Navigation engine is the core element of CAPE architecture: it links together the 
other elements. We illustrate the functioning of CAPE on our example: 

Example: Agile Patient Care (continued) 

Once a patient has been admitted (S0) and the result of his physical examination (A1) 
has confirmed the declared symptoms (E1), he is in state S1. The targeted final state is 
S3: discharge the patient. The goal of the navigator is to provide recommendations in 
order to reach this state as quickly as possible, while respecting medical protocols and 
taking into account the contextual situation. In the following, we describe the 
sequence of operations performed by the navigator to meet this goal. 

1. Selection of the next transition towards the targeted final state 
Fig. 1 illustrates the various possible paths from one state to another. The underlying 
graph is directed, nondeterministic, with possible cycles. From this graph the 
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navigator computes the most efficient path from S1 to S3, both in terms of length and 
of events triggering probability. Let us suppose here that this ideal path consists in 
using the direct link from S1 to S3. The next step, in our example, is to trigger the 
transition from S1 to S3. 

2. Identification of relevant activities 
The navigator now has to identify the events, which may5 trigger a transition from S1 
to S3. According to our FSM (Fig.1) and the state transition map, the triggering 
conditions for a transition S1 - S3 are the following: 

- Additional physical examinations and/or medical laboratory tests reveal no 
anomaly or problem and the patient himself feels better  - (E2 | E6)&E10, or  

- Case assessment does not confirm the diagnosis (E8) 

To identify the activities that can be of a maximum utility with respect to our 
objective (transition S1-S3): 

- Navigator identifies the activities in our repository that can ensure a desired 
outcome (a combination of events described above) using the Galois lattice 
illustrated in Fig. 2. For our example, the event E2 can result from the activity 
A1; E6 from A2 or A3; E10 from A5 or spontaneously as an external event, as 
the patient’s condition may improve independently from any activity from the 
medical staff.  

- Navigator selects those activities that are enabled at the state S1 (according to 
their specification) using the Galois lattice illustrated in Fig. 2. For our example, 
the activities A1, A2, A3, A4 are available in S1 (In Diagnostic) state, whereas 
A5 is not. 

Thus, the activities A1 – A4 are potential candidates for execution in the state S1. 

3. Selection of recommended activities based on their utility 
We calculate an utility of each scenario as its likelihood to trigger the transition S1-
S3. For our example, A5 is not available at S1 and therefore, E10 can be expected 
only as a context event (i.e. we can observe this event when it happens but cannot 
control it).  The following viable scenarios can be evaluated: 

a) A physician prescribes medical tests and/or makes additional physical 
examinations according to the declared symptoms. The spontaneous improvement 
of the patient is expected. 

b) A physician assesses the case based on the patient’s history (and examinations 
made upon patient’s admission to the ward). 

A combination of these scenarios is also possible. 
Depending on the probabilities of transition S1-S3 resulting from each of the 
aforementioned scenarios and also, on the probability to obtain the event E2 as a 
result of A1, E6 from A2 or from A3, and E8 from A4, the navigator may recommend 
specific activities to the medical staff. 
                                                           
5 Our graph is nondeterministic: one event can trigger multiple state transitions (e.g. E11 – side 

effects emerged – can be handled both in the therapy states or can trigger a transition to the 
diagnostics state. This nondeterminism, in general case, can be resolved by refining the states 
and transitions, and by specifying the new navigation rules. Alternatively, a probability p can 
be associated with each of the possible transitions. 
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This idea paper reported on research, which is currently at its early stage of 
development. According to the IS research framework [14], (i) we specified our 
business problem as a lack of automated support for business process agility; (ii) 
then we defined a relevant knowledge base for our research and outlined the 
foundations for CAPE; (iii) we built our design artifacts: we introduced the two 
forms of process agility – the constructs to be used for reasoning about business 
processes; we also defined a model and a method for specification of agile business 
processes based on FSM abstraction and formal concept analysis. We extended this 
model with the dynamic context model. We combined these artifacts in and proposed 
the architecture for context-aware agile business process engine (CAPE). 

This work accomplishes the first part of the “build-evaluate” loop [14]. Evaluation 
of our designed artifacts and their refinement will be addressed in future work. More 
specifically, we envisage to demonstrate the utility of our proposed architecture, first, 
by developing detailed scenarios, then, by simulating them, and, eventually, by 
implementing CAPE architecture and studying its usability in real business 
environment. Usability metrics for CAPE will be also discussed in future publications. 
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Abstract. Business process workarounds are specific forms of incompliant 
behavior, where employees intentionally decide to deviate from the required 
procedures although they are aware of them. Detecting and understanding the 
workarounds performed can guide organizations in redesigning and improving 
their processes and support systems. Existing process mining techniques for 
compliance checking and diagnosis of incompliant behavior rely on the 
available information in event logs and emphasize technological capabilities for 
analyzing this information. It is therefore not certain that all the forms of 
workaround behavior are addressed. In contrast, the paper builds on a list of 
generic types of workarounds found in practice, and explores whether and how 
they can be detected by process mining techniques. Results obtained for four 
workaround types in five real-life processes are reported. The remaining two 
types are not reflected in events logs and cannot be detected by process mining. 

Keywords: Business process workarounds, Process mining, Compliance 
checking. 

1 Introduction 

Business processes are automated and managed by organizations in order to 
streamline and standardize their operations in an effective and efficient manner. 
However, the standard prescribed procedures are not always followed by employees, 
and are many times bypassed and worked around.  

Addressing such situations is related to the general area of compliance 
management, which has drawn much attention in recent years  [5]. In the general area 
of compliance management, several types of activities have been identified 
 [11] [12] [20]. In particular, compliance checking, which checks whether certain 
constraints are or will be met, and compliance improvement. Compliance checking 
can be further divided to forward compliance checking, targeting the design and 
implementation of processes where compliance is enforced, and backward 
compliance checking, focused on the detection and diagnosis of non-compliant 
behavior. Compliance improvement modifies the process to improve compliance. 
This can be done based on diagnostic information resulting from backward 
compliance checking, and with the use of forward compliance checking techniques. 



Business Process Workarounds: What Can and Cannot Be Detected by Process Mining 49 

 

This paper focusses on backward compliance checking. Yet, as opposed to the 
general area of compliance management, which refers both to internal policies and 
external regulations, the focus of this paper is on situations where employees are 
aware of the required internal procedures and intentionally decide to act differently. 
We term these situations business process workarounds. As an example, consider a 
situation where a customer is urgently requesting some goods and a truck is about to 
embark in his direction. An employee might decide to immediately load the goods on 
the truck, while the "paperwork" of registering the order and the delivery will be done 
afterwards in retrospect. 

Workaround are generally considered as a negative phenomenon, assuming the 
standard process has been designed and optimized to achieve desired business 
performance. However, since these are intentional actions of employees, we assume 
they are performed for certain reasons. According to  [16], workarounds can be 
motivated when the defined business processes are rigid and not designed to 
accommodate situations that might arise, requiring an appropriate response. 
Additionally, workarounds might be performed when the process design or its support 
system do not satisfy all the stakeholder needs and expectations. Additional cases 
might be when employees decide to act upon their own personal goals rather than to 
follow the defined procedures. 

Detecting workarounds and investigating the reasons that drive them can serve 
organizations striving to compliance improvement and to the design of better 
processes where workarounds will be reduced. Corrective actions can include process 
redesign, focused improvement of the business process support system, focused 
training of the employees, or disciplinary actions.  

Various compliance checking techniques have been proposed in recent years as 
part of the process mining stream of research  [1]. These techniques utilize event logs 
for detecting incompliance to specific constraints, procedures, and process models 
 [3] [6] [21]. As discussed above, workarounds, as specific forms of incompliance, can 
be detected using these techniques. 

However, the starting point of these techniques is the event log and the technology 
capabilities. It is therefore not certain that all the forms of workaround behavior are 
addressed. In contrast, this paper takes a list of six generic workaround types, which 
were found to exist in business processes  [16] as a starting point. Our aim is to 
explore whether and how workarounds of each of these types can systematically be 
revealed based on an event log. Building on generic workaround types captures the 
intentional aspect of workarounds and enables distinguishing them from other types 
of incompliance. Moreover, it enables us to look for specific patterns that may exist in 
the log, and to understand what types of workarounds cannot be detected based on the 
log, if any. 

Note that our goal is not to develop new mining techniques. Rather, we wish to 
explore the capabilities of current technology, commercially available to 
organizations facing the given workaround types. To this end, we have used Fluxicon 
Discovery platform (http://fluxicon.com/disco) and applied it to logs of five processes 
taken from three organizations over two years. To generalize the findings, we further 
discuss capabilities of state-of-the-art technology for addressing these situations. 

The remainder of the paper is structured as follows. Section 2 presents the six 
generic workaround types identified by  [16]. Section 3 discusses the patterns that 
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should be detected in logs with respect to each of the workaround types; Section 4 
reports the findings that were obtained for five real-life processes and discusses them. 
Related work and available state-of-the-art technologies are discussed in Section 5, 
and conclusions are given in Section 6. 

2 Generic Workaround Types 

This section presents the six generic workaround types that were identified by  [16] in 
a qualitative study performed in several organizations. 

Type A – Bypass of Process Parts 
In these workarounds, parts of the process are bypassed, so activities that should be 
performed at later steps of the process are performed before their time. The activities 
that were bypassed can be performed in retrospect, or skipped altogether.  

As an example, consider a purchasing process, where a participant places a 
purchase order, and only afterwards initiates the formal approval process.  

According to  [16], this workaround type appears to be common in practice, and is 
associated with many situational factors that may indicate reasons that drive its 
performance. Some factors are related to the process support system, e.g., poor user 
friendliness and a lack of integration among systems. Other factors relate to process 
design, which can be complicated and cumbersome, hard to understand, involving 
many different roles, or not in line with the actual needs and the way the process is 
practiced.  Poor information flow and a lack of feedback about the process status to 
the process initiator, combined with delays and long execution times, are major 
drivers that motivate employees to commit workarounds of this type. 

Type B – Selecting an Entity Instance That Fits a Preferable Path 
This type of workaround relates to situations where a "legitimate" process execution 
is performed, but the entity instance that is used does not represent the actual one. 
Rather, it is chosen in order to comply with the transition conditions of the process. 
As an example, consider a purchase approval process, where transition conditions 
require additional approvals if the price is over a certain threshold. Employees who 
know the rules might split purchase requests, whose price exceeds the threshold, and 
place several requests, each at a relatively small price, to avoid long approval trails.   

Usually, the process participants who perform this type of workaround are 
experienced and knowledgeable, thus they are familiar with the "rules of the game". 
Consequently, the workarounds are performed systematically and sophisticatedly. 
These workarounds are mainly associated with complicated and inflexible transition 
conditions defined in the process.  

Type C – Post Factum Information Changes  
This type refers to situations where process participants modify data values after these 
have been used for decision making. There are two variants of this workaround type. 
First, the data modifications reflect values which were known a-priori and falsely 
entered with the intention of manipulating the decision making.  
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For example, in a purchase requisition approval process participants give false 
information (amounts, purchase items, suppliers, quantities, etc.) which allows the 
process to move "smoothly" and quickly, and only once the approval steps are 
completed do they change the information to reflect the real needs. Entering the 
correct information at the initial stage would have required a different path of 
approvals and control. Similarly to workarounds of the previous workaround type (B), 
these workarounds are performed sophisticatedly by experienced employees, who 
exploit loosely defined access control policies and poor authorization management. 

The second (less severe) variant of this workaround type is when the modifications 
reflect new information or error correction, but no re-iteration of the previous decision 
is made. This can stem from low awareness of the implications of deviating from the 
required procedures, as well as poor control policies.  

Type D – Incompliance to Role Definition  
In this type of workaround, participants perform operations which are not under their 
responsibility. As an example, consider again a purchasing process, where the 
initiating participant opens a purchase requisition. When the requisition is approved, it 
should be handled by a purchasing clerk, who obtains price quotations and selects a 
winning supplier. A workaround would be when the initiating participant makes 
inquiries and selects a supplier, and only then transfers the requisition to the 
purchasing department with the results ready for continued handling. 

According to  [16], these workarounds typically occur when responsibility 
assignment does not match (or is not conceived as matching) the knowledge required 
for certain tasks (e.g., a purchase clerk might not have sufficient technical knowledge 
to evaluate the available product configurations). Additionally, it might stem from a 
lack of clear responsibility definitions at different parts of the process. One possible 
consequence is a poor level of control (incompliance to the "four eyes rule"). 

Type E – Fictitious Entity Instances  
Workarounds of this type are usually performed by employees to compensate for 
missing or incomplete process definition and support. When certain process steps or 
variants exist bur are not managed and supported within the scope of the process, to 
gain the possibility of monitoring and documentation, fictitious entity instances are 
created. These instances are marked (e.g., ItemID 99999) and serve the employees for 
keeping trace of the unsupported parts of the process.  

As an example, in a student intake process, it is impossible to perform an 
acceptance interview with a candidate before he registers (and has a record). 
However, the candidate might not wish to register before an interview takes place. To 
overcome this, the secretary creates a fictitious registration in order to continue the 
process and invite the candidate for an interview. She immediately assigns the 
candidate to a fictitious room (to mark that the candidate is awaiting an interview).  

Although the intention that drives workarounds of this type is to improve the 
performance of the process, overcoming problems and increasing the level of control, 
it is still an intentional (and systematic) deviation from the defined procedures. 
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Type F – Separation of the Actual Process from the Reported One  
In this workaround type, at a certain stage the process participants continue the 
process manually, possibly until the process is completed. At a separate point in time, 
the actions that were performed (or should have been performed) are reported in an 
orderly manner. This is done in a post-hoc manner, only for the purpose of 
documentation and reporting.  

An example of this kind of workaround can, again, be found in a purchasing 
process. Assume a purchase requisition is waiting for a manager's approval. This 
might take some time, although the chance that the requisition will not be approved is 
extremely low to non-existent. Facing this, process participants might not wait for the 
desired approval and rather move forward with the actual process. Once the approval 
is obtained, the actions that have been performed (e.g., ordering from the supplier) 
can be recorded in a post-hoc manner. 

Situations where such workarounds are performed are characterized by a high 
number of administrative steps that do not make real contribution or affect the 
achievement of the process goal, especially if these steps are likely to cause delays 
and entail long waiting times. It also appears that workarounds of this type are 
common when the process moves back and forth between organizational units.  

3 Detecting Workarounds in an Event Log 

This section examines whether the workaround types discussed above can be detected 
in an event log, and how. We discuss each workaround type and when possible, 
specify conditions that should indicate its occurrence in an event log.  

Type A – Bypassing Process Parts:  
This type is characterized by skipping and bypassing certain process parts. Process 
instances where such workarounds take place are, hence, incompliant with the 
prescribed process model, and can be identified using compliance checking 
techniques. Yet, not every incompliant behavior can be classified as workaround of 
this type. Specifically, we are looking for activities that are performed while their 
immediate predecessor (or predecessors) required by the process model have not been 
performed. The immediate predecessors of an activity can be another activity (if it is 
in a sequence), several alternative activities (in case the activity follows an OR 
merge), or several activities that should all be performed (in case the activity follows 
a synchronization point). We denote the collection of these as PR(a) – the set of 
immediate predecessors of activity a. 

Consider a trace where activity a appears in the ith position. If for all r∈PR(a), r is 
not included in positions 1..i-1 of the trace, then the trace includes a type A 
workaround (bypassing process parts). This is checked for all the activities in the 
trace. 

Note that this is a general condition, and it might be too coarse-grained to capture 
all bypass cases. However, it can be refined and tailored for specific situations. 
Specifically, it might be required to check the existence of the immediate 
predecessors of an activity only in part of the trace, after a certain point. For example, 
if the process includes loops, the immediate predecessors should be found in the trace 
between consecutive occurrences of the activity.  
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Fig. 1 provides an example of a mined model of a purchase requisition approval 
process, where bypasses are marked (arrows 1, 2, and 3). As an example, according to 
the required procedures, the immediate predecessors of Closed are either Authorized 
or Declined.  The mined model indicates instances where neither was included in the 
trace preceding Closed (e.g., Draft ->Closed, or Draft ->Auth Process ->Closed). 
These are classified as workarounds of Type A.  

 

 

Fig. 1. Bypassing process steps in a purchase requisition approval process (Case Study 3) 

Type B – Selecting an Entity Instance That Fits a Preferable Path:  
Process instances where this type of workaround is committed are legitimate instances 
in terms of control flow. In fact, they might seem legitimate in every process aspect. 
Yet, they are not accurate reflections of the real life process. Hence, mining event logs 
cannot detect workarounds of this type. When specific selection types are known to 
exist through domain knowledge (e.g., splitting purchase requests), it might be 
possible to formulate identifiable patterns that would help quantifying these specific 
behaviors, but these would not be applicable for discovering other cases of this type. 
It might be possible that data mining techniques aimed at fraud detection (e.g.,  [17]) 
can be used for this purpose. However, this is beyond the scope of this paper. 
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Type C – Post Factum Information Changes:  
Workarounds of this type take place at certain stages of the process. Specifically, 
update data operations are performed after the data has been used by decision making 
steps (e.g., approval). However, not every modification in the value of a data item that 
takes place after the data has been used in illegitimate (e.g., errors can be identified 
and corrected). For a data update to be considered workaround of this type, three 
conditions should hold: 

(1) An update is performed to a data item that has been used previously in the 
process. 

(2) The previous use was for decision making. 
(3) After the data update, the process instance does not iterate back to the 

decision making step (for revisiting the decision based on the updated value). 

Clearly, these conditions cannot be directly checked in an event log without additional 
domain knowledge that would indicate which data is used for decision making at 
which process steps. Without such indication, skipping reiteration after the update of 
the data would appear like bypassing process steps (workaround type A).  
Using domain knowledge, we can identify data update activities and decision 
activities relying on the relevant data item. 

Consider a data update activity u, and let d be an activity where this data is used as 
a basis for decision making. Assume u appears in a given trace in the ith position, 
while d can appear in position j, j<i. If d is not included in the trace in position k, k>i, 
then this trace includes a workaround of type C.  

Note that more than one decision activity might be needed according to the process 
definition. It should be possible to similarly check the existence of several activities in 
the remaining part of the trace (at least one or all together). 

Area 4 in Fig. 1 provides an example of post factum updates, where purchase 
requisitions that are already closed are reopened for updating their data (update 
activity) and then closed again. One related decision activity that should follow 
reopening is Authorized. In the mined process, 485 of the 660 instances that were 
reopened were then closed (while the remaining ones, which reiterated to approval 
steps, have been filtered out in the analysis). 

Type D – Incompliance to Role Definition: these workarounds are characterized by 
situations where participants perform activities outside the realm of their 
responsibility. Apparently, it is easy to detect such workarounds by comparing the 
user of every activity with the list of users who are permitted to perform it. However, 
these workaround can only take place if the permissions defined in the system are not 
tight enough, so unauthorized users can perform the activities. Hence, for accurately 
detecting these workarounds, the permission assignment should be prepared by the 
process owner independent of the existing system permissions. Based on such list, 
identifying activities that are performed by unauthorized users is straightforward.  

Denoting the set of users who are authorized to perform activity a by AT(a), and 
consider a trace where a is performed by user u. If u∉AT(a) then the trace includes a 
workaround of type D. 
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As an illustration, Table 1 presents the authorized and actual users of activities in a 
process taken from one of the organizations that were studied. As can be seen, some 
activities are performed by unauthorized users. In particular, financial approval (3022 
out of 3326 times performed by the user P9) and final approval (3065 out of 3303 
times performed by P11) are performed by several other users who are not authorized 
to perform them.  

However, it might be that a temporary permission has been granted to, e.g., P8, to 
perform these activities when the employee responsible for them was away. If that is 
the case, then along the time, the instances where P8 performed these activities should 
appear in one or several relatively short periods. This was not found in our case, 
where the instances involving P8 in these activities were scattered along the two years 
whose logs were analyzed. 

Table 1. Authorized vs. actual users of activities  

Activity 
Participant 

Total 
Auth P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 

Create 
PR 

all 454 1185 0 223 1 0 175 343 44 1263 0 3688 

Manager 
approval 

P1 
P10 

376 0 0 0 1 0 0 0 0 1121 0 1498 

Financial 
approval 

P9 0 38 170 35 16 0 0 44 3022 1 0 3326 

Director 
approval 

P11 0 0 0 0 0 0 0 0 0 0 190 190 

Buyer 
approval 

all 0 1119 1308 160 26 0 169 311 3 0 0 3096 

CEO 
approval 

P5 0 0 0 0 3307 0 0 0 0 0 2 3309 

Final 
approval 

P11 1 13 0 2 0 96 9 102 0 15 3065 3303 

Cancel 
PR 

all 11 30 9 1 3 0 20 5 3 8 0 90 

Close PR all 356 1109 1 184 0 0 163 341 3 1125 0 3282 

Reopen 
PR 

all 0 0 0 0 0 0 0 10 0 1 0 11 

Total 1198 3494 1488 605 3354 96 536 1156 3075 3534 3257 21793 

Type E – Fictitious Entities: in workarounds of this type, a fabricated entity instance 
is created, to allow the users manage and document process parts that are not included 
in the formal process (and hence cannot be properly monitored and documented). The 
resulting process instances appear like legitimate process instances (although they 
would typically not cover the entire process, but only specific parts).  
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Following this, mining the control flow of the process would not provide any 
indication of these workarounds. However, employees who perform workarounds of 
this type typically mark the fictitious entities by specific codes, so they can 
distinguish them from real ones. For example, in the student intake process described 
above, fabricated students were always assigned to Room 1000 (which was fabricated 
too). If this "marking" information is provided by a domain expert, the relevant 
process instances can be identified, but this would only serve for quantification of a 
known phenomenon, not for discovery of unknown ones. 

Type F – Separation of the Actual Process from the Reported One: these 
workarounds entail manual performance of process parts (which cannot be reflected 
in the log), and reporting the actions to the system just for the record, at some 
unrelated time. While we cannot tell what actually took place in the (manual) process, 
the post-hoc recording would usually reflect a "normal" and legitimate process 
execution, compliant with the required procedures. 

Still, we suggest that at least some of these workarounds can be tracked by 
situations of substantial delays in the process, immediately followed by a bundle of 
transitions appearing one after the other in an unreasonably short time (as compared 
to the "normal" process transition times, e.g., three activities performed within a few 
minutes). For example, consider the instance of a purchase requisition approval 
process depicted by the log in Table 2. The activity of Director approval takes an 
extremely long time (compared to the activities that precede it), and is followed by 
two activities whose duration is less than one minute. It is reasonable to believe that 
the process has in fact progressed before the Director approval has been formally 
given, and that Approve PR and Close PR are just reported in a post hoc manner.  

Table 2. An example log part demonstrating workaround type F 

Activity Date Start Time Duration  

Create PR 11.10.2011 12:27:00 9 mins 

Buyer approval 11.10.2011 12:36:00 2 hours, 52 mins 

Financial approval 11.10.2011 15:28:00 6 hours, 11 mins 

CEO approval 11.10.2011 21:39:00 10 hours, 10 mins 

Director approval 12.10.2011 07:49:00 15 days, 46 mins 

Approve PR 27.10.2011 08:35:00 < 1 min 

Close PR 27.10.2011 08:35:00 < 1 min 

It can hence be concluded that instances including workarounds of this type might 
seem legitimate in terms of their control flow, but can be detected based on activity 
durations. For each activity a, we need to define an upper duration threshold UDT(a) 
and a lower duration threshold LDT(a). 
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For a given trace, if two consecutive activities a and b are found, such that their 
durations satisfy d(a) ≥ UDT(a), and d(b) ≤ LDT(b), then the trace includes a 
workaround of type F. 

The duration thresholds can be defined based on the log, e.g., by setting a range 
such that the durations of a defined ratio of the activity instances in the log are above 
(or below) that range. Note that the upper threshold might even be slightly above the 
average duration, but the lower threshold needs to be such that the activity cannot 
possibly be executed within this time. Often, there would be several activities, whose 
durations are below the lower threshold, performed one after the other. These would 
be all the activities that have been performed off-line and reported in retrospect. 

4 Application to Real Logs 

The previous section provided means for identifying four of the six workaround types 
in event logs. This section reports the results obtained for logs of five processes taken 
from three organizations over two years. We aimed at addressing processes whose 
roles are similar in different organizations, as detailed in Table 3.  

Table 3. Processes whose logs were analyzed 

Process Title Organization description 
1 Purchase requisition approval Academic organization, 500 employees 
2 Purchase requisition approval Manufacturer of control and monitoring 

systems, 300 employees 3 Purchase ordering 
4 Purchase requisition approval Marketing organization, importing and 

selling medical equipment, 300 employees 5 Purchase ordering 

As discussed in the introduction, we have decided to use Fluxicon Discovery as a 
commercial process mining platform, currently available to organizations. The 
conditions discussed in Section 3 were operationalized using the necessary domain 
knowledge which was obtained from the process owners. The detailed conditions 
were then implemented as separate filters over the event logs. Table 4 provides the 
findings that were obtained. Note that each workaround type was addressed 
separately, so summarizing all types together would not make sense, since there are 
instances where more than one workaround type was detected. Moreover, some 
workarounds can be classified to more than one type. For example, when 
workarounds of type F (actual process vs. reported one) are performed, often the same 
person reports several operations, including ones outside his/her role (thus they can 
also be classified as workarounds of type D). 

As can be seen in Table 4, organizations as well as processes within the same 
organization differ from one another in the frequency of workarounds and in their 
types. In general, workarounds of type A (bypassing) are the most frequent ones. 
Difference among organizations is especially evident with respect to organization 1, 
whose number of workarounds is extremely low in the purchase requisition approval 
process. In contrast, in the other two organizations the purchase requisition approval 
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process has a much higher workaround rate than the purchase ordering process. In 
organizations 2 and 3 the requisition approval process entails a high number of 
workarounds, especially of type A (bypassing). In organization 2, type D 
(incompliance to role definition) is also frequent, and in organization 3, types F 
(actual vs. reported process) and C (post factum information change) are often taken. 

Table 4. Workaround percentage by type 

Organization Process 
Number 
of 
instances 

% instances with workarounds by 
type 
A C D F 

1 PR approval 3688 5.1% 1.3% 2.7% 5.9% 

2 
PR approval 6920 53.2% 8.8% 22.3% 12.0% 
Purchase 
ordering 

4211 6.8% 7.2% 24.4% 12.6% 

3 
PR approval 21289 75.3% 25.0% 3.5% 68.1% 
Purchase 
ordering 

5217 11.9% 4.8% 9.0% 4.1% 

Average in all processes 30.5% 9.4% 12.4% 20.5% 

We note that considering our notion of workarounds, these findings might include 
both false positives, cases that are falsely indicated as workarounds, and false 
negatives, actual workarounds that are not detected. Specifically, we define 
workarounds not just as incompliant behavior, but as one that involves intentional 
defiance of known procedures. Clearly, we have no means for assessing user intention 
from event logs. To this end, we rely on the list of workaround types, which was 
obtained through interviews where users indicated what they perceive as 
workarounds. It might be that the resulting patterns also include incompliant behavior 
performed for different reasons.  

For example, the cases identified as workarounds of type C (post-factum 
information change), might include error corrections (where data should be modified 
to correct the error). According to the regulations, re-iterations to the decision steps 
(e.g., approval) were required. It might be that this was done informally by emails or 
phone calls, but the system has no track of these. Hence, officially these cases are 
considered as workarounds. Similarly, identified cases of type D (incompliance to 
role definition) might include cases were a temporary permission was granted by the 
authorized user. We tried to detect these cases by examining the distribution of these 
occurrences over time. However, one-time permissions cannot be detected this way. 

False negatives would relate mainly to types A (bypassing) and F (actual process 
vs. reported one). Bypasses (type A) can be performed manually (e.g., ordering goods 
by phone) and not reported, while the process as reflected in the log appears to 
progress according to the required procedures. Considering separation of the actual 
process from the reported one (type F), our detection method is based on the 
assumption that this can be reflected in the log as exceptional durations of activities 
(exceptionally long duration of one activity followed by one or more exceptionally 
short durations). This assumption does not necessarily apply in all cases. Specifically, 
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the post-hoc reporting might be performed at different points in time for different 
activities, which would not appear as exceptional activity durations. 

Still, even with these limitations, we believe that quantification like the one in 
Table 4 is valuable for organizations. In particular, it can serve as a starting point for 
investigating the workarounds that are performed and lead to corrective actions that 
should address the reasons that drive these workarounds. The result of such actions 
should be improved processes with improved compliance. 

Finally, we note again that two types of workarounds were not possible to detect 
from the logs, yet they are likely to exist. Being aware of this possibility, 
organizations can apply targeted means for identifying and addressing them. Fictitious 
entities (type E), for example, usually involve practices which are well known among 
the relevant users, sometimes even anchored in departmental documents and 
procedures. Typically, they are marked by specific IDs that would enable the users to 
track them. It should hence be rather easy to specifically elicit them from the 
employees and make appropriate modifications to the process. Intentionally selected 
entity instances (type B) would be more difficult to expose, especially since these are 
performed by sophisticated employees with the intention to avoid the required process 
paths. As discussed, data mining techniques might be of assistance. 

5 Related Work 

While much attention has been given to compliance management in general and 
compliance checking in particular, the specific phenomenon of intentional 
workarounds has not been extensively investigated. Nevertheless, the conditions 
defined here in correspondence with workaround types can be verified by some of the 
existing compliance checking approaches. This section reviews the relevant literature, 
indicating the workaround types that can be detected by each approach. 

Several approaches have been suggested for backward compliance checking. These 
include replaying-based techniques (e.g.,  [21] [4] [6] [7] [8]), where a process is 
replayed on the log against the required process model, and rule checking techniques, 
where rules can be defined using Linear Temporal Logic (LTL)  [3] [13] or Petri net 
representation  [9] [10] [14] [15] [18]. Replaying-based techniques address incompliant 
behavior in general, as opposed to the specific set of behaviors we address in this 
paper. Behavior types that would be detected by these techniques include some of the 
workaround-related patterns, as well as additional ones, such as activity repetition, or 
performance of additional or different activities as compared to the process definition. 
In contrast, rule-based conformance checking can relate to specifically defined rules 
(including those related to workarounds). Hence, we focus on this group of 
approaches. 

 [18] define 15 categories of control-flow compliance rules. Four of these categories 
are relevant in our context of workaround detection. Existence rules limit the 
occurrence or absence of a given event within a scope – these can be used for 
identifying workarounds of type A (bypassing) and of type C (post-factum 
information change). Precedence rules require or limit the occurrence of a given 
event in precedence to another event – these can be useful for detecting workarounds 
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of type A, since a violation of such rule implies that activities have been bypassed. 
Response rules, which require or limit the occurrence of a given event in response to 
another event – can be used for detecting workarounds of type C, where a post-factum 
information change is considered as workaround only if it is not followed by 
reiteration of decision steps. Between rules require or limit the occurrence of a given 
event between two other given events – can be used for detecting bypassing (type A) 
in a process which includes loops. 

These compliance rules can be checked by LTL-based approaches  [3] [13], which 
are easily capable of specifying these kinds of constraints. Petri net-based methods 
specify a rule as a Petri net segment, and then find a best alignment with the log 
 [2] [18] [19]. While LTL-based rules address only the control flow of the process, and 
are thus relevant for detection of the two aforementioned workaround types (A and 
C), the alignment seeking Petri net based approaches can handle other aspects as well. 

 [18] address compliance to data and organizational aspects, which enables 
detecting workarounds of type D (incompliance to role definition). The data-related 
techniques are extended in  [19] to address temporal constraints, which are capable of 
capturing the exceptional activity durations that characterize workarounds of type F 
(actual vs. reported process). It can hence be concluded that the alignment-based 
methods provide powerful means that enable specifying appropriate rules and 
detecting the four workaround types that are reflected in event logs. 

6 Conclusion 

Workarounds are often performed in business processes. Compliance management 
literature has not addressed them as a distinct phenomenon so far, but rather as part of 
incompliant behavior in general. We believe that intentional defiance of known 
procedures should receive special attention, since revealing this behavior and the 
reasons that motivate it can expose many underlying problems that need to be solved.  

A main contribution of this paper is in approaching this issue from a practice 
perspective. As opposed to existing works in the area of compliance checking, which 
focus on the capabilities of technology to be utilized, this paper departs from behavior 
types that exist in practice and are perceived by employees as intentional 
workarounds. It uses six generic behavior types identified in organizations, and seeks 
for technological solutions that can serve for detecting these behaviors. It does so by 
analyzing and characterizing the log patterns that can be associated with the 
considered workaround types. We have specified conditions that enable detecting four 
workaround types in event logs and demonstrated their ability to quantify the 
occurrence of each type in logs of five real-life processes. 

An important finding is the indication of two workaround types that leave no 
recognizable trace in the log and hence cannot be generically identified by process 
mining techniques. Still, additional domain knowledge can be used for defining 
specific patterns that might be identified in logs. This highlights the limitations of 
generic process mining techniques and can guide organizations in further directions 
that need to be taken to completely address the workaround phenomenon. 
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Developing an understanding of the workarounds that take place and particularly 
of the reasons that drive them would be valuable in improvement efforts. Corrective 
actions can include redesigning the processes, improving the data flow, the 
permission and control mechanisms, role definitions, and also training and 
disciplinary actions. This is expected to lead to improved performance as well as 
compliance. 

Future research will aim at investigating the reasons for workarounds, and establish 
relationships between process properties, such as bottlenecks and number of 
participants, and the frequency of workarounds.  
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Abstract. Building a process model is a natural part of the requirements 
engineering (RE) when creating requirements for a computerized 
system/service to support a business process. When the process in question is 
workflowable (i.e. a process in which the order and the flow of tasks/ 
operations/activities can be predefined), there are plenty of modeling 
techniques, notations and tools that can help in this undertaking. These 
techniques, however, are of little use for discovering requirements for support 
of non-workflowable processes in which the information artifacts created in the 
process (e.g. reports, lecture slides, budget documents) are of more importance 
than the flow of tasks/operations/activities. Other types of techniques, notations 
and tools are required in this case. This paper reports on a project of using a 
data-centric modeling approach supported by a computerized tool in RE. The 
goal of the project was to test whether the approach could be useful for the task 
of discovering requirements on a computerized system/service supporting the 
process, and which and how much of requirements could be captured using it. 
The process used in the test is a process of course preparation in the authors' 
own department. The paper reports on the environment in which the project has 
been conducted, results achieved, and lessons learned. 

Keywords: Requirements Engineering, RE, Requirements discovery, business 
process, data-centric. 

1 Introduction 

Following Ian Alexander [1], we consider that all important requirements cannot be 
gathered from stakeholders directly, but need to be discovered, which warrants using 
special techniques and tools different from the ones used for managing already 
discovered requirements. As our concern is requirements for computerized 
systems/services that support business processes, discovering details of the process to 
support is an essential part of the requirements discovery.  

A systems/services can be aimed at supporting an already existing process, or a 
process that needs to be designed or improved alongside with developing a support 
system. Independently of which of the above is the case, it is people who are (will be) 
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engaged in the process who have relevant tacit knowledge that needs to be unearthed 
during the discovery of requirements. Therefore, the role of techniques and tools used 
in the requirements discovery is to facilitate the existing or future process participants 
to reveal the tacit knowledge they possess. According to [1], techniques and tools for 
requirements discovery should be quite simple so that the focus will not be moved 
from discovering requirements to designing the system.  

When there is a good chance that the process to be discovered has a strict order of 
tasks/operations/activities, usual process modeling techniques based on the workflow-
thinking could be tried in the discovery process. These range from simple charts to 
complex workflow diagrammatic languages such as BPMN 2.0, and they are 
supported by a number of modeling tools. However, when the chances that the 
process will be workflowable1 are small, these techniques and tools might not be 
appropriate, and other means should be engaged in the requirements discovery phase.  

In this paper, we consider the problem of discovering requirements for processes in 
which information/data processing by collaborative teams constitutes the core of the 
process. In addition, we do not require such process to be workflowable. We believe 
that for this kind of processes, a data-centric process modeling technique is more 
appropriate as far as process discovery is concerned.  

In this paper, the term data-centric modeling is understood in a broad meaning. 
Namely, as data-centric we consider any process modeling technique that permits to 
start structuring data/information processed in the frame of the process before the 
details of the flow of tasks/operations/activities are known. To this category, for 
example, belong artifact-based modeling [3], data-driven modeling [4] and state-
oriented modeling [5]. Defining folder structures for case-based systems [6] could 
also be considered as belonging to the data-centric process modeling2. 

The goal of the project reported in this paper was to investigate whether a data-
centric modeling technique supported by a computerized tool is suitable as a means 
for discovering requirements for business process support (BPS) systems/services. 
More specifically, we aimed at getting answers to the following three questions: 

1. Whether such an approach is suitable for use in requirements discovery facilitating 
workshops. 

2. Whether the requirements discovered in the workshops could be represented in a 
form suitable for discussing them with a broader audience that includes 
stakeholders who have not participated in the facilitating workshops. 

3. Which and how much of requirements could be discovered with this approach . 

Our search of the works related to the above questions produced no results, thus, to 
the best of our knowledge, the current work is the first attempt to get answers to these 
questions3. 
                                                           
1 As workflowable, we consider a process where the order and the flow of tasks/operations/ 

activities can be predefined. For more exact definition of workfloability see [2]. 
2 The main difference between a data-centric and traditional workflow process modeling is that 

in the former the focus is on information artifacts, e.g. reports, lecture slides, budget 
documents, while in the latter the focus is on operations/activities that produces the artifacts. 

3 Our past experience of state-oriented process modeling [4] lacked proper tool support. 
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Investigation was conducted in the frame of a real organization – department of 
Computer and Systems Sciences at Stockholm University. Though the study has been 
conducted only in one organization, there is a likelihood that the results achieved are 
of general nature; based on the authors' previous experience (see some examples in 
[5]) this particular environment is quite typical for non-workflowable processes. 

The rest of the paper is structured according to the following plan. In Section 2, we 
describe the project settings that include short description of the organization, 
business process under investigation (course preparation process), and project team. 
Section 3 describes our efforts to find a tool to use in the project. Section 4 overviews 
the tool used in the project. Section 5, describes completion of the project. Section 6 
discusses the model built during the project. Section 7 discusses the results achieved 
and lessons learned. Section 8 contains concluding remarks and plans for the future. 

2 The Project Environment 

2.1 The Organization 

The project has been completed in the department of Computer and System Sciences, 
abbreviated to DSV, at Stockholm University. The department is engaged in research 
and undergraduate and graduate teaching of about 5 700 students simultaneously. It 
runs bachelor, master, and doctoral programs in the fields of Computer Science and 
Information Systems. It has about 280 staff members including teachers and 
administrative personal. It also has its own IT department that operates department 
specific software, while the general software is operated by the central IT unit of 
Stockholm University. 

The IT department, besides operating the software acquired from various vendors, 
has its own development unit engaged in developing department specific software. 
The latter includes development of systems that supports teaching and learning. The 
unit does not have a strong tradition of requirements engineering, which results in 
long cycles of getting the system and it users synchronized.  

Modern process modeling tools are not used during requirements engineering 
phase in the department. The systems that support teaching and learning, from outside 
vendors and from own development, are not of the type of process aware systems. 
They have quite reach functionality, but the information on when and how to use the 
functions included in these systems resides mostly in the heads of their users. 

2.2 The Process 

The business process chosen for the study is the process of preparing a course 
occasion to be given by the department. The occasion can be the first occasion of a 
completely new course, or just an ordinary occasion of a regularly given course. This 
business process has been chosen based on the following two reasons: 

−  It is a typical process in the department. 
− The process does not have real computerized support. The results of it are to be 
placed in different systems, e.g. lection slides needs to be made available to the 
students for download. However, these systems do not support course preparation. 
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Below, we present an informal overview of the chosen process. In this overview, we 
also include activities related to giving and evaluating the course. We identify five 
major phases in the course process4: 

1. Planning course includes a number of meetings with involved teachers to decide 
which teaching and learning activities to carry out during the course as well as 
their sequence. The phase also includes deciding and producing the course 
material for the course. Finally, an evaluation form needs to be designed, which 
will be filled out by the students when the course has ended. 

2. Schedule course consists of composing a schedule with dates, times and locations 
for the lectures, lessons and seminar as well as a date, time and location for the 
written exam and other teaching and learning activities. The phase includes a 
number of interactions between the teacher responsible for the course and the 
person responsible for scheduling courses in the department. 

3. Publishing course material consists in printed course material. The printing is 
done by the person responsible for printing. 

4. Learning and teaching includes a number of teaching and learning activities, such 
as lectures, lessons and seminars, managing assignments and carrying out exams. 
It also includes giving feedback on and/or grading reports and exams. 

5. Evaluation includes the students evaluating the course after the end of the course. 
The phase also includes an analysis of the evaluation carried out by the teacher 
responsible for the course. 

2.3 The Team  

The project involved four teachers and one MS student; this group will be referred to 
as the extended group. The major team consisted of two teachers and one MS student 
(all authors of this paper); this group will be referred to as the modeling group. One of 
the teachers had long experience of giving courses in the department, the other one 
was a novice. The student represented the "learning" stakeholders. The additional two 
teachers, referred to as the external domain experts, had long experience of teaching 
in the department. They participated only in the evaluation of the approach’s results. 
They were not involved in requirements discovery, and knew nothing about the 
project beforehand.  

3 Selecting a Modeling Tool 

3.1 Requirements on a Tool to Be Used 

We were looking for a data-centric process modeling tool or a BPM suite of this kind 
that could be suitable for performing multiple Requirements Engineering (RE) tasks 

                                                           
4 Though the process is split in a number of phases, the latter are not being executed in a 

sequence but can run in parallel (see Section 6), which makes the process non-workflowable 
according to [2]. Full analysis of workflowability of this process is not presented due to the 
size limitations, but will be published elsewhere in connection to another topic. 
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[1]. In particular, we looked for a tool that could be used directly in facilitating 
workshops for discovering the following aspects of the process to be supported: 

1. Structure of data/information created and utilized in the process 
2. Data/information flow in the process 
3. Participant collaboration in the frame of process instances 
4. Categories of users engaged in the process and limitation on the data/information 

they can access (read, write, or modify) 
5. Operations/activities included in the process and restrictions on the order in 

which they can be completed 

Additionally, we preferred a tool/suite to be suitable for: 

− Designing a prototype of the system to give future users some understanding of 
what would it mean for them to run a process supported by the system to-be 

− Discussing and recoding process scenarios based on the past experience (process 
cases) 

In addition, we preferred a domain independent tool that could be used for various 
kinds of processes, general administration, teaching and learning, research, etc. 

3.2 Searching for a Tool 

Right from the project start we had one candidate for a tool to be used in the project, 
namely, a cloud-based service called iPB [7,8], developed by ibisSoft with which the 
first author was associated. IbisSoft had the policy of providing a limited demo-
license for research purposes free of charge, so it was easy to obtain access to the tool. 
Though iPB had not been explicitly developed as a data-centric modeling tool/suite, 
our preliminary analysis showed that iPB satisfied the requirements set in the 
previous section.   

Despite having a candidate, we decided to spend some time looking for other 
candidates to be used, in case we can find a better alternative. In preparation for the 
tool selection, we created a list of criteria for tool evaluation. This list is based on the 
requirements from the previous section and general properties of modeling tools from 
the literature, see, for example, [9]. The list includes the following criteria: 

− Availability. Firstly, the tool should be available for usage, e.g. commercially 
available, or as an open source. Secondly, it should be easily accessible from any 
place one can possibly need to have access to it [1]. For our purpose, it would be 
desirable to have a web-based/cloud-based tool.  

− Domain-independence (expressiveness or universality in terms of [9]). The tool 
should be possible to use in different application domains. 

− Completeness [9]. The tool should have means to express all concepts considered to 
be important for the given objective of modeling.  

− Comprehensibility [9]. The models, even the intermediate ones, should be easy to 
comprehend for domain specialists without prior knowledge of business process 
modeling.  
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− Tasks flexibility. The tool should be possible to use for different types of activities 
like modeling, prototyping, scenario testing (see the list in the previous section). 

− Tasks suitability - extension of task flexibility. The tool should be suitable for the 
tasks for which it has been chosen [9], i.e. allows completing them in a convenient 
way. 

− Usage flexibility (or arbitrariness in terms of [9]) – extension of task suitability. The 
tool should not impose hard restriction on its usage, but gives the user freedom to 
choose how to use it. 

− Coherence [9]. Different components produced with the help of the tool should be 
integrated to constitute a whole. 

When searching for a tool, we did not have in mind finding the best possible 
candidate that satisfies the criteria, the first good enough choice would be sufficient 
for us. The goal of the whole project was to test a data-centric approach of business 
process modeling supported by a tool/suite. Which tool to use was considered of 
lesser importance. 

Through the quick search on "data-centric" and "artifact-based" process modeling 
we found a number of research articles, but only two references to potential tool 
candidates, both from IBM - FastPast and Siena described in [3]. Both were 
experimental tools that were supposed to be available for research and education 
purposes, but we found no URL with instructions on how to get access to them.  

As our initial efforts to find an available tool through a general search were 
unsuccessful, we decided to stop the search and use the tool already at our disposal. 

4 The Modeling Tool Described  

4.1 iPB as a Data-Centric Business Process Modeling Tool 

iPB [7,8] was designed as a tool for developing BPS systems/services for loosely 
structured business processes.  One part of such development consists of designing a 
process model that the tool interprets at runtime while providing support for process 
participants. 

iPB consists of two components - Design studio, and Runtime environment. Design 
studio is used for building a process model, while Runtime interprets this model 
helping process participants to run their process instances/cases. 

Process modeling in iPB is based on four main abstract concepts:  Process map, 
Process step, Step form, Form field (additional concepts are described later)The basic 
relationships between these main concepts are as follows. 

−  A process map consists of a collection of named process steps arranged on a two-
dimensional surface called process layout. The layout consists of two areas – (a) the 
upper row called flow-independent steps, and (b) a low area, a two dimensional 
matrix called flow-dependent steps, see Fig. 1. 

− Each process step in a process map has a step form attached to it. 
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− As far as prototyping is concerned, the iPB's runtime system automatically creates a 
system prototype that can be tested by the future end-users. By using visual 
properties of fields, there is a possibility even to design the exact layout of the 
forms to be used in the future system. 

− The run-time system allows also to record and discuss scenarios of the past process 
instances/cases.  

Note that the main difference between iPB modeling principles and that of other data-
centric modeling tools [3,4] is that iPB does not use workflow notation for describing 
the flow of work, which is the case with other tools. The order, when needed, is 
determined by various kinds of business rules. 

5 Building and Demonstrating a Model 

The project presented in this paper included the following activities (a) three 
facilitating workshops were all members of the modeling group met for brainstorming 
discussions, (b) modeling work between the workshops based on the discussions and 
available materials, (c) presentation to and discussion with the external domain 
experts5 who did not belong to the modeling group, and (d) writing a report. 

The main bulk of the domain knowledge needed for the project came from the 
modeling group’s own experience. Additional knowledge came from a study of the 
existing systems used for conducting teaching in the department at the time. The 
traces of the past occurrences of courses in these systems were used to record and 
discuss scenarios of how these occurrences could look like in the new system. 

The first facilitating workshop consisted of informal discussions, the result of 
which was a general description of the course preparation process presented in 
Section 2.2 which was made in a phase-flow manner.  In the second facilitating 
workshop, the first draft of a data-centric process model had been developed, see Fig. 
5. This draft was then extended by designing detailed step forms to some steps in Fig. 
5; this was done before the third facilitating workshop. The third workshop discussed 
the first draft by running a scenario of a recently completed course occurrence. Based 
on this discussion, a list of changes was agreed upon; some of the changes were 
directly made in the iPB model during the workshop. After the workshop, the model 
was changed according to the list and got the form of Fig. 6. Additionally a relatively 
full scenario of a past case was recorded using the iPB runtime system. Details of the 
final model are overviewed in Section 6. 

After completing the changes, the model was presented to the external domain 
experts (both teachers). The presentation consisted of showing the model in the run-
time environment, see Fig. 4 and 3. This was done first by showing how to start 
preparation of a new course occurrence, and then going through the steps of already 
recorded scenario. Then the extended group (modeling group + external domain 
experts) discussed which requirements on the support system where properly 
discovered and which were left outside the model and the prototype demonstrated. 
The conclusions reached in this discussion are overviewed in Section 7. 

The results of the project were reported as master thesis written according to the 
design science research principles. 
                                                           
5 For working definitions of terms modeling group and external domain experts see Section 2.3. 
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The order of steps in the model is mostly given as a recommended order according 
to the layout. We found that it is almost impossible to establish a strict order to which 
all teachers would abide. Though it is highly recommended to have all materials ready 
before the start of the course, it is happened that changes in some materials and even 
in the schedule are done very late, when the course has already been started. The 
business rules where used mainly in its “softest” form – some steps cannot be started 
unless some other ones has been already started, see their effect at runtime in Fig. 4. 

As far as categories of users are concerned, we differentiated two categories: 
teachers and students. Teaches can access all steps, except that they cannot change 
any data in the steps designated for gathering feedback from the students. The 
students will need access to the latter, but not the former except the step Course that 
includes the general information on the course. 

7 Analysis of Results and Lessons Learned - Summary 

Material presented in this section is based on6: 

− Own reflections of the modeling group (the three authors) over their experience 
from the project. This is used to answer the first question from Section 1, namely, 
suitability of data-centered process modeling supported by a computerized tool for 
direct usage in facilitating workshops aimed at discovery requirements. 

− Interviews with the two external domain experts who were presented the results of 
our work, but who did not participate in the facilitating workshops. This is used to 
answer the second question, namely, suitability of the approach for presenting the 
results to the broader audience. 

− Protocol of the brainstorming discussion of the extended group (modeling group + 
external domain experts). This is used to answer the third question, namely, how 
much of requirements could be discovered using a data-centric modeling approach. 

Question 1. We came to the positive answer when considering the following  
self-reflections: 
− It was relatively easy for us to start modeling in a data-centric fashion. The most 

important thing to do was to switch the focus from the task flow as described in 
section 2.2 to the results to be achieved. In our case, the latter was information 
artifacts to be prepared in the process, compendium, lectures slides, etc.  

− Using data-centric approach supported by an appropriate tool inspired our creativity 
during the facilitating workshops. This was due to highly visual way of representing 
data-structures as web forms, and possibility of recording past cases. For example, 
during the third workshop, we discovered that initial presumption that each lecture 
requires only one teacher and one room does not correspond to the practice 
accepted in the department. A lecture can be given more than once in the frame of 
the same course occasion and by different teachers. During the same workshop, we 
came to the idea of introducing students and teachers feedback gathering during the 
course, instead of doing it after finishing the course. 

− We found it quite convenient to hold discussions on data structures separately from 
those that concern establishing restrictions on the tasks/operations/activities flow. 

                                                           
6 Due to the size limitations, only the summary of results is presented in this paper. 
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Question 2. We came to the positive answer based on the positive responses from the 
external domain experts. Namely, using iPB runtime environment constitutes an 
efficient way of presenting requirements discovered in the facilitating workshops due 
to the highly visual means for: 

− representing data structures as web forms, see Fig 3. 
− representing restrictions on sequence of tasks as grey colored boxes that are un-

greyed when situation changes, see Fig. 4. 
− recording past cases that were easy to follow by domain experts who were not 

included in the requirements discovery project. 

In addition, the experts appreciated the functioning system prototype provided by the 
iPB runtime environment when it interpreted the process model. It gave quite good 
understanding of how a process aware system that supported course preparation could 
look like. 

Question 3. During the brainstorming in the extended group (modeling group + domain 
experts) that directly followed the presentation, the consensus was reached that: 

− All five types of requirements that we aimed to capture in Section 3.1 were indeed 
captured in the model to the degree sufficient for starting the system development. 
To these belong (1) data/information structures, (2) data/information flow, (3) 
participant collaboration, (4) categories of users, (5) operations included in the 
process and restrictions on the order in which they can be completed. 

− Some requirements that could be of importance where not captured at all. In the 
first place, this comment concerns requirements on the needs and possible ways of 
integration with already existing systems. In the second place, this comment 
concerns the representation of stakeholders’ goals. While the first comment is of 
importance and need to be dealt with in the future, the second one was outside the 
scope of the project. 

− In addition, the open question remains whether an approach taken in the current 
project can be as good for more complex processes. This comment warrants 
additional testing.  

As far as using iPB as a data-centric modeling tool is concerned, our experience 
shows that it satisfies the criteria listed in section 3.2 sufficiently to be useful in this 
kind of projects (more detailed analysis of this is not presented due to the size 
limitations). However, a more visual means for presenting information flow than just 
field references would be of help in such cases of the tool usage. 

8 Concluding Remarks 

As was stated in the introduction, the goal of the project was evaluating the suitability 
of a data-centric business process modeling supported by a tool for requirements 
discovering. The goal was fulfilled by actually building such a model for a 
representative process with the help of a tool, and presenting it to the stakeholders. 
The analysis from Section 7 shows that the approach is valid, but needs further testing 
and improvement, which will be included in our plans for the future. In particular, 
new testing would concerns using (a) other data-centric process modeling tools, (b) 
other business processes, and (c) other modeling and domain experts teams.  
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Our analysis also shows that having a tool that supports scenario recording and 
prototyping is important. We feel that without these features, the usefulness of the 
approach we suggest will be limited. 

We also believe that our experience report could be of interest for a wider audience 
than the one that is interested in requirements discovery only. Data-centric process 
modeling is a relatively new area, and there is not that much experience on its usage 
reported in the literature. In addition, there is a lack of easily available tools for data-
centric business process modeling (see Section 3.2). Therefore, the example and 
discussions presented in this paper may be of use for any researcher or practitioner 
interested in non-workflow process modeling. Furthermore, to the best of our 
knowledge, there is no accepted definition of what data-centric process modeling 
means and how it differs from other types of process modeling, in particular, artifact-
oriented, data-driven, and state-oriented modeling. Discussion on this issue presented 
in Section 1 may serve as a starting point for clarifying the term and its relationship to 
other types of modeling.  
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Abstract. Business process management (BPM) is becoming more and more 
important for organizations of different sizes. However, the introduction of 
BPM is a non-trivial task, requiring a lot of experience and helpful guidance in 
order to be successful. As existing BPM approaches are usually limited to 
descriptions on a high level of abstraction, they are typically not sufficient to 
support practitioners in this regard. This paper therefore presents a framework 
for the introduction of BPM that aims at providing systematic guidance through 
all the steps of a BPM adoption project. Among other aspects, it especially 
tackles the areas of a systematic method- and tool selection, which often cause 
difficulties in practice. In addition, and more importantly, the paper introduces 
several lessons learned derived from real-world experience made while using 
this framework. As evidence for the value of these lessons can be presented, 
they are considered a helpful contribution for industry and academia to make 
BPM introduction projects more successful. 

1 Motivation 

Organizations in a competitive environment are facing many challenges, such as 
globalization, rapidly changing market demands, high expectations with respect to 
product innovations, flexibility regarding their customers’ wishes, and cost pressure. 
At the same time, they have to fulfill requirements regarding compliance with laws, 
conservation of resources as well as high rates of return for their shareholders. Since 
business processes usually form the core of these entrepreneurial actions, the situation 
described above makes it indispensable for organizations to improve their business 
processes with respect to efficiency, transparency, and agility [1]. This is the point 
where business process management (BPM) [2] comes into play. Recent analyses have 
shown augmented interest in this area [3], and even medium-sized organizations and 
public organizations such as administrations, research organizations, or universities 
have therefore started to adopt the BPM concept.  

However, while there exist plenty of publications that explain the advantages and 
principles of BPM, there exists almost no approach describing how to systematically 
introduce BPM (and supporting toolsets) in an organization with sustainable benefits. 
Moreover, most existing BPM approaches limit themselves to descriptions on a high 
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level of abstraction (see related work in section 2) and are therefore hard to apply for 
less experienced practitioners in industry. Thus, the assumption of many people in the 
BPM community that it would be implicitly clear how to adopt BPM does not hold 
true, and we experienced in several projects that such an adoption is still a big 
challenge. Rather, as this paradigm is quite new, the responsible people in 
organizations usually do not have sufficient knowledge from their educational 
background to adopt BPM without clear guidance.  

Many organizations therefore need costly external consultancy if they want to 
introduce BPM, which is often not feasible for small- and medium-sized enterprises or 
public organizations due to budget restrictions. Such organizations are therefore often 
prevented from benefitting from the advantages of BPM because the entry barriers are 
too high for them. This bears the ultimate risk that they may suffer a loss of 
competitive advantage in the mid-term future.  

On the other hand, when organizations try to introduce BPM without the proper 
knowledge or with inappropriate adoption methods and tools, they risk wasting a lot of 
effort or even leading the entire organization into chaos. This holds especially true for 
the selection of BPM methods and corresponding tools to support BPM-related tasks 
because such methods and tools must be carefully defined to fit the organizational 
culture. For organizations that are not fully aware of the BPM concepts, a detailed 
procedure is therefore necessary to support them in selecting suitable methods and 
tools from the vast quantity of BPM solutions offered. Hence, getting the requirements 
for a BPM method and a toolset that actually fit an organization’s culture is of major 
importance because both are crucial for the overall success of BPM in practice. 

In this paper, we therefore introduce a methodological framework according to 
which concrete BPM adoption projects can be performed in an organization. The 
framework takes all the important steps of a BPM introduction into consideration, and 
resolves the problems mentioned above regarding BPM method definition, tool 
selection, and requirements analysis. Hence, in contrast to the multitude of rather 
technical approaches discussed in today’s BPM community, our framework 
concentrates on the methodological aspects of a BPM adoption. 

The framework and a concrete instantiating guideline defined by the authors (to be 
published) have been successfully applied twice in large industry projects so far. By 
using the lessons learned from the first project in the second, it was possible to 
significantly increase acceptance and avoid pitfalls. Hence, it can be concluded that 
using the framework and the annotated lessons learned may help to increase the 
chances of success in future BPM adoption projects. 

Therefore, and as a contribution that is more important than the framework itself, 
the paper lists and describes these lessons learned for each step of the BPM adoption 
framework in order to provide a helpful contribution for the industrial audience. 
However, as the framework and the lessons learned are also usable as requirements for 
BPM adoption approaches, there is an additional contribution for the academic 
audience to support them in elaborating more advanced methods in this regard. 

The remainder of paper is structured as follows: In section 2, the results of a 
literature review regarding related work in the domain of BPM introduction are 
presented. Section 3 introduces the framework for introducing BPM and the research 
approach according to which it was developed. Section 4 briefly describes two case  
studies in which this framework was instantiated. In section 5, the lessons learned and 
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resulting recommendations for BPM adoption projects are explained. Finally, section 6 
contains the paper’s conclusions and recommended directions for future research. 

2 Related Work 

A handful of papers and books addressing certain aspects of BPM adoption are already 
available. In a literature review, we therefore analyze the strengths and weaknesses of 
the existing approaches, and identify how they are related to the framework introduced 
in this paper. In this regard, we analyzed whether 1) there is a presentation of the 
general idea of BPM, 2) a step-by-step guideline for the BPM introduction is included, 
3) all aspects of an introduction are covered, and 4) all steps are described in detail. 
Furthermore, we checked whether they address 5) requirements analysis for a 
customized BPM method and 6) a BPM toolset. Finally, we investigated 7) how the 
issue of best BPM practices and recommendations is dealt with. Table 1 summarizes 
the findings of our literature review. 

The BPM handbook “BPM Basics for Dummies” [1] by K. Garimella et al. addresses 
various aspects of BPM in general and gives an overview of BPM. The strength of the 
book is the presentation of various BPM best practices and pitfalls, which may enable 
organizations to introduce BPM more successfully. In addition, it contains an abstract 
procedure for the introduction of BPM. However, only a small selection of aspects is 
presented, and neither details nor a concrete step-by-step guidance are provided.  

The main part of the whitepaper “BPM Governance” [4]by A.-W. Scheer et al. is 
the presentation of a BPM lifecycle depicting how to apply BPM in organizations. 
Additionally, several so-called key elements and best practices are mentioned. 
Furthermore, the establishment of a “BPM Center of Excellence” is recommended. 
This institution should support the governance of BPM in an organization and offer 
various services, such as methodologies, tools, and communication activities. Finally, 
the paper describes how to establish BPM governance. This part contains all the 
important steps of BPM introduction; however, it is only very coarse-grained and does 
not include requirements analysis for a customized BPM method or toolset. 

The whitepaper “How to get started with BPM” [5] by Software AG presents the 
concept of a “process improvement life cycle”, describing several phases from the 
identification of business processes to the implementation of designed to-be processes. 
The first steps of BPM introduction include an assessment of the corporate culture, 
which influences the introduction strategy, and the finding of sponsors to support the 
introduction. The paper presents the general ideas of BPM and its introduction. 
Nevertheless, it stays on a high level of abstraction, and neither requirements analysis 
for the BPM method nor a toolset are touched. 

The whitepaper “BPM adoption scenarios” [6] by B. Portier consists of several 
BPM introduction scenarios, which are presented to extensively describe best practices 
helping organizations in similar situations. The addressed topics include process 
modeling and implementation with appropriate tools, the establishment of 
collaboration among employees, and the permanent managing and monitoring of 
business processes. However, only general ideas in the form of these scenarios are 
contained in the paper, while no step-by-step guidance is given. In addition, the paper 
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mentions some requirements for toolsets, but provides no considerations on how to 
make an analysis or selection of tools. 

The book “BPM Concepts, Languages, Architectures” [2] by M. Weske presents a 
more detailed methodology for the introduction of BPM. The approach consists of 
seven phases and covers mostly the important steps that are also included in the 
framework of this paper. The description of the phases contains general information on  
what to do, but in some cases it is not specified how exactly to achieve certain results. 
The selection of tools is included in this approach, but it does not consider a way to 
systematically analyze requirements for them. 

The dissertation “Business process-based Requirements Specification” [7] by J. 
González contains an approach on business process-based requirements engineering 
and object-oriented modeling of information systems. Here the aspects of requirements 
engineering, in particular regarding the elicitation of the as-is situation and the 
transformation to to-be processes, are described in detail. However, further aspects in 
the context of BPM introduction are not touched at all or only in passing. 

The book “Business Process Management” [8] by J. Jeston et al. contains a 
complete approach for the introduction of BPM. It consists of ten phases, which cover 
all the relevant steps in detail, including extensive step-by-step instructions. Best 
practices are contained as well. Nonetheless, the focus of this approach lies on the 
development of a proprietary BPM suite, which is why the analysis and selection of 
existing tools is not included. Additionally, it does not support prioritization and 
decision-making by providing contain concrete formulas and calculations. 

Table 1. Overview of Related Work 

Authors G
en

er
al

 id
ea

 
of

 B
PM

 

St
ep

-b
y-

st
ep

 
gu

id
el

in
e 

fo
r 

in
tr

od
uc

tio
n 

C
om

pl
et

e 
co

ve
r 

of
 a

ll 
as

pe
ct

s 

St
ep

s 
de

sc
ri

be
d 

in
 

de
ta

il 

R
eq

ui
re

m
en

ts
 

an
al

ys
is

  f
or

 
B

PM
 m

et
ho

d 

R
eq

ui
re

m
en

ts
 

an
al

ys
is

 f
or

 
B

PM
 to

ol
se

t 

B
es

t p
ra

ct
ic

es
 

an
d 

le
ss

on
s 

le
ar

ne
d 

Garimella ✓ (✓) ✓ 
Scheer ✓ ✓ ✓ (✓) 
Software AG ✓ ✓  

Portier (✓) ✓ 

Weske ✓ ✓ ✓ (✓)  

González ✓ (✓) (✓) ✓  

Jeston ✓ ✓ ✓ ✓ (✓) ✓ 

Thus, as Table 1 shows, there exists some work related to the introduction of BPM 
in an organization. However, most of these approaches stay on a very general level and 
do not elaborate the details, and can only be used as an entry point for a company to 
get a rough insight into the subject of BPM. Especially the whitepapers of BPM 
vendors are not really useful without additional information or consulting. Despite 
some very in-depth guidance, such as in the handbook by Jeston mentioned above, the 
lack of papers or books addressing the topic of systematic BPM tool selection is 
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remarkable. In addition, the analysis of requirements for customizing a BPM method 
and selecting an appropriate BPM toolset is hardly considered in the existing literature.  

Besides the analyzed resources, a huge amount of work has been done with respect 
to BPM in general or on particular BPM methods. This is important for an organization 
to determine whether it makes sense to tackle BPM adoption and invest money in this 
area at all. However, the introduction of BPM itself is addressed much less intensively 
and, thus, motivates the need for a systematic framework to support such an endeavor.  

3 A Framework for Introducing BPM  

As shown in the previous section, according to the authors’ experiences made in real 
projects, no existing BPM approach completely addresses all steps that are important 
for introducing BPM in a sustainable manner. In this section, we therefore introduce 
our methodological framework for the stepwise introduction of BPM in an 
organization. The framework forms a holistic approach in this regard and guides the 
entire BPM adoption process starting with the initial idea until the final rollout of an 
organization-specific BPM method and a supporting toolset. By taking into account 
concrete requirements engineering techniques for capturing the expectations of an 
organization, the framework particularly aims at guiding the responsible persons 
through all steps of BPM introduction in a systematic and traceable manner, which is 
vital for the project’s success. 

The framework presented in chapter 3.2 is only an abstraction from the concrete 
method we developed to guide BPM adoption projects. In contrast to known existing 
approaches in the literature, these guidelines do not only cover step-by-step 
procedures, but further information such as responsibilities for individual tasks, in- and 
outputs, or pre- and post-conditions for each activity and are therefore much more 
detailed. Unfortunately, due to space limitation, only a brief overview of the 
framework can be provided in this paper. 

3.1 Research Approach 

The BPM introduction framework was elaborated by using the five steps of “action 
research” as proposed by Susman [9]. According to this approach, we first identified 
the actual challenges to be solved when introducing BPM in an organization. These 
challenges were collected in two real projects (see section 4), where we were asked to 
support the internal project teams in establishing BPM. The most important challenges 
we experienced there were  

a) the function-oriented instead of process-oriented thinking of many people 
b) the low trust and high apprehension regarding the advantages of BPM 
c) the unclear implementation of a BPM method in order to actually fit the 

organizational culture and capacities 
d) the procurement of a suitable BPM suite. 

In the subsequent research step of “action planning”, we then collected possible 
solutions to these challenges. This was done by studying the literature in the 
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corresponding areas and combining our own experiences from previous projects, as 
well as our methodological knowledge.  

In the third step of “action taking”, we then instantiated and applied the developed 
framework. We first applied the framework in a medium-sized research institute to 
gather first experience there. In a second iteration of the action research cycle, we 
applied an improved version of the framework at a large distributed research campus.  

After each execution, an evaluation of the outcomes took place as a fourth research 
step. By reviewing the work that had been carried out, we analyzed how well the BPM 
introduction framework fulfilled the demands and addressed the identified challenges. As 
the researchers developing the framework were directly involved in its execution, they 
could gain insights into the ongoing activities and judge their success. In the fifth step, 
the lessons learned were then collected in order to define the required improvements.  

The five steps of the action research cycle have been repeated twice so far. The 
lessons learned described in section 5 were achieved after the second iteration.  

3.2 Overview of the Framework 

The framework for the introduction of BPM in an organization consists of several 
steps, whose performance we recommend in order to accomplish BPM introduction 
projects successfully.  

Figure 1 shows an overview of the entire introduction framework and additionally 
displays the interconnections between the individual steps. 

 

Fig. 1. Steps of BPM introduction framework 
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The starting point is the “Initialization and Teambuilding” step where the idea of 
introducing BPM is born and the cornerstones for the upcoming activities are laid. The 
idea can come from any position in the organization. However, to be able to enforce 
the idea, the essential part is to get the approval of top management. If their 
commitment is assured, the introduction project is official launched and an internal 
team is created that will guide the upcoming steps. 

In the “BPM Strategy Definition” step, the established team substantiates the initial 
ideas and analyzes the goals of the organization, the goals to be achieved with BPM, 
and the goals of the introduction project itself. Furthermore, a strategy regarding how 
to achieve these goals is defined and corresponding tasks and activities are planned. 
The strategy must be negotiated with the organization’s top management. Finally, the 
team derives a measurement plan to allow evaluating the success and progress of the 
BPM introduction according to the aforementioned goal definition. 

The following three steps can then run in parallel. During the “IT Analysis” step, the 
current IT landscape of the organization is analyzed in order to identify which existing 
systems are to be integrated into the BPM toolset. 

During the “Role and Method Definition” step, a definition of the roles and method 
related to BPM takes place. A set of process-spanning and process-specific roles is 
defined and staffed with real personnel from the organization. Additionally, an 
organization-specific BPM method has to be defined, which will be applied to manage 
the organization’s business processes. For some parts of the BPM method, like the as-
is analysis and the to-be definition of business processes, the framework already 
contains a proposal for the corresponding steps. For the remaining parts, references to 
existing approaches in the literature or tailoring guidance on how to elaborate specific 
BPM activities for organization-specific needs are provided. 

In the “Process Identification and Prioritization” step, a decision is made on which 
business processes will be further investigated as pilot processes during the BPM 
introduction project, as covering all processes is neither economically feasible nor 
necessary. Therefore, the existing business processes are captured and prioritized in order 
to identify those business processes that are suitable for the pilot process analysis. 

During the “Pilot Process Analysis” step, which starts after process identification 
and prioritization as well as role and method definition have been completed, these 
pilot business processes are then worked on. In a first sub-step, they are analyzed to 
figure out how they are currently being lived in the organization. This is done by 
performing an elicitation and an analysis of the as-is situation, followed by a 
specification and validation phase together with representative process participants. In 
a second sub-step, the processes are then transformed into improved to-be processes by 
considering the capabilities of modern BPM tools.  

When the pilot process analysis is completed for the first selected pilot process, the 
experiences are collected in the “Learning from Experience” step. The aim is to gather 
all the experiences related to the application of the BPM method in order to use it for 
adapting the role and method definition towards an approach that fits the 
organizational context very well. Hence, corresponding retrospective meetings are 
performed continuously, i.e., after the analysis of each remaining pilot process. 

In the “Selection of Tools” step, a BPM toolset that which fulfills the organizational 
needs in the best possible way must be chosen. Therefore, the results of the IT analysis, 
the role and method definition, and the pilot process analysis are used to derive a set of 
corresponding requirements on the BPM toolset. Based on the derived set of prioritized 
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requirements, a pre-selection of possible tenderers is then performed in order to reduce 
the mass of existing offers to a manageable number. Afterwards, proofs-of-concept 
with the remaining BPM toolsets take place in order to test them extensively regarding 
their suitability for the organization. Based on the results of the tests, a procurement 
decision is made. 

Finally, in the “Introduction of Tools” step, the selected BPM tools are introduced 
into the organization. This includes not only the installation and integration of the tool, 
but also the necessary training to enable the employees to use the BPM tools later on. 
Experiences gained after this step are fed back to the role and method definition if 
adjustments to the BPM method are necessary. Then, the organization is ready to run 
BPM in a productive manner. 

3.3 Instantiating Method 

As already mentioned above, we have defined a concrete, instantiating method for 
managing BPM adoption projects (still to be published) besides the generic  
 

Table 2. Example for the description of a step of the introduction method 

Name Purchasing decision 
Goal Making the decision to buy a BPM suite. 
Precondition Show case is completed. 
Input Ranking of BPM suites. 
Involved Stakeholders Members of the total team. 
Procedure 1. Calculate the cost-benefit ratio (CBR) for each of the 

tested BPM suites. To do so, divide the score of the BPM 
suite determined after the show case (compare chapter 
3.9.3) by its price, which was elicited during the self-
disclosure. 

 

To normalize this value, divide it by the highest CBR 
value in order to get a value between zero and one for 
each tenderer. 

max  

2. Rate the tenderer’s experience and stability (EaS) on a 
scale from one for very poor to five for very good. To do 
so, make use of information about the company such as 
its economic situation, the tenderer’s references and 
experiences. This information has been gathered during 
the self-disclosure. To normalize the value, divide it by 5. 

5  

3. … 
Output Recommendation to buy one particular BPM suite. 
Post-condition Decision to get one particular BPM suite is made. 
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methodological framework. This method is designed to give a prescriptive guideline in 
order to enable practitioners to run BPM adoption projects in a repeatable manner. For 
this purpose, detailed information on what has to be done when, how, and by whom, 
including decision procedures, moderation guidelines for workshops, formulas for 
various calculations, inputs, outputs, pre- and post-conditions for activities, etc. are 
provided. An example of how the steps are described is depicted in Table 2. 

4 Real-World Application Studies 

The framework, respectively the aforementioned instantiation, has been applied in two 
large projects so far. The context of these projects is briefly depicted below. 

4.1 Engineering Institute 

The first project started in late 2010 and took place in an institute dealing with 
engineering consulting. The institute is organized into eight departments with around 
250 employees in total. The overall motivation of the institute for introducing BPM 
was the low effectiveness and efficiency of supporting business processes, as this 
resulted in low process compliance and dissatisfaction among the employees. In 
particular, too much effort was spent on administrative or supporting issues, which 
negatively affected the results of the core processes. After motivating top management 
to think about BPM, a BPM core team was established in the organization involving 
administrative people as well as external experts (i.e., two of this paper’s authors). 
Together with the management, this team defined precise goals for the BPM 
introduction and derived a clear strategy for what the organization wanted to achieve 
by using this paradigm. Based on this, the core team then started involving further 
stakeholders from other departments such as the head of the administrative department 
or administrators from the IT department. With the former person, an initial business 
process map was created using brainstorming techniques before systematic 
prioritization took place in order to determine which processes should act as pilot 
processes. With the IT administrators, the constraints given by the IT landscape (e.g., 
hardware, backup systems, firewalls, LDAP, etc.) as well as the most important 
information systems to be potentially integrated into a BPM suite were then identified. 
In parallel, the core team tailored the BPM method and the role model proposed by the 
authors to the given situation at the institute. Most importantly, concrete persons within 
the institute were assigned to the cross-cutting and process-specific roles prescribed by 
the framework in order to determine the stakeholders to be involved in the next BPM 
adoption steps.  

Together with the people assuming a process-specific role in the (three) identified 
pilot processes, these processes were then analyzed in detail. Both the as-is and the to-
be analysis took place in joint workshops lasting two hours each. In between, the core 
team elaborated the information gathered, specified the pilot processes in their as-is 
respectively to-be state, and conducted validation interviews with the stakeholders. 
After each workshop, a retrospective meeting was held in which the procedure for the 
next workshop was defined based on the lessons learned.  
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Based on the results of the pilot process analysis and the consideration of IT 
constraints, an initial set of requirements for a BPM suite to be procured was derived 
by the core team. Furthermore, the core team elicited additional requirements from 
people who had been assigned to the cross-cutting BPM roles before. The purpose of 
this additional elicitation was to understand their functional and non-functional 
expectations concerning software support for generic BPM activities like process 
modeling, process implementation, process controlling, etc.  

The final list of requirements was then prioritized and used to contact potential 
BPM suite vendors. From nine contacted organizations, five organizations were 
preselected and invited to present their solution and to explain how they would deal 
with the stated requirements. Based on the impressions gathered during these 
presentations, a procurement recommendation had to be made to the top management 
because no further effort was allocated for making a more in-depth proof-of-concept. 
Unfortunately, due to political reasons, it was not the recommended solution that was 
finally bought at the end of 2011. In the meantime, and with some corresponding 
challenges, the pilot processes have been implemented and are currently going to be 
brought to production.  

4.2 Large Basic Research Organization 

The second project started in the middle of 2011 and was carried out at one of the 
largest organizations for basic research in Germany. The institution employs more than 
2000 people organized in more than 60 departments distributed over a large distributed 
campus. In addition, the organization accommodates and involves several thousand 
guest researchers per year in its core research and development activities. The overall 
motivation of this institution was to establish a process-oriented culture in order to 
perform the high number of internal processes much more efficiently and with much 
higher transparency for all involved people. After getting commitment from the 
organization’s top management, a core team staffed by people from the internal 
process department and external experts (the paper’s authors) was created. According 
to the proposed framework, the core team then started to identify and select business 
processes to be treated as pilot processes during the adoption project. Important criteria 
were quick wins when implementing these processes, representativeness for the 
organization’s processes in general, and a crossover nature in order to be able to 
involve people from different departments. In parallel, the 15 core IT systems were 
identified and analyzed in terms of their suitability for integration or even replacement 
by an integrated BPM suite. Furthermore, the core team defined an initial BPM method 
to be used for the pilot process analysis and identified and involved people acting as 
process-specific roles for the pilot processes.  

Unfortunately, it was not possible to determine people to take over the cross-cutting 
roles: Top management was not willing to set up a BPM organization as long as no 
decision basis had been provided yet by means of a procurement recommendation. 
Together with the involved people, a pilot process analysis then took place; again 
separated into an as-is and a to-be analysis phase. However, in contrast to the first 
project, much more effort was needed here. So, for each pilot process, up to three 
workshops were needed for the as-is, respectively to-be phase. The reason was that 
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there was a multitude of department-specific variants, which had to be aligned and 
negotiated. Thus, several lessons were learned that required the core team to adapt the 
analysis procedure continuously. Based on the identified characteristics of the pilot 
processes in their indented to-be situation as well as on the results of the IT analysis, 
requirements for a BPM suite were then derived. However, as no people were assigned 
to the cross-cutting roles, e.g., for process modeling or implementation, the core team 
had to derive requirements from these perspectives on their own. In this context, the 
reuse of requirements specifications from the first project was helpful to complement 
the initial set of requirements by adding BPM-task-specific issues. Instead of 
contacting BPM vendors directly, an official request for proposals was made by the 
organization. After making an initial pre-selection based on hard K.O.-criteria, 13 
remaining vendors were invited to give a brief demonstration. Based on further criteria 
checked during these demonstrations, only three vendors made it to the final proof-of-
concept, in which dozens of real-world scenarios were played in order to test the 
solutions for their suitability in the organization. Thus, a well-founded procurement 
decision could be made at the end of 2012. 

5 Lessons Learned and Recommendations 

The lessons described in this section were learned after applying the framework in the 
two aforementioned BPM introduction projects. We publish the lessons learned for two 
reasons: 

1. To invite other researchers to contribute their ideas to continuous 
improvement of this framework.  

2. To inform practitioners dealing with BPM adoption for the first time about 
good practices and typical pitfalls. 

In the following, we describe our experiences for each step of our method that we 
deem as most relevant. 

Initialization & Teambuilding: In this step, we experienced that it is very important 
to get commitment from management at higher levels (preferably top management) for 
the BPM project. BPM is a strategic issue, which includes cultural changes in the 
whole organization. Effectiveness can only be achieved if processes are analyzed 
across the boundaries of organizational divisions, which can often only be enforced by 
management decisions on high levels. In building the core team for the BPM adoption, 
it is important to choose team members who are technically versed and personally 
appreciated across disciplines and by various hierarchy levels. The core team should be 
able to motivate, influence, and fascinate others to push the project forward. This will 
ultimately increase acceptance for BPM in the whole organization. In addition, it is 
important to release the core team members from other work, so they can focus on the 
BPM introduction. Otherwise, the BPM project might easily lose priority while 
competing with the ordinary daily tasks of the core team members. 

BPM Strategy Definition: It is a central aim to clearly determine why an 
organization is willing to invest in BPM and what BPM is supposed to provide. Thus, 
the goals to be achieved by BPM but also by the BPM adoption project itself should be 
defined precisely. Thus, clear controlling and measurement plans should be derived 
early in order to be able to track progress and success continuously. However, it is not 
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only necessary to define a clear BPM strategy but also to communicate it in the 
organization in order to avoid wrong hopes or fears (e.g., fear of people of losing their 
jobs) that might arise. Ideally, employees should be involved directly in decision 
workshops, because BPM will not work if it is enforced in a patronizing manner. 

IT Analysis: In this step, the analysis should only focus on important parts of the IT 
landscape regarding a BPMS to be procured. Otherwise, too much effort will be spent 
on the analysis of systems of minor importance, which will consume a lot of time and 
effort. The IT analysis should therefore primarily analyze the existing infrastructure 
systems such as LDAP, etc., the existing business applications with which the daily 
tasks are performed, and any further system that is already known to be replaced or 
integrated by a BPMS. 

Process Identification & Prioritization: We experienced that it is important to select 
representative processes with quick wins that are not too complex. Considering 
complex processes during BPM adoption will lead to getting stuck in the process 
analysis without seeing results. This might lead to negative effects like disappointment 
among stakeholders or budget overruns already during the pilot phase, which will cast 
a shadow on the whole BPM initiative. On the other hand, addressing processes with 
low representativeness for an organization’s process landscape or with low value is 
also risky, as such analyses would probably lead to wrong conclusions regarding both 
the required BPMS functionality and the overall improvement potential of BPM. 

Role & Method Definition: As in core team building, it is also relevant for the actual 
BPM role staffing to achieve releases for these roles and make BPM one of their daily 
tasks (or ideally the only one). In this regard, it is essential to consider existing skills 
and competencies regarding business process modeling, controlling, implementation, 
etc. Furthermore, it is important to adapt the overall BPM concept to the actual needs 
of the organization, as every organization has different requirements regarding certain 
aspects (e.g., business process modeling language, elicitation techniques, etc.). In this 
regard, it is essential to ensure that a BPM method fits the organizational work culture. 
For instances, in highly flexible organizations with low standardization, it is very risky 
to roll out an approach that tries to rigidly govern processes. Thus, establishing a BPM 
method without systematic tailoring based on a thorough analysis of the actual 
organizational needs is a risky undertaking. 

Pilot Process Analysis: Regarding the participants to be involved in process analysis 
workshops, we experienced that it is important to make it transparent who is chosen for 
the workshop and why. If possible, other stakeholders may also be informed about why 
they were not chosen. Representatives for all relevant roles of a business process (at 
least process participants and process owners) have to be included in order to get a 
complete picture of the process. For this purpose, we recommend also involving 
superiors as they often have an overview of large parts of the process. Furthermore, 
confidentiality should be claimed and assured at the beginning of each workshop. It 
must also be made clear for the participants that not people and their work are being 
criticized, but only the processes in their current state. These social aspects should lead 
to an open atmosphere, because otherwise information might be repressed, leading to 
wrong process descriptions and requirements. Regarding the performance of the as-is 
analysis workshop, it is not useful to model the processes directly electronically, e.g., 
using a laptop and presenter, because this takes too much time and detracts people 
from discussing the as-is situation. It is also not recommended using a process 
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modeling notation during the workshop because it is quite likely that many of the 
involved people are not able to understand it, even though they will probably not 
complain about that. We therefore recommend using meta-plan methods and cards, as 
these means involve the participants more actively in the creation of the process 
description (a formal language can be used afterwards to document the process in the 
back office). In this regard, it should also be focused on the main flow of the (as-is) 
process, thereby avoiding getting lost in details, exceptions, and branches. We 
recommend regularly reminding the participants that the 80% case of the process 
should be elicited. It is reasonable to identify the exceptions but not to model them in 
the process at this point in time. However, eliciting the perceived strengths and 
weaknesses of the as-is processes from the participants is an important step that should 
not be neglected. 

Regarding the to-be process definition, we made good experiences by creating a 
proposal offline on which the participants can comment in a joint walkthrough. It is 
important to link the identified weaknesses to changes incorporated in the process. This 
makes it clear how these weaknesses will be addressed in the new process, which gives 
the participants a better understanding of what BPM and especially a BPMS is 
supposed to do. However, the recommended or possible process changes should be 
prioritized, as often not all aspects might be realizable within a given time and budget. 
Thus, decision makers should be involved early on. Furthermore, during the to-be 
definition, it is also necessary to explicitly and implicitly define the given exceptions as 
well as clear business rules. In particular, we recommend carefully analyzing the given 
business rules (and especially their enforcement), as overly strict rules may hamper an 
efficient flow of the process (or even block it), which in turn might lead to several 
problems in daily business such as a low acceptance of a BPMS, or uncontrolled 
workarounds. 

Learning from Experience: In order to have an effective retrospective meeting we 
recommend collecting feedback and writing down the experiences continuously, at 
least after each workshop during the pilot process analysis. However, it is not sufficient 
to just track these lessons – the method must also be adapted accordingly. The core 
team should therefore analyze possible alternatives regarding how to avoid an observed 
problem and discuss which solution would be most promising. This is a good basis for 
continuously optimizing the method definition for the organizational context. 

Selection of Tools: In order to filter the high number of possible BPMS tenderers, it 
is essential not just to state clear requirements, but also to define hard K.O. criteria. 
Furthermore, we recommend only inviting tenderers to further presentations that can 
fulfill at least 60% of the stated requirements. The presentations should have a strict 
agenda and timeframe. This prevents lengthy presentations about information of minor 
importance (e.g., pure marketing presentations). After that, the number of tenderers 
should have already been reduced to two to four tenderers, which will then be invited 
to an in-depth proof-of-concept workshop. In preparation for that event, we 
recommend elaborating concrete test cases that are comparable to the daily tasks of the 
organization when using the BPMS later. We propose including challenging scenarios 
to ensure that the tools are tested appropriately in the areas of process modeling, 
process implementation, process execution, and process monitoring. However, in the 
final decision, the economic situation of the tenderer should also be regarded, as well 
as the size and turnover of the company in comparison to the estimated project size.  
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Table 3. Relevance of lessons learned 

Step Lesson learned Relevance 
Initialization 
and 
Teambuilding 

 

Get commitment from management at higher levels Medium 
Choose technically versed and personally appreciated members Medium 
Release the core team members from other work High 

BPM Strategy 
Definition 

 

Determine clearly why the organization invests in BPM and 
what BPM is supposed to provide 

Medium 

Derive clear controlling and measurement plans Low 
Involve employees directly High 

IT Analysis Focus only on important parts of the IT landscape Medium 
Process 
Identification 
/Prioritization 

Select representative processes with quick wins High 

Role & Method 
Definition 

Achieve releases for people taking BPM roles High 
Consider existing skills and competencies Medium 
Adapt the BPM concept to the needs of the organization High 

Pilot Process 
Analysis 

Make transparent who is (not) chosen for the workshops Medium 
Involve all affected process roles (including superiors) High 
Claim confidentiality Low 
Use meta-plan methods to model the process instead of 
doing it by using a laptop and modeling languages 

High 

Focus on the elicitation of the main flow of the process High 
Elicit perceived strengths and weaknesses of the process Medium 
Create a proposal for the to-be process offline and perform a 
joint walkthrough over the process with the participants 

High 

Link the identified weaknesses to changes in the process Low 
Prioritize possible process changes Medium 
Involve decision makers early on High 
Analyze given business rules carefully Medium 

Learning from 
Experience 

Collect feedback and experiences continuously  Low 
Adapt the BPM method continuously based on experience  High 

Selection of 
Tools 

Define hard K.O. criteria to filter tenderers early High 
Only invite tenderers to presentations that can fulfill at least 
60% of the requirements 

Medium 

Have a strict agenda and time frame for the presentations High 
Select only up to four tenderers for a proof-of-concept Medium 
Elaborate test cases that are comparable to daily tasks and 
include challenging scenarios 

High 

Consider the economic situation of the tenderer Medium 
Introduction of 
Tools 

Share team members’ knowledge with their successors Medium 
Define a clear rollout strategy and a strategy for the time 
after the BPM adoption project 

High 

 
Here, it should be checked whether the tenderer is really able to provide a solution that 
is not only appropriate technically, but also with regard to service levels, for example. 

Introduction of Tools: If members of the core team will be substituted by other 
personnel after the adoption project, it is important for them to share their knowledge 
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with their successors promptly to ensure fluent transition between the introduction and 
future BPM activities. Furthermore, a clear rollout strategy (e.g., installing, 
configuring, training, etc.) must be defined and followed; as otherwise, the project 
might get stuck close to the end. Especially when the core team is released from its 
responsibilities, it must be clear who will further drive and manage the BPM activities. 
Without a motivated, skilled, and acknowledged person to do this job, the 
aforementioned investments are jeopardized. Thus, it is essential to define a clear 
strategy for the time after the BPM adoption project. 

In Table 3, we summarize our lessons learned and assess their relevance based on 
practical experience from the aforementioned case studies and further projects. High 
relevance means that we run into problems when not following a lesson while we did 
not run into these problems when following it. Medium relevance means that when 
applying a lesson we experienced success, while we made no experience when not 
following it. Low relevance means we did not notice any difference, no matter whether 
we applied a lesson or not. 

6 Conclusion and Future Research  

An increasing number of organizations are currently interested in adopting business 
process management (BPM) to gain a competitive advantage by exploiting the benefits 
of this paradigm.  

However, while there are plenty of publications dealing with BPM aspects in the 
area of notations, technologies, activities, or governance / management issues, methods 
or guidelines that explain how to introduce projects with sustainable results are rare, or 
described only on a very high level of abstraction. The majority of organizations have 
no staff with solid BPM experience, which represents a high entry barrier, as it bears 
the risk of running into problematic pitfalls if no investment is made in external 
consultancy. 

Existing approaches like the handbook of Jeston [8] already cover to some extent 
the steps of BPM adoption as proposed in our framework. However, in some crucial 
aspects we made different experiences in practice, and therefore include them in our 
framework. For example, in contrast to using a combination of laptop and video 
projector for business process elicitation as suggested by Jeston, we experience the 
achievement of much better results by using the (informal) meta-plan method, as 
indicated in the lessons learned. 

The purpose of this paper is therefore the provision of a methodological framework 
(based on practical experience) for guiding practitioners through the typical and most 
important steps of BPM adoption. Thus, for each of these steps, we presented our 
lessons learned gathered in two large real-world projects in order to provide 
practitioners with some insights when running their own adoption projects. Thus, it is 
expected that typical pitfalls can be avoided and that greater project success becomes 
realistic. However, the lessons learned also indicate areas where future research and 
development are worthwhile. Thus, our paper aims at providing first ideas for 
researchers based on our experience in this regard. 

For the future, empirical studies are planned in order to provide more evidence of 
the advantages of our methodological differences in comparison to other approaches. 
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Abstract. The static analysis of source code has become a feasible solution to 
obtain underlying business process models from existing information systems. 
Due to the fact that not all information can be automatically derived from 
source code (e.g., consider manual activities), such business process models 
may not entirely reflect the original behavior of the organization. This paper 
provides a technique to repair such business process models on the basis of 
event logs collected during the execution of information systems. The technique 
detects missing sequence flows regarding the event log and tidily adds these se-
quence flows to the target business process model. In order to enhance its appli-
cability, this technique is tool-supported. Additionally, this paper provides a 
case study with a real-life system to demonstrate its feasibility. 

Keywords: process models, source code mining, event logs, repairing. 

1 Introduction 

Business process management enables organizations to become more efficient, more 
effective and more readily adaptable to changes than traditional, functional manage-
ment approaches. Business processes describe the organization’s operations, as well 
as the roles and resources involved [1]. Sometimes, however, business processes 
models do not explicitly exist in an organization. And even if an organization has 
created models of its business processes, these could be outdated and misaligned with 
the actual activities. In cases where business activities are supported by information 
systems, reverse engineering techniques can be used to obtain business process mod-
els from these. This is often an attractive practice, since existing information systems 
may embed business logic in their source code. For this reason, business process ar-
cheology has emerged as a set of techniques and tools to mine business processes 
from source code. Source code contains a lot of business knowledge that has been 
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embedded during the information system maintenance. Thus, business process arche-
ology represents a good start point for business experts, requiring less effort than 
modeling from scratch. One of these techniques is MARBLE [2], which is based on a 
model-driven approach, and uses the KDM (Knowledge Discovery Metamodel)  
standard to represent intermediate models.  

While the analysis of source code allows the acquisition of embedded knowledge 
that is not present anywhere else, their application may entail a semantic loss due to 
the increase of abstraction level [3]. Business process models obtained in this way can 
therefore be incomplete, could contain irrelevant information, or may even contain 
ambiguities that decrease their understandability. The improvement of such a 
processes model is necessary to address these problems, which helps to have them 
better reflect reality [4]. To enrich the semantics of business process models it is ne-
cessary to consider alternative sources from which to extract knowledge. Event logs 
form one such candidate. In an opposite way to business process archeology, process 
mining techniques aim at obtaining useful information from event logs by means of 
process discovery, conformance checking and model enhancement [5, 6]. These event 
logs are recorded by information system such as enterprise resource planning (ERP) 
or customer relationship management (CRM) systems, among others, i.e., process-
aware information systems (PAISs) [7]. Organizations may also operate traditional 
(non-process-aware) information systems supporting their business processes, which 
do not record any event during execution.  

This paper presents a technique to repair business processes models as obtained by 
a static analysis of source code by capturing additional information from event logs. 
To develop the technique two assumptions based on our previous work were taken 
into account: (1) business process models, capturing a static viewpoint, are obtained 
by means of MARBLE, an adaptive framework to recover the underlying business 
process models from legacy information system; and (2) event logs, representing a 
dynamic viewpoint, are obtained by means of the technique proposed by Pérez-
Castillo et al. [8] in which event logs are generated from non process-aware systems, 
which enables a process mining approach. Business process models obtained with 
these two different techniques display similarities as well as differences. Hence, our 
proposed approach finds similar tasks in both models in order to detect missing se-
quence flows by comparing both artifacts, i.e. those sequences flows that can be in-
ferred from the event log but which are not in the initial business process model. The 
detected, missing sequence flows are incorporated into the target business process 
model, making it more complete and accurate regarding to the event log. The actual 
improvement obtained after this repair step is evaluated in the paper through a case 
study using a real-life information system. The case study’s results show that the re-
paired business models are indeed more accurate and more complete than the initial 
model as retrieved by reverse engineering. 

The remainder of this paper is organized as follows: Section 2 presents related 
work. Section 3 introduces the proposed approach to repair business processes models 
using event logs. Section 4 shows some preliminary results provided by the proposed 
approach using real-life systems. Finally, Section 5 presents the conclusions and  
directions for future work. 
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2 Related Work 

In the literature, various techniques are described to obtain business process models. 
Some of these techniques consider dynamic analysis, which obtain process models 
from the event logs that are recorded during system execution. These logs represent 
the actual system performance and several algorithms can be used, such as the alpha 
algorithm proposed by Van der Aalst et al., a genetic algorithm proposed by De Me-
deiros et al., a heuristics algorithm proposed by Weijters et al., among others, to mine 
the business process [9-11]. The event logs used by these algorithms are obtained 
from process-aware information systems (PAISs) [7], i.e., information systems whose 
nature facilitates the direct registration of events throughout process execution. Al-
though information systems that are not process-aware do not automatically record 
event logs, such logs can be obtained by hand or by injecting code to trace by tech-
niques as proposed by Perez-Castillo et al. [8]. These event logs are generated when 
the information system is running, and describe which tasks are executed and in what 
order for a certain time period. The downside of such event logs is that not all func-
tionalities can be captured, i.e. only tasks that have been carried out at the time of 
executing the injector. That is, if the injector stores the event logs for a year it is not 
possible to recover the tasks that are executed, e. g., two years back, or it may not be 
able to recover those tasks that hardly ever occur but are important for the system. 

 Apart from dynamic analyses, a static analysis has been proposed. Static analysis 
obtain process models through the syntactical analysis of the source code, e.g. by Zou 
et al. [12]. They developed a framework based on a set of heuristic rules to extract 
business processes following model-driven development. The framework statically 
analyzes the legacy source code and applies the rules to transform pieces of source 
code in business process elements. Although this work is based on the MDA (Model-
Driven Architecture) approach, standards as KDM are not considered. Ghose et 
al.[13], in turn, consider other software artifacts as a set of text-based queries in do-
cumentation for extracting business knowledge, but the approach is not based on the 
MDA. Perez-Castillo et al.[2], use standards in their approach to obtain process mod-
els. They propose MARBLE to obtain a first approximation of business process that is 
especially useful for organizations that have never modeled their processes, while 
their legacy information systems do embed knowledge during its maintenance (know-
ledge that is only present in the source code, not in the documentation). Unfortunate-
ly, the retrieved process models have a low abstraction level, being very close to the 
code level. Furthermore, not all embedded information can be obtained using 
MARBLE. Thus, the recovered process models involve several challenges to address. 

Neither static nor dynamic analysis can obtain the actual and complete contours of 
business processes in an organization. Adriansyah et al. [14] discuss in their work that 
a retrieved model often does not describe the process executions as observed in reali-
ty, e.g., activities in the model are skipped in the log, the log contains events not de-
scribed in the model or the order execution of the tasks are different. This work com-
pares the process model with an event log of the same process. In follow up to this 
observation, Fahland et al. [4] suggest to repair business process with the recorded 
event logs. They obtain subprocesses in event logs not being present in the process 
model and then, insert them where it is missing. This particular work assumes that the 
process model has been discovered by mining process (using event logs) or by hand. 
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However, this is mostly realistic in PAIS settings. The present paper is focused on a 
technique to repair business process using event logs that are also suitable for non-
PAISs. Thus, this work combines the static and dynamic analysis in order to improve 
process models.  

3 Technique for Repairing Business Process Models  

The repair technique combines artifacts obtained from the static and dynamic analyses 
of existing information systems, i.e., a first sketch of business process models and 
event logs collected at runtime. The main goal of the technique is to detect missing 
sequence flows by comparing both artifacts and build an improved business process 
model containing these sequence flows. The technique has been defined under two 
assumptions, which are related to the two previously mentioned techniques. Despite 
these two assumptions, this approach can be adapted to other techniques with which 
to reverse business process models or obtain event logs. 

Assumption 1. One of the assumptions of the repair technique is that the process 
models are obtained using MARBLE (Modernization Approach for Recovering Busi-
ness process from LEgacy systems) [2], a framework for obtaining business processes 
from legacy information systems (LIS for short), focusing on the phase of reverse 
engineering. MARBLE is based on KDM, which is recognized as an ISO/IEC 19506 
standard [15] and allows abstract conceptual representations of the different views of 
the architecture of legacy information systems. Afterwards, this knowledge is gradu-
ally transformed and refined down to the underlying business processes. For this  
purpose, MARBLE is divided into four levels of abstraction and defines three trans-
formations. In order to achieve optimal business process management, MARBLE 
represents business processes by means of Business Processes Model and Notation 
(BPMN) [16]. This notation is a well-known graphical notation and is aimed to be 
easily understandable by system analysts as well as business analysts. 

Assumption 2. The second assumption is that event logs are obtained by the injection 
of fragments in specific parts of the information system to generate an event log file 
during system execution, using the event traces injector proposed in [8]. This ap-
proach generates event logs in MXML (Mining XML) format from non-process-
aware information systems. Although the technique is generic, the supporting tool that 
is used in this work, Event Traces Injector (ETI), has been designed for object-
oriented systems. Event logs are considered as a suitable knowledge source to discov-
er what is really going on in an organization. Each event log is related to a “run” of 
the process, i.e., a process instance, and provides additional information about the 
resource executing or initiating the activity, the timestamp, or data elements. Process 
mining [17] aims at knowledge extraction from event logs available in information 
systems. Among the available process mining techniques, this paper uses the Heuris-
tic Miner algorithm. The Heuristics Miner proposed by Weijters et al. [11] uses a 
heuristic approach to provide the control flow of the information system from an 
event log. It is usually applied to real-life data with not too many different events, or 
for carrying out further analysis in PROM [18]. 
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Fig. 1 shows the sequence of steps carried out to obtain an improved process model 
(‘Process model’). The start points of the technique are the process model and the 
event logs. The steps are described in Sections 3.1 to 3.4. To facilitate their under-
standing, a running example will be progressively developed in the mentioned sec-
tions. They relate to a real-life information system, in which the technique is applied 
to Villasante-Lab, a company devoted to the chemical analysis of water and waste 
water (cf. Section 4). 

3.1 Step 1: Obtain Info Tasks and Diagrams  

This step analyzes, on the one hand, the business process according the BPMN nota-
tion and, on the other hand, event logs according to the MXML notation. In the 
process model, each diagram (BusinessProcessDiagram) contains several tasks, 
data objects, and inter-connections between these. In event logs, the name of each 
event corresponds to the name of the class to which it belongs and the name of the 
method invoked (nameClass.nameMethod). The nameMethod is considered the 
task name, while the nameClass is considered the diagram name in which the task is 
contained. 

This step obtains which task is included in which diagram. Diagrams are classified 
as fine-grained or coarse-grained diagrams in order to apply different treatments de-
pending on the type of granularity (e.g., in an object-oriented system, MARBLE 
transforms some classes in BPMN diagrams and other as tasks inside another diagram 
while ETI considers each class as a diagram). This classification is made according to 
a proposed limit. This signifies that if a diagram contains fewer elements than this 
limit specified as the number of tasks, then that diagram is considered as a  
fine-grained diagram. 

 

Fig. 1. Technique to repair BPMN using Event logs 
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To continue with the running example, Table 1 shows the diagrams obtained after 
applying both techniques to Villasante-Lab and the number of tasks in each of these. 
As the tables show, most MXML diagrams are fine-grained and contain very few 
tasks (usually one) while the BPMN part contains less fine-grained diagrams. Thus, 
some MXML diagrams correspond (or are equivalent) to tasks in BPMN diagrams. In 
this running example, the limit to characterize fine-grained diagrams is one task. Be-
sides, a task may contain several occurrences in different diagrams as MXML tasks 
getUserManager and setInvoiceManager in Table 1. 

3.2 Step 2: Obtain Similar Tasks  

The information mined from information system using both techniques (MARBLE 
and Event Traces Injector) displays the following differences: 

• Different types of granularity. Depending on the extraction techniques, the dia-
grams show different types of granularity, e.g. in an object-oriented system, 
MARBLE considers some classes as BPMN diagrams, while other classes are con-
sidered tasks inside another diagram, whereas ETI considers classes as diagrams. 

Table 1. Extract of tasks Information. BPMN. 

 Name task Name diagram Type Dia-
gram 

B
PM

N
 

BaseZoneController AddPointAdminController Coarse 
getUserManager BaseUserController Coarse 
getClientManager BaseClientController Coarse 
initBinder AnalysisBean Coarse 
doPrepareView AnalysisBean Coarse 
searchZoneNoHistoricas AnalysisDAO Coarse 
searchZone AnalysisDAO Coarse 
filterUser AnalysisDAO Coarse 
convertDissolutionToDissolutionBean BaseDissolutionController Coarse 
calculateTotal BaseDissolutionController Coarse 
Transform PdfExport Fine 
resolveException ExceptionResolve Fine 

M
X

M
L

 

setZoneManager BaseZoneController Fine 
getUserManager AuthenticationManager Coarse 
getUserManager BaseUserController Coarse 
setRolManager BaseRolController Fine 
setInvoiceManager BaseInvoiceController Fine 
setInvoiceManager BaseLinesInvoiceController Fine 
setDissolutionManager BaseDissolutionController Fine 
getClientManager BaseClientController Coarse 
initBinder BaseClientController Coarse 
searchZoneNoHistoricas ClientManagerImpl Coarse 
doHandle IndexController Fine 
searchZone ClientManagerImpl Coarse 
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• Not Covering the Same Number of Tasks. While the BPMN model contains all 
the business tasks derived from source code, the MXML model only contains those 
tasks executed during the ETI execution during a certain time. The executed tasks 
outside the execution period are not recorded and neither are those tasks that rarely 
occur but are important for the system. Following with the running example, Villa-
sante-Lab, 368 business tasks have been obtained in the BPMN model while only 
96 tasks appeared in the MXML model. This represents that the execution of this 
information system during that time only executed 26% of business tasks of the 
whole instrumented information system. 

• Similar Tasks. The tasks used in these two models also display similarities. The 
great challenge is to know which tasks of the MXML model correspond to tasks of 
the BPMN model (see Fig. 2). This is done by computing the syntactic distance of 
their name labels. When a MXML task is contained in a fine-grained process, it is 
necessary to compare the MXML diagram with each BPMN task (due to different 
granularities) as well as to compare the names of the MXML and BPMN tasks. 

 

Fig. 2. Comparison BPMN and MXML: Diagrams framed in solid line are similar. Dotted 
MXML diagrams are tasks in dotted BPMN diagrams. 
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Thus, step 2 selects tasks that are similar in process model and event logs. The step 
uses the information obtained in the previous step to calculate the distance between 
two tasks of the two artifacts. If the MXML task is contained in a fine-grained  
diagram the distance between the BPMN task and MXML diagram is calculated.  

The syntactic similarity is calculated using the Levenshtein distance [19] of the  
labels as Algorithms 1 to 3 show. 
 
Algorithm 1. Obtaining Similar Tasks. 

1 getSimilarTasks(Info InfoBPMN, Info InfoMXML) 

2  List similarTasks; 

3  for(tb:InfoBPPMN.getTasks()) do 

4   for(tm:InfoMXML.getTasks()) do 

5    if((getSimilarity(tb,tm))>=LIMIT)then 

6     similarTasks.add(tb,tm); 

7    if(tm.getDiagram().getType()==FINE_GRAINE)then 

8     if ((getSimilarity (tb,tm.getDiagram()))>=LIMIT) then 

9      similarTasks.add(tb,tm.getDiagram()); 

10  return similarTasks; 

Algorithm 2. Obtaining the syntactic similarity between task names 
1 getSimilarity (Task t1, Task t2) 

2  double similarity; 

3  double distance = LevenshteinDistance(t1.name, t2.name); 

4 similarity = 1 – distance/max(t1.name.length,t2.name.length) 

5 List adjacentT1 = getAdjacent(t1); 

6 List adjacentT2 = getAdjacent(t2); 

7 for(at1: adjacentT1)do 

8 for(at2: adjacentT2)do 

9 similarity + =(getSimilarity(at1,at2)/10); 

10  return similarity; 

Algorithm 3. Obtaining the similarity between a task and a diagram 
1 getSimilarity (Task t, Diagram t) 

2  double distance= LevenshteinDistance(t.name, d.name); 

3  return 1 – distance/max(t.name.length,d.name.length); 

Table 2. Extract of Similar Tasks 

BPMN Task MXML Task Similarity 
BaseZoneController setZoneManager 1 
getUserManager getUserManager 1 
getRolManager setRolManager 0.923076923 
BaseRolController setRolManager 1 
BaseInvoiceController setInvoiceManager 1 
searchZoneNoHistoricas searchZoneNoHistoricas 1 
searchZone searchZone 1 
filterUser filterUser 1 
searchTypeAnalysis searchTypeAnalysis 1 
searchPointCalibration searchPointsCalibration 0.956521739 
searchLinesDissolution searchLinesDissolution 1 
vote vote 1 
authenticate authenticate 1 
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After applying step 2 and following up with the running example, 45 similar tasks 
were detected, as shown in Table 2. MXML tasks in bold symbolize that these tasks 
are contained in a fine-grained process which are related to BPMN tasks. In this case, 
the used limit for the similarity between tasks is 0.9. 

3.3 Step 3: Obtain Missing Sequence Flows to Be Added  

This step uses the Heuristics Net obtained using PROM tool [18] and the set of simi-
lar tasks to determine which edges are candidates to be inserted. The source and target 
of an edge must be in the same diagram in the BPMN. Algorithm 4 shows the proce-
dure used in this step. For each edge, the source and target task are searched from the 
set of similar tasks (line 5-6). If there are BPMN tasks similar to both tasks (source 
and target), then the occurrence of BPMN tasks included in the same BPMN diagram 
are checked (line 11). If the MXML target task has no similar BPMN task (line 14), 
an intermediate task is then searched (line 15-16). In this case, the obtained edge is 
induced by transitivity. Similarly, if the MXML source task has no similar BPMN 
task (line 25), an intermediate task is also searched (line 26-27). 

To follow up with the running example, in this step 145 edges are studied, obtain-
ing from Heuristics Net. After applying the third step 14 direct edges and 11 edges are 
transitively obtained as is shown in Table 3. However, edges with reflexive flows 
(same source and target) are not inserted in the model since they do not provide  
additional semantics. 

 
Algorithm 4. Obtaining Edges to insert. 

1 getSimilarEdges(HeuristicsNet h, similarTasks) 

2  List similarDirectEdges; 

3 List similarInducedEdges; 

4  for(edge: h.getEdges()) do 

5 List similarBPMNsources = getBPMNSimilar(edge.source, similarTasks); 

6 List similarBPMNtarget = getBPMNSimilar(edge.target, similarTasks); 

7 if(!similarBPMNsources.isEmpty())then 

8 if(!similarBPMNtarget.isEmpty())then 

9 for (Task source: similarBPMNsources) do 

10 for(Task target: similarBPMNtarget) do 

11 if(source.getDiagram()==target.getDiagram() &&  

12 source!=target) then 

13 similarDirectEdges.add(new Edge(source,target)); 

14 else then 

15 for(intermediateEdge: h.getEdges()) do 

16 if(intermediateEdge.source == edge.target) then 

17 List similarBPMNtarget= 

18 getBPMNSimilar(intermediateEdge.target,similarTasks); 

19 if(!similarBPMNtarget.isEmpty())then 

20 for (Task source: similarBPMNsources) do 

21 for(Task target: similarBPMNtarget) do 

22 if(source.getDiagram()==target.getDiagram() &&  

23 source!=target) then 

24 similarInducedEdges.add(new Edge(source,target)); 

25 else then 
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26 for(intermediateEdge: h.getEdges()) do 

27 if(intermediateEdge.target == edge.source)then 

28 List similarBPMNtarget=getBPMNSimilar(intermediateEdge.target,  

29 similarTasks); 

30 if(!similarBPMNtarget.isEmpty())then 

31 for (Task source: similarBPMNsources) do 

32 for(Task target: similarBPMNtarget) do 

33 if(source.getDiagram()==target.getDiagram() &&  

34 source!=target) then 

35 similarInducedEdges.add(new Edge(source,target)); 

36 return similarDirectEdges, similarInducedEdges; 

3.4 Step 4: Insert Missing Sequence Flows  

In the last step, the edges obtained in the previous step (see Table 3) are added to the 
process model. For each edge, its source task and its target task are located in the 
diagram and the sequence flow between both of these does not exist, the sequence 
flow is added. In the running example, 25 sequence flows (SF) are inserted in the 
process model since none of these previously existed.  

Table 3. Sequence Flows to insert 

 BPMN Source Task BPMN Target Task BPMN Diagram 

D
ir

ec
t S

eq
ue

nc
e 

Fl
ow

s 

getAnalysisManager  BaseAnalysisController  AnalysisBean 
BaseAnalysisController  getAnalysisManager  AnalysisBean 
getCalibrationManager  BasePointCalibrationController  BaseCalibrationController 
BasePointCalibrationController  getCalibrationManager  BaseCalibrationController 
doHandle  doPrepareView  AnalysisBean 
initBinder  doHandle  AnalysisBean 
getDissolutionManager  BaseDissolutionController  BaseDissolutionController 
BaseDissolutionController  getDissolutionManager  BaseDissolutionController 
getInvoiceManager  BaseInvoiceController  BaseInvoiceController 
BaseInvoiceController  getInvoiceManager  BaseInvoiceController 
getRolManager  BaseRolController  BaseRolController 
BaseRolController  getRolManager  BaseRolController 
getZoneManager  BaseZoneController  AddPointAdminController 
BaseZoneController  getZoneManager  AddPointAdminController 

T
ra

ns
it

iv
e 

Se
qu

en
ce

 F
lo

w
s PaginateAnalysisFiltered  searchTypeAnalysis  AnalysisDAO 

insertAnalysis  searchTypeAnalysis  AnalysisDAO 
searchAllClient  searchZone  AnalysisDAO 
searchPointSample  PaginateDissolutionsFiltered  AnalysisDAO 
searchTypeAnalysis  searchAllClient  AnalysisDAO 
searchZone  searchPointSample  AnalysisDAO 
searchCalibration  searchPointCalibration  AnalysisDAO 
searchPointCalibration  searchCalibration  AnalysisDAO 
PaginateDissolutionsFiltered  searchLinesDissolution  AnalysisDAO 
searchLinesDissolution  searchSubstanceReactive  AnalysisDAO 
searchSubstanceReactive  searchSubstanceOfAnalysis  AnalysisDAO 
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4 Case Study 

This section provides a case study concerning Villasante-Lab, in particular the system 
presented in the running example. The case study has been conducted following the 
formal protocol developed by Runeson et al. [20] for conducting case studies in the 
software engineering field. The following sections show the stages of this protocol: 
the design, selection procedure, execution procedure and data collection, analysis and 
interpretation, and finally, the threats to validity. 

4.1 Case Study Design 

The object of this study is the proposed repair technique, while the purpose is the 
evaluation of its effectiveness in a real-life context in terms of accurateness and com-
pleteness. The following research questions (RQ) are established in order to carry out 
the case study:  

RQ1:  Are repaired business models more accurate than preliminary models obtained 
by reverse engineering from source code? 

RQ2:  Are repaired business models more complete than preliminary models obtained 
by reverse engineering from source code? 

The case study follows the embedded case study design according to the classification 
proposed by Yin [21], since the case study consists of multiple units of analysis. The 
independent variables used in this study are business processes models. As dependent 
variables, conformance checking techniques are used in order to measure the fit degree 
between event logs and the target business process model after applying the technique. 
Conformance checking compares the observed and modeled behavior (i.e., event log). 
Hence, to answer the question RQ1, the dependent variable is the fitness value which is 
often seen as the most important quality dimension for comparing model and log [17, 
22]. The fitness values vary between 0 and 1. A model has a perfect fitness (i.e., 1) if 
each trace in the event log can be replayed by the process model from beginning to end. 
To address question RQ2, as independent variable the density of the business process 
model is used, i.e., the ratio of the total number of edges in a process model to the theo-
retically maximum number of edges. The density, after inserting sequence flows, can 
only increase therefore this evaluation shows what to extent in a realistic case. RQ1 and 
RQ2 are therefore evaluated by means of quantitative research together with a qualita-
tive evaluation, which focuses on the effectiveness of the proposed repair technique.  

4.2 Case Selection Procedure 

In order to select the case under study the following set of selection criteria are formu-
lated: (1) the system should be a real-life information system currently in production; 
(2) the size of the system should be greater to 20 KLOC (thousands of lines of source 
code) to make it more likely that the system under study supports more than a single 
business process; (3) the system should be written in Java language to be able to  
use the supporting tools (MARBLE and Event Traces Injector). 
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After analyzing a dozen of information systems of partner companies according to 
criteria, the selected case was Villasante-Lab, a web application of 26 KLOC devoted 
to support operations of a chemical laboratory of the water and waste industry. 

4.3 Execution Procedure and Data Collection 

The procedure to carry out the case study consists of the following steps according to 
the proposed technique. Particular details of the execution are shown in the running 
example developed throughout Section 3. 

1. Business process models are mined from the source code using MARBLE. 
2. Event logs are obtained using the Event Traces Injector. 
3. The repair technique is applied using the artifacts generated according to the  

described steps. In order to facilitate its execution, the technique has been  
implemented as a plug-in in the PROM tool. 

4. The fitness in both business process models – the original from information and 
repaired using the proposed technique – is measured using the replayer proposed 
by Adriansyah et al. [22]. This technique is developed as a plug-in in the PROM 
tool. The fitness value is collected to carry out the conformance checking. 

5. After the whole execution, the collected information is statistically analyzed to  
answer the research questions.  

Table 4. Case Study’s statistics 

BP model #tasks Initial Final #inserted 
SF 

Density 
gain Density #SF Density #SF 

GenDAO 6 0.1333 2 0.1333 2 0 0 
XmlExport 11 0.0355 60 0.0355 60 0 0 
GenericViews 1 0 0 0 0 0 0 
Validation 31 0.0448 35 0.0448 35 0 0 
PdfExport 1 0 0 0 0 0 0 
MessageIU 0 0 0 0 0 0 0 
ListenerAplication 4 0.2222 2 0.2222 2 0 0 
Hibernate3DaoSupport 8 0.1429 4 0.1429 4 0 0 
ExceptionResolve 1 2.0000 0 2.0000 0 0 0 
AddPointAdminController 11 0.0175 3 0.0292 5 2 0.0117 
BaseUserController 4 0.0667 1 0.0667 1 0 0 
BaseRolController 2 0.1667 1 0.5000 3 2 0.3333 
IndexController 0 0 0 0 0 0 0 
BaseInvoiceController 18 0.1087 28 0.1159 30 2 0.0072 
BaseDissolutionController 19 0.1082 25 0.1169 27 2 0.0087 
BaseClientController 29 0.1261 80 0.1261 80 0 0 
BaseCalibrationController 18 0.0627 27 0.0650 29 2 0.0023 
AnalysisBean 66 0.0382 255 0.0386 259 4 0.0004 
Analysis 21 0 0 0 0 0 0 
AnalysisDAO 97 0.0265 124 0.0279 135 11 0.0014 
HashUtils 2 0.6667 0 0.6667 0 0 0 
AuthenticationManager 18 0.0342 4 0.0342 4 0 0 
TOTAL 368 0.0096 651 0.0100 676 25 0.0004 
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4.4 Analysis and Interpretation 

After the full execution of the case study, the values of the fitness were collected for 
the business process model. Although missing sequence flows were only detected in 
seven business process diagrams, as Table 3 shows, the fitness was calculated for the 
whole process model. The results demonstrated that the fitness of the repaired BP 
model (0.6064) is greater than the original fitness (0.3804), i.e., the repaired model 
fits 59.41% better to the observed behavior. However, the fitness is not yet close to 1 
since, as was shown in Section 3.2: only 26% of business tasks of the whole  
information system are captured in the event logs.  

Table 4 summarizes the statistics of the case study. Once the BPMN, the MXML 
and the Heuristic Net were available, the total time spent on carrying out the repair 
was 973 milliseconds. In all the cases the density gain (final density - initial density) 
was positive, even reaching a 33.33% gain.  

Hence, the research question RQ1 may be positively answered owing to the fitness 
has increased, i.e., the repaired business models are more accurate than the prelimi-
nary model obtained by reverse engineering from source code. Similarly, the research 
question RQ2 may be positively answered since the final model is more connected 
and therefore more complete. 

4.5 Threats to Validity 

This section presents the threats to the validity of this case study and possible actions 
to address them. The threats are divided in three types of validity: internal, construct 
and external validity. 

Regarding the internal validity, the study considers a process model and event logs 
obtained from an information system. However, the study may be replicated by using 
more information systems, to consider a larger sample of process models. Besides, the 
support tools (MARBLE and ETI) could be a factor that affects the case study results 
since the technique depends on the settings of retrieved process model and event logs.  

With regard to construct validity, the study considers measures to evaluate the re-
search question. Nevertheless, there are other measures in literature that may be used 
instead. Hence, additional measures should be evaluated in the future, such as shown 
in [3]. Another threat to construct validity is the similarity algorithm used in step 2 to 
obtain similar tasks (Algorithm 1). In order to address this threat, other possible simi-
larity algorithms may be considered as e.g., including the semantic similarity. 

Concerning the external validity, this study considers the whole population to be 
business process models retrieved by reverse engineering from legacy information 
systems as well as event logs obtained from the same information system. However, 
the obtained results obtained cannot be strictly generalized to all types of information. 
This threat may be mitigated by replicating the study using systems implemented in 
different platforms. 



 Repairing Business Process Models as Retrieved from Source Code 107 

 

5 Conclusions and Future Work 

Reverse engineering has become a feasible solution to mine business processes mod-
els from existing information systems. Unfortunately, these retrieved business 
processes models entail some challenges that are necessary to address if synch models 
form the basis for properly managing these business processes.  

Incompleteness is one such important challenge to deal with in a retrieved business 
processes model, since data are distributed across several sources. Missing sequence 
flows between elements decreases the understandability of the model since it may not 
reflect the real behavior of an organization. In order to address this challenge, this 
paper present a technique for repairing business processes models obtained from in-
formation systems using event logs. The technique builds on two assumptions: (1) 
business process models, which represent the static viewpoint of the organization, are 
mined by the archeology tool MARBLE, which is an adaptive framework to recover 
business process models underlying legacy information system; and (2) event logs, 
which represent the dynamic viewpoint of an organization, are obtained by means of 
the technique proposed in [8], since event logs cannot automatically be generated 
from non-process-aware systems. Despite these assumptions, the main ideas of this 
approach can be easily adapted to other reverse engineering techniques and platforms. 
In fact, to ensure its feasibility this technique has been validated by means of an in-
dustrial case study. The results of this case study show that the fitness of the process 
model increases after applying the technique, i.e., repairing business process model 
leads to a more faithful representation of the observed behavior. 

Future work will aim at incorporating a mechanism to calculate the semantic dis-
tance between two tasks. Besides, with both mechanisms (syntactic and semantic 
similarity) can be performed a grouping of similar tasks in order to decrease the num-
ber of fine-grained tasks, i.e., those tasks that do not perform a real business activity. 
Finally, a mechanism is called for to detect tasks’ labels which are poor in descriptive 
quality, i.e., those task labels that have several occurrences in the model and do not 
clearly represent their purpose. 
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Abstract. While the maturity of process mining algorithms emerges
and more process mining tools enter the market, process mining projects
still face the problem of different levels of abstraction when comparing
events recorded by supporting IT systems with defined business activ-
ities. Current approaches for event log abstraction most often try to
abstract from the events in an automated way which does not capture
the required domain knowledge to fit business activities. This can lead to
misinterpretation of discovered process models and wrong conformance
results. We developed an approach which aims to abstract an event log
to the same abstraction level which is needed by the business. There-
fore, we capture domain knowledge about event to activity mappings in
a formalized way and propose an algorithm to correctly cluster events
to activity instances. We evaluated our approach in a case study with a
German IT outsourcing company.

Keywords: Process Mining, Abstraction, Event Mapping.

1 Introduction

Process mining is an emerging research field which gets more and more relevant
for application in praxis due to its increasing maturity. Using the event data
logged by IT systems, process mining algorithms discover and enhance process
models or check whether the execution of a process conforms to specification
[1]. Looking at conformance checking and enhancement, it is obvious that the
events stemming from the IT system have to be mapped to the activities de-
fined in the process models. However, the events are typically more fine granular
than the activities defined by business users. This implies that different levels of
abstraction need to be bridged in order to conduct a conformance analysis. Fur-
thermore, such a mapping is not only necessary for conformance checking and
process model enhancement, but also for discovery. The benefit of a discovered
process model can only be fully exploited if the presented results are on an ab-
straction level which is easily understandable for the business user. Nevertheless,
most of current process mining techniques assume that there is a 1:1 mapping
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between events and activities. There are some abstraction approaches which try
to close this gap by preprocessing the event log and automatically finding clus-
ters of events which can be bundled into activities. Yet, these techniques have
limited capabilities when dealing with concurrency and n:m relations between
events and activities and give no or only limited possibilities to correctly refine
such mappings based on domain knowledge.

The contribution of this paper is a systematic definition of this mapping prob-
lem as well as a mapping approach which uses encoded domain knowledge. We
provide the different possibilities to map events to activities and define strate-
gies for merging event instances into activity instances. In contrast to existing
approaches, the method introduced in this paper is designed to deal with con-
currency and to handle n:m relations between events and activities. As there
is no automatism involved in the definition of mapping between events and ac-
tivities, there are no specific requirements to the event log in terms of size or
variance. This event log abstraction approach can be used as a preprocessing
for every process mining technique. Furthermore, we present results from using
different strategies in a service management case study. The results emphasize
the sensitivity of conformance checking to the defined mapping problem.

The paper is structured as follows. Section 2 describes the problem of different
abstraction levels in event logs and process models. Coming from the problem
definition, section 3 introduces the preliminaries for our approach and finally,
the strategies to overcome the gap between abstraction levels of event log and
process model. These are applied to event logs in section 4. In section 5, we show
the results from a case study of a German outsourcing provider where we used
different mapping strategies in order to compare their fitness and to outline the
implications on conformance testing. Related work is discussed in section 6 and
section 7 concludes the work.

2 Background

In this section we illustrate the problem at hand. First, we will look at the
problem from the perspective of the process model. In order to illustrate the
different abstraction layers on design and event log level, Fig. 1 shows a simple
process model with a sequence of activities A, B and C. For each activity we
find a set of related events in the event log. Hence, the activities and events
are in a 1:n relation which is due to the fact, that the event log is on a lower
level of abstraction compared to the designed model. Thus, there has to be a
bridging model in between which is on the same level as the event log and shows
the relations between the events and their relations to the high level activities
defined in the process model. Yet, this model is typically not available and too
complicated to be created. One possible model of these sub activities is shown
in Fig. 1. Here, we assume that all events are mandatory and occur in a strict
sequence. Nevertheless, every other order of these events is possible and could
also include loops, parallelism or exclusions. Furthermore, certain events might
not be mandatory. Note that Fig. 1 also shows that events with the same name
might not always belong to the same activity because they represent some shared
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Fig. 1. Abstraction levels with shared functionality: From design to event log

functionality which is used in different activities. An example of such a shared
activity is the writing of protocols during the execution of an activity. This is
often done for several activities in a process. The bridging model would specify
the process in that detail that each sub activity could be identified with an event.
In the absence of this bridging model, the relationship between events belonging
to the same activity remains unspecified.

Second, we can look at the problem from the perspective of the event logs.
Here, the direction of mapping points from event instances towards identifying
more abstract activity instances. Figure 2 shows the different levels of abstrac-
tion which have to be taken into account and illustrates two different mapping
strategies which lead to different discovered process executions. On the bottom
line we have the unaltered events which have been extracted from the support-
ing IT system. On the top of Fig. 2 the designed process is shown. In the first
step each event reported by the IT system is mapped to an activity from the
designed process model. Applying the mapping to the event log results in a new
event log of the same size where all events have been renamed with the names
of the corresponding activities they have been mapped to.

The fact that multiple event classes may belong to one activity again reflects
that event log and process model do not have the same level of abstraction. Thus,
the mapped event log contains duplicate entries where different events have been
mapped to the same activity name. Looking at the example in Fig. 2, we have
four instances of activity A in the mapped event log. With the knowledge of the
sequential process model we could assume, that each occurrence of A belongs
to one activity instance as long as no other activity occurs in between. Thus,
we might group all adjacent occurrences of A as shown in Fig 2 (a). This again
leads to several instances of activity A. As we do not know whether the process
in reality follows the sequential model, we could also take the approach to merge
all event occurrences of one activity into one activity instance as shown in Fig. 2
(b). Using this strategy raises the problem that we eliminate all loops and rework
from the event log. Hence, both strategies might not be realistic in general. The
question that we aim to investigate is what reasonable strategies for abstraction
are, which aggregate an event log to the same level as a given set of business
activities. Therefore, we investigate the mapping of events to business activities
and the clustering of events to activity instances.
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Fig. 2. Different abstraction results on the instance level

3 Abstraction Approach

3.1 Preliminaries

In this section we introduce the preliminaries on which we ground our work. This
includes the definition of a process model, a process execution and an event log.
Definition 1 formalizes a process model as a tuple of activities, control nodes
and flow relation. Based on this, we introduce the notion of a process execution
in Definition 2. Note that this definition also includes process executions which
do not conform to the process model.

Definition 1. (Process model) A process model is a triplet P = (A,F,C), with

◦ A as a non-empty set of activities,
◦ C as a set of control nodes which is disjoint to set A
◦ F ⊆ (A ∪ C) × (A ∪ C) as the flow relation, which connects activities with

each other and with control nodes to build a directed graph.

Definition 2. (Process execution, process instance, activity instance) Let P be
a process model and A the set of defined activities within this model. A process
execution is any sequence of activity instances â ∈ Â∗.

An IT system which supports process executions typically records events in an
event log. Definition 3 presents the basic concepts of an event log.

Definition 3. (Event class, event instance, event attributes, trace, event log)
Let E be the non-empty set of event classes and Ê the set of event instances.
Each event instance has different attributes (attr ∈ AT ) assigned to it. For each
attribute #attr(ê) refers to the value of the attribute attr for the event ê. A trace
is a list of the form Ê∗. An event log L is a multi-set of traces over Ê, i.e.,
L ∈ B(Ê∗).
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We assume that an event has the following standard attributes (cf. [1]):

◦ #name(ê) refers to the event name and thus, to the event class.
◦ #time(ê) refers to the time when the event occurred.
◦ #trans(ê) refers to the transaction type of the event, i.e. whether the event
has been started or completed.

Furthermore, each trace in an event log is related to a process execution. Note
that the formerly described attributes are only the mandatory attributes we
assume for every event. Other attributes may contain role information or values
of changed database field which might also be used for defining the mapping.

3.2 Event to Activity Mapping

In order to lift an event log to the abstraction level of a corresponding set of
activities, we define a mapping relation M which assigns every event instance
ê ∈ Ê to an activity instance â ∈ Â. Hence, all events in an event log have to be
either mapped onto their corresponding activity or removed from the log.

Definition 4. (Mapping function) Let P = (A,F,C) be a process model which
models the process that has been recorded in event log L ∈ B(Ê∗). Then M : Ê →
Â is the mapping which assigns every event instance from the event log to an
activity instance of a valid or non-valid process execution of P .

Although the mapping function M is defined on instance level, we have to take
both dimensions into consideration: the class level and the instance level. Looking
at these two dimensions, we furthermore have to take into account the cardinality
of the relationship between A and E as well as between Â and Ê. Following these
aspects, we can distinguish the different types of mappings as shown in Table 1

Table 1. Types of mappings on class
level

Relation Class level

1:1 Exactly one event class repre-
sents one activity.

1:n One activity is represented by
different event classes due to
lower level of abstraction in the
event log.

n:1 Multiple activities are reflected
by the same event class because a
certain subactivity is performed
in more than one activity.

1:0 An activity is not recorded in the
event log.

0:1 Event class is out of scope and
cannot be mapped to an activity.

Table 2. Types of mappings on
instance level

Relation Instance level

1:1 One activity instance consists of
exactly one event instance.

1:n An activity instance can be rep-
resented by multiple event in-
stances.

n:1 One event instance reflects in-
stances of multiple activities.

1:0 An activity has not taken place.

0:1 Event instance cannot be
mapped to an activity instance.
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and Table 2. An event to activity mapping is always a combination of both a
mapping on class and a mapping on instance level.

The handling of activities which are not recorded in the log is out of scope of
this paper. Thus, we don’t elaborate on 1:0 relations. Considering 0:1 relations,
there is simply no mapping and the events have to be removed from the event
log. Regarding the mapping of 1:1 relations on class level, we can simply rename
event classes to match the names of their corresponding activities and rename
event instances respectively. In order to illustrate this with the mapping of an
example trace, we assume a 1:1 relation on instance level. Thus, if we assume a
1:1 relation on both levels between event class x and activity a the trace x̂x̂x̂x̂
would simply map to the trace ââââ.

The mapping of 1:n relations on class level is also straight forward. Assuming
the trace x̂1x̂2x̂2x̂3 and the class level mapping xi → a we get the mapped trace
ââââ if we assume a 1:1 mapping on instance level. Looking again at the trace
x̂1x̂2x̂2x̂3, it might also be the case that the second execution of x2 refers to a
different activity than the first execution. This means that on class level we have
multiple activities reflected by the same event class, i.e. a n:1 relation on class level.
Here, the context of the event instances has to be considered to make a decision.
The context can either be defined over the event attributes or the surrounding
event instances. Hence, depending on the role by which an event has been recorded
this might refer to a different activity in the process model. For example a protocol
entry by an expert might refer to an activity called “deep analysis” while a pro-
tocol entry by a novice might refer to an activity called “pre-analysis”. Similarly,
an event might be interpreted differently if it occurs for the first time or if it has
been preceded by earlier executions. Taking again the protocol example, it could
also be the case that a deeper analysis has taken place when the event has been
recorded for the second time. In order to use such domain knowledge, we have to
encode it in a formal way. Definitions 5 and 6 introduce the formalization of meta
data conditions and event context conditions.

Definition 5. (Meta data condition) Let O be the set of comparison operators,
e.g. O = {equals, contains, startswith}, and let V be the set of values that an
event attribute attr ∈ AT should be tested against. Then, a meta data condition
is a tupel mdc ⊆ AT × V ×O.

Definition 6. (Event context condition) An event context condition is defined
by a tupel ecc = (f, r), where f is a condition defined as linear temporal logic
formula1 and r ∈ (before, after) refers to the part of an event context ÊC in
which this formula should be tested. The event context ÊC is a tupel (tbefore, tafter)
where tbefore and tafter are subtraces of a trace t such that t = tbefore‖ê‖tafter.

To map event instances to activities, we define an event class to activity map-
ping EAM based on event classes and conditions that have to be fulfilled for a
corresponding event instance in order to be mapped to a specific activity. The
conditions can be meta data conditions as well as event context conditions.

1 See [2] for detailed information on linear temporal logic (LTL).
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Definition 7. (Event class to activity mapping) An event to activity mapping
is a function EAM : E×MDC×ECC → A, which relates an event class to an
activity class based on a set of meta data conditions and a set of event context
conditions.

Definition 7 gives the mapping between activities from a process model and
event instances found in an event log. For the protocol example the role based
mapping could be defined as
(′protocol′, {(′role′,′ specialist′,′ equals′)}, {} →′ deepanalysis′

and the occurrence based mapping could be defined as
(′protocol′, {}, {(<> (′protocol′),′ before′)} →′ deepanalysis′.

Coming from such a mapping, we define a function ÊAM which maps event
instances surrounded by an event context to an activity.

Definition 8. (Event instance to activity mapping) ÊAM : Ê× ÊC×EAM →
A is the function which maps an event instance ê to an activity class A based
on the event context EC and the given event class to activity mapping.

Having a mapping function ÊAM , the next step is to define how to map event
instances belonging to the same activity class to activity instances. As there
might be multiple activity instances for one activity in a process execution, i.e.
in a loop, the question is which criteria are used to map an event instance x̂i to an
activity instance âj . Hence, we need to define where to draw the border between
events belonging to two or more instances of the same activity. Definition 9
therefore introduces the notion of instance border conditions.

Definition 9. (Instance border condition) An instance border condition defines
under which conditions two event instances which are mapped to the same activ-
ity a cannot belong to the same activity instance âi and thus, represent two dif-
ferent activity instances âi, âj. It is defined as a boolean function BC : Ê× Ê →
{true, false}.
Instance border definitions are essentially statements about the behavioral struc-
ture of the assumed sub activity model, i.e. whether there are loops over sub ac-
tivities or not. Note, that we are referring to the assumed sub activity model, not
to the actual sub activity process captured in the event log. While the assumed
sub activity model might not contain loops, this does not imply that there are
no loops in the execution on sub activity level. If there are loops on execution
level recorded in an event log, they will be lifted to activity level if we assume
there should not be any loops on sub activity level.

Stating that there are no loops in the assumed sub activity model, an activity
instance border is marked by the repetition of source events from the same event
class, i.e. the repetition of a source event class signals that a new activity instance
has started. Thus, for example two protocol events could indicate rework and
therefore two instances of the corresponding activity.

Using recurring source event classes as instance border definition works only
if there are no loops in the assumed sub activity model. If there are loops in the
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assumed sub activity model and in the process model, multiple event instances
from the same event class might belong to one activity instance. A typical ex-
ample for this is a loop over the order items in an order list where different
activities like “Choose supplier” and “Sent order” have to be performed for each
order item and are modeled in the process model on activity level. The sub ac-
tivity “Choose supplier” might again contain different activities which have to
be executed for each supplier, like e.g. “Check prices”. Thus, we have a loop
on activity level and a loop on sub activity level. In order to find the correct
instance borders, we need to extend the instance border definition to also use
different business objects, e.g. the order line, as instance border markings. Thus,
instance borders can be defined over any meta data attached to an event.

If such meta data is not available or if it is not possible to make such state-
ments about the assumed sub activity model, we need to use heuristics in order
to be able to identify different activity instances. One possible heuristic for in-
stance border definitions is to make assumptions about the maximal number of
events which belong to one activity instance. This is simple if we can exclude
the occurrence of loops on sub activity level, but might be difficult otherwise.

Another heuristic which is more independent from the sub activity model, can
be defined as a threshold for the maximal distance between two events which
belong to one activity instance. This distance can be specified using the time
perspective, i.e. defining how long the time frame between two events of the same
activity instance can be. For example one might limit the time distance between
two events of the same activity instance, e.g. two edit events for a protocol belong
to different activity instances if there are more than a 24 hours between them.
Another way to specify the distance is to us a maximal number of events which
are allowed to occur between two events of the same activity instance.

Definition 10 defines the function ÊÂM which uses the previously defined
event instance to activity correlation provided by ÊAM and maps these pairs
of the form (ê, a) to activity instances using defined instance border conditions.

Definition 10. (Event instance to activity instancemapping) The function ÊAM
provides a set of event instancesmapped to activity classes which is a subset of Ê×A.
Then ÊÂM : Ê ×A×BC → Â is the function which assigns a previously mapped
event instance to its corresponding activity instance â. For each a ∈ A there is a set
of instance border conditions bc ⊂ BC. An event instance ê which is mapped to an
activity instance â is referred to as source event of â.

Definition 10 covers 1:1 and 1:n relations on the instance level. A 1:1 mapping
on instance level only occurs for events and activities which are on the same
abstraction level. Looking at different abstraction levels it is most likely that an
activity instance on a higher level subsumes multiple event instances representing
different sub activities. Thus, in most cases we face a 1:n mapping on instance
level and event instance will be clustered to activity instances. Nevertheless, it
can be the case that one event instance reflects multiple activities. Coming again
back to our protocol example, it might happen that the protocol does not only
contain the analysis results but also the planning of the next steps. This might
be recognized by scanning the content of the protocol which is attached to the
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event instance as meta data. To solve this n:1 relation problem, we can simply
duplicate the event instance to create a 1:1 or 1:n mapping on instance level.

4 Event Log Transformation

In the previous section we defined necessary functions and their inputs in order
to map event instances to activity instances. Based on these definitions, this
section elaborates on the technical transformation of a complete event log.

First, we iterate over the traces in a log and rename the event instances with
the names of the activities assigned by the event class to activity mappings
(EAM) which are to be provided by domain specialist. This leads us to the
activity mapping stage as depicted in Fig. 2. As a consequence of the 1:n relation,
we get duplicates. The challenge is now to find the event instances which belong
to the same activity instance and cluster them. Hence, we need to find the
borders of activity instances, marking the end of an instance or the beginning
of new instance respectively as defined by the function ÊÂM .

The algorithm we propose for the clustering of events to activity instances is
grounded on a tree-based incremental clustering algorithm known from classical
data mining (cf. incremental clustering in [3]). For every activity class the clus-
tering forms a tree with the event instances as leaves and the activity instances
on the next higher level. The clustering starts with an empty tree for each activ-
ity class consisting of the root alone. Next, the event instances are incrementally
inserted into the tree. Updating the tree is done by finding the right place to
put the new leaf. This may also cause the restructuring of the part of tree that
is affected by the new instance. The algorithm consists of 4 main steps:

1. Find the best host for a new event. The best host for a new event is the
host with the minimal distance. This distance can be expressed by a distance
function d using the time perspective, the number of events in between, the
calculated distance between other event attributes or a combination of these.
In case we can exclude concurrent executions of the same activity class and
do not include specific event attributes, the best host will always be the last
inserted event of the same activity class as events are sorted chronologically
in the event log.

2. Check if new event signals an activity instance border. Having
found the optimal host, we have to check for all events which belong to the
same activity instance as the host event that these do not fulfill any border
condition in combination with the event that has to be inserted into the
cluster. Note that in this step we only check if an instance border exists. We
do not yet know where this border is, if a border is found. The new event
instance might already have started before, when an event is observed which
signals an instance border. Step 3B will deal with finding the beginning of a
new activity instance by optimizing the clustering tree.
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3A. If no instance border is found, add event to cluster of host
3B. If instance border is found, find optimal cluster splitting. When a

new activity instance is recognized, we need to evaluate to which of the in-
stances the already assigned events belong. Therefore, a goodness measure g
is introduced which enables us to make relative comparisons between differ-
ent cluster possibilities. We define the goodness measure as the sum of the
distances in the event log between the adjacent events of a cluster: gC =∑Csize−1

i=1 d(Ci, Ci+1). The goodness measure is not only defined for sin-
gle clusters, but also for sets of clusters. For sets of clusters g is de-
fined as the sum over the goodness measures of the encompassed clusters:
gS =

∑Ssize

j=1 gCj . Hence, we can compare different clustering results with
each other and choose the best. Smaller values for g signal better clusters as
the events within the cluster are closer to each other.

The algorithm starts by adding the new event under a new activity in-
stance. Next, event after event are moved from the host activity instance to
the new activity instance. At each point in this iteration the goodness mea-
sures for the two activity instances and the root are calculated. It is checked
that no instance border condition is fulfilled between any two events of an ac-
tivity instance. Otherwise the cluster combination is discarded. If we exclude
concurrent executions of the same activity class, it is sufficient to move event
after event from the host cluster to the new cluster starting with the last
inserted event and ending before the event is moved which fulfills the border
condition. Otherwise, all combinations have to be tested which leads to ex-
ponential effort (O(2n2 )). In the end, the clustering with the lowest goodness
value is chosen as the optimal cluster and gives us the border between the
two activity instances.

We will explain the basic algorithm using an example. Fig. 3 shows an example
event sequence. The mapping EAM for this example is defined so that every
event class xi maps to an activity x and every event class yi maps to an activity
y. Looking at the instance border conditions, we define that there are no loops
on sub activity level. We further define that there are no loops and no parallel
executions of instances of the same activity.

X1 X2 Y1X3 X4Y2 Y3 Y4 X5 X1

Fig. 3. Event sequence example

Figure 4 shows the clustering steps for activity x. Events are added to the
cluster as long as they do not fulfill the defined border conditions. When adding
the second instance of event x1, it is recognized that there is already an instance
of x1 in the current cluster. Thus, a border condition is fulfilled and a new cluster
for a new instance has to be created (Fig. 4 (2)).

Looking at the clustering example in Fig. 4, the insertion of the second x1

at first results in two clusters with gC1 = 8 and gC2 = 0. Next, the algorithm
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g=8

X1 X2 X3 X4 X5

g=8

g=8 g=0

X1 X2 X3 X4 X5 X1

g=8

g=7 g=1

X1 X2 X3 X4 X1X5

g=4

g=2 g=2

X1 X2 X3 X1X4 X5

(1) (2)

(3) (4)

Fig. 4. Clustering events of activity class X to activity instances using tree structures

moves event after event from the first cluster to the second cluster until he finds
the optimal solution. In the example, the optimal result with gC = 4 contains
the two clusters as shown in Fig. 3 (4).

5 Evaluation

In order to evaluate our approach with real life data, we did a case study in a
large German IT outsourcing project. The process being under investigation is
the service request and incident management process which is supported by the
ticketing software IBM Tivoli Service Desk. The extracted event log contains
17,209 cases, 31 event classes and a total of 479,408 events for a selected month.

First, the event log mapping had to be created by the process manager of the
process. The process model to which the event log should be mapped contains 39
unique activities and has been modeled as an event-driven process chain (EPC).
The result mapping comprises 68 mapping definitions that follow the form of
EAM as defined in Def. 7. 13 of these are simple string mappings while 14
include meta data conditions and 41 use event context conditions. Out of the
41 event context conditions, 6 conditions model the fact that an event belongs
to a different activity when it occurs for the first time. An example for this is
the event that records the change of the group to which an incident ticket is
assigned. The first event reflects the initial setting of the group which created
the ticket while all other changes of the group signal the routing of the ticket.
Moreover, there is another distinction between the routing activities formulated
in meta data conditions. Based on the group name to which an incident ticket is
routed, the activity is either “Route to 1st level”, “Route to 2nd level”, or “Route
security incident”. As there is no role information in the event log, most of the
other event context conditions use these routing events to determine whether an
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event has been created by a 1st level or by a 2nd level unit. Another example of
event context conditions are the quality checks of certain ticket attributes after
the solution has been found. Here, events that reflect for example the change of
a connected configuration item are assigned to such a quality check activity if
they occur after the solution of the incident.

In order to get good abstraction results, it is necessary to validate the chosen
abstraction approach and to choose the right activity instance border definitions.
For the purpose of validating our approach and to show the influence of different
choices for instance border definitions, we implemented our approach as a plugin
in the process mining workbench ProM.2 The abstraction results are compared
to a gold standard event log to judge their goodness. Therefore, a domain expert
manually mapped the events of 152 cases to activities.

maximal distance between events 
of the same activity instace

14121086420

100

80

60

40

20

0

Constraint-relative
behavioural profile 
compliance

Fraction of correct 
traces compared 
to gold standard

Fig. 5. Influence of different values for the heuristic instance border definition of max-
imal distance between two events belonging to the same activity cluster

First, we want to compare the abstraction results for different activity instance
border definitions. We differentiate between merging (a) and not merging (b)
event instances stemming from the same event class and hence, either allow for
loops on sub activity level or not. As a third option, we consider that a single
resource might do things iteratively and thus, events from the same event class
and same resource belong to one activity instance while this is not the case if
they are created by different resources (c). Option (b) returns with 52 % the
least percentage of correct traces when compared to the gold standard. When
allowing for loops on the sub activity level (a) this results in 90 % of all traces
being correctly abstracted. The option which only allows loops executed by a
single resource performs best and even yields 100 % correct cases. The reason for
this is e.g. the iterative filling of fields in the web mask of the ticketing tool. If
a service agent writes down the problem description and pushes the save button
several times during this activity, there will be a new event for every saving.
These events obviously belong to the same activity instance. In contrast, when

2 See http://processmining.org for more information on ProM.

http://processmining.org
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a different service agent picks up the ticket and needs to update the problem
description, this is seen as rework and thus, as a new activity instance.

As explained before, it might not always be the case that we have the required
meta data, such as the resource, available in the event log. In this case we have
to use a heuristic. Figure 5 therefore shows the impact of different maximal
distances between event instances belonging to the same activity instance. This
reveals that there are up to 10 events between two events belonging to the same
event instance. We can also see that this is a saturation point for the maximal
merging distance and results are not changing with higher values anymore. Thus,
in this scenario it is best, not to restrict the distance between two events at all.
Doing so we retrieve a fraction of 90 % of all traces that are correctly abstracted.
For different maximal cluster sizes we obtained a similar result.

To further assess the impact of different instance border definitions we in-
vestigated their influence on conformance analysis using the constraint-relative
behavioral profile compliance metric as defined in [4]. Figure 5 shows the results
for the heuristic activity instance border definition over event distances. We can
see that there is a difference of 17 % points in the compliance metric between
the lowest distance and the saturation point. Thus, there is a quite big influence
of the correct activity instance clustering on conformance checking.

Summing up, we showed in this section that the presented approach performs
well in a practical setting. Furthermore, we showed influences of instance border
conditions on the abstracted result as well as on conformance analysis. It has
to be noted that there is still a significant part of manual work to be done in
order to encode domain knowledge into the required mapping definitions. Other
approaches for event log abstraction require less manual work or are even fully au-
tomated, but in return are not able to fully capture the introduces concepts and
thus, will lead to inferior abstraction results. We will discuss these approaches
in the next section.

6 Related Work

Looking at the literature in the process mining area, there are different works
on abstraction of event logs which are highly related to the approach presented
in this paper. There are several works which try to automatically derive seman-
tically related clusters of events in order to abstract these clusters to activities.
Günther and van der Aalst [5] first developed an approach to cluster events to
activities on the process and event instance level using a distance function based
on time or position distance similar to the one presented in this paper. Using the
distance function the authors build initial clusters which are refined by a con-
figurable clustering function which might take into account e.g. modified data
types and originators in order to cluster events belonging to the same activity.
In [6], Günther et al. note that this approach has serious performance problems
and introduce a new means of abstraction on event class level. Event classes are
clustered globally by computing their relatedness in terms of co-occurrence over
all process instances in an event log. This approach yields a higher performance
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but lower quality as event classes are only allowed to belong to one activity.
Li et al. [7] use a similar co-occurrence-based approach to find patterns of events
which are supposed to be semantically related. In contrast to the work in [6], they
allow for n:m relations between event classes and activities as they do consider
the context of an event instance when mapping it to an activity. Yet, only events
potentially belonging to the same activity are considered for the event context.
Furthermore, there is no possibility yet to include meta data and the approach
has a very sharp definition of activity instance borders, which does not allow
more than two events between the events belonging to one activity instance.
Thus, it faces problems when dealing with concurrency. Moreover, a significant
amount of event log data is required in order to find reasonable patterns.

In contrast to the work in [5], [6] and [7], the approach presented in this
paper is able to deal with concurrency and n:m relations from shared activities
while delivering a good performance. What is more, it is independent from the
size and variance of the available event log data. Even though the presented
abstraction approach requires more manual work, it provides a transparent and
simple means for the user to influence the abstraction result and has proven
suitable in a practical case study.

While the formerly discussed approaches focus on clustering similar behav-
ior, Greco et al. [8] developed an abstraction approach which clusters process
instances with similar behavior and focus on abstracting behavior which is differ-
ent between these clusters. While this is an interesting approach for exploratory
analysis, it is not able to abstract events that always occur together.

A different means of abstracting event logs is to simply remove insignificant
behavior. With the fuzzy mining algorithm, Günther et al. introduce in [9], an
approach to abstract a mined process model by removing and clustering less
frequent behavior. In a similar manner, Polyvyanyy et al. developed in [10] a
slider approach to abstract activities in given process models by using different
criteria to identify insignificant activities which are to be abstracted.

Looking at the relation of different specified abstraction levels, Weidlich et al.
[11] define correspondences between activities of different process models with
different abstraction levels by comparing regions of activities. Yet, the approach
does not consider overlapping of correspondence relations and thus, cannot han-
dle distributed functionality as presented in this paper. Another research area
which is similar to the event to activity mapping problem presented in this pa-
per, is the research on event correlation as e.g. in [12]. The main objective of
event correlation techniques is to connect events belonging to the same process
instance using event attributes. Still, these approaches typically only consider
1:1 mappings. The mapping between events and activities is also similar to the
matching problem known from ontologies and data integration [13].

7 Conclusion

In this paper we presented a novel approach to tackle the abstraction of event
logs. Our approach distinguishes from current works by explicitly targeting a
specific abstraction level and by allowing for n:m relations and concurrency.
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We therefore explicitly encode domain knowledge into the mapping function in
order to get the same level of abstraction as used in the defined business activi-
ties and furthermore, also allow for the specification of activity instance borders.
Our approach can be used as preprocessing of event logs to lift the results of
process mining techniques to a business level. We have successfully evaluated
our approach and could thereby show the influence of incorrect abstractions on
conformance analysis results.

Yet, our approach involves a high portion of manual work when regarding
the specification of event to activity mappings. Future work should seek for
possibilities to automatically propose candidate mappings, e.g. by combining our
approach with the one proposed in [7]. Looking at the low level events, it should
been studied how further semantics could be integrated into the abstraction
approach in order to leverage life-cycle transitions such as start and end of an
activity in a semi-automatic way.
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Abstract. Business processes are usually modeled at a high level of
abstraction, while the analysis of their run-time behavior through pro-
cess mining techniques is based on low-level events recorded in an event
log. In this scenario, it is difficult to discover the relationship between
the process model and the run-time behavior, and to check whether the
model is actually a good representation for that behavior. In this work,
we introduce an approach that is able to capture such relationship in a
hierarchical model. In addition, through a combination of process min-
ing and agent-based simulation, the approach supports the improve-
ment of the process model so that it becomes a better representation
for the behavior of agents in the process. For this purpose, the model
is evaluated based on a set of metrics. We illustrate the approach in an
application scenario involving a purchase process.

1 Introduction

Business processes are usually defined at a high level of abstraction using mod-
eling languages such as BPMN [1], EPCs [2], and Petri nets [3]. In these types
of models, the process is depicted as a sequence of activities, where each activ-
ity is to be performed by some agent. In human interaction workflows [4], the
agent is typically a user who is able to perform certain tasks over a supporting
systems infrastructure. During execution, when an agent is assigned to a certain
activity, it performs a set of operations over the systems infrastructure. Among
other things, such as data and information manipulation, these operations may
include communicating with other agents as well.

When agents perform operations over a systems infrastructure, it is possi-
ble to record these actions in the form of events. Typically, each event refers
to an operation that was performed by some agent during the execution of a
process instance. Such events are recorded in an event log and, from this event
log, it is possible to analyze the run-time behavior of agents through process
mining techniques [5]. These techniques allow studying the run-time behavior
from a number of perspectives, including the sequence of operations as well as
the interactions that take place between agents during process execution.
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The ultimate purpose of such analysis is to be able to compare the prede-
fined behavior for the process with the actual behavior of agents at run-time.
However, such goal faces a major obstacle. While business processes are defined
and modeled at a high level, the analysis of run-time behavior through process
mining techniques is based on the low-level events recorded in the event log,
as each agent carries out its own operations. Clearly, there is a gap between
the high level of abstraction at which processes are defined, and the low-level
nature of events recorded in the event log.

The goal of this work is to bridge this gap and to provide a platform for the
improvement of process models based on a combination of agent-based simu-
lation [6–8] and process mining. Through agent-based simulation, it is possible
to define, implement, and simulate a business process as a sequence of activi-
ties carried out by multiple agents working together. The interactions between
these agents are recorded as low-level events. Through process mining, it is pos-
sible to extract models of behavior from this event log. However, the extraction
must be done in such a way that it is possible to map low-level events to the
high-level activities defined in the business process.

In summary, this work provides the following contributions:

– It shows that an agent-based simulation framework – specifically, the Agent-
Object Relationship (AOR) framework [9] – can be used as a platform for
implementing and simulating business processes.

– It describes a process mining technique that is able to extract a hierar-
chical Markov model [10] from an event log and from a description of the
high-level process provided as input.

– It provides a set of metrics to evaluate the complexity of models obtained
with such technique, which can serve as a guide when considering different
ways to model the business process.

– It shows that the combination of both tools – i.e. the agent-based simulation
framework and the proposed process mining technique – can be used as a
testbed for trying out different models of the business process.

Section 2 provides an overviewof the proposed approach. Section 3 discusses agent-
based simulation, and in particular the use of the AOR framework in this work.
Section 4 describes the hierarchical Markovmodel that is used to capture the run-
time behavior of agents, and the algorithm to extract suchmodel froman event log.
Section 5 discusses metrics and the evaluation of the extracted models. Section 6
presents an application scenario involving in a purchase process. Finally, Section 7
concludes the paper.

2 Approach Overview

One of the premises for this work is that business experts will be able to pro-
vide a high-level description of the business process. Typically, the process is
described in terms of a process model with a set of high-level activities. On the
other hand, there are process mining techniques to extract the behavior of a
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business process from event logs, but the low-level events that are recorded in
the event log may not have a clear relationship to the high-level activities de-
fined in the process model. Therefore, one of the main issues to be addressed is
how to map the low-level events recorded in an event log to the high-level activ-
ities defined in a process model. In our approach, this is done with the aid of a
process mining technique which is able to extract a hierarchical Markov model
from the event log and from a Markov-model representation of the high-level
business process, as shown in Figure 1.

Business process model 
(i.e. macro-model) 

Process mining 

Event log 

Agent-based simulation 

Hierarchical Markov model 

Macro-model 

Micro-models 

Initial process definition 
provided by business experts 

Initial event log obtained 
from supporting systems 

Simulation 
through AOR 

EM algorithm 

Change/improve 
process model Reconfigure/redeploy 

for simulation 

Convert to 
Markov model 

Select micro-events 
(i.e. perspective) for analysis 

Analysis and evaluation 

Metrics 

Fig. 1. Business process improvement cycle

From such hierarchical model, it is possible to assess whether the high-level
process model is actually a good representation for the observed low-level be-
havior. In particular, it is possible to measure the quality of such model through
a set of metrics. The use of metrics to evaluate the quality of process models
has been thoroughly investigated in the literature [11–14], but here we focus on
a set of metrics that are more tailored to the hierarchical model that is at the
core of our approach. Specifically, such hierarchical model should be “balanced”
in the sense that all of its components – i.e. the micro-models and the macro-
model – should have a similar complexity, rather than having some components
that are extremely complex and others that are oversimplified.

Following the analysis and evaluation of the hierarchical model through a set
of metrics, the analyst can change the high-level description of the process in



Improving Process Models with Agent Simulation and Process Mining 127

order to create a better representation for the behavior that actually occurs in
practice. However, changing the high-level process may cause a different percep-
tion of how the low-level events map to the high-level activities. For example,
if an activity is split in two, or if two activities are merged together, the rela-
tionship between the low-level events and the high-level activities will change.
Contrary to what may appear at first sight, such change is not entirely pre-
dictable, since agents organize themselves in a non-deterministic way to carry
out the process. In addition, process mining techniques do not provide per-
fect accuracy, so one can gain further insight into the run-time behavior of the
process by trying out different configurations for the process model.

Ideally, a new version of the process would be deployed in the organization
and one would be able to collect new event logs. Then one could run the process
mining algorithm again in order to check which changes have been introduced
in the run-time behavior, and whether the new process is a good representation
of that behavior. In practice, one may not be able to do such experiments on
the real-world environment due to the risks, costs or time involved. Therefore,
we introduce the possibility of carrying out an agent-based simulation for the
new process model. This simulation will be configured with the knowledge that
has been collected so far about the process.

In previous work [10], we have shown that it is possible to generate event logs
from agent-based simulations. In particular, we used the AOR framework [9]
for that purpose. With this platform, it is possible to configure simulation sce-
narios which comprise multiple agents interacting with each other. An event
log of these interactions can be recorded and used for process mining analysis.
Together with the high-level description of the business process, this event log
can be used to extract a new hierarchical model and again analyze and evaluate
this model in order to assess the opportunity for further changes. This improve-
ment cycle is based on simulation and mining, and it can be repeated until a
satisfactory process model is found.

3 Agent-Based Simulation

Agent-based simulation (ABS) [6–8] focuses on the analysis of business systems
involving interactions among agents. ABS can be used to represent organiza-
tional settings in a natural way, since they involve business actors that com-
municate and interact with each other. In particular, it is possible to use ABS
for simulating the execution of a business process, thereby generating an event
log. In our approach, we use the AOR simulation framework [9], which provides
both high-level constructs (such as activities) and low-level constructs (such as
incoming and outgoing message events) to facilitate the mapping of a business
process model into a simulation model.

In the AOR framework, agents react to events in their environment by per-
forming actions and by interacting with each other. There are basically two
different kinds of events:
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– An exogenous event is an external event (such as the arrival of a new cus-
tomer) which is not caused by any previous event. Usually, the occurrence
of such an event triggers a new instance of the business process. To run
multiple instances of a business process, the AOR system schedules several
exogenous events to trigger the process at different points in time.

– The second kind of event is a caused event. For example, if agent X sends
a message M1 to agent Y, then this may result in another message M2 be-
ing sent from agent Y to agent Z. Agents send messages to one another
for different purposes, e.g. for reporting, for making requests and for re-
sponding. The chaining of messages through caused events is what keeps the
simulation running until there are no more events.

The specification of a simulation scenario begins by defining a set of entity types,
including different types of agents, messages and events. The behavior of agents
is specified by means of reaction rules. Typically, such a rule defines that when
a certain message is received, the information state of the agent is updated and
another message is sent to some other agent. Since the rules for each agent
are defined separately, the simulation scenario is effectively implemented in a
decentralized way by the combined behavior of all agents.

A second kind of rule in an AOR simulation scenario are environment rules.
While reaction rules define the behavior of agents, environment rules define the
behavior associated with the external environment. An environment rule speci-
fies that when an exogenous event occurs, the state of certain objects is changed
and certain follow-up events result from it. For example, an environment rule
may specify that when a certain event occurs, a message is sent to an agent;
sending this message then triggers a reaction rule of the receiving agent, creat-
ing a chain of events that puts the simulation in motion.

Environment rules also have the ability to create (or destroy) agents. This
is especially useful to simulate, for example, the arrival (or departure) of cus-
tomers. A set of initial conditions for the simulation scenario specifies which
agents already exist in the scenario at the beginning of the simulation. The
initial conditions also include a schedule for the occurrence of at least one ex-
ogenous event to trigger the simulation.

All of these constructs (i.e. entity types, reaction rules, environment rules,
and initial conditions) are specified using an XML-based language called AOR
Simulation Language (AORSL) [15]. The specification of a simulation scenario
in AORSL is transformed into Java code by the AOR system. Running the
simulation amounts to running this auto-generated Java code.

4 Process Mining with Hierarchical Markov Models

Process mining [5] includes a number of different perspectives, namely the con-
trol-flow perspective, the organizational perspective, and the performance
perspective. In each of these perspectives there are a number of specialized tech-
niques, such as the α-algorithm [16] for the control-flow perspective, the social
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network miner [17] for the organizational perspective, or the dotted chart [18]
for the performance perspective. However, these techniques have in common the
fact that they work at the same level of abstraction as the events recorded in
the event log, so they may not be very helpful in providing insight in terms of
the high-level activities that are used to describe the business processes.

More recently, there has been some effort in developing techniques that are
able to address this problem. Some of these techniques work by extracting a
low-level model from the event log and then creating a more abstract represen-
tation of that model [19, 20]. Other techniques begin by translating the event
log into a more abstract sequence of events, and then extracting models from
that translated event log [21, 22]. Here we address the problem with a special
kind of model – i.e. the hierarchical Markov model introduced in [10] – which is
able to capture both the high level of abstraction at which the process is defined
and the low-level behavior that can be observed in the event log.

Figure 2 illustrates a simple example of a hierarchical Markov model. Here,
the business process is described on a high level as comprising the sequence of
activities A, B, and C. When each of these activities is performed, this results
in some sequence of low-level events being recorded in the event log. Figure 2
represents these low-level events as X, Y and Z. In practice, these may represent
the actions that are being carried out by agents, or they may also represent the
interactions, i.e. the messages exchanged between agents. The meaning of X, Y
and Z depends on the type of events that are recorded in the event log.

A B C

X
Y

Z

Y Z

Z
Y

X

Fig. 2. A simple hierarchical Markov model

The hierarchical model in Figure 2 means that executing activity A results
in the sequence of events XYZ being recorded in the event log. In a similar way,
activity B results in a sequence of events in the form YZZ..., where there may be
multiple Z’s until a certain condition becomes true. Finally, activity C results
in a sequence of events in the form ZXY. Both the high-level process and these
sequences of low-level events are represented as Markov chains. Executing this
model corresponds to performing the sequence of activities ABC. However, in
the event log we find sequences of events such as XYZYZZZXY.

The sequence ABC is called the macro-sequence, and the high-level Markov
chain that represents the business process expressed in terms of the activities A,
B, and C is referred to as the macro-model. On the other hand, the sequence of
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events XYZYZZZXY is called a micro-sequence, and the low-level Markov chains
that describe the behavior of each macro-activity in terms of the events X, Y

and Z are referred to as a the micro-models.
The hierarchical Markov model relates to the approach depicted in Figure 1

in the following way: the high-level description of the business process cor-
responds to the macro-model, and the low-level event log corresponds to the
micro-sequence.1 Therefore, both the macro-model and the micro-sequence are
known. The problem is how to discover the macro-sequence and the
micro-models from the given macro-model and micro-sequence.

This problem has been addressed in detail in [10], and it can be solved with
an Expectation-Maximization (EM) procedure [23] as follows:

1. Draw one macro-sequence at random from the macro-model (in the example
of Figure 2 only one macro-sequence is possible: ABC).

2. From the macro-sequence and the micro-sequence, find an estimate for the
micro-models (Algorithm 2 in [10]).

3. From the macro-model and the micro-models from step 2, find the most
likely macro-sequence (Algorithm 3 in [10]).

4. With the macro-sequence from step 3, repeat step 2. Then with the micro-
models from step 2, repeat step 3. Do this until the micro-models converge.

In [24] the authors show that this EM procedure is able to deal with workflow
patterns such as branching, parallelism and loops. Our goal here is just to high-
light that from a high-level model of the business process (i.e. the macro-model)
and a low-level event log recorded during execution (i.e. the micro-sequence), it is
possible to derive a set of micro-models that capture the low-level behavior within
each high-level activity, as depicted in Figure 2. The initial macro-model, together
with the recently discovered micro-models, can then be evaluated through a set
of metrics, as explained in the next section.

5 Evaluation Metrics

In the literature, there are several metrics that have been proposed for the anal-
ysis of business process models [11–14]. In some cases, these metrics have their
origin in network analysis and software engineering.

Metrics for describing network structure are usually derived from graph the-
ory and network theory. For example, there are some characteristics that are
normally used to describe a network structure, e.g. centrality, degree, density,
and connectivity [25]. A business process model, expressed in BPMN for ex-
ample, can be viewed as a special kind of graph, and therefore those network
analysis techniques can be applied in this context as well.

In software engineering, there are also several metrics to measure aspects that
are relevant for quality assurance. These metrics depend on the programming

1 More precisely, an event log usually contains multiple traces, and each trace
corresponds to a separate micro-sequence.
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paradigm being used. In procedural programming, the most common metrics
are structural and they are based on the counting of functions along the control-
flow, such as the cyclomatic number [26], the information flow metric (fan-in,
fan-out) [27], and the COnstructive COst MOdel [28], among others. In object-
oriented programming, there is a different set of metrics to measure factors such
as cohesion and coupling [29]. To some extent, some of these metrics can be used
to evaluate business process models too.

In this work, we are interested in metrics that can be used to evaluate process
models expressed as hierarchical Markov models. For this purpose, we studied a
number of metrics focusing on factors such as size, density, modularity, control-
flow, etc. [11, 30, 31]. The literature provides a lot of metrics to measure these
factors, but here we selected a subset of metrics that are more geared towards
the structure and complexity of those models. In particular, we are interested
in metrics that allow us to determine if the hierarchical model is “balanced”
in the sense that the macro-model and the micro-models should have similar
complexity. The chosen metrics are summarized in Table 1.

Table 1. Metrics to evaluate the components of a hierarchical model

Metric Abbrev. Focus Definition

No. of arcs per node [11] NAN Density Ratio of number of arcs to number of nodes.
Relational density [32] RD Density Ratio of number of arcs to the total number

of possible arcs.
No. of paths [26] NP Control-flow Number of all possible distinct paths be-

tween start node and end node.
Path length [25] PL Size Number of nodes between start node and

end node. (For a given model, this is cal-
culated as the average length of all possible
paths.)

Cyclomatic complexity [26] CC Control-flow Number of linearly-independent paths. Can
be measured as M = E − N + 2P where E
is the number of arcs, N is the number of
nodes, and P is the number of exit nodes.

Fan-in/Fan-out [14] FIO Modularity (fin · fout)
2 where fin is the number of

nodes that precede a given node, and fout

is the number of nodes that follow a given
node. (For a given model, fin and fout are
calculated separately as an average across
all nodes.)

No. of sub-processes SUB Modularity Number of nested sub-processes in a model.

All metrics (except SUB) can be calculated separately for the macro-model
and for each micro-model. This provides an assessment of each component in
the hierarchical model. For example, in the hierarchical model of Figure 2 there
are four components, and the metrics can be calculated for each of them. To
get an assessment of the hierarchical model as a whole, in this work we take a
simple average of the results obtained across all components.
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6 Application Scenario

The purpose of this application scenario is to illustrate how the proposed ap-
proach can be used to facilitate the refinement of a process model, so that this
model becomes not only a more precise representation of the observed behavior,
but also a model which achieves better results in terms of the metrics described
in the previous section. The scenario involves a purchase process which is de-
scribed on a high-level both in text and by means of a BPMN diagram. Due
to space restrictions, we will show the initial version (version 1) and the final
version (version 2), but there could be other versions in between.

Initially, the process is described as follows:

In a company, an employee needs a certain commodity (e.g. a printer car-
tridge) and submits a request for that product to the warehouse. If the prod-
uct is available at the warehouse, then the warehouse dispatches the product
to the employee. Otherwise, the purchasing department buys the product,
and then the warehouse dispatches the product to the employee.

This process is represented as a BPMN diagram in Figure 3, and its control flow
can be expressed as a Markov chain with transition probabilities, as shown in
Figure 4. In this macro-model, there are just three high-level activities and one
decision. For lack of further info, we assume that the two possible outcomes
from this decision are equally likely, so the transition probabilities from the
“Requisition” activity to “Dispatch Product” and “Buy Product” are both 0.5
in Figure 4. In this Markov chain, there are also two special states (◦ and •) to
represent the beginning and end of the process, respectively.

Fig. 3. BPMN diagram for the purchase process (version 1)

In a real scenario, an initial event log can be obtained from the supporting
systems in order to capture the low-level operations performed by the partici-
pants in the process, or the interactions (i.e. message exchanges) between those
participants. Table 2 shows an example of the later. Here, each message has
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Fig. 4. Markov chain representation for the purchase process (version 1)

been represented as having a certain type or meaning. For example, StockRe-

quest is a message sent from the Employee to the Warehouse. While this mes-
sage appears to be related to the “Requisition” activity, for other messages the
relationship to a high-level activity may not be so clear.

Table 2. Excerpt of an event log

case id sender message receiver timestamp
1 Employee StockRequest Warehouse 2013-02-02 11:26
1 Warehouse StockResponse Employee 2013-02-04 16:07
1 Employee FetchProduct Warehouse 2013-02-05 08:54
1 Warehouse ProductReady Employee 2013-02-06 10:23
1 Employee ProductReceived Warehouse 2013-02-07 15:47
2 Employee StockRequest Warehouse 2013-02-12 09:31
2 Warehouse StockResponse Employee 2013-02-14 14:10
2 Employee PurchaseRequest Purchasing 2013-02-15 16:35
2 Purchasing InfoRequest Employee 2013-02-18 17:21
2 Employee InfoResponse Purchasing 2013-02-19 10:52
2 Purchasing ApprovalResult Employee 2013-02-20 12:05
2 Purchasing PurchaseOrder Supplier 2013-02-21 15:19
... ... ... ... ...

From the event log in Table 2 it is possible to retrieve the sequence of events
(i.e. micro-sequence) for each process instance (i.e. case id). Also it is possible
to select one of the columns sender, message and receiver for analysis. Here we
will use the message column, so the micro-sequence for case 1 is:

StockRequest→StockResponse→FetchProduct→ProductReady→ProductReceived

The micro-sequences for other cases can be extracted in a similar way. These
micro-sequences, together with the macro-model in Figure 4, are provided as
input to the algorithm described in Section 4, which produces the micro-models
shown in Figure 5. Note that in Figure 5 there is some duplicated behavior
in the “Dispatch product” and “Buy product” activities, resulting in longer
and more complex micro-models. These micro-models were evaluated using the
metrics defined in Section 5 and the results are shown in Table 3.

The results in Table 3 reflect the fact that the micro-models in Figure 5 are
relatively more complex when compared to the macro-model in Figure 4. In
particular, the metrics NP (no. of paths) and PL (path length) are significantly
higher for the micro-models when compared to the same metrics for the macro-
model. This means that the hierarchical model is somewhat “unbalanced”, in
the sense that the macro-model is of significant less complexity than the micro-
models, and therefore it is probably an over-simplified representation of the
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(a) Requisition (b) Dispatch product

(c) Buy product

Fig. 5. Micro-models for the purchase process (version 1)

Table 3. Metrics applied to the purchase process (version 1)

Metrics

Model NAN RD NP PL CC FIO SUB

Macro model 1.00 0.33 2.00 2.50 2.00 3.13 –

Micro Model (Requisition) 1.00 0.33 2.00 2.50 2.00 1.77 –

Micro Model (Dispatch Product) 1.22 0.17 4.00 3.25 4.00 2.16 –

Micro Model (Buy Product) 1.18 0.13 6.00 9.33 4.00 2.63 –

Complete model (avg.) 1.10 0.24 3.25 4.40 3.00 2.42 3

business process. There appears to be much more behavior in the micro-models
than what the macro-model is able to account for.

Therefore, the business experts are encouraged to describe the process in
more detail. Such description could be as follows:

In a company, an employee needs a certain commodity (e.g. a printer car-
tridge) and submits a request for that product to the warehouse. If the prod-
uct is available at the warehouse, then the warehouse dispatches the product
to the employee. Otherwise, the product must be purchased from an external
supplier. All purchases must be approved by the purchasing department. If
the purchase is not approved, the process ends at that point. On the other
hand, if the purchase is approved, the purchasing department orders and pays
for the product from the supplier. The supplier delivers the product to the
warehouse, and the warehouse dispatches the product to the employee.

This new version of the process is depicted in Figure 6 and is expressed as a
Markov chain (i.e. macro-model) in Figure 7. On the other hand, to mine the
hierarchical model, we will need an event log with the run-time behavior for
this process. Rather than deploying the model in the organization and waiting
for an event log to be recorded over a long period of time, we use the AOR
framework to build an agent-based simulation scenario based on the previous
version of the process (i.e. the hierarchical model in Figures 4 and 5).

If the behavior of the high-level process had been changed in this new version
(e.g. if two high-level activities had been switched in their execution order) then
we would need to adapt the simulation scenario in order to reflect those changes.
However, here the new macro-model is just a refinement of the previous one, so
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Fig. 6. High-level description of the purchase process (version 2)

Fig. 7. Markov chain representation for the purchase process (version 2)

we can use the previous hierarchical model as a basis for simulation, without
the need for further changes. Even though the hierarchical model in Figures 4
and 5 is not a balanced model, for simulation purposes it is still a perfectly
valid model for reproducing the behavior of the process.

By running the simulation scenario in AOR, it is possible to collect a new and
possibly larger event log to mine the next version of the hierarchical model. The
event logs that are generated by the AOR framework are in XML, but they can
be easily converted to the tabular form of Table 2. In this experiment, we ran
a simulation with 10,000 steps, which produced an event log with 140 process
instances and a total of 1136 events. The event log, together with the macro-
model of Figure 7, were provided as input to the algorithm of Section 4, which
produced the micro-models shown in Figure 8.

This new hierarchical model (i.e. Figures 7 and 8) was evaluated using the
same metrics as before. As can be seen in Table 4, this new model is more bal-
anced because the micro-models are, in general, of significantly lower complexity
than before, while the macro-model is only slightly more complex. Comparing
the last row of Table 4 with the last row of Table 3 shows that, overall, the new
model is less complex than the previous one. In particular, NP (no. of paths),
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(a) Requisition

(b) Dispatch product

(c) Approve purchase

(d) Order product

(e) Receive product

Fig. 8. Micro-models for the purchase process (version 2)

Table 4. Metrics applied to the purchase process (version 2)

Metrics

Model NAN RD NP PL CC FIO SUB

Macro model 1.14 0.23 3.00 3.00 3.00 2.82 –

Micro Model (Requisition) 0.75 0.38 1.00 2.00 1.00 1.00 –

Micro Model (Dispatch Product) 0.80 0.27 1.00 3.00 1.00 1.00 –

Micro Model (Approve Purchase) 1.17 0.29 3.00 4.00 3.00 5.06 –

Micro Model (Order Product) 1.00 0.33 2.00 4.00 2.00 3.13 –

Micro Model (Receive Product) 0.75 0.38 1.00 2.00 1.00 1.00 –

Complete model (avg.) 0.93 0.31 1.83 3.00 1.83 2.34 5

PL (average path length), and CC (cyclomatic complexity) are significantly lower
than before. This means that the model in Figure 6 is not only a more accurate
description of the process, but also the low-level behavior associated with each
high-level activity is simpler and easier to understand.

7 Conclusion

In this work we described an iterative approach for the improvement of busi-
ness process models based on process mining and agent-based simulation. The
need for such approach is justified by the fact that there is a gap between the
high-level of abstraction at which processes are usually modeled and the low-
level nature of events that are generated during execution. The process mining
technique that we used here is able to capture this relationship in the form of a
hierarchical Markov model. On the other hand, an agent-based simulation plat-
form is used as a means to generate the low-level behavior for new versions of
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the process. Provided with a set of metrics that serve as guidance, the process
analyst can insert changes to the process model, reconfigure the simulation plat-
form, generate a new event log, and mine a new hierarchical model that again
captures the relationship between the high-level activities and the low-level be-
havior. Doing this iteratively will lead to a better model, where “better” means
more accurate, more balanced, less complex, and easier to understand.

Due to space restrictions, here we focused on the analysis of the control-flow
alone, but the same approach can be applied to the analysis of the organiza-
tional perspective, which includes the handover of work between agents and the
collaboration of agents within each case. This can be done by selecting other
columns for analysis, namely the sender column or the receiver column in the
event log of Table 2. In future work, we are planning to improve several aspects
of the proposed approach, namely establishing guidelines for the conversion of
BPMN models to Markov models, supporting the automatic generation of an
AOR simulation scenario from a given hierarchical model, and expanding the
set of metrics used in the analysis and evaluation phase.
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Abstract. A typical e-business transaction takes hours or days to com-
plete, involves a number of partners, and comprises many failure
points[8]. With short-lived transactions, database systems ensure atom-
icity by either committing all of the elements of the transaction, or by
canceling all of them in case of a failure. With typical e-business trans-
actions, strict atomicity is not practical, and we need a way of reversing
the effects of those activities that cannot be rolled back: that is com-
pensation. For a given business process, identifying the various failure
points, and designing the appropriate compensation processes represents
the bulk of process design effort[8]. Yet, business analysts have little or
no guidance, as for a given failure point, there appears to be an infinite
variety of ways to compensate for it. We recognize that compensation
is a business issue, but we argue that it can be explained in terms of
a handful of parameters within the context of REA ontology [20], in-
cluding things such as the type of activity, the type of resource, and
organizational policies. We propose a three-step process compensation
design approach that 1) starts by abstracting a business process to focus
on those activities that create/modify value, 2) compensates for those
activities, individually, based on values of the compensation parameters,
and 3) composes those compensations using a Saga-like approach [10].
In this paper, we present our approach, and discuss issues for future
research.

1 Introduction

Consider an order and delivery process used by an e-retailer such as Amazon. The
process starts when the customer gets online and places an order. The ordered
items (say, books) are then checked for availability by the Amazon warehouse.
At the same time, the customer’s payment information is ran through a veri-
fication process by a financial institution, releasing a debit authorization if it
succeeds. In case debit authorization fails, the process aborts and the order is
canceled. Otherwise, the order is packaged and shipped to the customer, using
transportation services provided by a shipping company. In the meantime, the
order amount is charged to customer’s credit card by the financial institution.
The process ends when the customer takes possession of the goods she ordered.

This process description establishes the “happy path”. However, every robust
business process must address alternate paths handling situations where some-
thing could go wrong. In our example, we could envision situations where, say,
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the book is out of stock, or the payment is rejected by the customer’s financial
institution, or the wrong book is shipped, or the order is delivered to a wrong
address or, more simply, the order was cancelled by the customer at any moment
within the process.

A typical e-business transaction takes hours or days to complete, involves a
number of partners, and may comprise a great number of failure points[8]. Each
failure point may involve undoing some steps (pretending they never happened)
or reversing their effects fully or partially. Database research has thoroughly
addressed the problems raised by long running transactions (LRT), aiming to
achieve relaxed atomicity to the global transaction by ensuring that either the
process completes successfully as a whole or to have its effects reversed (e.g.
[10,5]). Due to the long running nature of business processes, it is unthinkable to
lock the resources to ensure ACID properties. Approaches like Sagas[10] consist
of slicing the business process into a set of activities treated as ACID transac-
tions (i.e. Sagas). If one Saga fails at runtime, then the whole process should
stop and the running Saga should be treated by a regular rollback. However,
previously committed Sagas cannot be rolled back [21] and their semantic ef-
fects must be reversed in order to preserve system’s consistency. This is what is
called a compensation process. As stated in the BPMN standard, compensation
is concerned with undoing steps that were already successfully completed, be-
cause their results and possibly side effects are no longer desired and need to be
reversed[23].

Some studies report that nearly 80% of the time spent on implementing a
business process is spent on handling possible exceptions/failures (as mentioned
in [18]). An overriding issue seems to be that there appears to be numerous
ways of compensating for a single activity, and business analysts and process
designers, alike, are left with no assistance, and few guidelines, if any, to design
compensation activities. To make problems worse, process designers are often
expected to figure out how to compensate for activities taking place within busi-
ness partners. Our objective is to develop tools and techniques to help business
analysts design compensation activities.

We recognize that compensation is primarily a business issue. However, that
does not mean that it cannot be explained or rationalized. To the contrary, we
argue that the major business decisions that underlie a compensation process
can be explained in terms of a handful of parameters that capture the (business)
essence of the products and services being manipulated by the process, and
the nature of those manipulations. To get to this level of analysis, we need to
abstract away from the low-level implementation details of the process (e.g. the
interfaces/APIs of the services invoked), and focus on the underlying business
transactions.

Many authors argued that the essence of a business process resides in the cre-
ation of value by consuming or transforming a set of resources in order to obtain
another set of resources perceived by the customer as having a greater overall value
(e.g. [16]). We share this view and we believe that a value-based process model-
ing is the right level of abstraction for representing the business decisions that
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underlie compensation. More specifically, a resource-event-agent (REA)-based
value modeling [11], which focuses on the resources exchanged or transformed dur-
ing a business activity, provides a useful metaphor to think about compensation.
In particular, within the context of REA, we have been able to identify seven pa-
rameters whose values determine compensation. We propose a three-step process
compensation design approach that 1) starts by abstracting a business process to
focus on those activities that create/modify value, 2) compensates for those activ-
ities, individually, based on values of the compensation parameters, and 3) com-
poses those compensations using a Saga-like approach [10].

The remainder of this paper goes as follows. Section 2 briefly describes the
REA framework. In section 3 we present the compensation decision factors and
illustrate our approach through our Amazon running example. We then relate
our work to previous research and discuss outstanding issues in section 4, before
concluding in section 5.

2 The REA Framework

In an early work, McCarthy[20] introduced the Resource-Event-Agent (REA)
framework as an accounting framework aiming to record economic phenomena
in a shared data environment. It has since been used as an approach to con-
ceptualize and record business activities within an information system and its
foundation as a business ontology has been established (see [12,13]). Essentially,
the REA framework enables us to model business activities in pure business
terms using a small set of concepts and the relationships between them.

To illustrate the main concepts of the REA framework, let’s consider the
Amazon example introduced earlier. Taken from a high level, the entire process
is concerned with providing a customer with a book in exchange for a money
payment (see Fig. 1). Both Amazon and the customer undertake actions in order
to achieve this business objective. Intuitively, the REA framework permits us to
model the business process in terms of business assets - i.e. the Resources- that
are controlled by process participants - i.e. the Agents - and exchanged within
economic events. In the following, we describe each of these concepts.

A business process is a set of activities carried on in order to achieve some busi-
ness objective. These activities utilize valuable assets as raw material, employee
labor, money, and so on. We call these assets Economic Resources. McCarthy
defines them as being “objects that (1) are scarce and have utility and (2) are
under the control of an enterprise” [20].

Activities of the business process are performed by physical persons (e.g. our
customer) or moral entities - i.e. organizations or organizational units - (e.g.
Amazon) called Economic Agents. Agents have control over the involved eco-
nomic resources and are granted the ability to relinquish or acquire them. We
associate each economic resource to two economic agents: the one who provides
the economic resource and the one who receives it.

Finally, the REA framework conjectures that each economic phenomenon in-
volves complementary activities called economic events : one that increases some
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Fig. 1. A high level REA model of Amazon’s process

resources on hand - the increment event - and one that relinquishes some other
resources under the control of the company - the decrement event. McCarthy
adopted Yu’s definition of an economic event[28] as being “a class of phenom-
ena which reflect changes in scarce means resulting from production, exchange,
consumption and distribution”. Increment and decrement events are linked to
their corresponding resources through a stock-flow association - i.e. inflow and
outflow, respectively.

Increment and decrement events of a given economic phenomenon are also
linked through a duality relationship exhibiting the exchange between involved
agents. Thus, the exchange shows the essence of value creation and aims to ratio-
nalize the business process by exhibiting why resources have been relinquished.
Note that REA events differ from the traditional metaphor of events as seen
in programming languages (e.g.: WS-BPEL) by being long lasting rather than
instantaneous.

The discussion above introduces two aspects the REA ontology permits us to
represent. First, REA enables us to exhibit the transactional nature of a business
process by exposing the sequence of what is relinquished by the process and what
is gained in exchange. Thus the concept of an exchange is the cornerstone of the
REA ontology and establishes the rationale behind business activities by record-
ing why the business engages in such activities. Second, the REA framework
aims at exhibiting how value is created through business activities by modeling
a value chain as introduced by Porter[25].

In the next section we describe our approach to modeling compensation
processes relying on the REA abstraction.

3 Value-Oriented Compensation - Our Approach

We argued in[21] that current implementations of compensation in service-
oriented architectures have inherent problems in regards to language constructs.
The designer of a service orchestration (i.e. the consumer of web services) has the
responsibility to account for the many exceptions errors that may occur during
the execution of a business process with little or no guidance. In other words,
the designer has to know what services he should invoke to compensate a given
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service or has to implement his own compensation activities – thus impeding
service reusability.

Notwithstanding the technical issues, we share the view that compensation is
first and foremost a business problem. However, we argue that behind the seem-
ingly infinite variety of compensation responses that organizations can deploy to
a given failure, there lay a handful of principles that we should be able to codify
[21]. This, in turn, relies on our ability to analyze the activities within a typical
business process in pure economic and business terms, abstracting away—for
the time being—the idiosyncrasies of the corresponding record-keeping by the
IT system. To this end, we propose, as a first step to our approach, to use
the REA ontology for analyzing business processes. The second step defines the
requirements of compensation activities relying on a set of factors expressed in
pure business terms. The last step will construct the compensation process value
chain intended to provide the process designer with a desirable insight on which
compensation activities should be considered and what each activity should be
concerned about.

In the following subsections, we will build on the Amazon example introduced
earlier in order to explain each step of our approach.

3.1 REA Value-Chain Design

In Figure 1 we have modeled our Amazon process at a level that does not
account for all the resources that are consumed in the process of delivering the
book to the customer– and that may need to be compensated for in the case
of a process failure. For example, the exchange of book versus money could not
happen as depicted in Fig. 1 since both parties are in different locations. Indeed,
the book needs to be transported to customer’s location and the money has to be
somehow collected by Amazon. In order to change the Book ’s location property,
Amazon relies on a shipping company who provides it with transportation rights.
Similarly, the change of Money’s location involves a financial institution handling
the credit card transaction, which, in turn, involves transaction fees charged by
the financial institution.

The REA framework allows the description of the business process at different
levels of abstraction. It is theoretically possible to develop a model that encom-
passes all economic phenomena. However, this needs to be balanced against the
need to keep our models manageable and scalable. In [11], Geerts et al. suggest
to decompose business processes down to the level needed "to plan, control and
evaluate" the business process

In our example, for the sake of simplicity, we suppose that the transportation
service has been previously acquired from the shipper (see E2, Fig. 2). This
service is consumed to ship the book, resulting in the E3 REA conversional
exchange, shown on Fig. 2. As for the banking transaction fees, we made the
(modeling) decision to not account for them as a full fledged resources, along with
the corresponding events and duality relationship. Thus, we chose to represent
them as an attribute of the Receive Payment event (E4). By continuing further
down we notice that the book cannot be shipped as is and must be packaged
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Fig. 2. REA value chain of Amazon’s process

prior to shipping. This transformation requires the consumption of a box as well
as the labor of an employee (E1). As we did with banking fees, we decide to
account for employees’ labor as an attribute of the packaging activity.

Once we have determined the REA exchanges at the desired level of abstrac-
tion, we construct the global value chain by connecting the exchanges. Fig. 2
depicts the global value chain for our Amazon example. Section 3.2 explains the
compensation decision factors needed to compensate for the various exchanges.

3.2 Compensation Factors

Consider the exchange E1 from Fig. 2, which creates a "book in a box" from a
book and a packing service. If the process aborts after E1 has been performed,
we need to figure out how to reverse this exchange. This, in turn, requires us to
understand, among other things, what activities have taken place, and how they
affect the manipulated resources: (1) a box has been consumed and is no longer
usable for future exchanges, (2) the book is now enclosed in a box, and (3) labor
has been consumed– in this case, represented as an attribute of E1. Intuitively,
we can return the book to its previous state, by spending a bit more labor.
However, the box is "lost forever". This illustrates two compensation decision
parameters, 1) the type of process, and 2) the way it affects its input resources
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(the book versus the box). Luckily, these parameters have a handful of values
each: 1) an exchange can be either conversional or transactional, and 2) the
effect of a conversional exchange on a resource can be either reversible or not.

We have identified seven compensation decision factors, which fall into two
groups, 1) what we called class factors, that depend on things such as types of
(REA) events and resources, and that determine whether an exchange or resource
needs to be compensated, and how, and 2) instance factors, which determine, for
a particular exchange instance, whom and how much to compensate. We present
the two groups in turn.

Class Factors
What is the Type of the Exchange? In order to compensate for a given activ-
ity, one should be able to asses the effects of the activity on the economic re-
sources. The REA framework distinguishes two types of exchanges: transactional
exchanges and conversional exchanges [19].

Transactional exchanges involve an exchange of a set of resources rights. A
typical example would be a sale exchange where the company relinquishes its
ownership right on the product it is selling and gaining an ownership right on
customer’s money. Other types of rights may include usage rights, copyrights,
etc. Thus, resources involved in transactional exchanges are perceived as a col-
lection of rights. Compensating a transactional exchange requires us to reverse
the exchange by returning those rights to their original provider. For example,
compensating the exchange E4 from Fig. 2 would involve returning the own-
ership of the money to the customer and the ownership rights of the book to
Amazon.

However, business activity do not revolve solely on transactional aspects. Al-
though most business collaboration processes comprise a transactional activity
at some point, they are usually combined with transformational activities that
either use/alter or consume some resources in order to gain new or enhanced
resources having an added value praised by the customer. These are called con-
versional exchanges and resources involved are defined by a set of properties (as
opposed to a set of rights) being altered by the economic events.

Consumed resources cease to exist and cannot be restored to the provider
agent. Thus, the provider agent will be compensated by receiving a resource of
an equivalent value. We propose to compensate a consumed resource by relin-
quishing an abstract economic resource called a claim that could be settled in the
future by an equivalent value - usually money. Claims have been introduced by
McCarthy as “(...) not tangible resources for and against the enterprise. Claims
derive from imbalances in duality relationships where an enterprise has either
(1) gained control of a resource and is now accountable for a future decrement
(...) or (2) relinquished control of a resource and is now entitled to a future in-
crement (. . . )”[20]. In our example, the box has been consumed and is therefore
compensated by a claim.
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On the other hand, a used resource is one whose properties- or a subset
thereof- are altered by the conversional exchange. Compensation consists then
of attempting to restore those properties to their original values. For example,
an REA event that constructs a machine by assembling its parts can be compen-
sated by disassembling those parts. However, if some parts are altered during
the assembly (e.g. welded), they may not recover their original value upon dis-
assembly. Here again, the original provider of the part would need to be issued
a claim for the lost value.

What is the Type of the Resource? I walk into a food store, pick-up a can of soup
that has an expiration/consume-before date. If I change my mind and decide to
return the can, the store will likely take it back if it is before the consume-before
date. If I return it after that date, the can would have lost all of its value. The
soup can belongs to the category of perishable resources whose value goes to zero
at a given date/instant. Other perishable resources include hotel room bookings,
flight seats, or rock concert tickets. If, on the other hand, the purchaser decides
to return the resource before the consume-before date, the seller may credit them
for part of the purchase, depending on how difficult it is for the seller to turn
around and resell it while it still has value. This simple example illustrates one
dimension/subcategorization of resource types that influences, a) whether or not
a resource can be compensated, and b) how and how much. We identified foor
such (non-orthogonal) dimensions, explained below: reversibility, perishability,
depreciation, and discreteness.

– Reversibility: Shipping the book from Amazon’s warehouse to customer’s
location does not normally affect the book’s physical condition. This means
that the book will not sustain any value loss on its way to the customer.
Consequently, we consider the book as being a reversible resource that we
compensate by restoring its original property. However, the reversibility fac-
tor must be linked to the resource’s property being altered by the event.
Thus if, say, the same book has been autographed before being shipped (i.e.
a conversion process altering its autographed property), then it has been ir-
reversibly altered by the event. A non-reversible resource involves a loss in
value, in full or in part, sustained by the owner, that a compensation process
must take into account, for example by redeeming the lost value.

– Perishability and depreciation/appreciation: As explained above, resource is
perishable if it completely loses its value at a given date. By contrast, depre-
ciation corresponds to a gradual loss of value, notwithstanding the loss of
value due to wear and tear. For example, notwithstanding generous product
return policies, over time, computers and cars depreciate, even when they are
not used, because of the advances in technology (and fashion). Conversely,
art and collector items tend to increase in value, with time. Both perisha-
bility and depreciation/appreciation involve compensating for the resource’s
lost value as a function of time ( i.e. time of process interruption).

– Discreteness: I need a four-foot long wooden beam, with a two-by-four inch
base. The local hardware store sells only beams that are eight foot long. If I
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cut and use a four-foot segment, I cannot return the other half. Similarly, if I
need five four-foot segments, I will need to buy three eight-foot beams. With
discrete resources, exchanges and compensation are measured in discrete
units, even if the actual quantity used is continuous. By contrast, if I consume
5MW of power, I will pay for only– and exactly– that. Non-discrete resources
tend to be substance-like [7], in the sense that if we divide it into two (or
more) parts, the parts are of the same nature as the original resource.

Going back to our Amazon, the book is a) reversible on both its packaged and
location properties, b) non perishable and c) discrete. Therefore, returning the
book would not involve any loss in value to consider for compensation.

Is it a Gradual Event? Assume that I want to paint my living room a light sunny
blue and I hire a painter to work by the hour. The painter needs to mix the paint
first, to obtain a gallon-plus of light blue paint, and then paint the living room
with it. The ’mix the paint’ activity/REA event consumes the ’input’ cans at
the beginning, i.e. as soon as I pour one drop of color paint into the white paint
container. Indeed, from that point on, neither can of paint can be reused nor
repurposed. By contrast, the actual painting of the living room consumes the
labor gradually: if the painter stops at any time during the activity, I will only
pay for time used.

This example illustrates the difference between an activity (REA event) that
consumes its input resources gradually (laying the paint on the walls) from
one that consumes its resources atomically at some point during the activity,
typically at the beginning (mixing the paint), or at the end.

Going back to our amazon example, for practical and business reasons, all of
the activities (REA events) consume their resources atomically. For example,
once we start packing the book (exchange E1 in Fig.2), the box is altered, and
we consider that the labor required for the packing has been consumed. Similarly,
once the book leaves the warehouse, we consider that the shipment service has
been consumed.

Are there Event Costs? Many business activities, and REA exchanges in partic-
ular, involve labor. Theoretically, a value chain model should show labor as an
economic resource, and represent its consumption by separate economic events.
However, such a granularity of representation may result in large and hard to
understand models. As discussed earlier in section 3.1, Geerts et al. argued that
analysts should stop modeling at the level enabling to plan, control and evalu-
ate the business process. It is not clear that accounting for labor consumption,
in all circumstances, with separate economic events helps to plan, control and
evaluate the business process. For example, in a car manufacturing process (a
conversional exchange), labor accounts for a significant part of the cost, and it
should be represented as a resource, and its consumption on the assembly line
should be represented by an economic event. By contrast, approving supplier in-
voices for payment should not. This is not to say that these costs should not be
counted. We suggest to use a ’cost’ attribute attached to events, that aggregates
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all of the costs that we deemed too low-level to merit a full REA treatment. If a
completed activity is to be compensated, in addition to the resources that it did
consume (reversibly or not, atomically or not, etc.), we need also to compensate
for the activity cost.
In our example, the labor used for packing (exchange E1 in Fig. 2) is included in
the ’cost’ property of the exchange E1. Similarly, the banking transaction charges
(exchange E4 in Fig. 2) are included in the ’cost’ property of
exchange E4.

Are there Compensation-Specific Business Policies and Rules? Going back to the
process presented in Fig. 2, suppose that the customer decides to cancel his/her
order after the package was sent out for shipping. The previous factors determine
whether the book is returnable, and how much resources have been irreversibly
used or consumed, both in the going forward process, and in the compensation
process. There remain a number of issues / choices, which are typically driven
by organization/company-specific policies or rules. Most notably:
1. should the resource(s) that is/are at the heart of the process (book and

cash) be recoverable, in what form will they be returned to their original
owners? in our amazon example, the customer may either have his credit
card credited for the refund, or receive a credit voucher with the equivalent
value towards future purchases

2. how much should the customer be credited, anyway? as we saw from our
amazon example, the cancellation of a book order carries a number of non-
reversible costs, including the box used for packing, the shipping to and back
from the customer, the banking transaction costs, and the labor involved in
packing and unpacking. It is a matter of business policy to choose which
costs to incur to the customer, and under what circumstances (see ’who is
the accountable agent’ below).

We see business policies as business domain and corporate specific refinements
of the compensation factors discussed above. A business policy does not change
the nature of an event or the type of the resource. However, it may influence the
choice of which compensation activity to choose, among many, or how much to
compensate for.
In the amazon example, customers who cancel orders that have been shipped are
liable for, a) the initial shipping charges, b) the return shipping charges. However,
they are not liable for the labor costs or the banking transaction costs. Further,
the money they are entitled to is credited back to their credit cards.

Instance Factors. The class factors introduced above enabled to determine the
compensation activities required for a given exchange with given dual events and
involving given resources. They are general factors applicable to any execution
of the business process. Conversely, instance factors apply to a specific execution
of the process and enable us to assess to which extent one should compensate
for a given resource. We identify two instance factors: the time of interruption
and the accountable agent.
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What is the Time of Interruption? Abortion of a business process may happen
anywhere between the instant it starts and the instant it ends. Thus knowing
the time at which a process aborts is a critical information in order to establish
(1) which of the activities completed and thus need to be compensated and (2)
how much of the resources involved during the last running event(s) need to be
accounted for.

Who is the Accountable Agent? If one cancels his trip a week prior to the de-
parture date he expects to pay for cancellation fees that may go as far as the
price of purchase for the trip. Indeed, aborting a business process may involve
losses sustained by either the company in charge of the business process and/or
an actor involved in the process. Some of these losses may be absorbed by the
organization fully or partially as dictated by business policies while some won’t,
thus rendering one of the agents responsible for the losses. In order to identify
the accountable agent of a given abortion, we conjecture him being:

– The provider agent of the economic event causing the process abortion in a
case of process failure (e.g. The travel agency if the plane seats have been
overbooked); or

– The agent who triggered the canceling event (e.g. the customer who cancelled
his order).

3.3 Modeling Compensation Processes

The compensation factors presented in the previous subsection along with a
given REA business process value chain will enable us to infer corresponding
compensation activities for each REA exchange. Our methodology relies on a
catalog of <REA exchange, REA compensation exchange> patterns based on
the factors identified above that we will build. For example, we might have dif-
ferent pairs for the different types of conversions, based on the resource types,
the gradualness of the consumption, etc. Note that the pure transactional ex-
changes are reversible, modulo the transaction costs (and if different, the reverse
transaction costs). For conversion processes, the factors discussed above should
help us design the REA compensation exchanges at a high level.

Given a value chain model, we consider every exchange and classify it accord-
ing to the catalog outlined above by asking questions to the analyst. Such ques-
tion may include: Is your resource <A> perishable (discrete, etc.)? Does your
event <E> consume its resources at the beginning, gradually or at the end?.
Based on the answers, we will be able to select the appropriate pattern/pair
<REA exchange, REA compensation exchange>, and instantiate the REA com-
pensation exchange part using her domain terminology. An illustration of such
compensation exchange instantiation applied to exchange E1 from our Amazon
example is shown in Fig. 3.

Finally, once the relevant compensation exchanges have been identified, we
propose to construct a compensation value chain by composing compensation
exchanges in reverse order following the Sagas[10] approach and in respect to
the resource flow of the original value chain.
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Fig. 3. Compensation exchange of E1 from Fig. 2

4 Discussion

4.1 Related Work

Our work builds on transaction management in the fields of distributed databases
and long running workflows. Most of current implementations of error recovery
in business process enactment engines rely on the Sagas[10] approach first in-
troduced by Garcia-Molina. A saga is a chained transactions technique aiming
at ensuring global transaction atomicity by slicing a process into a set of ACID
transactions. In case of an error and the process needs to abort, successful ACID
transactions are compensated in their reverse execution order by invoking their
compensation handlers. WS-BPEL[22], a standard language for service compo-
sition execution, uses a Saga-like approach to handle errors by implementing
fault, compensation and termination (FCT) handlers. In order to achieve model
checking and ensure reachability in error handlers, authors (e.g. [9], [4]) expressed
FCT mechanisms in formal semantics based on pi-calculus and Petrinets.

In recent work, authors proposed alternate approaches to handle process ex-
ecution failures, mainly to achieve process self-healibylity. Techniques inspired
by aspect programming(e.g. [14,26]) permitted to separate process design from
failure handling by treating error paths as crosscutting concerns. Advances in
semantic web services allowed implementing transactional support through ne-
gotiating agents([3]). Some approaches emphasize the human involvement in
recovering from business process exceptions. In order to achieve organizational
resilience, Antunes proposes a framework integrating both machine and human
involvement in error recovery[1]. His approach relies on a control switch con-
cept supporting ad-hoc human interventions by moving control out of the BPM
enactment engine whenever a certain type of exception occurs. Although we
find these directions promising, we argue that the problem of compensation re-
mains to handle backward recovery. All the approaches above mentioned focus
essentially on technical aspects from an operational perspective such as language
constructs, message exchanges and coordination. To the best of our knowledge,
no work has been done in supporting compensation design at the analysis level.
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On the business process design, different authors stressed the advantages of
business modeling prior to process modeling in order to assess the rationale of
the business process and to express business objectives at a high level, from
which implementation should be derived. Many business ontologies have been
proposed that fall into two groups, value-oriented (e.g. [20,15,24]) and goal-
oriented approaches (e.g. [27,2,17]). Although authors have tackled the problem
of process modeling based on abstract business objectives, none has applied these
aspects to error recovery and compensation. Thus our work aims at filling this
gap and offers to consider business modeling as a valuable option to the error
recovery.

4.2 Validation Approach

Generally speaking, there are two aspects of our approach we need to validate.
Firstly, as mentioned in section 3.3, we will construct an exhaustive catalog of
<REA exchange, REA compensation pattern> pairs based on our compensation
factors. The catalog will be validated using existing business ontologies and on
business process modeling experts who will be asked to assess the soundness of
our high level compensation patterns.

The second aspect of our validation will concern the resulting compensation
processes obtained using our methodology for which we will take a two steps
approach. First, we will compare our results to a catalog of classified business
processes. We chose the reference model of the SAP business blueprints[6] be-
cause we believe it is at the right level of abstraction enabling us to validate
on a wide range of business domain activities. The reference model describes
best-business practices from many different industries by modeling, both the
’happy’ and alternate paths, of generic business processes. We will extract those
happy paths and model their value chain using the REA ontology. Then we will
walk through our methodology in order to generate compensation processes and
compare them to the business error handling paths of SAP’s model. We expect
to generate more compensation processes than can be found in SAP blueprint
because our method will cover the cases exhaustively. As a second step, we will
validate on real world cases by consulting a panel of subject matter experts
within specific organizations. Our approach will be to work with their business
process and see whether (1) we ask the right questions (perishability, discrete-
ness, etc.), and (2) the resulting compensation processes are sound from their
business perspective.

Note that we have developed a prototype implementing our approach and
applied our factors and our framework to a number of real world examples. This
enabled us to refine our initial set of compensation factors and to establish the
ground rules of our approach.

5 Conclusion

In this paper, we proposed a business-oriented approach in order to assist the busi-
ness process designer in establishing the compensation activities. We argue that
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despite apparent numerous ways of compensating for a given business process,
the compensation is mainly a business problem; therefore, the solution should be
tackled from a business standpoint.

Extensive research focused on the compensation from a technical programming
perspective and, to the best of our knowledge, none has addressed the problem
from a business standpoint. Our work aims at filling that gap. The main contri-
bution of our work lies in establishing the decision factors involved in designing
compensation activities. Relying on these factors, we were able to determine com-
pensation activities and elicit their requirements is a systematic fashion, hence
providing the business analysts with a much-welcomed guidance.

Although this work is still at an early stage, this paper focuses on establishing
our ground ideas and our major directions. We are currently working on con-
structing a catalog of high level business activities paired with corresponding
compensations in order to apply the compensation factors programmatically.
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Abstract. BPM software automation projects require different approaches for 
effort estimation for they are developed based on business process models ra-
ther than traditional requirements analysis outputs. In this empirical research we 
examine the effect of various measures for BPMN compliant business process 
models on the effort spent to automate those models. Although different meas-
ures are suggested in the literature, only a few studies exist that relate these 
measures to effort estimation. We propose that different perspectives of busi-
ness process models need to be considered such as behavioral, organizational, 
functional and informational to determine the automation effort effectively. The 
proposed measures include number of activities, number of participating roles, 
number of outputs from the process and control flow complexity. We examine 
the effect of these measures on the automation effort and propose a prediction 
model developed by multiple linear regression analysis. The data were collected 
from a large IS integration project which cost 300 person-months along a three-
year time frame. The results indicate that some of the measures collected have 
significant effect on the effort spent to develop the BPM automation software. 
We envision that prediction models developed by using the suggested approach 
will be useful to make accurate estimates of project effort for BPM intensive 
software development projects.  

Keywords: Business process model measures, business process automation, 
project management, effort prediction model. 

1 Introduction 

Various measures have been suggested and utilized for business process models in the 
literature for different purposes such as; evaluating quality [10, 21], understanding the 
error probability [16], assessing the understandability and maintainability [8, 9, 20], 
measuring the similarity between models [7] and measuring functional size for the 
software to be developed based on the process models [12].  

The business process models are commonly used as a tool to analyze requirements 
in early stages [2, 18]. When available, business process models contain valuable 
information on the size of the system to be automated in early phases of the  
development life cycle [12]. 
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Only a few studies exist in the literature analyzing the size of business process 
models to be used as a basis of system development effort prediction [12, 18]. These 
studies suggest a methodology to determine the functional size of the software to be 
developed indirectly, by estimating the size with respect to well-known functional 
size measurement methods.  

Currently, we develop an Integrated Campus Information System in Middle East 
Technical University (METU) based on the university’s business processes. This 
project aims to automate most of the processes of the university including more than 
90 process modules. For each process, business process analyses are being conducted 
and business processes are being defined as models and structured process definitions 
are being written. The project is divided into phases in which a predefined set of 
process modules are automated. For each of the phases, the project management of-
fice requires an estimation of the automation effort to use for planning, budgeting and 
subcontracting the project.  

In this study, we explain our empirical research focusing on developing an effort 
prediction model which is based on direct measures on business process models. We 
aimed at identifying the effect of various business process model attributes to the 
automation effort and suggest an effort estimation model by using multiple linear 
regression analysis technique. The measure set we used covers different perspectives 
of business process models which are functional, behavioral, organizational and in-
formational. We used the historical data gathered over the last three years covering 
approximately 300 person-months of effort and 10 business process modules of  
varying sizes which have been analyzed, modeled and automated into working soft-
ware.    

The remainder of the paper is organized as follows. In the following section, we 
provide a brief overview of the existing literature. In the following section, we de-
scribe the case, introduce the research problem together with the proposed solution, 
explain the case study plan and identify the selected set of business process model 
measures together with the rationale for selection. In the fourth section, we describe 
the empirical approach used including the data collected, the method applied and the 
results. The last section provides a discussion of conclusions, limitations and future 
work.  

2 Related Work 

There is an extensive body of literature on definition and discussion of various busi-
ness process model measures. Business process measures are usually derived from 
software metrics [1, 10, 21, 30]. Process size is often determined by using a corres-
ponding software size metric; “Line of Code”. Some of the size measures used are; 
number of activities, joins and splits [1, 16], diameter, density [16], and  
cross-connectivity [22].  

Another basic measure derived from software measurement domain is complexity. 
Cyclomatic Complexity is usually translated to business process models as Control 
Flow Complexity (CFC) where different types of splits are handled separately [21]. 
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Other complexity measures have also been suggested such as; Halstead-based Process 
Complexity, Coefficient of Network Complexity [17], nesting depth, jump-outs from 
control structure, cognitive complexity [9]. We observed that CFC is the most com-
monly used complexity measure for business process models [1, 9, 21]. It is important 
to mention that CFC only covers control-flow complexity, and disregards complexity 
that might have been introduced because of data elements captured within process 
models.  

Fan-in and fan-out metrics are used in different ways like inputs and outputs [17] 
and reference numbers to and from a process module [9]. Measures like coefficient of 
connectivity, separability, sequentiality, depth, structuredness were suggested to 
measure error proneness of the process models [16, 30].  

There are other measures that attempt to involve data complexity. Interface com-
plexity measure [1] includes number of inputs and outputs in the process. Coupling 
refers to the number of activity couples which contain one or more common data 
elements and cohesion expresses the coherence within the activities of the process 
model [17]. Dhammaraksa and Intakosum [6] emphasize that current size measures 
do not consider all perspectives of process models; namely functional, behavioral, 
informational and organizational. In their research they provide measures for each 
perspective.  

Many studies include further analysis and empirical work to use measures to eva-
luate error probability in process models, understandability and complexity.  Men-
dling et al. [16] show that there is a strong connection between formal process model 
errors and a set of measures on structural and behavioral aspects of process models. In 
another research they emphasize that there is a negative correlation between size and 
quality aspects. Mendling et.al. [23] illustrate that higher density of arcs and larger 
number of paths in a model affects the understandability negatively.  

We observe that many measures are suggested to measure the size of business 
process models. But these measures are collected for other purposes, like analyzing 
understandability and error-proneness of models. There are a few research published 
just in recent years focusing on business process size in order to evaluate its effect on 
development effort of related software systems by using COSMIC model.   

COSMIC is a widely accepted method for functional size measurement of soft-
ware, and accepted as an international standard [3, 11]. An extensive survey on con-
ceptual model based functional size measurement research [15] revealed that all stu-
dies calculate size from UML diagrams. We found other studies focusing on using 
business process models to measure COSMIC size. Lavazza and Bianco [14] used 
UML activity diagrams to estimate the COSMIC functional size of the system. Their 
approach is indirect effort estimation method from business process models.  

Monsal and Abran [18] defined a set of BPM rules for software to be developed, 
the users of the software and data movements. By conforming to these rules during 
modeling, it is assured that COSMIC size measurement can be calculated. The au-
thors developed rules for Qualigram notation (their own modeling notation) and 
BPMN. Another important study by Kaya and Demirörs [12] describes the size mea-
surement method based on EPC notation. For each function in EPC, further analysis is 
conducted (namely FAD) to determine data movements, users and related systems. 
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With this method, COSMIC size is calculated by counting data movements for related 
systems. The approach is also automated on a modeling tool. These approaches aim to 
measure the size of the system to be automated based on process models, rather than 
determining measures of business process size that can be used to identify the  
automation effort.  

3 The Case Study 

3.1 Description of the Case  

METU has 24.000 students currently enrolled. There are 40 undergraduate depart-
ments and 160 graduate programs. METU also has 21 interdisciplinary research cen-
ters. More than 5.000 personnel are working for the university. A large number of IT 
systems have been developed since the establishment of the university Computer 
Center. However most of these IT systems run independently, not communicating 
with each other and using various technologies for data storage and communication. 
As a result of this crowded, complex environment, problems emerged such as out-of-
control duplication of data, non-standard communication, lack of control over IT  
service levels and very high maintenance costs.  

The Integrated Campus Information System (ICIS) project was initiated in 2009 by 
Computer Center in order to solve these problems. ICIS aims at integrating the exist-
ing IS applications in accordance with the university strategic plan. Initially Computer 
Center developed a business process map consisting of all the business processes of 
METU. These processes were prioritized in line with the master project plan.  

Since the beginning of the project, the activities of analyzing and modeling of 
business processes and eventually developing software running on automated busi-
ness process models are conducted iteratively for each process module. More than 
300 person-months are utilized in the last 3 years.  

The method for developing process automation can be summarized as follows. 
First all stakeholders involved in the business process are contacted. Then modeling 
experts start analysis sessions with the stakeholders. The analysis team puts in addi-
tional effort to produce process definitions documentation. The process definition 
documents contain textual definitions of processes organized in sets and subsets, 
stakeholders, business rules, risks, inputs and outputs of the process and data ele-
ments. Then the BPMN models of the processes are developed in accordance with the 
textual definitions. The data elements are fed into the university data dictionary. In 
compliance with the data element definitions, the web services are implemented and 
SOA mediation layer are integrated with them. Then the software models associated 
with the process model are developed. After functional testing the process automation 
software to the university portal are integrated via the user interface portlets. 

The models are developed by using Eclipse BPMN modeler, in compliance with 
BPMN 2.0 standard. Activiti is utilized as the underlying process engine. Business 
rules are represented in Drools. All programs are coded with Java, JSP and Javascript.  
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Considering this software lifecycle, we observe that work outputs produced in 
BPM software automation projects differ from traditional software artifacts. Usually, 
in addition to traditional artifacts like software requirements specification and soft-
ware design description documents, business process models are developed. These 
models are utilized as the basis for the development activities, as the code is produced 
focused on each activity presented in the process model.  

There are about 90 process modules identified in the business process map. The 
concept of “process module” is used for a group of process models which are cohe-
rent and focus on a specific working area of the organization (like budgeting). All of 
the process models under a process module are connected to the hierarchical structure 
of the related module. Until now, the team completed developing 10 modules and 
working on 15 modules at the moment. We were able to collect both business process 
model measures and total development effort for the 10 modules completed. The uni-
versity needs to make effort estimation for the rest of the modules to be developed in 
phases to use as the basis of planning and budgeting. 

3.2 Problem Statement and Proposed Solution 

Effort estimation for software development is a critical activity for project planning. 
Widely accepted and commonly used effort estimation methods exist for software 
development activities producing traditional requirements analysis outputs, like 
COSMIC function point measurement. BPM software automation projects require 
different approaches for effort estimation for they are developed based on business 
process models. Early outputs of the development lifecycle for this kind of projects 
are business process models which embed information on the requirements of the 
system. There are a few studies that utilize business process models to determine 
COSMIC size measurement of the system to be automated. However, to our know-
ledge, the effect of different business process model properties on the development 
effort is not studied. 

The project management office in METU Computer Center requires all projects to 
have an effort estimation method based on something more than educated guess that 
utilizes their existing experience from the project. ICIS project is the first and the only 
project carried out in the university’s Computer Center in which business process 
automation is used. Our experience supports our previous observations that the work 
products of process automation projects differ from traditional software development 
projects. So, in order to be able to estimate the project effort for upcoming phases of 
the ICIS project (and potentially other process automation projects), the need for a 
viable and empirical estimation method emerged.  

We were not able to derive an extensive conclusion from the literature for what 
possible business process model properties we can use to build up an effort estimation 
method for our case. Thus, the first step of our proposed solution is identification of a 
set of business process model measures that may have effect on the automation effort. 
Then, we propose to perform statistical analysis on the collected data to identify the 
measures that have significant impact on the effort; determine the effect of each 
measure and formulate an effort prediction model.  
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3.3 Case Study Plan 

The basic procedure common for effort prediction is applied in this study. Following 
tasks are envisaged within the case study plan:  

• Identify the measurable properties of business process models and select the set of 
measures to be collected that are anticipated to have effect on automation effort, 

• Collect data on the selected case; e.g. collect the data for selected measure set and 
measure the effort spent to automate the processes for each process module,  

• Correlate the data collected on business process model measures to the related 
effort measurements and develop an effort prediction model by multiple linear  
regression analysis, 

• Analyze the effect of each measure on the automation effort and update the model, 
• Evaluate the prediction model considering the statistical results and by comparison 

of the predicted values to real values. 

Apparently, many attributes of business process models will have effect on automa-
tion effort. But in this study, we specifically aim at identifying the size of the effect in 
addition to the measures with strongest effect on the development effort. For this, we 
identify process model measures that compose a sound set to reflect basic size proper-
ties of business process models. The selected measures and rationale for selection are 
explained in the below section.  

3.4 Selection of the Business Process Model Measure Set  

There are various measures for business process models that may have influence on 
the automation effort. Our aim in this empirical study is to reveal a set of business 
process measures that can largely explain the automation effort and suggest an effort 
prediction model by means of linear regression analysis. These measures shall not be 
highly correlated to each other and shall represent the business process models  
meaningfully in BPM domain.  

As Curtis et.al. state [4] that to adequately describe a process, four different pers-
pectives shall be taken into consideration: functional, behavioral, organizational and 
informational. In this research, we consider that our measure set shall cover informa-
tion regarding each perspective so that we can find out specific contribution of each 
perspective on the automation effort.  

The data is collected from a set of business process models that are developed by 
the same group of process modeling experts consistently using the same modeling 
methods. Considering this, we also assume that all of the models conform to basic 
modeling principles (like block structure [13]), and there is not much deviation be-
tween error-proneness and style of the models. Moreover, our aim is not to evaluate 
how “good” the models are. The nesting depth, which is found to be an important 
measure for complexity [9], is also similar among models. There are no models with 
more than 2 levels of nesting depth. Thus we scope out the quality and model struc-
ture measures like structuredness, separability, sequentiality [16, 13, 30], correctness 
of models and nesting depth.  
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We neither included an extra measure for data complexity like interface complexi-
ty suggested by Cardoso et.al. [1] nor other complexity measures such as Halstead-
based Process Complexity, Coefficient of Network Complexity measures. We 
avoided utilizing derived measures and we identified base measures covering each 
model perspective so that we can observe their effect individually as a result of our 
linear regression analysis. If we had used derived measures, the high collinearity be-
tween independent variables of the regression would have reduced the reliability of 
the results.  

As the initial set of measures, for functional perspective, we selected “number of 
activities”. We also considered using “number of human tasks” and “number of auto-
mated tasks” embedded in our BPMN notation. But to prevent dependency on  
modeling notation we decided on only choosing number of activities.  

We also considered utilizing fan-out measure as an indicator of number of sub-
processes referenced from a process diagram. This measure can also add value for 
representing the functional perspective. However, due to the nature of processes mod-
eled so far in this project there were only a few references to other processes. Thus we 
were not able to use fan-out as a potential predictor of effort in this research.   

Behavioral perspective of a process model represents sequencing and possible al-
ternative flows of the model. Cyclomatic complexity (CC) which is the basic com-
plexity measure for software engineering domain covers complexity introduced by 
decision points. Control Flow Complexity (CFC) applies a different calculation for 
each decision point type (and, or, xor). We calculated both measures for our model, 
but as a result of our statistical analysis we observed that they are highly correlated to 
each other and CFC has more power on explaining the effort variable. Considering 
that, we dropped CC and just used CFC for further analysis.  

Informational perspective represents the informational entities “produced or mani-
pulated” by the process. To present this perspective, we selected to analyze three 
measures:  number of outputs, number of inputs and total number of inputs and out-
puts. Although the inputs are used by functions of the system, whole data covered by 
inputs may not be representing the manipulated entities. As our initial statistical anal-
ysis also supported that the number of outputs are better correlated with the effort, we 
dropped the other measures and used only the number of outputs.  

Organizational perspective represents the performers of the activities in process 
models. To depict this perspective, we chose “the total number of roles” in each 
process model.  

We considered using other measures that may affect the automation effort; like 
number of business rules, number of performance indicators. As our sample size is 
limited and these measures are not about the key aspects of models, we left the  
analysis of these measures for future work.  

For reasons provided we selected the measures that are defined below. It should be 
noted that each process module is composed of multiple subdiagrams. To calculate 
the following measures, the values of individual subdiagrams are added up as  
explained below.  



 An Effort Prediction Model Based on BPM Measures for Process Automation 161 

 

• Number of Activities: NOA refers to the total number of activities (human and 
automated) in all subdiagrams of the process module.  

• Control Flow Complexity: CFC is the sum of all complexity introduced by each 
split in the models. Joins are not considered in the measure. For each XOR split, 
the number of splits are counted, and for each AND split, “1” is added to the count. 
(there are no OR element in the models). The CFC values of all subdiagrams are 
added up.   

• Number of outputs: NOO refers to the total number of output elements produced 
within the process module.  

• Number of roles: NOR is the number of all roles performing in the related process 
module.  

To summarize, in measure selection, we aimed at identifying at least one measure for 
each process perspective; functional, behavioral, informational and organizational. 
These measures are chosen to represent one of these perspectives directly, with the 
least possible collinearity between each other. That is the reason we focused on iden-
tifying base measures rather than derived measures. Additionally, due to the nature of 
the processes and the aim of the study, we scoped out quality and model structure 
metrics.  

The process models used in this research are developed using BPMN notation [19]. 
However, the set of symbols used and the measures are common to many business 
process modeling languages, therefore the results can be applied to other languages.  

4 Case Study Implementation 

In this section we explain the data collected in this research and the methodology to 
develop an effort prediction model by using the defined set of process model meas-
ures. We conduct linear multiple regression analysis in which we utilize process mod-
el measures as independent variables and automation effort as the dependent variable.  

4.1 Data 

There are 10 completed process modules in the ICIS project for which automation 
effort (in person-months) was collected. These modules, focusing on research and 
financial management processes of the university, are considered large, as the average 
effort for development is 13 person-months. We cannot decompose the effort data 
into smaller pieces of process modules, so we need to utilize the data from 10 process 
modules as our sample data. We collected four process model measures for each of 
these modules as determined in previous section. We are aware that the sample size 
should be larger to attain more generalizable results. However, due to the nature of 
software development projects, it is difficult to collect data for large sample sizes. 
Given that this data have been collected over a three-year period, even the sample size 
is low, the collected data is still precious and can be utilized to draw conclusions.  
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The independent variables (NOA, CFC, NOO and NOR) are measured for each 
process module by examining each process model diagram and process definition 
documents. The effort data was collected and monitored for each process module as 
part of project management activities. The effort data covers all activities in the 
project, including process analysis, modeling and automation. As we think that the 
activities of process analysis and modeling are part of requirements analysis and 
software design; we also included their effort in our measurements.  

Before starting the regression analysis, the data is examined for outliers. Only one 
outlier was observed for NOO measure. The related process module is examined and 
it is concluded that it is a special case because of the nature of the module; and the 
value is normalized in order not to affect the results. The data collected for the ten 
sample, including independent variables NOO, CFC, NOA, NOR and the dependent 
variable effort can be seen in Table 1.  

Table 1. Collected Data 

NOO CFC NOA NOR Effort 

(person- 

months) 

3 9 15 5 5 
1 8 13 2 8 
2 13 23 4 3 
12 27 61 6 22 
13 37 100 13 18 
2 0 9 4 3 
9 74 167 20 20 
5 63 72 16 24 
2 2 24 11 4 
11 30 35 13 22 

 

4.2 Application of Multiple Linear Regression Analysis Method 

In our study, we want to examine the effect of the independent variables (observe the 
correlation of these variables between each other, if exists) and fit a predictive model 
to our data to use for prediction of our dependent variable; effort. We assume that 
there is a linear relation between each of the independent variables and the dependent 
variable. The rationale behind this assumption can be explained; as work products –in 
this case process models- grow in size and complexity, the automation effort increases 
in a linear way. We already know from our experiences and due to the nature of the 
process modeling and software development activities that all of our process measures 
are positively correlated with the effort. To further analyze the effect of each measure 
and to identify their impact on the automation effort with a prediction model, multiple 
linear regression analysis method was applied. 
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The process measures are expected to be positively correlated to the effort, and if 
all of the measures are zero (e.g. there is no process model at all), the effort will be 
zero, too. This is why we forced the regression coefficients to be calculated through 
the origin and we have intercept value of zero.   

In the first step, all of the four measures are added to the regression analysis. We 
observed very high collinearity statistics (> 0.9) between CFC and NOA. This high 
collinearity also caused the regression results to be insignificant. Further analysis of 
correlation between CFC and NOA supported that NOA is highly dependent on CFC. 
We dropped NOA from our regression analysis, as we concluded that we already 
cover information provided by NOA measure by means of CFC.  

Conducting further analysis with the three measures; CFC, NOA and NOR, we ob-
served that the regression coefficient for NOR is insignificant and the value of the 
coefficient is also very low. We concluded that the effect of number of roles (NOR) 
measure is insignificant for our prediction model; and we cannot identify a meaning-
ful coefficient with our limited sample data. As a result, we dropped this measure 
from our model.  

With the two independent variables; CFC and NOO; we ran our regression model 
and observed statistically significant results. The results are provided in the following 
section.  

4.3 Results 

A linear multiple regression model was used to develop an effort prediction model 
from the process model measures. The potential predictor measures used in the analy-
sis were; Control Flow Complexity (CFC) and Number of Outputs (NOO). Table-2 
provides descriptive statistics, where effort is shown in person-months. Table-3 shows 
zero order correlations which are statistically significant (p<.01) along with regression 
coefficients which are also statistically significant (p<.05).  

Our prediction model was able to account for a 79.8% of the variance in automa-
tion effort, F(2,7)=18.806, p<.01, Adjusted R2=.798%. The mean magnitude of rela-
tive error (MMRE) of the model was calculated as MMRE=30.20%. The prediction 
quality of our model was PRED(30)=0.60. This means that by using the prediction 
equation with inputs of NOO and CFC values, the model can predict the effort for 
60% of the sample with less than 30% deviation.  

Table 2. Descriptive Statistics 

 Mean Std.Dev. N 

Effort 12,90 8,9 10

NOO 6,00 25,4 10

CFC 26,30 4,7 10
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Table 3. Regression coefficients and zero order correlations 

Model Beta Sig. 
Correlations 

Zero-order Sig. 

NOO 

CFC 

,528 ,025 ,806 ,002 

,513 ,022 ,813 ,002 

  a. Dependent Variable: Effort 

5 Conclusions, Limitations and Future Work 

5.1 Conclusions 

In this empirical research, we proposed an approach to determine a business process 
model measure set that can affect the automation effort of the related process models. 
Then, we conducted a linear multiple regression analysis on a set of data collected 
from Integrated Campus Integration System (ICIS) Project, which is a process auto-
mation project running over 3 years with more than 300 person-months of effort. The 
independent variables are selected to be four measures representing different perspec-
tives of BPM; Number of Activities (NOA), Control Flow Complexity (CFC), Num-
ber of Outputs (NOO) and Number of Roles (NOR); and the dependent variable is the 
automation effort.  

The resulting prediction model was able to explain a large amount of variance on 
the effort which was caused by the predictor variables (79.8%). The analysis results 
were statistically significant with two independent variables; CFC and NOO having 
almost the same effect on the automation effort. Also the evaluation of predictive 
quality of our model was performed by using mean magnitude of relative error and 
PRED(q) criteria, which is a widely accepted way of determining estimation quality 
in software engineering domain [24]. According to Conte et al. the it is desirable to 
have PRED(25) calculation over 0.75.  Our model fails to achieve this level of pre-
diction quality, which we explain with the low level of precision due to the lack of 
enough samples.  

Through the steps of statistical analysis, we have scoped out NOA and NOR meas-
ures from the analysis. This does not mean these measures have no effect on the au-
tomation effort. We observed high collinearity between NOA and CFC. Our early 
analysis results showed CFC had larger effect on the effort. The primary cause of this 
result is that, CFC not only expresses the size but also the complexity of the model; 
meaning that CFC measure already covers the effect of NOA measure, resulting in no 
need to use NOA as an additional measure. We also observed that the NOR measure 
had relatively smaller effect on the effort thus omitted. However we suggest that this 
effect might be observed with better accuracy given a larger sample. 

As a result of our linear regression model, we conclude that CFC and NOO have 
the most significant effect on the automation effort among our BPM measures; and 
both have almost the same weight of effect.  
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5.2 Limitations and Future Work 

Small sample size in statistical analysis is a major thread to the validity of this re-
search [5]. However, it is a well-known fact that larger samples are sometimes very 
difficult and time-consuming to establish in software domain [25]. Usage of statistical 
methods even with small sample size is common in software engineering domain  
[26, 27, 28, 29]. The result of such cases should be dealt with caution. 

The most important limitation of our research is the small sample size. Still, we 
pursued our studies considering that the measurements made over the three years of 
the project covering more than 300 person-months of effort.  

During the initial phases of statistical analysis, we dropped the measures; number 
of inputs and total number of inputs and outputs from the model; as we observed bet-
ter correlation with number of outputs (NOO) measure. Based on our previous studies 
[12], we foresee that we could achieve better correlation with informational perspec-
tive of BPM if we could identify the total number of data movements; which is 
planned as the future work.  

We plan to continue gathering data the same way and form a larger historical data 
pool in this project. With a larger sample size, we foresee we can attain more signifi-
cant results for the existing measures and we can further examine the effects of more 
specific measures such as number of human tasks, number of automated tasks, fan-in, 
fan-out and number of business rules on development effort. 

The current studies which utilize business process models for effort estimation, fo-
cus on some specific properties of models; especially informational perspectives [12, 
18]. One of these studies is conducted by our research group [12]. We plan to use the 
results of this empirical research to extend our previous study by inserting different 
properties of business process models in BPM size and automation effort estimation 
method. We also believe that the approach and results of this study will contribute to 
other researchers to consider how various BPM properties may affect the automation 
effort. 

Usage of statistical research methods in software engineering and business process 
management domains is rare; especially when the case requires data on effort. This is 
mostly caused by the difficulties of collecting a large sized sample. In this research 
we found the opportunity to utilize statistical methods and reach meaningful results. 
Thus we see this research is important because it exemplifies the usage of statistics as 
a powerful research method in business process modeling domain. We will be using 
the prediction model developed in this study for effort estimation of following phases 
of the project. We plan to replicate the same analysis as the ICIS project progresses in 
upcoming years to evaluate our prediction model as well as our research method.   

We think that this research is important as it utilizes empirical outputs to support 
the development of estimation models; and we expect enhancements in the model 
with the collection of more data. We foresee that researchers and practitioners can 
benefit from this approach by following an analysis similar to the one described in 
this paper to formulate their prediction model coefficients using their own  
historical data. 
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Abstract. Goal modelling and business process modelling are two techniques 
that can be used for elicitation of system requirements of an information 
system. In general, goal-based approaches aim at supporting the objectives that 
an organization needs to achieve, whereas business process-based approaches 
aim at supporting the activity of an organization. Consequently, it could be 
assumed that these two types of approaches represent completely different 
perspectives for elicitation of system requirements. In this paper we argue that a 
correspondence exists between the perspectives and that they can be considered 
equivalent in some operational aspects. Therefore, the use of a perspective also 
implies support for the other. This argument is based on the definition of a set 
of guidelines that shows how a goal model can be derived from a business 
process model. As a result, we discuss when selection of one of the perspectives 
or their combination would be more suitable for requirements elicitation. 

Keywords: goal modelling, business process modelling, requirements 
elicitation, requirements engineering, information system.  

1 Introduction 

Requirements elicitation is the fist activity of the requirements engineering (RE) 
process. This activity aims at discovering the purpose of a software system, which is 
later refined and mapped into system requirements. When having to elicit the system 
requirements of an information system (IS) for an organization, different techniques 
and types of approaches can be used [25, 36]. For example, goal modelling and 
business process modelling can be used for elicitation of system requirements. They 
have also driven many research efforts and been applied in industry [17, 31, 45].  

Goals have long been recognized to be essential components of the RE process  
[45]. They can be defined as objectives that a software system should fulfil in order to 
meet stakeholders’ needs. Therefore, goal-based RE approaches for elicitation of 
system requirements mainly aim at developing ISs that support the objectives that an 
organization needs to achieve by modelling and analysing its goals. Examples of well 
known goal-based RE approaches are i* [47], KAOS [45], and Map [39].  

A business process is a set of structured and ordered activities that are performed in 
an organization to achieve some business goal [10]. A business process takes inputs 
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from the business environment and creates outputs, and is executed coordinately and 
dynamically by people and/or technical components that exchange information. 
Therefore, business process-based RE approaches for elicitation of systems 
requirements mainly aim at developing ISs that support the activity of an organization 
by modelling and analysing its business processes. Examples of well-known business 
process-based RE approaches are EKD [5], ARIS [41], and some based on UML [13]. 

Both goal modelling and business process modelling deal with business 
requirements (aka early requirements) for elicitation of system requirements and can 
be very important for IS development. For example, business/IT alignment is reached 
when business goals, activities, and processes of an organization are in harmony with 
the technology that supports them [30]. However, it could be considered that goal-
based RE approaches and business process-based ones are completely different and 
that no direct correspondence exists between them because of the explicit focus on 
different aspects of the application domain (objectives vs. activities). Indeed, existing 
research that has dealt with derivation of business process models from goal models 
(e.g., [26]) has had to extend goal models with business process-oriented details. 

In this paper, we discuss the correspondence that exists between goal models and 
business process models for elicitation of system requirements. For this purpose, we 
present a set of guidelines that allow derivation of a goal model from a business 
process model without providing extra information. The guidelines are based on 
patterns that can be found in business process models. 

As a result, we show how both models can be considered equivalent in some 
operational aspects, thus elicitation of system requirements from business process 
models also implies support for organizational goals, and vice versa. In addition, we 
discuss when combination of goal and business process models or use of one of these 
techniques would be more suitable. This is useful in practice when having to decide 
upon their use. To our knowledge, this issue has not been addressed in literature yet. 

The rest of the paper is organized as follows. Section 2 reviews background work. 
Section 3 presents how a goal model can be derived from a business process model. 
Section 4 discusses their correspondence. Finally, Section 5 presents our conclusions. 

2 Background 

This section presents the background work on which the paper is based. First, 
operational goals in business processes are discussed. Next, related work is reviewed. 

2.1 Operational Goals 

Business processes have goals that must be fulfilled during their execution [24]. There 
are sub-goals that denote milestones within a business process and whose fulfilment is 
possible due to the actions of all the participants involved [35]. These sub-goals are 
called operational goals, and indicate when an instance of a business process (model) 
can be considered completed [2]. Therefore, an operational goal is an objective or 
state that is or may be reached in a business process and indicates its completion. 
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Fig. 1. Example of BPD 

In most of the notations for business process modelling (e.g., BPMN [33]), 
operational goals are implicitly declared in the structure of a business process model 
and the states of its resources and data entities. These entities and resources are input 
or output of the activities of a business process, and their states can change during the 
execution of the business process. As an example, Fig. 1 shows a BPD (Business 
Process Diagram, a business process model in BPMN). A description of the business 
process is not provided due to page limitations. It can be found in [10]. 

Since operational goals are implicitly part of a business process model, then a 
business process model can be considered equivalent to a goal model at least in some 
aspects. Therefore, a goal model can be derived from a business process model. 
Nonetheless, the correspondence between the models must be determined. If such a 
correspondence is found, then a business process model could be mapped into a goal 
model from patterns of the business process. 

In addition to a business process model, a domain data model (Fig. 2) may be 
necessary for derivation of a goal model. This model includes (1) the entities that are 
used in a business process and whose states change as a result of its execution, and (2) 
the relations between the entities (associations and aggregations). 
 

Delivery Note

Order

Garment

ShipmentBox

Packing list

 

Fig. 2. Example of domain data model 

2.2 Related Work 

To our knowledge, this is the first paper that explicitly discusses the correspondence 
between goal models and business process models for elicitation of system 
requirements of ISs. Nonetheless, we are aware of works that have dealt with both 
types of models. These works are reviewed in this section. 
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In previous work, we dealt with elicitation of use cases from business process goals 
[11]. Although we also addressed derivation of a goal model from a business process 
model, the guidelines provided were not complete because some patterns of a 
business process model were not considered. A similar approach is presented in [7]. 
The authors proposed the concept of intentional fragments in BPDs as a set of 
elements of a process with a common purpose. These fragments are structured in the 
form of a KAOS model. However, the set of heuristics defined is limited if compared 
to, for instance, the number of guidelines presented in this paper. 

In [12], we combined BPDs with Map models in order to represent the As-Is 
situation of an organization and analyse the strategic goals that an IS must help the 
organization to achieve. As a result, BPDs may change (To-Be situation). Task 
descriptions can then be elicited from BPDs.  

Well-known business process-based RE approaches such as EKD [5], ARIS [41], 
and some based on UML [13] combine business process models and goal models by 
specifying the business goals that are fulfilled by executing a given business process. 
This is probably the most frequent way to combine goal models and business process 
models, and it can be found in other works such as [3, 19, 24, 37]. Guidance for 
discovering goals from scenarios and vice versa has also been proposed (e.g., [1, 38]). 

Combination of BPMN with i* and with KAOS has been addressed in [21] and 
[22], respectively. Although derivation of business process models from goal models 
has been addressed in [8, 15], challenges and problems such as insufficient concept 
mapping have been found [9].  

Some works have presented ways to extend business process models with 
information related to non-functional requirements and goals. For example, service-
level agreement information has been interwoven in business process models in [14], 
combination of variability analysis and non-functional requirements to drive the 
configuration of a business process is presented in [40], systematic use of soft-goals 
in process design was addressed in [42], and value-oriented process modelling has 
been discussed in [46]. Examples of works that have proposed explicit specification 
of goals in business process models are [27, 28, 35]. A review of different approaches 
for business process modelling can be found in [2, 23]. 

With regard to the extension of goal models with business process characteristics, 
i* diagrams were extended in [26] with details such as sequence constraints and event 
happening. Similar approaches have been presented in [8, 14]. i* diagrams have also 
been used to identify business processes [29] and to represent business process goals 
[6]. Although Map models have been used to model business processes (e.g., [32]), 
they do not include important information such as business process participants. 

In summary, much research has dealt with the combination of goal and business 
process modelling, focusing on improving the techniques with details of the other and 
aligning them. This shows the relevance of their combination and that the techniques 
are not completely equivalent. However, no work has discussed and thus justified 
under what circumstances (1) both techniques can be considered equivalent and (2) a 
technique could be more suitable. In addition, a complete set of guidelines for 
derivation of goal models from business process models has not been provided yet. 

Last but not least, some works (e.g., [16, 18, 43]) have discussed the selection of 
approaches for elicitation of system requirements. However, they have not analysed 
business process-based approaches thus neither compared them with goal-based ones. 
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3 Derivation of Goal Models from Business Process Models 

This section presents how goal models in the form of goal trees can be derived from 
business process models. For this purpose, a set of preliminary concepts is introduced 
and a set of guidelines is provided. 

3.1 Preliminary Concepts for Derivation of Goal Trees 

Derivation of goal trees from business process models is based on several concepts. 
The concepts also aim to facilitate the explanation and understanding of the derivation 
process. 

A goal tree consists of operational goals that are decomposed into other goals or 
tasks by means of AND and OR decompositions. A task is an atomic activity that is 
performed to fulfil a goal. The contributions of other goals or tasks are necessary to 
fulfil an operation goal. The semantics of an AND decomposition is that all the 
descendant elements have to be fulfilled (for goals) or performed (for tasks) in order 
to fulfil the decomposed goal. For an OR decomposition, the decomposed goal will be 
fulfilled when some of the descendant elements are fulfilled or performed. Therefore, 
OR decompositions depict alternative ways to fulfil a goal. 

Several concepts have been defined to specify the guidelines for derivation of a 
goal tree from patterns of a business process model. These concepts might be 
complicated, but they are necessary to simplify the explanation of the guidelines. Fig. 
3 shows some patterns modelled with BPMN that are used to explain the concepts. 

The basic flow of a business process model is the set of elements that are executed 
in all the instances of the business process. In Fig. 3, the basic flow of BP1 is the set 
of elements {1, 2, 3, 5, 6, 7, 10, 13}. 

An alternative flow in a business process model is a set of flow objects that is not 
part of the basic flow of the model and does not have more than one connection to 
another flow (regardless whether the flow is basic or alternative). In Fig. 3, the 
alternative flows of BP1 are the sets of elements {4}, {8}, {9} and {11, 12}. The set 
{9, 11, 12} is not an alternative flow because it would have two connections with the 
basic flow (9 and 12 with 10). 

A loop in a business process model is an iteration of a sequence of elements of the 
model. In Fig. 3, the sequence of elements {16, 15} is a loop in BP2. 

A loop with alternative executions in a business process model is a loop that 
contains elements that are part of the basic flow of the model as well as elements that 
are not. In Fig. 3, the loop {20, 21, 19} in BP3 is a loop with alternative executions. 

An alternative execution of a loop in a business process model is each possible 
execution of a loop with alternative executions. The sequence of elements of the loop 
that are part of the basic flow of the model is an alternative execution of the loop too. 
In Fig. 3, the sequences of elements {19, 20} and {21, 19, 20} in BP3 are the 
alternative executions of the loop. 

A branching place of a business process model is a place in the model where: 

a. an alternative flow begins, and; 
b. some alternative flow that begins from the place is not part of a loop whose 

end condition is checked in the place. 



 On the Use of Goal Models and Business Process Models for Elicitation 173 

 

In Fig. 3, the branching places of BP1 are (3), (7) and (11). In BP4, (25) is a 
branching place too. However, place (20) in BP3 is not a branching place because it 
does not fulfil the second condition. 
 

 

Fig. 3. Patterns in business process models 

3.2 Guidelines for Derivation of Goal Trees from Business Process Models 

Possibility of derivation of goal models from business process models was discussed 
and initially justified in Section 2.1 on the basis of the implicit (or explicit, depending 
on the notation) existence and modelling of operational goals in a business process 
model. This section presents the guidelines for derivation of goal trees.  

We have defined these guidelines from the analysis of several, different BPDs, and 
also taking into account the structure of goal trees. The guidelines have been divided 
into four groups: derivation, refinement, contribution, and completion guidelines. For 
definition of the guidelines, BPMN terminology is used. 

Derivation guidelines allow goals and tasks to be defined and named. Refinement 
guidelines allow the type of decomposition of a goal to be determined. Contribution 
guidelines allow contributions of goals and tasks to the fulfilment of other goals to be 
determined. Finally, completion guidelines allow a goal tree to be finished.  

The contribution guidelines and the refinement guidelines are applied together. For 
example, the refinement guideline R.1 needs a contribution guideline (guideline C.1) 
in order to define the descendant elements of the goal that is refined.  

Table 1 shows a summary of the guidelines. It presents the mapping of BPD 
elements and patterns into elements of a goal tree, as well as the elements of a goal 
tree and the type of decomposition that contribute to the fulfilment of a goal. Table 1 
also provides the rationale of the guidelines implicitly. For example, a branching 
place in a business process model represents a goal that must be fulfilled in the 
process and can be fulfilled in different ways (i.e., by executing different branches). 
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Table 1. Summary of guidelines to derive a goal tree from a BPD 

BPD element Element of a 
goal tree 

Decom-
position 

Descendent element 

BPD Goal AND Goals and tasks that do not contribute to 
another goal in the goal tree 

Sub-process Goal - - 

Task Task - - 

Event with a trigger Task - - 

Loop with no alternative 
executions 

Goal AND Goals and tasks derived from the BPD 
elements of the loop 

Loop with alternative 
executions 

Goal OR Goals derived from the alternative 
executions of the loop 

Alternative execution of 
a loop 

Goal AND Goals and tasks derived from the BPD 
elements of the alternative execution 

Branching place Goal OR Goals derived from the branches that follow 
the branching place 

Branch that follows a 
branching place 

Goal AND Goals and tasks derived from the BPD 
elements of the branch 

Data object Goal AND 

Goals and tasks derived from BPD elements 
that change the state of the data object and 
are not in a loop 

Goals derived from loops that change the 
state of the data object 

Goals derived from other data objects that 
are related to the data object by means of an 
inclusive aggregation relation 

 
As an example, Fig. 4 shows the goal tree derived from the BPD in Fig. 1. The 

goal tree can be considered similar to a Tropos [4] or KAOS goal model [45]. In 
relation to this fact, a combination of the i* notation for modelling of goals and tasks 
and of the structure of the KAOS goal model is used in the goal tree. 

Table 2 shows the guidelines that have been applied to derive the goal tree in Fig. 
4. For each element of the goal tree, the guidelines applied for its derivation, 
refinement, and contribution are specified. It must be noted that completion guidelines 
are not applied in this example.  

The next subsections present the guidelines of each group defined. 

3.2.1 Derivation Guidelines 

D.1 (BPDs). A BPD depicts a goal that corresponds to the root of a goal tree and is 
fulfilled when the business process ends. The name of the goal in the goal tree is the 
same as the name of the BPD. 

D.2 (sub-processes). A sub-process in a BPD depicts a goal in a goal tree that is 
fulfilled when the sub-process ends. The name of the goal in the goal tree is the same 
as the name of the sub-process in the BPD. 

D.3 (tasks). A task in a BPD depicts a task in a goal tree. The name of the task in the 
goal tree is the same as the name of the task in the BPD. 
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Order processing

Modify packing listCreate temporary 
packing list

Place delivery 
note in box

Create final 
packing list

Validate box Place garments Wait until suff. 
goos available

Select order Prepare shipment

AND

Packing list finalized

AND

Shipment 
to-be-delivered

AND

Order processed

AND

Have sufficient 
quantity

OR

Delivery note placed

AND

Sufficient quantity

AND

Not sufficient quantity

AND

Box completed

AND

Distribute boxes

Prioritize 
delivery note

Legend

Goal

Task

Decomposition

 

Fig. 4. Example of goal tree 

D.4 (events). An event with a trigger in a BPD depicts a task in a goal tree (except 
link triggers, which are only used to link BPDs). The name of the task in the goal tree 
will depend on the criterion of the creator, but it has to refer to the event type (start, 
intermediate, final) and the event trigger (message, timer, cancel…). 

D.5 (loops). A loop in a BPD depicts a goal in a goal tree that is fulfilled when the 
loop ends. The name of the goal will depend on the criterion of the creator, but it has 
to refer to the condition that is fulfilled when the loop ends. 

D.6 (alternative executions of a loop). An alternative execution of a loop in a BPD 
depicts a goal in a goal tree that is fulfilled when the alternative execution is executed. 
The name of the goal will depend on the criterion of the creator. 

Table 2. Guidelines applied to derive the goal tree of Fig. 4 

Element of the goal tree Guidelines 

Order processing D.1 / R.1 / C.9 

Packing list finalized, Order processed, Delivery note placed D.9 / R.1 / C.6 

Create temporary packing list, Modify packing list, Create final packing 
list, Select order, Prepare shipment, Validate box, Place garments, 
Distribute boxes, Place delivery note in box, Prioritize delivery note 

D.3 / - / - 

Shipment to-be-delivered D.9 / R.1 / C.6, C.8 

Box completed D.9 / R.1 / C.6, C.7, C.8 

Have sufficient quantity D.5 / R.2 / C.2 

Sufficient quantity, Not sufficient quantity D.6 / R.1 / C.3 

Wait until sufficient goods are available D.4 / - / - 
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D.7 (branching places). A branching place in a BPD depicts a goal in a goal tree that 
is fulfilled when all the branches that follow the branching place end or merge into the 
basic flow. The name of the goal will depend on the criterion of the creator. 

D.8 (branches that follow a branching place). A branch in a BPD that follows a 
branching place depicts a goal that is fulfilled when the branch ends or merges into 
the basic flow. The name of the goal will depend on the criterion of the creator. 

D.9 (data objects). A data object in a BPD whose state changes during the execution 
of the business process depicts a goal in a goal tree that is fulfilled when the data 
object reaches the last of its states in the BPD. The name of the goal is the name of 
the data object in the BPD followed by the last state that the data object reaches. 

3.2.2 Refinement Guidelines 

R.1 (BPDs, loops with no alternative executions, alternative executions of a loop, 
branches that follow a branching place, and data objects). A goal that is defined 
from a BPD, a loop with no alternative executions, an alternative execution of a loop, 
a branch that follows a branching place and whose first flow object belongs to an 
alternative flow, or a data object whose state changes during the execution of a 
business process, is refined in a goal tree by means of an AND decomposition. 

R.2 (loops with alternative execution and branching places). A goal that is defined 
from a loop with alternative executions or a branching place is refined in a goal tree 
by means of an OR decomposition. 

3.2.3 Contribution Guidelines 

C.1 (elements of a loop with no alternative executions). The goals and tasks that 
are derived from the elements that are executed in a loop with no alternative 
executions contribute to the fulfilment of the goal of the loop in a goal tree. 

C.2 (alternative executions of a loop). The goals that are derived from the alternative 
executions of a loop contribute to the fulfilment of the goal of the loop in a goal tree. 

C.3 (elements of an alternative execution of a loop). The goals and tasks that are 
derived from the elements that are executed in an alternative execution of a loop 
contribute to the fulfilment of the goal of the alternative execution in a goal tree. 

C.4 (branches that follow a branching place). The goals that are derived from the 
branches that follow a branching place contribute to the fulfilment of the goal of the 
branching place in a goal tree. 

C.5 (elements of a branch that follows a branching place). The goals and tasks that 
are derived from the elements of a branch that follows a branching place and whose 
first flow object belongs to an alternative flow contribute to the fulfilment of the goal 
of the branch in a goal tree. 

C.6 (data objects). The goals and tasks that are derived from tasks and sub-processes 
of a BPD, are not executed in a loop, and change the state of a data object contribute 
to the fulfilment of the goal of the data object in a goal tree. 
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C.7 (data objects in loops). The goals that are derived from loops whose execution 
changes the state of a data object contribute to the fulfilment of the goal of the data 
object in a goal tree. 

C.8 (inclusive aggregation relations between data objects). The goals that are 
derived from a data object that is related to another data object in the domain data 
model by means of an inclusive aggregation relation (component data object) 
contribute to the fulfilment of the goal of the latter data object (composed data object) 
if defined in a goal tree. 

C.9 (goals and tasks with no contribution). The goals or tasks in a goal tree that do 
not contribute to the fulfilment of some goal contribute to the fulfilment of the root of 
the goal tree. 

3.2.4 Completion Guidelines 

T.1 (goals with no descendants). The goals that do not have descendants in a goal 
tree and that have not been derived from a sub-process are changed into tasks. 

T.2 (goals with only one descendant). The goals that have only one descendant are 
removed from a goal tree. The descendant will contribute to the fulfilment of those 
goals to which the parent goal contributes in the goal tree. 

4 Discussion 

Once the background, the guidelines for derivation of goal models, and an example of 
the correspondence between business process models and goal models have been 
presented in the previous sections, this section discusses the implications that this 
correspondence has in RE in general and how it is related to other works. 

We have divided this section into four subsections to discuss (1) the 
correspondence between goal models and business process models, (2) when (only) 
goal models should be used, (3) when (only) business process models should be used, 
and (4) when both types of models should be combined. 

Before presenting each subsection, it must be indicated that selection of goal 
modelling and/or business process modelling depends on more factors than those 
discussed in this section. For example, we have observed that many practitioners try 
to minimize combination of modelling techniques or that they may be reluctant to use 
a new technique [10]. Other authors have acknowledged similar issues (e.g., [16]). 
Therefore, these aspects must also be considered when adopting or proposing 
adoption of goal modelling and business process modelling for elicitation of system 
requirements. The discussion below does not take these issues into account, and 
simply present some recommendations based on our reflections and experience, both 
in academia [10] and in industry (e.g., [34]).  

It must also be noted that business process models and goal models are similar and 
can be considered equivalent in some aspects, but not in all. Selection of one of the 
types of models should be justified and explained when modelling and analysing and 
organization or an IS, so that the decision and the rationale behind it are clear. As 
discussed below, the use of a type of model will depend on the part or aspects of the 
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application domain and of an IS with which system analysts and other stakeholders 
are mainly concerned. 

The rest of this section presents each subsection defined, referring to other works 
when possible and considered relevant to support our arguments. 

4.1 Correspondence between Goal Models and Business Process Models 

As explained in the Introduction, goal-based RE approaches and business process-
based RE approaches are initially and in general targeted at support of different 
aspects of an organization (objectives vs. activity). Nonetheless, we have shown how 
a goal model can be derived from a business process models, what implies that goal-
oriented aspects are implicitly addressed when modelling business processes. As 
mentioned in Section 2.2, previous works have also studied the derivation of business 
process models from goal models. Although the goal models had to be extended with 
business process-oriented information, we think that these works support our 
argument about the fact that business process-oriented aspects are implicitly 
addressed when creating goal models. 

Consequently, we think that these two perspectives should not be regarded as 
completely distinct. Past research on their combination has shown that they are 
complementary, and this paper shows that they can even be considered equivalent in 
some aspects (e.g., for modelling of operational aspects). Business process models 
allow specification of part of the information that is gathered and analysed in goal-
oriented RE approaches, and goal models allow specification of part of the 
information that is gathered and analysed in business process-based RE approaches. 

One interesting implication of this correspondence that we have found is related to 
compliance with safety standards in the development of critical systems. Two types of 
standards are distinguished commonly [20]: goal-based standards and prescriptive 
standards. The first type focuses on the definition of the objectives that the 
development of a safety-critical system must fulfil (e.g., “Requirements are 
specified”), whereas the second type focuses on the definition of the process, 
activities, and techniques to develop the system (e.g., determining how requirements 
must be specified by prescribing or recommending some specific techniques). 

These two types of standards are usually considered to represent different 
perspectives for the development of safety-critical systems. However, and in line with 
the arguments presented in this paper, we think that they can be regarded as 
equivalent in some aspects. Indeed, compliance with any of the types of standards 
requires the definition and approval of a system lifecycle plan that meets the 
standards’ criteria. This plan basically corresponds to a business process for system 
analysis, development, verification and validation, maintenance, and decommission.  

As also acknowledged in the system safety community (e.g., [20]), probably the 
main difference between the two types of the standards lies in the fact that goal-based 
standards usually present more abstract safety criteria. Consequently, they provide 
more flexibility with regard to the final decisions upon the process and techniques to 
use for developing a safety-critical system. This is in line with some of the main 
reasons for using goal models in RE [36, 45], and with the discussion below. 

With regard to our past work, we have always believed that ISs must support the 
business processes of an organization, thus we have initially focused on business 
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process modelling in the approaches that we have developed and applied. However, 
we have also realised that there are some aspects such as the system purpose that 
cannot be always accurately captured in business process models. As a result, and for 
instance, we combine BPMN and Map and analyse the need of their use on the basis 
of the characteristics of a project. 

4.2 When Should Goal Models Be Used? 

We consider that goal models and business process models can be regarded as 
equivalent for modelling of some operational aspects of an organization. Nonetheless, 
there are situations in which goals models might be considered better suited for 
modelling of business requirements. 

For situations in which an organization does not have a clear procedure defined, or 
even it does not exist, we considered that the use of goal models would be more 
adequate. First, designing and modelling business processes “from scratch” could be 
very difficult because employees would not be able to provide information about the 
procedures they follow. Consequently, their validation could also be hindered. 
Second, by modelling and analysing (strategic) goals, system analysts can at least try 
to guarantee that the system requirements meet organizational goals. Support for the 
operational aspects, once the strategic ones have been refined, would imply support 
for business process aspects (i.e., for organizational activity). 

Finally, we consider that in situations in which no procedure exists, goal modelling 
facilitates variability analysis. We think that it is easier to model and analyse 
alternatives in goal models than directly model business processes, trying to define 
alternative paths without any rationale such as the possible alternative ways to fulfil a 
given goal. In addition, guidance can easily be found regarding analysis of 
alternatives in goal models (e.g., [45]). 

Goal modelling can also be regarded as an advisable initial step that facilitates 
modelling of new business processes in these situations. 

4.3 When Should Business Process Models Be Used? 

We consider that there is a situation in which the use of only business process models 
is the most suitable option: development of an IS for an organization that has defined 
procedures and that mainly needs automation support for its current procedures. Since 
no fulfilment of new goals or big changes (apart from automation) would be required 
and expected, we consider that goal models would not be necessary. At least, this is 
what we have experienced and observed in practice [10, 34]. In many situations, we 
only use BPMN and do not combine it with Map. It can be argued that this type of 
projects are not very complex to deal with, but it is also true that, to our knowledge, 
this is probably the most frequent situation when developing an IS. 

In relation to the approach proposed in [11], we now consider that derivation of 
goal models from business process models for elicitation of system requirements 
would not be necessary in situations in which automation is the main benefit expected 
from a new IS. Automation can directly be analysed in business process models, thus 
modelling of goals may correspond to an unnecessary effort. Furthermore, goal trees 
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derived from business process models can become very tangled (thus difficult to 
understand and manage) for complex business processes. Therefore, derivation and 
analysis of goal trees may not be advisable for these business processes. Studying 
possible improvements on the guidelines presented might mitigate this problem. 

On the other hand, and in line with the discussion above, derivation of a goal tree 
might facilitate the analysis of alternative, new ways to execute a business process. 

4.4 When Should Goal Models and Business Process Models Be Combined? 

We consider that combination of goal models and of business process models is 
clearly justifiable and even necessary in situations in which organizational procedures 
are (more or less) well-defined, but an organization expects a change in them as a 
result of the development of an IS and the system must also support fulfilment of 
some strategic goal. This is the type of situation we addressed in [12, 34], in which 
combination of BPMN and Map was proposed. This situation and the proposed 
solution is also line with works such as [3, 19, 26]. 

On the one hand, combination of goal models and business process models allow 
all types and abstraction levels of goals of an organization and of an IS to be 
addressed. In our approach, strategic goals are modelled and analysed on the basis of 
Map, whereas operational goals are modelled and analysed on the basis of BPMN. 

On the other hand, Map complements BPMN by allowing system analysts to 
analyse the purpose of an IS on the basis of the strategic goals of an organization. 
BPMN complements Map by allowing system analysts to model details of 
organizational activity that cannot be modelled with the goal-oriented RE approach or 
whose modelling presents limitations. 

In general and in summary, the combination of goal models and business process 
model allows analysis of the “why” (goals) and the “what” and “how” (business 
processes) aspects of the business requirements for an IS. 

5 Conclusions and Future Work 

This paper has discussed the use and correspondence of goal models and business 
process models for elicitation of system requirements of an IS. The discussion has 
been mainly driven by the possibility of deriving a goal model from a business 
process models. Such derivation is based on a set of 22 guidelines for mapping of 
patterns and elements of a business process model into a goal tree. The guidelines 
allow derivation and refinement of goal tree elements, determination of the elements 
to which another contributes, and completion of a goal tree. They show how both 
types of models can be regarded as equivalent in some operational aspects. 

Although goal models and business process models can complement each other 
and can be considered equivalent in some operational aspects, we consider that there 
are situations in which their combination is not necessary or use of only one technique 
is more suitable. Goal models should be used when dealing with new situations in an 
organization, with strategic goals, or with variability, whereas business process 
models should be used when an IS is mainly aimed at supporting and automating 
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existing, running activity of an organization. Both types of models should be 
combined if both strategic and known operational issues had to be addressed. 

As future work, we want to validate the guidelines presented by analysing their 
support to workflow patterns [44], and to analyse in detail the quality of the goal 
models derived. We also want to gain further insights into the use of goal models and 
business process models in practice. Finally, we would like to analyse how this paper 
relates to others on the selection of RE approaches (e.g., [18, 43]). 

Acknowledgments. The research leading to this paper has received funding from the 
Research Council of Norway under the project Certus SFI (Project No. 203461/030), 
the FP7 programme under the grant agreement n° 289011 (OPENCOSS), the Spanish 
Government under the project PROS-Req TIN2010-19130-C02-02, the Valencia 
Regional Government under the project ORCA PROMETEO/2009/015, and ERDF. 

References 

1. Antón, A.: Goal-Based Requirements Analysis. In: ICRE (1996) 
2. Bider, I.: Choosing Approach to Business Process Modeling. Journal of Conceptual 

Modeling 34 (2005) 
3. Bleistein, S., et al.: B-SCP: A requirements analysis framework for validating strategic 

alignment of organizational IT. Information and Software Technology 48(9), 846–868 
(2006) 

4. Bresciani, P., et al.: Tropos: An Agent-Oriented Software Development Methodology. 
Autonomous Agents and Multi-Agent Systems 8(3), 203–236 (2004) 

5. Bubenko, J., Persson, A., Stirna, J.: EKD User Guide (2001) 
6. Cardoso, E.C.S., Almeida, J.P.A., Guizzardi, G., Guizzardi, R.S.S.: Eliciting Goals for 

Business Process Models with Non-Functional Requirements Catalogues. In: Halpin, T., 
Krogstie, J., Nurcan, S., Proper, E., Schmidt, R., Soffer, P., Ukor, R. (eds.) BPMDS 2009 
and EMMSAD 2009. LNBIP, vol. 29, pp. 33–45. Springer, Heidelberg (2009) 

7. Cortes-Cornax, M., Matei, A., Letier, E., Dupuy-Chessa, S., Rieu, D.: Intentional 
Fragments: Bridging the Gap between Organizational and Intentional Levels in Business 
Processes. In: Meersman, R., et al. (eds.) OTM 2012, Part I. LNCS, vol. 7565, pp. 110–
127. Springer, Heidelberg (2012) 

8. Decreus, K., Poels, G.: A Goal-Oriented Requirements Engineering Method for Business 
Processes. In: Soffer, P., Proper, E. (eds.) CAiSE Forum 2010. LNBIP, vol. 72, pp. 29–43. 
Springer, Heidelberg (2011) 

9. Decreus, K., Snoeck, M., Poels, G.: Practical Challenges for Methods Transforming i* 
Goal Models into Business Process Models. In: RE 2009 (2009) 

10. de la Vara, J.L.: Business process-based requirements specification and object-oriented 
conceptual modelling of information systems. PhD thesis, Univ. Pol. de Valencia (2011) 

11. de la Vara, J.L., Sánchez, J.: Business process-driven requirements engineering: a goal-
based approach. In: BPMDS 2007 (2007) 

12. de la Vara, J.L., Sánchez, J., Pastor, Ó.: Business Process Modelling and Purpose Analysis 
for Requirements Analysis of Information Systems. In: Bellahsène, Z., Léonard, M. (eds.) 
CAiSE 2008. LNCS, vol. 5074, pp. 213–227. Springer, Heidelberg (2008) 

13. Eriksson, H., Penker, M.: Business Modeling with UML: Busines Patterns at Work. Wiley 
(2000) 



182 J.L. de la Vara, J. Sánchez, and O. Pastor 

 

14. Frankova, G., et al.: Deriving business processes with service level agreements from early 
requirements. Journal of Systems and Software 84(8), 1351–1363 (2011) 

15. Ghose, A.K., Narendra, N.C., Ponnalagu, K., Panda, A., Gohad, A.: Goal-Driven Business 
Process Derivation. In: Kappel, G., Maamar, Z., Motahari-Nezhad, H.R. (eds.) ICSOC 
2011. LNCS, vol. 7084, pp. 467–476. Springer, Heidelberg (2011) 

16. Hickey, A.M., Davis, A.M.: Elicitation Technique Selection. In: RE 2003 (2003) 
17. Indulska, M., Green, P., Recker, J., Rosemann, M.: Business Process Modeling: Perceived 

Benefits. In: Laender, A.H.F., Castano, S., Dayal, U., Casati, F., de Oliveira, J.P.M. (eds.) 
ER 2009. LNCS, vol. 5829, pp. 458–471. Springer, Heidelberg (2009) 

18. Jiang, L., et al.: A methodology for the selection of requirements engineering techniques. 
Software and Systems Modeling 7(3), 303–328 (2008) 

19. Kavakli, V., Loucopulos, P.: Goal-Driven Business Process Analysis Application in 
Electricity Deregulation. Information Systems 24(3), 187–207 (1999) 

20. Kelly, T., McDermid, J., Weaver, R.: Goal-Based Safety Standards: Opportunities and 
Challenges. In: SSS (2005) 

21. Koliadis, G., Vranesevic, A., Bhuiyan, M.A., Krishna, A., Ghose, A.K.: Combining i* and 
BPMN for Business Process Model Lifecycle Management. In: Eder, J., Dustdar, S. (eds.) 
BPM 2006 Workshops. LNCS, vol. 4103, pp. 416–427. Springer, Heidelberg (2006) 

22. Koliadis, G., Ghose, A.: Relating Business Process Models to Goal-Oriented Requirements 
Models in KAOS. In: Hoffmann, A., Kang, B.-H., Richards, D., Tsumoto, S. (eds.) PKAW 
2006. LNCS (LNAI), vol. 4303, pp. 25–39. Springer, Heidelberg (2006) 

23. Krogstie, J.: Perspectives to Process Modeling – A historical overview. In: Bider, I., 
Halpin, T., Krogstie, J., Nurcan, S., Proper, E., Schmidt, R., Soffer, P., Wrycza, S. (eds.) 
BPMDS 2012 and EMMSAD 2012. LNBIP, vol. 113, pp. 315–330. Springer, Heidelberg 
(2012) 

24. Kueng, P., Kawalek, P.: Goal-based Business Process models. Business Process 
Management Journal 3(1), 17–38 (1997) 

25. Lauesen, S.: Software Requirements: Styles and Techniques. Addison-Wesley (2002) 
26. Lapouchnian, A., Yu, Y., Mylopoulos, J.: Requirements-Driven Design and Configuration 

Management of Business Processes. In: Alonso, G., Dadam, P., Rosemann, M. (eds.) BPM 
2007. LNCS, vol. 4714, pp. 246–261. Springer, Heidelberg (2007) 

27. Lin, Y., Sølvberg, A.: Goal Annotation of Process Models for Semantic Enrichment of 
Process Knowledge. In: Krogstie, J., Opdahl, A.L., Sindre, G. (eds.) CAiSE 2007. LNCS, 
vol. 4495, pp. 355–369. Springer, Heidelberg (2007) 

28. Markovic, I., Kowalkiewicz, M.: Linking Business Goals to Process Models in Semantic 
Business Process Modeling. In: EDOC 2008 (2008) 

29. Mazón, J.-N., Pardillo, J., Trujillo, J.: A Model-Driven Goal-Oriented Requirement 
Engineering Approach for Data Warehouses. In: Hainaut, J.-L., et al. (eds.) ER Workshops 
2007. LNCS, vol. 4802, pp. 255–264. Springer, Heidelberg (2007) 

30. McKeen, J., Smith, H.A.: Making IT Happen. Wiley (2003) 
31. Nicolás, J., Toval, A.: On the generation of requirements specifications from software 

engineering models. Information and Software Technology 51(9), 1291–1307 (2009) 
32. Nurcan, S., et al.: A strategy driven business process modelling approach. Business 

Process Management Journal 11(6), 628–649 (2005) 
33. OMG: Business Process Model and Notation (BPMN), Version 1.2 (2009)  
34. OPENCOSS project, http://www.opencoss-project.eu 
35. Ould, M.: Business processes: modelling and analysis for re-engineering (1995) 
36. Pohl, K.: Requirements Engineering. Springer (2010)  



 On the Use of Goal Models and Business Process Models for Elicitation 183 

 

37. Pourshahid, A., et al.: Business process management with the user requirements notation. 
Electronics Commerce Research 9(4), 269–316 (2009) 

38. Rolland, C., Souveyet, C., Ben Achour, C.: Guiding Goal Modeling Using Scenarios. 
IEEE Transactions on Software Engineering 24(12), 1055–1071 (1998) 

39. Rolland, C.: Capturing System Intentionality with Maps. In: Conceptual Modelling in 
Information Systems Engineering, pp. 141–158. Springer (2007) 

40. Santos, E., Pimentel, J., Castro, J., Sánchez, J., Pastor, O.: Configuring the Variability of 
Business Process Models Using Non-Functional Requirements. In: Bider, I., Halpin, T., 
Krogstie, J., Nurcan, S., Proper, E., Schmidt, R., Ukor, R. (eds.) BPMDS 2010 and 
EMMSAD 2010. LNBIP, vol. 50, pp. 274–286. Springer, Heidelberg (2010) 

41. Scheer, A.W.: ARIS - Business Process Modeling, 3rd edn. Springer (2000) 
42. Soffer, P., Wand, Y.: On the notion of soft-goals in business process modelling. Business 

Process Management Journal 11(6), 663–679 (2005) 
43. Tsumaki, T., Tamai, T.: Framework for Matching Requirements Elicitation Techniques to 

Project Characteristics. Softw. Process: Improvement and Practice 11(5), 505–519 (2006) 
44. van der Aalst, W., et al.: Workflow patterns. Distrib. and Parallel Databases 14(1), 5–51 

(2003) 
45. van Lamsweerde, A.: Requirements Engineering. Wiley (2009) 
46. vom Brocke, J., Recker, J., Mendling, J.: Value-oriented process modeling: integrating 

financial perspectives into business process re-design. Business Process Management 
Journal 16(2), 333–356 (2010) 

47. Yu, E.: Modelling Strategic Relationships for Process Reengineering. PhD Thesis, 
University of Toronto (1995) 



 

S. Nurcan et al. (Eds.): BPMDS 2013 and EMMSAD 2013, LNBIP 147, pp. 184–198, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Multi-level Autonomic Business Process Management 

Karolyne Oliveira1, Jaelson Castro1, Sergio España2, and Oscar Pastor2 

1 Universidade Federal de Pernambuco—UFPE, Recife, PE 50 740-560, Brazil 
2 Centro de Investigación en Métodos de Producción de Software,  

Universitat Politècnica de València, Valencia, Spain 
{kmao,jbc}@cin.ufpe.br, 

{sergio.espana,opastor}@pros.upv.es 

Abstract. Nowadays, business processes are becoming increasingly complex 
and heterogeneous. Autonomic Computing principles can reduce this complexi-
ty by autonomously managing the software systems and the running processes, 
their states and evolution. Business Processes that are able to be self-managed 
are referred to as Autonomic Business Processes (ABP). However, a key chal-
lenge is to keep the models of such ABP understandable and expressive in  
increasingly complex scenarios. This paper discusses the design aspects of an 
autonomic business process management system able to self-manage processes 
based on operational adaptation. The goal is to minimize human intervention 
during the process definition and execution phases. This novel approach, named 
MABUP, provides four well-defined levels of abstraction to express business 
and operational knowledge and to guide the management activity; namely, Or-
ganizational Level, Technological Level, Operational Level and Service Level. 
A real example is used to illustrate our proposal.   

Keywords: Autonomic business process models, workflow management, self 
awareness, context awareness. 

1 Introduction 

System components and software have been evolving to deal with the increasing 
complexity of stakeholder needs. Automating the management of computing re-
sources is a major challenge. 

Some recent works have proposed the use of Autonomic Computing (AC) concepts 
[1] to help to effectively manage enterprise systems and applications [3]. Indeed, a 
major application area for autonomic computing is aimed at freeing system adminis-
trators from the details of system operation and maintenance, improving robustness of 
systems and decreasing the total cost of ownership [2, 6]. 

Autonomic Computing Systems (ACS) are able to:  (i) Self-configure; (ii) Self-
heal; (iii) Self-optimize and, (iv) Self-protect. The secondary properties of autonomic 
systems are: (i) Self-awareness: An autonomic system requires to know itself; (ii) Con-
text-awareness: An autonomic system should be aware of its execution environment by 
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exposing itself and discovering other systems in the environment; (iii) Openness: An 
autonomic system should be able to function in a heterogeneous environment and be 
implemented on open standards and protocols; (iv) Anticipatory: One critical property 
from the perspective of the users is that an autonomic system should be able to  
anticipate its needs and behaviors to act accordingly, while keeping its complexity  
hidden [10]. 

However, the vision of autonomic computing should be not restricted to the area of 
system administration, management and maintenance. For example, it can also be 
applied to the area of process-aware information systems to effectively and efficiently 
deal with changes in several aspects of these applications.  

Business Processes and Business Process Management (BPM) are essential in many 
modern enterprises. They constitute organizational and operational knowledge and 
often perpetuate independently of changes in the personnel or the infrastructure [4]. 
Autonomic computing principles can also be adapted to help organizations survive in 
dynamic business scenarios.  

A Process that is compliant with AC principles is referred to as Autonomic Busi-
ness Process (ABP) [9] [12].  ABPs (a.k.a. autonomic workflows) must have the 
capability to adjust to environment variations (context). If one component service 
node of an ABP becomes unavailable, a mechanism is needed to ensure a business 
process execution is not interrupted [8] [18]. ABP differs from traditional workflow in 
the fact that it relies on autonomic techniques to manage adjustments during its execu-
tion. Therefore, it enables dynamic and automatic configuration of its definition, ac-
tivities and resources. It also allows self-optimization and self-healing. Furthermore, 
autonomic workflows must have intelligence to analyze situations and deduce adapta-
tions at run-time. 

This work investigates the application of autonomic computing principles to busi-
ness processes management. Our goal is to help organizations survive in dynamic 
environments. More specifically we want to face an open challenge in the area, which 
is to promote modularization and separation of concerns (SoC) in ABP Models [14]. 

This paper proposes a framework that exploits the high variability in service-
oriented system environments by using models of the system context and by provid-
ing autonomic adaptations which rely on operationalizations of Non-Functional  
Requirements (NFR). This framework guides its adaptation according to a Multi-level 
Autonomic Business Process named MABUP, whose modeling process is presented in 
[9]. The benefits are manifold and include addressing scalability problems and im-
proving the understandability of ABP in complex scenarios [11]. 

A MAPE cycle (Monitor-Analyze-Plan-Execute) is used, considering both the sys-
tem (self) and the instrumented BPM (context).  

This paper is structured as follows. Section 2 presents the background and related 
works. In Section 3, we introduce a running example. Section 4 proposes a multi-level 
autonomic business process management approach. Lastly, Section 5 discusses the 
proposal and outlines further research. 
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2 Related Works 

Strohmaier and Yu in [13] have presented the first attempt to apply autonomic com-
puting principles to workflow management. Their work shows that certain levels of 
autonomy can already be achieved with available techniques and introduces the con-
cepts of the different degree of “autonomy” in workflow systems. However, no novel 
technique is proposed.  

In order to deal with autonomic features, an interesting issue emerged when com-
posing applications: the ability to bind and re-bind abstract activities to concrete  
services at run-time. Several researchers have addressed this issue. Lee et. al. [7] dis-
cussed managing run-time adaptations in long-running scientific workflows. In their 
work, adaptations have been described in terms of the functional decomposition of 
autonomic managers into monitoring, analysis, planning and execution components. 
Mosincat et al. [8] proposed fault tolerant execution of BPEL processes executing 
dynamic binding of services, performing a process transformation before the execu-
tion, for using a selection component at run-time. In Haupt et. al. [5], the workflow 
and the services comprising it are treated as managed resources controlled by hierar-
chically organized autonomic managers. Their work attempts to treat the complexity 
problem of autonomic workflows by using hierarchical workflow but, it does not 
explore any modularity technique neither how these different levels can guide differ-
ent kinds of adaptations. 

The modularization helps to treat the complexity of large-size models [11]. Once 
the management of business process models can be realized at different levels of gra-
nularity, there is a tradeoff between monitoring granularity and diagnostic precision. 
The finest level of monitoring granularity is at the functional level where all leaf level 
tasks are monitored. The disadvantage of fine-grained level monitoring is high moni-
toring and diagnostic overhead. Coarser levels of granularity only monitor higher-
level business goals. In these cases, less complete and high-level monitoring data is 
generated, leading to multiple competing diagnoses. Both monitoring and diagnostic 
overheads are lower. The disadvantage is that if requirements denials are found, mul-
tiple diagnoses are returned, each pinpointing possible failures [17].  

Generally, self-adaptive software is a closed-loop system with feedback from the 
self and the context. The Autonomic Computer System’s building block, named auto-
nomic manager, constantly interacts with managed element in order to maintain its 
equilibrium in face of incoming perturbations. The MAPE cycle (Monitor-Analyze-
Plan-Execute), represented in Figure  1, is an implementation of the classical feed-
back control technique [6].  
 

 

Fig. 1. Closed Loop Control Mechanism 
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Monitoring the execution context represents another important aspect to implement 
an autonomic behavior and for reacting to events. However, even if, they exploit 
workflows to design applications and to specify causal constraints among activities 
and pages, the major works do not use contextual information in the autonomic busi-
ness process management system [15]. 

Furthermore, these works do not explore another crucial issue that is the expres-
siveness of the operational knowledge in the business process. This problem is related 
to how the metrics impact the in the management of business process and how to offer 
understandability of autonomic behavior.  

The analysis of the related work shows that there is a lot of interest in the realiza-
tion of systems and approaches able to deal, dynamically and automatically, with 
composition, binding, failures and other aspects of definition and execution of com-
posed processes. However, these works do not explore the modularization of business 
process that helps to treat the management of autonomic business process in complex 
scenarios and expressiveness of autonomic features in business process models.  

3 Running Example 

A running example will be used to illustrate our approach. The example consists of a 
large system that requires to be managed in an autonomic manner. Specifically we 
treated the characteristic of Self-Optimization. We examine the CAGED (General 
Register of Employed and Unemployed), a project under the Ministry of Labour and 
Employment of Brazil (MTE) and governed by law 4923/65. It supports the submis-
sion of monthly declarations of change of company’s employees due to dismissal or 
admittance (CAGED movements). The deadline for submission is the 7th day of 
every month. The data submitted are related to the previous month (i.e. its compe-
tence). The declarations are processed to generate operational and statistical data for 
the ministry of labor and employment. 

Considering these characteristics, the process is started when the MTE opens the 
competence of CAGED reception. In this case, the declarants can send their CAGED 
declaration. The submit process a CAGED declaration is composed of a selection 
(including filling) of a CAGED file (detect the movements), sending this file and 
receiving a CAGED Receipt. During the reception, MTE can decide to start the 
processing of the files that provide operational data for MTE. Depending on timing 
constraints, such as holidays or some other guidance, MTE staff closes competences 
of reception. After all checks in CAGED reception and processing, operational staff 
closes the reception processing and starts statistical processing. 

Having in mind that the CAGED submission is an activity that is critical to the 
success of CAGED process as a whole, we explain the main points that must be con-
sidered in its management. The capture operation of  a CAGED file can be per-
formed in different manner: (i) Generate CAGED File, that in general is executed 
through payroll systems of accounting firms which generate a CAGED declaration (in 
a predefined layout) without MTE analysis and signature; (ii) Generate Analyzed 
CAGED File, that is executed by declarants through a MTE offline system that  
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generate a CAGED File with analysis and signature; and (iii) Generate Short Ana-
lyzed CAGED File, that is performed by declarants to generate and send CAGED 
declarations with a maximum of 36 movements.  

The CAGED Declaration can be generated in two ways: CAGED File without sig-
nature of analysis or an Analyzed and Signed CAGED File. The first one can be ana-
lyzed through the activity of Generate Analyzed CAGED File or to be analyzed and 
sent by a service. An analyzed CAGED file, the second one, is sent without additional 
analysis; in this case, two manners are possible: CAGED File with less than 1500kb 
can be sent through a service that only verifies MTE signature. CAGED Files with 
more than 1500kb must be sent throw a desktop tool that optimizes its transmission. 

The previews tasks are executed by the declarants that send their CAGED file to 
MTE. A MTE reception service is available to receive and store these files and trig-
gers the generation of a CAGED Receipt to the declarants. 

CAGED is complex system that is hard to be managed. Some qualities attributes 
must be assured according to its SLA such as availability, response time, processing 
time, etc; and all these with less human intervention. In this sense, business process 
models must be able to adequately represent: (i) Mission-critical Activities; (ii) The 
way the activities are executed and monitored; (iii) Which quality attributes and envi-
ronmental context must be monitored and to what autonomic features; (iv) How sys-
tems needs to be adapted in case of some quality attributes deviation. 

4 Multi Level Autonomic Business Process Management 

To provide autonomic business process, we considered the use of modularization and 
separation of concerns to represent the different features.  In Figure 2, we depict an over-
view of our approach to the management of a multi-level business process model that 
includes two main stages: (i) The modeling phase exploits the modeling of four abstrac-
tion levels: Organizational Level, Technological Level, Operational Level and Service 
Level; (ii) The management phase includes a MAPE module that uses the modeled auto-
nomic business process and the metrics provided by the systems to guide the adaptation. 

 

 

Fig. 2. Overview of the modeling and management phases of MABUP 

In the sequel we present our Multi-Level Autonomic Business Process approach, 
named MABUP, which consists of well-defined abstraction level and a closed-loop 
mechanism to provide system adaptation (see Figure 2). As mentioned, our frame-
work considers in the management of the processes both context information and 
quality attributes of the system.  
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4.1 Modeling Phase 

In this section we present the four well-defined abstraction levels of MABUP. In the 
modeling phase, we used a combination of two languages; namely Communicative 
Event Diagram and BPMN (see Figure 3). Due to lack of space, we depict a simpli-
fied version of the models; for instance, we do not capture all context variations re-
quired for self-configuration, self-healing and self-protection. Hence, this paper fo-
cuses on the self-optimization feature of the “Declarant submits a declaration” critical 
communicative event. 
 

 

Fig. 3. Organizational, Technological, Operational and Service Levels 

Model Organizational Level 
The Organizational Level is an important abstraction level in our approach since it 
makes business process models more immune to changes in the support technologies 
by focusing on the essentials of the business behavior. It supports the modularization 
of Autonomic Business Process by providing a level which presents critical activities 
that must be refined and monitored.  

According of the principles of Communication Analysis, Communicative Event 
Diagram provides a notation to specify the Organizational Level of a business process 
[1]. In this notation, there is a special primitive for process modelling, named com-
municative event. It represents the triggering of an activity that receives an incoming 
message, processes it and provides an output. Hence, it represents the organizational 
behavior resulting from a given change in world (subject system), intended to account 
for that change by gathering information about it.  A communicative event is a set of 
actions related to information (acquisition, storage, processing, retrieval, and/or dis-
tribution), that are carried out in a complete and uninterrupted way, on the occasion of 
an external stimulus.  

Operational 
Service

Service 
Link

Monitored 
Service

QoSID

LEGENDLEGEND

TECHNOLOGICAL LEVEL (only CAG2. Declarant submits declaration)

O

O

O

O

O

SERVICE 
LEVEL

OPERATIONAL LEVEL (only Receive CAGED File)

Op1

Op2

Service1

QoS1

Service2

QoS2

Service3
QoS3

QoS4Service5

QoS5

Service4

QoS4

Op3

(S3)

O

COMMUNICATIONAL LEVEL



190 K. Oliveira et al. 

 

Communication Analysis offers guidelines to allow the identification of commu-
nicative events. The following modularity criteria are used to guide modeling [3]: 

• Trigger unity, that presumes that the event occurs as a response to an external inte-
raction by an actor that triggers organizational reaction;  

• Communication unity, that describes that each and every event involves providing 
new meaningful information; 

• Reaction unity, that outlines that an event triggers an Information System (IS) reac-
tion, which is a composition of synchronous activities. Events are asynchronous 
among each other. This criterion defines a temporal encapsulation. 

MABUP introduces the concept of Critical Event, a special kind of communicative 
event which is a mission-critical activity. Critical events must be refined to provide 
information about its behavior and indicate the sub-activities that are monitored ac-
cording to autonomic features. 

In this sense, Figure 3 presents the Organizational Level of Business Process of 
CAGED, where we highlight the critical event “CAG2 - Declarant submits declara-
tion”. It is an activity that has as input all CAGED movements and, as an output, the 
receipt. Stakeholders highlight that it is critical to the success of the CAGED process. 

Model Technological Level 
Technological Level represents the refinement of a critical event processing to model 
important aspects that can impact software adaptation, such as: 

• Present different alternatives to perform an activity: Some activities can be ex-
ecuted in different ways in a company. It is important to map these differences to 
analyze if they require special ways to be managed. 

In our example, the generation of file can be performed in three different manners: (i) 
Generate CAGED File; (ii) Generate Analyzed CAGED File; and (iii) Generate Short 
Analyzed CAGED File. If one of these activities became unavailable, another alterna-
tive can be executed to guarantee the system operability until all processes return to 
an optimum state.  

• Indicate External dependences: External dependences are important to be ex-
pressed as they can lead to interoperability problems. In that sense, interoperability 
demands human intervention coordination related to the efforts to ensure perfor-
mance, scalability, correctness, or reliability of applications in the presence of con-
currency and failures [2]. We consider that this calls for autonomic characteristics 
such as optimization, healing and protection. Furthermore, when a system relies on 
an external service, some kind of service level agreement (SLA) is required. 

Figure 3 indicates that the “Receive CAGED Receipt” task is impacted if the “Re-
ceive CAGED File” task becomes unavailable or has a poor performance.   

• Highlight monitorable tasks: Some events are too complex and have to be processed 
by different kind of components. Hence, some are monitorable and others not. 
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For example the “Generate analyzed CAGED File” task is executed outside the MTE 
domain by an offline desktop tool that is not expressed in SLA as a monitorable mod-
ule. In our example the monitored tasks, such as “Receive CAGED File” are depicted 
in gray. 

• Define the autonomic characteristics and symptoms of monitorable tasks: Indicate 
the autonomic principles that will be considered to monitor the tasks. The SLA 
document is a good source of information as it presents the quality attributes and 
their respectively values that must be assured. 

In the running example, we only consider the self-optimization (O) principle to all 
monitorable tasks. 

Model Operational Level 
Operational level indicates the operational knowledge required to manage the process. 
Business analysts define the contextualization of the monitored task using their know-
ledge about the business domain to identify information that can affect the process 
and express the operational knowledge to manage it. The information is codified in 
terms of contexts, context variability and operational tasks. 

The variability analysis is focused on context variability. Both variants and varia-
tion points are related with the contextual information. They indicate how the contexts 
variation can affect the autonomic actions. Operational Task expresses autonomic 
actions in the systems to assure the optimal state of the system and express a refine-
ment of the autonomic part of a Monitored Task. 

In our running example, we defined Self-Optimization (O) as the desired autonom-
ic principle. As previously noted, it is related to the efficiency NFR, which in turn can 
be decomposed into others characteristics such as Response Time and Space Utiliza-
tion. In this example, we deal only with Response Time attribute.  

For instance, a variation point of the Receive CAGED File (see Table 1) task is as-
sociated with the response time. This variation point is a contextualization for the al-
ternative ways how the adaptation actions are selected to respond to environment 
changes. The alternatives are represented as variants that are associated with the varia-
tion point. In the example, the variants are actions to control or regulate the response 
time deviation of the CAGED file reception. The tasks are associated with contexts 
describe in expressions that activate the presence of a variant in the variation point. 

Given that in our running CAGED there is a deadline for declaration submission, it 
is important to measure the daily reception. As observed in Figure 4, the reception 
rate peaks during the first seven days of the month. This trend must be considered to 
allow the selection of a correct adaptation. Trend analysis methods [16] can help 
business analysts to predict future outcomes tracking variances in historical results. 

In order to treat Response Time deviations that may be related to the performance 
of the “Receive CAGED File” activity, we defined in Figure 3 (Operational Level) 
three different tasks (operationalizations): (i) Increase resource; (ii) Decrease Re-
source; and (iii) Analyze deviation. The 3 contexts (C1, C2 and C3) present in Figure 
3  (Operational Level) are defined in Table 1. 
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Table 1. Contextualization of Autonomic Business Process 

Monitored 
Task 

Contextualization 
Variation 

Point 
Variants Context Quality 

Receive 
CAGED File  

Response 
Time 

Deviation 

Increase 
Reception 

Rate 

C1: ReceptionTrendIsOK= true and 
LastThreeCycleIncreasing= true 

Response Time 
>= 220ms 

Decrease 
Reception 

Rate 

C2:ReceptionTrendIsOK= true and 
LastThreeCycleDecreasing= true 

Response Time 
<= 110ms 

Deviation 
Reception 

Rate  

C3:ReceptionTrendIsOK= false and 
LastThreeCycleIncreasing= true 

Response Time 
>= 220ms 

 
Considering the above, the operational level presents the new interconnected concepts in 
ABP models: variation point, variants, operational task and can be defined as follow: 

OL = {VP, Var, OT, Rel{VPxVarxOT}} 
where: OL is the Operational Level; VP is Variation Point; Var is Variant, OT is Op-
erational Task and Rel expresses the relationship between then. OL is a conjunct of 
VP, Var and OT where VP is linked with Var and Var is related with OT.  

Model Service Level 
Both monitorable and operational tasks should be linked to system services. In a ser-
vice-based mission-critical system, adaptation is an activity with the objective of deli-
vering an acceptable/guaranteed service based on SLA (Service Level Agreement). 

One of the key components in SLA is SLO (Service Level Objective) which specifies 
QoS (Quality of Service) metrics governing service delivery. Each SLA may include 
several SLOs, each corresponding to a single QoS parameter related to quality factors.  

In the Service Level, the services linked with monitorable tasks are called monitor-
able services that should be checked according to the parameters presented in the 
SLO. Whereas the services linked with operational tasks are named as operational 
services that have the objective of returning the system to an optimal state in an auto-
nomic manner. For example, the “Receive CAGED File” activity is linked to “Ser-
vice5” that should assure a response time of 190 ms. The concepts used in this level 
are related as follow: 

MonitoredService ⊆ Service and OperationalService ⊆ Service (MonitoredService ∩ 
AutonomicService = {} ∧ MonitoredService ∪ AutonomicService ⊆ Service) 

That is, MonitoredService and OperationalService are a sub-conjunt of Service and 
are mutually exclusive because other services may exist (ie. a disjoint and incomplete 
inheritance of Service). 

4.2 Management Phase 

Monitor 
The monitoring component collects indicators provided by the system from time to time 
(cycle). The monitor checks both context information and NFRs related to the system. 
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In our approach we assume the use of context sensors, which are computational entities 
that provide raw data about the operational environment presented in the instrumented 
BPM; and service quality attributes that must be assured. The monitor module verifies 
the processes at a well-defined level of modularity (Technological Level) and affects 
services-oriented systems with coarse grained adaptation at run-time. 

As shown in Figure 5, the monitor module is divided in Context Monitor, QoS 
Monitor and Monitor Engine. The context monitor reads and processes the contextual 
data provided by the instrumented system. The QoS Monitor reads and processes the 
log database of all monitored services that support all monitored tasks and their re-
spective metrics according to the SLO. The Monitor Engine processes the information 
provided by Context Monitor and QoS Monitor, collects the relevant data according 
MABUP model and passes it to the diagnostic component for analysis.  

Algorithm 1 defines how the monitor process works, ie. it obtains the MABUP 
model, treats the monitored tasks, collects the metrics of each one and returns the data 
to be used by analyzer module.  
 

Algorithm 1. Monitor algorithm  

monitor(MABUPModel model) 
1. MonitoredTaskValue[] mtvs 
2. VariationPointValue vpv 
3. VariationPointValue[] vpvs 
4. for each tl • getTechnologicalLevels(model) getTechnologicalLevels(model) 
5.   do for each mti • getMonitoredTasks(tl) getMonitoredTasks(tl) 
6.     MonitoredService ms  getMonitoredService(mt) 
7.      OperationalLevel op •  getOperationalLevel(mt) 
8.     do for each vpj • getVariationPoints(op) getVariationPoints(op) 
9.        vpv  getVariationPointValues(mt,ms,vp) 
10.      vpvs[j]  vpv 
11.   end for 
12.   mtvs[i]  getMonitoredTaskValues(mt, vpvs) 
13. end for 
14.end for 
15.return mtvs 

 
The getMonitoredTaskValues method (line 12) localizes, though QoS Monitor, the 
metrics of the monitored service expressed in the Service Level based on the identifi-
cation of the monitored task. It calculates the average of the metrics obtained in a 
cycle by all requested services that support the monitored task as follow: 1

 

where: f(s) the function to verify the QoS of a service s; n is the number of requested 
services in a cycle; QoS( ) is the metric obtained for a requested service. 
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Analyze 
In our approach, this component has the objective to evaluate the metrics obtained by 
the monitor. Considering the measures obtained by the monitor, the diagnostic com-
ponent checks the contexts expressed in the Business Process Model. In case of some 
deviation, the planner (section 4.2.3) selects the appropriate operational task that 
represents autonomic interventions in the system.  

Considering the management of business processes, it is important to assure the 
service level agreement related to these processes. In this sense, the analyzer module 
verifies the monitored metrics in the business process model and in case of deviation 
above a predefined threshold the module verifies the operational contexts that affect 
the process and the variants related to these contexts. The analyzer module is divided 
in two components: Domain Assumption Verifier and Contextual Business Process 
Model Diagnosis. 

The “Domain Assumption Verifier” component identifies all quality attributes re-
lated to the monitored task and in case of metric deviations the “Contextual Business 
Process Model Diagnosis” component analyzes the contexts values. Algorithm 2 is a 
simplified version of this process. According to  lines 2-4 the “Domain Assumption 
Verifier”  component reads all monitored task values obtained by the monitor module 
and verifies the QoS deviation. The isQoSDeviated  method (line 3) reads the Service 
Level, gets the expected metrics and compare them  against the obtained values. In 
the “Contextual Business Process Model Diagnosis” component, the getDeviatedVa-
riant method (line 5) checks all Variation Points and evaluates the context and quality 
expected in each Variant.  The Analyzer module returns all the deviated variants. 
 

 Algorithm 2.  Diagnosis algorithm  

analyze(MonitoredTaskValue[] mtvs) 
1. Variant[] deviatedVars 
2. for each mtv •  mtvs 
3.   do boolean isQoSOut  isQoSDeviated(mtv) 
4.   if isQoSOut then 
5.      deviatedVars += getDeviatedVariant(mtv) 
6. end for 
7. return deviatedVars 

 

In our running example we had explored the monitored task “Receive CAGED File” 
that has the Self-Optimization (O) as the desired autonomic principle and in its opera-
tional decomposition presents the Variation Point related to the Response Time 
attribute. In this sense, we explored three scenarios according the data provided in 
Figure 4 that are related to the tree variants presented in this Variation Point: 

• Scenario 1: In the beginning of the month the reception rate is increasing time-to-
time and this is an expected change in the environment according to the CAGED 
characteristics. The system provided the following information: ReceptionTrendI-
sOK=true; LastThreeCycleIncreasing=true (Contextual); and Response-
Time=382ms (QoS); 
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Regarding our running example, considering Scenario 1 (defined in section 4.2.2), 
the planner module returns the “Increase Resource” Operational Task. While in Sce-
nario 2 the “Decrease Resource” Operational Task is returned. Finally, in the Scenario 
3, the module returns “Analyse Deviations”. 

Actuate 
The actuator module has the objective of actuating in the instrumented system. For 
this reason, the module has two components as presented in Figure 5: The Actuator 
Manager and the Operational Task Assigner. 

According the Operational Task returned by the planner module, the Actuator 
Manager accesses the Service Level to obtain the Operational Service with the para-
meters that it needs to be executed. The Operational Task Assigner access the instru-
mented system to finally perform the adaptation.  

Considering our running example, if there is a plan to perform the operational task 
“Increase Resource”, the Actuator Manager component will access the specification of 
the service named “OP1”. This specification has the name of the service that is: expan-
dReceptionMem(ResourceType rt, ResourceValue rv, SystemModule sm) where Resour-
ceType  is the type of resource that the analyst wants to increase, ResourceValue is the 
percentage of growth and the SystemModule is the identification of the sub-system. 
These values are predefined as in this case as: rt=” memory”; rv=0.1; and 
sm=”cag.Reception”. It corresponds to 10% of increase of memory resource. 
 

 

Fig. 5. MABUP Engine 

5 Discussion and Conclusion 

In this paper we outlined an approach for managing autonomic business processes 
following a multi-level strategy. An architecture of autonomic business process mod-
els that intends to represent the correct behavior of the systems from the business, 
technological, operational and service points of view. This proposal has been divided 
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into two parts: the modeling and the management phases. The modeling phase express 
how to obtain four abstract levels that instrument the business process model with 
autonomic features; namely, Organizational Level, Technological Level, Operational 
Level and Service Level. The management phase proposes a MAPE (Monitor-
Analyze-Plan-Execute) engine that considers both instrumented ABPM (Autonomic 
Business Process Model) and the instrumented system obtaining information about 
the environment context and quality attributes to guide the adaptation.  

The paper (1) defines the MABUP (Multi-level Autonomic Business Process) 
model used at runtime to represent the correct behavior; (2) presents the logical view 
on the architecture to manage the multi-level autonomic business processes; (3) intro-
duces algorithms to perform the MAPE modules of our approach; and (4) shows how 
an existing system can be modeled to exploit our architecture.  

The real example demonstrates the feasibility of the presented conceptual architec-
ture and highlights its applicability to a real-life scenario. Furthermore, the benefits of 
our approach are manifold and include: 

• Modularity of ABPM: We have relied on Communication Analysis principles to 
deal with the overhead in the monitoring phase. The Organizational Level helps to 
indicate mission-critical activities that must be treated in an autonomic manner. 
The Technological Level, a refinement of the mission-critical activities, specifies 
the autonomic tasks that must be monitored.  

• Scalability: Modularity helps abstracting processes, thus reducing the complexity 
of ABPM, and increases the scalability of our approach; 

• Separation of concerns: In our MABUP model the relationship between the busi-
ness, technological and operational knowledge are explicitly expressed in different 
and interconnected abstraction levels of the model.  

• Understandability: The different well-defined levels helps to provide understanda-
bility of ABPM; 

• Expressiveness of autonomic features in BPM: In contrast to other approaches that 
need a knowledge database to express the metrics that affects the adaptation, our 
approach provides the concepts of critical event, monitored task, context variability 
and quality attributes expressed in a BPM that guide the self-management at run-
time. All these concepts are interconnected to indicate how the metrics impact each 
autonomic business process. 

• Guide the adaptation based on metrics, as context and quality attributes, contained 
in the BPM: Considering the knowledge provided in our MABUP model, the man-
agement module guides the adaptation according the context and quality attributes 
that affect the operational tasks. 

Our approach is part of an ongoing research endeavor. As such, much remains to be 
done. As future work, we plan to perform a controlled experiment to empirically eva-
luate our proposal. 

Acknowledgment. Research supported by CAPES, CNPQ and Spanish Ministry of 
Science and Innovation. 
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Abstract. Monitoring business processes is an important area in Busi-
ness Process Management. This area not only supports monitoring but
also enables flexibility. Thus, it has been investigated in many other areas
like Business Activity Monitoring, Exception Handling, Aspect Oriented
Business Process Management, etc. These areas require to define how a
process instance should be monitored from different perspectives. How-
ever, current definitions are coupled to control-flow perspective, which
applies some limitations. For example, we cannot define a rule to capture
situations in which an account balance is read - regardless of its process.

To capture such situations, we propose an approach to define moni-
toring rules. This approach enables composition of rules in a way to be
decoupled from a specific perspective. To validate the result, we imple-
mented a rule editor and a monitoring service, called Observer Service.
These artefacts are used to support the definition of monitoring rules
and track process instances, correspondingly. Finally, we investigated the
validity and relevancy of the artefacts through a banking case study.

Keywords: Business Process Management Systems, Process Monitor-
ing, Service Oriented Architecture, flexibility.

1 Introduction

Business ProcessManagement(BPM) is an important area that supports automa-
tion of business processes. This automation is achieved through BPM life cycle in-
cluding process design, configuration, enactment and diagnosis phases [28]. This
life cycle resulted in rigid business processes that are not flexible. Therefore, an-
other phase is added, called adjustment. In this phase, the enacted process can
be adjusted and executed, without repeating the whole life cycle [3,16]. Both ad-
justment and diagnosis phases depend on monitoring process instances, that is
achieved by tracking events. Each event is a possiblemonitoring point in BPM [23].

Two kinds of adjustment can be performed at runtime, i.e. allowing the pro-
cess instance to be deviated from process specification, or changing the process
specification and migrating the process instance(s) according to new specifica-
tion. These adjustments are categorized under process flexibility as ’flexibility
by deviation’ and ’flexibility by change’ [21]. These types depend on recognition
of needed points (events) in process instances, which are fulfilled through pro-
cess monitoring. Therefore, more capability in capturing events results in more
ability in providing process adjustment and flexibility in action.

S. Nurcan et al. (Eds.): BPMDS 2013 and EMMSAD 2013, LNBIP 147, pp. 199–213, 2013.
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The adjustment and flexibility should be performed for some monitoring
points in a process instance. These points should be defined using some rules,
called monitoring rules, that specify what information is a matter of interest for
monitoring. Each event carries information related to different perspectives like
control-flow (or process), task (or functional), operation (or application), data,
resource (or organizational), time, etc [1,20].

There is an implicit order between perspectives when defining a process model.
J. Becker et al, mention that “[t]he data flow is restricted by the control flow as
the data flow cannot precede the control flow” [10]. These restrictions are valid
in process definition. However, they limit process monitoring if we want to define
the monitoring rules with the same approach.

For example, a bank manager might be interested to monitor high value fi-
nancial transactions. These transactions can be occurred by different processes
and activities. If we want to define monitoring rules using the control-flow and
task perspectives, we should define a lot of monitoring rules to capture each task
to investigate if the value of the transaction is more than the limit.

In this paper, we solve this problem by proposing an approach to define mon-
itoring rules independent of any specific process perspective. To do that, we
introduce possible monitoring points in a process instance. Then, we investigate
what sort of information can be found for each point and the relation between
them. As a result, we define an algorithm to evaluate monitoring rules from
different perspectives. To validate our result, we developed two applications,
i.e. the monitoring rule editor and the Observer Service. The editor supports
the definition of monitoring rules based on investigated relation. The service
monitors process instances to check if rules are satisfied or not. Moreover, we
investigated the relevancy of the problem using a banking case study. The actual
implementation of the study using our artifices is in progress.

Therefore, the remainder of the paper is organized as follows. In Section 2, we
give a description of how the rules are defined in different BPM areas. Then, we
present the relation between process perspectives and different states of mon-
itoring life cycles in Section 3. Section 4 demonstrates the rule editor and the
architecture of the implemented service. Section 5 investigates the validity and
relevancy of the artefacts using a banking case study. Section 6 discusses the
limitations of the work. Finally, Section 7 presents directions for future works
and concludes the paper.

2 Background

A lot of areas in BPM paradigm try to define how monitoring points should be
specified such as Business Activity Monitoring(BAM), Exception Handling, As-
pect Oriented Business Process Management(AOBPM), etc. Therefore, different
attempts have been performed to monitor these points. In this section, we look
at some of these attempts in general.

Business Activity Monitoring(BAM) is defined by Gartner as a concept which
enables tracking business operations and making issues visible quickly, based on
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Fig. 1. Events Ontology [22]

real-time data1. BAM could be implemented through different approaches such
as process mining [27] and real-time monitoring [19]. Process mining enables
tracking of business operations using event logs [7]; while, real-time monitor-
ing detects different monitoring points in process instances and keeps track of
them in action. The process mining is out of our attention, because we focus on
how to define rules to capture various monitoring points in this paper. Defini-
tion of rules in BAM has been investigated in different research, e.g. [13,15,26].
For example, Pedrinaci et. al. define an event ontology for BAM in [22] (see
Figure 1). The events are categorized into two groups for monitoring, i.e. pro-
cess and activity. The process monitoring event consists of started, suspended,
resumed, terminated, aborted, completed and instantiated events. The activity
monitoring event includes assigned, started, reassigned, relieved, skipped, sched-
uled, aborted, completed, resumed, withdrawn, suspended and skipped. These
events are points that a process instance can be monitored. However, it does not
mean that we have to restrict the definition of rules to them. Such restriction
can end up us with current limitations in defining monitoring rules, which are
coupled to control-flow and task perspectives.

Exception Handling is an important area of BPM, which tries to support flex-
ibility by deviation [2]. Deviations are recognized by tracking some monitoring
points and evaluating some exception rules. Monitoring points are categorized
into five groups, i.e. Work Item Failure, Deadline Expiry, Resource Unavailability,

1 http://www.gartner.com/it-glossary/bam-business-activity-monitoring

http://www.gartner.com/it-glossary/bam-business-activity-monitoring
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External Trigger and Constraint Violation [8,24]. Each points can be looked from
different perspectives. For example, the task that the work item is going to per-
form represents the functional perspective. The resource to whom the work item is
allocated represents the resource perspective. Exception rules specify when an ex-
ception should be captured. Again, definition of exception rules are coupled with
control-flow perspective. For example, these rules are defined using an exception
event attached to an activity’s boundary in Business Process Model and Notation
(BPMN) [14].

Moreover, the same approach can be tracked for handling exceptions in other
works like worklet [9], where the exception types could be recognized in a process
instance using a set of rules, called Ripple Down Rules(RDR) [8]. These rules
could be defined to monitor violations of exception types, which happens for a
specific case or a workitem. This means that the constraint should be mapped
to control-flow or task perspective first. This approach limits the definition of
rules, which needs to be independent of these two perspectives. It means that, if
we want to define a monitoring point for a resource or data perspective, we have
to map it to control-flow or task perspectives. For example, if a customer wants
to get notified when his or her account balance is decreased, we should find all
cases and tasks which have the potential to withdraw money from the customer
account. This limitation is because we are not able to define a constraint for
only data perspective here.

Aspect Oriented Business Process Management(AOBPM) aims to separate
cross-cutting concerns from business processes and model them separately
[11,12,17]. Separated models need to be weaved at runtime. The weaving requires
to checkmonitoring points to see whether some aspects are specified for them [18].
Monitoring points are called join points, and rules are called pointcuts. The rules
are defined based on control-flow and task perspectives. This implies some limi-
tations in defining aspects, e.g. enforcing some security policy when an extra con-
firmation is required for activities of a new clerk. Again, we need to define rules
for all tasks of a process instance to check if a new clerk performed it or not.

To sum up, we found a general approach in definition of monitoring rules
in different areas of BPM. These rules are defined based on control-flow and
task perspectives. Other perspectives can be incorporated in rules when one of
these two perspectives are specified. This implies a lot of limitations for defining
business monitoring points for process instances. In fact, it enforces multiple
definition of rules to capture a business monitoring point. Therefore, we define
a new approach to capture monitoring points and defining rules. In the next
section, we introduce this approach.

3 Approach

Monitoring points can be defined with the help of workitem life cycle. The life
cycle is defined by N. Russell et al [25], and it is general for different Workflow
Management Systems(WfMSs) [29]. It consists of the states that a workitem can
have in its life. States can be changed by transitions(events) (look at the dashed
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Fig. 2. Workitem Monitoring life cycle

rectangle in Figure 2). Transitions’ names are started with R or S, representing
whether a resource or the system(WfMS) initiates the transition. A. Rogge-Solti
et al, define two more states for a workitem life cycle, i.e. init and enabled [23]-
although they do not consider some other states. We could not consider these
states as workitem life cycle states, since the workitem is not created yet. We
also could not find any application of init state, so we exclude it. However, we
consider the enabled state as one of the wokitem monitoring states because it is
important from the monitoring viewpoint. Therefore, we end up with a new life
cycle for monitoring, which is shown in Figure 2

The life cycle starts when the WfMS detects a workitem as enabled. All en-
abled workitem will not be created. For example, when a process model contains
a deferred choice, many workitems can be enabled. However, as soon as one of
them is created, others will not be enabled any more [5]. The created workitem
can be ’offered to a single resource’, ’offered to multiple resources’ or ’allocated
to a single resource’. Moreover, it could be started by the WfMS if it is an au-
tomated workitem. The started workitem can be suspended, and the suspended
workitem can be resumed. The started workitem can also be failed or completed.

Furthermore, we should monitor the process instances, called cases. We rec-
ognized different states, which can be monitored during a case life cycle, i.e. cre-
ated, completed, suspended and failed. These states could only be changed by the
WfMS, so we do not incorporate the name of event initiators in event labels.

Created Completed

Suspended

Failed

create complete

suspendresume

fail

Fig. 3. Case Monitoring life cycle
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Status Control-flow Task Resource
Case Monitoring Lifecycle Case level Workitem level
Created + + (r) - - -
Suspended + + - - -
Failed + + - - -
Completed + + (w) - - -
Workitem Monitoring Lifecycle
Enabled + + - + -
Created + + + (r) + -
offered to a single resource + + + + +
offered to multiple resources + + + + +
allocated to a single resource + + + + +
Started + + + + +
Suspended + + + + +
Failed + + + + +
Completed + + + (w) + +

Perspectives
Data

Fig. 4. The relation between level, states and perspectives

Although there is other states during execution of a case and workitem like
cancelled, there are different from one WfMS to the other. Thus, we consider the
general states which exist in most of WfMSs and limit our Monitoring life cycles
to existing states (see Figure 2 and Figure 3). The Workitem and Case Moni-
toring life cycles can be used to define monitoring points from different business
process perspectives. Each process model consists of different perspectives, and
each perspective exposes a different kind of monitoring points , so we should
investigate what sort of monitoring points exist in each workitem monitoring
state to define monitoring rules.

Figure 4 shows what monitoring points could be tracked in each state of
Case and Workitem Monitoring life cycle. The control-flow monitoring points
can always be captured in both life cycles. The data perspective is restricted by
control-flow perspective in a way that it is always defined based on control-flow
perspective [10]. Thus, we divide data perspective into two sub-categories, i.e.
case level and workitem level. The case level data can be accessed in all states
of both life cycles. The reading operation of data is performed when the case
is created, so we added ’(r)’ to demonstrate this fact in Figure 4. The writing
operation of data is performed when the case is completed, which is shown by
’(w)’ in the figure. The workitem level data can be accessed in all states of
workitem life cycles, but it cannot be accessed in the enabled state of workitem
monitoring life cycle.

Furthermore, The task monitoring points are available during workitem mon-
itoring life cycle. The resource monitoring points are also available during all
states of workitem monitoring life cycle except enabled and created. In these
states, the resource is not yet offered or allocated, so there is no information
about who will carry on the workitem.

Figure 4 indicates how the rules can be defined for monitoring process in-
stances from different process perspective. For example, if we want to define
a rule to enforce confirmation of all works that have been done by a new
clerk, we should define it as intersect of workitem completed state and resource
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perspective in the figure. Other cells in the same row indicate that we can limit
this rule based on other perspectives. For example, we can limit this rule to
enforce confirmation if the amount is greater than a limit. It is possible because
we have the data perspective in this row.

To evaluate these rules, we define an algorithm which shows how different
monitoring points can be analyzed. This algorithm uses basic terms, which are
given as follow. The terms start with definition of perspectives, which can have
any number of members. Thus, new perspectives can easily be added as a new
member without changing the algorithm.

Definition 1 (Basic Definition).

– P = {Control-flow,Data,Task,Resource} is a set of Perspectives. Here, we limit
ourself to four perspectives, but they can be added just as a member of the set.

– L = {Case,Workitem} is a set of Levels. There are two levels for monitoring,
i.e. Case and Workitem. Case represents the executed instance of a process
model. The workitem is an executed instance of a task.

– Wen = {s:enable, s:create, s:start on create, s:offer m,R:start s,R:allocate s,
R:allocate m,R:start m,R:suspend,R:resume,R:fail,R:complete, } is a set of
WorkItem Event Names. These names are derived from Workitem life cycle.
We also added s:enable to monitor the workitem when it gets enabled.

– Cen = {create, suspend, resume, complete, fail} is a set of Case Event Names.
– En = Cen

⋃Wen is a set of Event Names, which is a union of case event
names and workitem event names.

– Ed = (P , V alue) is EvenetData, which is a tuple. It contains a perspective
and its values.
– Value is a simple string. This string can contain, for example, xml
representing the data perspective.

– Eds = {Ed} is a set of Event Data.
– C = Ed is Condition. The condition is an EventData, which is a tuple con-

taining a perspective and its values. We distinguish between event data and
condition because event data is what happened in execution; while, condition
is abstract representation of the situation that should be monitored.

– Cs = {C} is a set of Condition.
– E = (En, Eds) is Event. The event is a tuple. It includes an event name and

a set of event data. In this way, each event can carry different data from
different perspectives.

Definition 2 (Monitoring Rules Definition).

– M = (L, En) is MonitoringPoint. It is a tuple, which contains a level and
an event name. It means that a monitoring point can be any event in case
or workitem level.

– Ms = {M} is a set of Monitoring Points.
– R = (M, Cs) is Rule, which is a tuple. It contains a monitoring point and

a set of conditions. It means that a rule defines the criteria that capture
monitoring points, which can be limited from different perspectives.

– Rs = {R} is a set of Rules (Ruleset).



206 A. Jalali and P. Johannesson

The ruleset is used by the observer service to determine if an event satisfies condi-
tions or not. ’Algorithm 1’ shows how events can be examined to see if conditions
in the ruleset are satisfied. The algorithm gets the event, level and the ruleset. It
checks the rules based on specified conditions in the ruleset, and returns the set
of rules, which are satisfied. The condition can have ’*’ as the value, which means
that all values can be accepted. This algorithm is not designed for any specific
perspective, so it is general. As a result, by adding any perspective to the set of
perspectives the algorithm will not be changed. This algorithm are implemented
in the Observer service which is described in the next Section.

Algorithm 1. Evaluate Monitoring Rules

Input: l:L,e:E ,rs:Rs

Output: Rs

1: Rs result;
2: for each R r in rs do
3: if r.M=(l,e) then
4: Boolean ruleResult := true;
5: for each C c in r.Cs do
6: if ruleResult=true AND c.value<>’*’ then
7: for each Ed ed in e.Eds do
8: if ed.P=c.P AND ed.Value<>c.Value then
9: ruleResult := false;
10: end if
11: end for
12: end if
13: end for
14: if ruleResult=true then
15: result.Add(r);
16: end if
17: end if
18: end for
19: return result;

4 Implementation

To enable definition of rules in a way that supports all combinations, we devel-
oped a rule editor and an Observer service.2 In this section, we describe the rule
editor and the architecture of the service.

4.1 Rule Editor

The rule editor is designed in a very generic way that can be extended easily
to support other states and perspectives. It reads the perspectives and states

2 Both the rule editor and the Observer Service can be downloaded from
http://people.dsv.su.se/~aj/ObserverService/

http://people.dsv.su.se/~aj/ObserverService/
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Fig. 5. RuleEditor

from an xml file. The xml indicates what information exists in each event. The
result is shown to the user when s(he) wants to define a monitoring rule (see
Figure 5(b)). This window shows a table which is similar to Figure 4. It consists
of possible levels and states for monitoring points. For each state, the editor
shows what perspectives are available to be limited by monitoring rules. For
example, Data Workitem and Resource are not available for workitem enabled
monitoring points. This awareness supports users to define rules, which comply
to the context of events.

The user can limit the data for each perspective in the editor(see Figure 5(a)).
To do that, the user should select the level (workitem or case) and the state for
which s(he) wants to observe the process. The editor enables the user to apply
some limitation for the monitoring point based on information that exists on
that point. This information can be limited from different perspectives.

For example, the bank manager might be interested to monitor all tasks that
have been done by a specific clerk if s(he) works on collateral which worth
more than 1,000,000 USD in all processes. S(he) should select the row from
the table that has ’Workitem’ as level and ’Completed’ as the state. Then, the
editor recognizes what information is available in that state, i.e. Control-flow,
Data (both in case and workitem levels) and Resource. The control-flow should
not be limited to any process, so ’*’ should be written - which indicates all
processes. The Case-data should not also be limited, so ’*’ should be written.
The Workitem-data should be limited to 1,000,000, so an xpath can be written to
check the data condition, i.e. ’//Collateral/Amount >1000000’. The Resource
should also be limited to the specific clerk, so the name of the clerk can be
written in Resource section.

This editor writes all rules in an XML file, that is used by Observer Service
to monitor process instances. We limited the user to select the level and states
when defining the rule. However, if the user is interested to define a rule for all
levels or states, (s)he can still do that by changing the level or state field to ’*’
in the XML file. The architecture of the service is explained in the next section.
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4.2 Architecture

The Observer Service is responsible to track process instances based on monitor-
ing rules, which are composed using the editor. The service is designed based on
Service Oriented Architecture. It monitors process instances using events, which
are received from WfMS. Therefore, it can be configured to observe any WfMS.
We chose YAWL as a WfMS for which we monitor process instances. YAWL is
selected since it supports full workitem life cycle, and it supports many workflow
patterns. It also has formal definition and semantic. Moreover, it is open-source
and is developed based on Service Oriented Architecture [4,6].

Figure 6 shows the architecture of our service and its relation to the WfMS.
The service is connected to the YAWL Engine through two interfaces, i.e. B
and X. Interface X is used to monitor case monitoring points and ’s:enable’
event from workitem monitoring life cycle; while, interface B is used to monitor
workitem life cycle.

The resource service also plays an important role here. It is responsible to offer
and allocate workitems to users. Therefore, it initiates changing some workitem
states. This service collaborates with the YAWL engine through interface B to
change the state of Workitems. The Interface A is utilized to upload specification
to the engine, when a user launches a new process. The resource service also reads
the organizational model through Interface O, which can be used for extending
monitoring rules.

The Observer Service does not track other services; instead, it tracks the
changes in workitem and case states through the engine. The service also reads
the rules (composed by the Rule Editor) from Rule Repository. The rules specify
which events should be captured. In the next section, we describe the case study
which we conducted to investigate the relevancy of the artefact.
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5 Case Study

In this section, we validate the relevance of our artefact using a banking case
study. In this study, we considered different banking process, among them we
chose the release collateral business process. The aim of the process is to release
the collateral when the debt is not fully paid. The bank can decide about re-
leasing the collateral based on the customer record. There are many types of
collateral such as share, stock, warrant, option and co-signer. We excluded co-
signer collateral since it makes the process much more complex. This complexity
makes presentation of the process not possible in this paper.

Figure 7 shows this process model from the control-flow perspective. The
process starts when a small business manager receives and registers documents
from customer to release his or her collateral. Then (s)he checks all support-
ing documents. If a document is missed, then (s)he asks the customer to send
complementary documents. When all documents are collected, they are sent to
the high-risk fraud manager for additional review and validating the originality
of documents. It is a security policy in the bank to check the originality of all
documents which are received from other parties, except other banks. Then the
branch manager comes up with any of the following situations:

– Declaration of criminal case: If the high-risk fraud manager detects a
document as fake, the branch manager will declare the case as criminal.

– Completion of documents: The branch manager may ask for more supporting
documents before any decision made to the collateral release.

– Rejection: If s(he) decides the rejection, then the customer will be notified.
– Acceptance: if s(he) accepts the release request, then two different activities

can be performed depending on the type of the collateral:
– If the collateral is stock, warrant or option, then the small business man-
ager contacts the investment brokerage office and receives required informa-
tion such as the most current investment activity statement. Then, the branch
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manager decides on the case, i.e. rejection or acceptance. If s(he) rejects the
case, the customer will get notified; otherwise, the requested collateral will be
released. Then, the congratulation letter will be sent to the customer.
– If the collateral is a share, then the small business manager contacts the
Investment broker and the lawyer, who had originally published the share
certificate to the customer. When s(he) receives the notarized share cer-
tificate, the high-risk fraud manager should validate the originality of the
document, due to security policy. If the high-risk fraud manager detects the
document as fake, then the branch manager will declare the case as crimi-
nal. Otherwise, the business manager accepts the case, in most of the cases.
However, if s(he) rejects the case, the customer will get notified. In case
of acceptance, the share collateral will be released, and the certificate and
congratulation letter will be sent to the customer.

The business manager might be interested to get notified if someone works on
collateral, which has very high value. The high value is subjective and can be
varied in times, so it should be determined by the business manager. Currently,
we have to define monitoring points for all activities to capture such events.
However, with our artefact we can get this kind of alarm by defining one rule.

The rule is defined as:

<rule process=’releaseAsset’ task=’*’ state=’wi.completed’

data=’\\Collateral \Amount >1000000’ />

The modelling phase of this case study is finished, and the implementation phase
is still on progress. We also found out that if tasks can be categorized, it would
be highly beneficial for defining monitoring points. For example, a bank manager
might be interested to monitor all payment tasks, or all financial tasks. If tasks’
types can be defined in process models, it can be also used when tracking them.

6 Limitations

We applied different limitations in different steps of this research such as in
solution, implementation and case study.

In solution, we limit ourselves to general workitem life cycle. This means that
we did not consider some states of case and workitem which are not general in
WfMSs. For example, we did not consider cancelled state in both of life cycles.
Moreover, we did consider limited number of perspectives to define our solution,
i.e. Control-flow, Data and Resource. Therefore, our solution does not cover
other perspectives like time. Although these limitations restrict our solution, it
does not affect the research outcome. It is due to the fact that the solution is
general and can be easily expanded to support other states and perspectives.

In implementation, we did not consider resource perspective because the
YAWL engine is not responsible for that. Indeed, the resource service handles
this responsibility, and the YAWL engine cannot track changes of states, which
are performed by other services. If such state are going to be considered, the re-
source service of YAWL engine should be tracked, instead of the YAWL engine.
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As a result, we had to dismiss ’offered to a single resource’, ’offered to multiple
resource’, ’allocated to a single resource’ states. This limitation does not affect
the result, because other perspectives are implemented and investigated. More-
over, the implementation is general and can be easily extended to support other
perspectives if the WfMS supports it.

In case study, we exclude one sort of collateral, which is used in the bank,
due to reducing complexity for presentation. This limitation does not affect our
goal, since we wanted to show the relevancy of the problem in the real domain.
Moreover, we currently finished the modelling part of the case study, and it is
not implemented completely. The implementation is in progress.

7 Conclusion and Future Works

In this paper, we presented a generic solution to monitor process instances from
different business process perspectives. This solution recognizes the events as
possible points that can be tracked. Each event carries different information
from a different perspective. Therefore, we consider what sort of information
from what perspective can be monitored in what event. The result was a set of
relations that shows how the rules can be defined to comply with the process
content. To validate the result, we developed two applications, i.e. a rule editor
and an Observer Service. The rule editor supports definition of rules based on
the defined relations. The Observer Service monitors business processes based
on rules, which are defined by rule editor. In this way, we can capture events,
which might be interested from a different perspective.

The relevancy of artefact is investigated by a case study in a banking domain.
In this study, we chose ’releasing collateral’ process. This process is used to release
collateral when the customer has not paid his or her dept completely. The mon-
itoring rule can restrict monitoring points to those in which someone works on a
collateral having a high value. Despite other approaches that need to define a lot of
rules for each activity to capture this business event, our artefact monitors it just
by one rule. Moreover, we also distinguished the following future works:

– providing features that enable other services to subscribe for a special event.
– Using Business Rule Management System (BRMS) to define and analyse

more complex monitoring rules.
– Adding more perspectives when defining rules, e.g. time, resource, cost, etc.
– Considering how our artefact can handle more exception handling in process

models.
– Enabling Aspect Oriented Business Process Execution based on this artefact

and investigating how much it supports separation of concerns from different
perspectives.

– Considering how our artefact can extend the Business Activity Monitoring
in terms of defining more measures.
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Abstract. The aim of corrective evolution is to update a process model by plug-
ging in successful process instance adaptations, while ensuring that the resulting
model satisfies the goal of the original model. Corrective evolution is necessary if
adapting at runtime is costly, or if adaptations fail and should be avoided. Consid-
ering that a trace is a recording of executed activities, we identify three possibili-
ties for correcting process models, depending on the traces on which the instance
adaptation should be plugged in. A correction is strict if the adaptation should be
plugged in on a precise trace, relaxed if on all traces, and relaxed with conditions
if on a subset of all traces. Automated techniques for corrective evolution are nec-
essary since changing models manually is difficult and there is a need to verify
that the evolved model satisfies the goal. We provide automated solutions for two
cases: when corrections are strict, and when they are either strict or relaxed. We
evaluate the tradeoffs between strict and relaxed corrections using a real log.

1 Introduction

Modeling business processes is a complex task which can be simplified by allowing pro-
cess instances to be structurally adapted at runtime, based on context (e.g., by adding or
deleting activities). The process model then no longer needs to include a handling pro-
cedure for every exception that can occur. Instead, it only needs to include the assump-
tions under which a successful execution is guaranteed. If a design-time assumption is
violated, an exception is triggered and the exception handling procedure matching the
context is selected or constructed at runtime (e.g., [2,9,4]). However, if runtime struc-
tural adaptation is allowed, the process model may later need to be updated based on
instance adaptations. For example, model updates are necessary if dealing with a fre-
quent exception at runtime is too costly, or if an adaptation fails and should be avoided.

Evolving the process model based on instance adaptations or process variants is not
new, and has already been addressed in, e.g., [7,10,12,19]. However, an issue insuffi-
ciently addressed in the previous work is how to evolve a process model and also ensure
that the evolved model continues to achieve the goal of the original model. We refer to
the problem of evolving a process model based on selected instance adaptations, such
that the evolved model satisfies the goal of the original model, as corrective evolution.

We illustrate the need for corrective evolution on a car logistics scenario, in which
cars arrive from manufacturers at a sea port and must be delivered to a retailer. The
car handling process includes storing the car, waiting for a delivery order, performing
treatments (e.g., painting), and delivering. The goal is to deliver the car to the retailer
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in perfect condition. Cars may be damaged at any point. The repair can be performed
immediately or can be postponed, depending on context (e.g., availability of resources).
To consider at every step that the car can be damaged, and all the contexts in which
the damage can occur, would complicate the process model significantly. Instead, we
specify a constraint that the car should not be damaged. If this constraint is violated, the
process instance will be adapted based on context. By analyzing the logs, we determine
that if the car is damaged while being stored, and other cars are waiting to be repaired,
the repair should be postponed. If the car is damaged a second time in the storage area,
unless many cars are waiting, the repair should not be postponed anymore, such that
the car is delivered on time. We therefore need to evolve the process model, such that
the repair is postponed in the first situation, and performed immediately in the second.
Moreover, the evolved model must satisfy the goal to deliver the car in perfect condition.

When plugging an instance adaptation at a certain point in the process model, we
need to consider that there can be multiple paths to reach this point in the model. Each
path is uniquely identified by a trace, i.e., a recording of the executed activities. For each
adaptation there are three options, depending on which traces the adaptation should be
plugged in. To the best of our knowledge, this distinction is not present in the literature.

– The first option, which we call a strict correction, is to plug in the adaptation
only for the trace corresponding to the instance where the adaptation was used. The
advantage is that the resulting model will contain only known behavior.

– The second option, or relaxed correction, is to plug in the adaptation on all the
traces leading to the specified point. Although more behavior is introduced, the resulting
model should be smaller than the model obtained with strict corrections. The reason is
that applying strict corrections requires unfolding the model.

– Relaxed corrections are not always possible, since the resulting model must also
satisfy the goal. The third option, relaxed correction with conditions, is to plug in the
adaptation for a subset of the traces leading to the specified point.

In our scenario, we obtain different process models depending on the type of the two
corrections. If both corrections are strict, the second adaptation is applied only for the
trace when the car is damaged a second time, after having postponed the repair for the
first damage. If the second adaptation is plugged in as a relaxed correction, it will be
applied also for the traces where the car is damaged for the first time.

Automating corrective evolution is necessary since changing complex process mod-
els manually is difficult, and, unless all corrections are strict, there is a need to verify
that the evolved model satisfies the goal. We provide automated solutions for two cases:
when all corrections are strict, and when they are either strict or relaxed. These two
cases do not require searching for the traces where to plug in the adaptations. The first
case also does not require verification, since both process model and adaptations are
assumed to satisfy the goal, when adaptations are applied only on corresponding traces.

The contributions of this paper are:

– we extend the existing work on process evolution by considering the problem of
ensuring that the evolved model continues to achieve the goal of the original model.

– we identify three ways in which instance adaptations can be plugged into the model:
strict, relaxed, and relaxed with conditions, and motivate their usage.

– we provide automated solutions for two special cases of corrective evolution.
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Fig. 1. Process-based application lifecycle

Section 2 presents concepts related to modeling, executing, and adapting a process-
based application. We introduce the corrective evolution problem in Section 3, and solve
the two cases in Section 4. We evaluate tradeoffs between strict and relaxed corrections
in Section 5. Related work is discussed in Section 6, and future work in Section 7.

2 Background

We model the business logic using process models and the domain knowledge using do-
main objects. We relate the process to the domain by defining goals and process anno-
tations based on domain objects. Fig. 1 shows the application lifecycle. In the execution
phase, process models and domain objects are instantiated, and process instances are
executed. Execution and adaptation events are recorded into logs, which are examined
during analysis. Adaptations which are successful according to performance indicators
may be selected to be included in the model, triggering evolution. During evolution,
new process models are created and ranked according to, e.g., size or complexity.

2.1 Application Representation

Domain Objects. A domain object is a state transition system representing a property of
an entity. States correspond to property values; value changes are transitions between
states triggered by events. Controllable events are triggered by executing a process,
while uncontrollable events can happen at any time and cannot be triggered directly.

Definition 1 (Domain Object). A domain object is a tuple
〈
L,L0, E , T 〉, where

– L is a finite set of states and L0 ⊆ L a set of initial states;
– E is a set of events partitioned into sets: controllable EC , and uncontrollable EU ;
– T ⊆ L× E × L is a transition relation based on events.

Let O be a set of domain objects. We denote with PS the set of propositions ss(o),
where o =

〈
L,L0, E , T 〉 ∈ O and s ∈ L, and with Bool(PS) the set of boolean

expressions over PS . Similarly, PE denotes the set of propositions ee(o), where e ∈ E .
The domain objects in our scenario are shown in Fig. 2.

Goals. Goals specify desirable states to be reached and then continuously maintained
during the execution of a process. We express goals in terms of domain objects.
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Fig. 2. Domain objects in the car logistics scenario

Definition 2 (Goal). Let O be a set of domain objects. A goal defined over O is a set of
goal statements, where each goal statement is defined with the generic template
ψ0 =⇒ (ψ1 
 . . . 
 ψn), where ψi ≡ � | ss(o) | ψi ∨ ψi | ψi ∧ ψi and o ∈ O.

A goal statement specifies that whenever the state in the left side occurs, the process
should reach the state defined by the right side. If the left side is empty (�), the state in
the right side should be reached unconditionally. The states in the right side are ordered
using a preference operator (
). In our scenario, the goal is to have the car delivered to
the retailer in perfect condition:� =⇒ oks(h) ∧ retailers(l) (G1)

Process Models. A process model is a directed graph for which the nodes are either
activity nodes or control connectors, connected by control edges. Activity nodes are
labeled with activities. Activities are atomic and can correspond to more than one node,
i.e., duplicate nodes are allowed. We relate activities to the domain through precondi-
tions and effects. The preconditions are boolean formulas over domain object states,
while the effects correspond to controllable events. An activity can be executed only if
the precondition holds, and executing the activity triggers the events in the effects.

Definition 3 (Activity). An activity is a tuple 〈a, pre, eff 〉 defined over a set of domain
objects O: a is the name, pre ∈ Bool(PS) the precondition, and eff ⊆ PE the effects.

We model the control flow using edges and the control connectors And/XorSplit,
And/XorJoin. These constructs realize the patterns: sequence, parallel split, synchro-
nization, exclusive choice, simple merge, and arbitrary loop, which form the core of
any process modeling language. Our representation can therefore easily be mapped to,
e.g., BPMN, WS-BPEL, or modeling languages with formal semantics.
Control edges connecting XorSplit nodes with other nodes can be annotated with con-
ditions. A scope with constraint C is a sequence of activities with precondition C.

Definition 4 (Process Model). Let O be a set of domain objects andA a set of activities
defined over O. A process model M over O andA is a tuple 〈N,E, l, t, c〉 where:

– N is a finite set of nodes partitioned into sets: NA of activity nodes, and NC of
control connectors;

– E ⊆ N ×N is a set of directed edges;
– l : NA → A is a function mapping activity nodes to activities;
– t : N → {Start, End,Normal, XorSplit, XorJoin, AndSplit, AndJoin} is

a total function assigning a type to each node;
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Fig. 3. Car process model

– c : E → Bool(PS) is a branch condition function such that for all e = (n1, n2) ∈
E, if c(e) is defined then t(n1) = XorSplit.

Fig. 3 shows the process model in our scenario. For example, the precondition of Re-
ceive delivery order is that a delivery order should not exist; the effects are that the
order is created and treatments are added to the schedule. ¬damageds(h) is constraint,
which means that each activity includes this formula in its precondition.

2.2 Execution

The trace of a process instance is the sequence of executed activities.

Definition 5 (Trace). Let M = 〈N,E, l, t, c〉 be a process model defined over O
and A. A trace π on M is a sequence of activities 〈a1, . . . , ak〉, k ∈ N, such that
∀i, 1 ≤ i ≤ k, ai ∈ A, and ∃ni ∈ N, l(ni) = ai, with t(n1) = Start. For i < k,
ni and ni+1 are such that either (ni, ni+1) ∈ E, or ∃n′

1, . . . , n
′
j ∈ NC , j ≥ 1, and

(ni, n
′
1), (n

′
1, n

′
2), . . . , (n

′
j , ni+1) ∈ E. Activities can occur multiple times due to loops

and duplicate nodes. A trace is complete if t(nk) = End, and partial otherwise.

A configuration is a global state of the domain objects at a certain point during the
execution of a process instance.

Definition 6 (Configuration). Let O be a set of domain objects. A configuration γ of O
is a total function which maps each domain object o ∈ O, o =

〈
L,L0, E , T 〉 to a state

in L. If γ maps every object o to an initial state in L0 then γ is an initial configuration.

Since every object state is described by a proposition in PS , a configuration γ cor-
responds to an interpretation Iγ of PS . Slightly abusing the notation, we say that γ
satisfies b ∈ Bool(PS) and write γ |= b, if Iγ |= b. γ′ is directly reachable from γ if for
every o ∈ O for which γ(o) �= γ′(o), there exists a sequence of transitions in o from
γ(o) to γ′(o) only on uncontrollable events. Activity 〈a, pre, eff 〉 is applicable in γ if
there exists γpre directly reachable from γ such that γpre |= pre . Then, γeff is reachable
by applying a in γ if a is applicable in γ and by applying eff to γpre we obtain γeff .

Definition 7 (Execution). Let M = 〈N,E, l, t, c〉 be a process model defined over O
and A. An execution of M is an alternating sequence of configurations and activities
represented as γ0

a1→ γ1 . . . γk−1
ak→ γk, where:

– a1, . . . , ak ∈ A, and 〈a1, . . . , ak〉 is a trace on M ,
– γ0, . . . , γk are configurations of O, with γ0 an initial configuration,
– ∀i, 1 < i ≤ k, if ni−1, ni ∈ N are the nodes corresponding to ai−1 and ai, and

ai = 〈namei, prei, eff i〉, then:
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Fig. 4. Adaptation operations: (1) Schedule repair, (2) Repair temporarily

• if (ni−1, ni) ∈ E, then γi is reachable from γi−1 by applying ai,
• otherwise, γi is reachable from γi−1 by applying a′i = 〈namei, prei ∧ ϕ, eff i〉,

where ϕ is the conjunction of conditions between ni−1 and ni.
An execution is complete if the trace 〈a1, . . . , ak〉 is complete, and partial otherwise.

We denote with Exec(M) the set of complete executions that can be produced by
model M . Exec(M) can be infinite if M contains loops. M satisfies a goal statement
ψ0 =⇒ (ψ1 
 · · · 
 ψn) if every complete execution of M is such that if a configura-
tion satisfying ψ0 is reached during the execution, then the last configuration satisfies at
least one of ψ1, . . . , ψn. M satisfies a goal G if it satisfies all the statements in G. The
model in Fig. 3 satisfies goal G1. For every complete execution of M , every configura-
tion reached satisfies �, and the last configuration satisfies oks(h) ∧ retailers(l).

2.3 Adaptation

Process instances can be adapted structurally while they are running: activities can be
added, removed, re-executed. We start from the premise that adaptation is triggered by
a constraint violation. Based on this premise, plugging an adaptation into the process
model in the evolution phase results in an enhancement of the model, which allows
to insert several adaptations at the same time. A second premise is that adaptation is
performed to reach the goal. This ensures that there is at least one situation for which
the adaptation can be plugged in the model such that the resulting model satisfies the
goal. These two premises are more restrictive than that of existing process evolution
approaches (e.g.,[8,10,19]), where there are no domain-level restrictions on adaptations.

Given a process modelM , an adaptation is an operation adapt(Ma, from , to), where
Ma is a process model, and from, to are nodes in M . This operation allows to interrupt
an execution of M after having completed from , execute Ma, and then resume from to.
Adaptations are one-time changes, i.e., if from is reached again, Ma is not re-executed.
Without loss of generality, we consider that adaptations cannot contain nodes from the
main model and jumping in a parallel branch is not possible. An equivalent adaptation
satisfying these conditions can be constructed by duplicating nodes.

Definition 8 (Adaptation). Let M = 〈N,E, l, t, c〉 be a process model defined over O
andA. An adaptation of M is an operation Δ = adapt(Ma, from , to), such that:
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Ma = 〈Na, Ea, la, ta, ca〉 is a process model defined over O andA, with N ∩Na = ∅,
from , to ∈ N , and to is not part of an AND-block.

An adaptation is applicable to a partial execution ω of M only if from is the last com-
pleted node inω, there is at least one execution ofMa starting from the last configuration
in ω, and any resulting complete execution satisfies the goal of model M .

We represent adaptation as a single operation rather than using change patterns [18],
to emphasize that it is a solution to an exception. If it were represented as multiple
change operations, the meaning of an adaptation as an indivisible solution would be lost.
Fig. 4 shows two adaptations of the model M from Fig. 3. Schedule repair is applicable

to M on executionω1 = γ0
Show route to storage→ γ1. Repair temporarily is applicable to

M on ω2 = γ0
Show route to storage→ γ1

At storage→ γ2. Let ω3 = γ0
Show route to storage→

γ1
Assess damage→ γ2

At storage→ γ3 be an execution of M adapted by Schedule repair.
Repair temporarily is applicable to M also on ω3, which is the case when the constraint
is violated a second time.

3 Corrective Evolution

To integrate an adaptation in a process model, we need to specify the point in the model
and the condition under which it must be plugged in. We specify a plug-in point as a set
of traces. Given a process model M and an adaptation Δ = adapt(Ma, from , to),
the plug-in point must be such that each trace to this point ends with the activity
corresponding to from . Given a plug-in point, the restrictions for the condition are:

– at least one configuration reachable at the plug-in point satisfies the condition;
– the next activities in M are not applicable in any plug-in point configuration which

satisfies the condition;
– Δ is applicable to every plug-in point configuration which satisfies the condition.

Conditions which satisfy the first two restrictions are deviating conditions. A deviating
condition represents plug-in point configurations for which the model does not specify
how to proceed. A deviating condition which satisfies the third restriction is a plug-in
condition. The combination of adaptation, plug-in point, and condition is a correction.

Definition 9 (Correction). Let M be a process model defined over O and A. A
correction C is a tuple 〈ct, π, ϕ,Δ〉 such that:

– ct ∈ {strict , relaxed ,with-conditions} is the correction type;
– π is a partial trace on M ;
– ϕ is a boolean expression from Bool(PS);
– Δ = adapt(Ma, from, to) is an adaptation of M .

We say that C is applicable to M if:
– ϕ is a plug-in condition for applying Δ to M on π,
– if ct �= strict , then ϕ is a deviating condition for M and node from .

The point where Δ must be plugged in is determined by the type ct, the trace π, and the
node from . For all correction types, Δ should be plugged in after from , under condition
ϕ. If ct is strict, both ϕ and Δ should be applied only on π. If relaxed, they should be
applied on all traces leading to from . Finally, if relaxed with conditions, they should be
applied on at least one trace leading to from .
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Let C be a correction applicable to M . We denote with Exec(M,C) the set of com-
plete executions that can be produced by M corrected by C. Exec(M,C) adds new
complete executions to Exec(M). A new executionω corresponds to a process instance
for which a configuration γ satisfying ϕ is reached at the plug-in point. ω continues with
an execution of Ma, and then resumes on M from node to. These new complete exe-
cutions do not replace any complete executions of M , and Exec(M) ⊆ Exec(M,C).
We are interested in retrieving the process model corresponding to Exec(M,C). It can
be the case that a model which also satisfies the goal of M does not exist. However, a
model M ′ such that Exec(M ′) = Exec(M,C) can always be constructed.

Given a process model satisfying a goal, the corrective evolution problem is to apply
a sequence of corrections to this model, such that the resulting model satisfies the goal.

Definition 10 (Problem). Let M0 be a process model and G a goal such that M0

satisfies G. Let C1, . . . , Cn be a sequence of corrections, such that ∀i, 1 ≤ i ≤ n:

– Ci = 〈cti, πi, ϕi, Δi〉, Δi = adapt(Ma
i , from i, toi), and toi is a node from M0;

– Ci is applicable to Mi−1, and Mi is such that Exec(Mi) = Exec(Mi−1, Ci).

The corrective evolution problem is to find a process model Mn which satisfies G.

Without generality loss, we assume that every adaptation returns the control to M0. If
Δ2 returns the control to Δ1, an equivalent Δ′

2 can be created by duplicating nodes.
We can now formalize the inputs to the corrective evolution problem in our scenario:

– process model M satisfying the goal G1 from Section 2.1;
– correctionC1 = 〈strict, π1, ϕ1, Δ1〉where: π1 = 〈Show route to storage〉, ϕ1 =
damaged s(h)∧(40%s(q)∨. . .∨ full s(q)), Δ1 is the Schedule repair in Section 2.3;

– correctionC2 = 〈strict, π2, ϕ2, Δ2〉where:π2 = 〈Show route to storage,Assess
damage,At storage〉, ϕ2 = damaged s(h)∧(empty s(q)∨ . . .∨70%s

(q)), andΔ2

is the Repair temporarily in Section 2.3.

The solution Mn is an enhancement of M0, i.e., every complete execution of M0 is also
a complete execution of Mn. For everyCi, there are two possibilities. If Ci is applicable
to M0, then Mn can replay all the executions that would result by applying Ci to M0.
It can be the case that Ci is not applicable to M0, but it is applicable to M0 corrected
by Cj0 , . . . , Cjk , 1 ≤ j0 < . . . < jk < i. This is the case when the adaptation must
then be plugged in after other adaptations. Then, Mn can replay all the executions that
result by applying Ci to M0 corrected by Cj0 , . . . , Cjk .

By formulating the problem as the application of n corrections, rather then only one,
we are addressing a more general problem, in the sense that more solutions may be
found. One reason is that we verify goal satisfaction only after applying all corrections.
Moreover, by applying n corrections, the set of traces on which a relaxed correction
(with conditions) can be applied changes depending on the other corrections.

4 Solution

In this section, we solve the case when all corrections are strict (strict corrective evolu-
tion), and the case when they are either strict or relaxed (relaxed corrective evolution).

In the first case, a solution can be constructed naively, by unfolding the process model
up to the plug-in point, adding the adaptation, and duplicating the fragment starting
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with to. Such a naive solution has many duplicated nodes. The challenge is to find
a solution with as few duplicated nodes as possible. For this purpose, we encode the
process model, domain objects, traces, conditions, and adaptations into state transition
systems (STSs). We compute the parallel product of these STSs and obtain an STS
which encodes all the executions of the corrected model. We use the correspondences
created when encoding the inputs to translate this STS to a new process model.

In the second case, it is necessary not only to compose the process model and adap-
tations, but also to verify that the composition satisfies the goal. For this purpose, we
devise a solution based on planning. We encode the inputs as STSs, encoding also the
goal. We use the parallel product as a planning domain and create a planning goal from
the process goal. We apply the approach in [1], and generate a controller for the domain
to satisfy the planning goal. If a controller exists, we translate it to a new process model.

Since both solutions involve encoding the inputs as STSs, we first introduce some
basic STS notions and the encoding of each input. We then present each solution.

An STS contains a set of states, some marked as initial and/or accepting. Each state is
labeled with a set of properties. The STS moves to new states as a result of performing
actions, which are either input (controllable) or output (not controllable).

Definition 11 (STS). Let P be a set of propositions and Bool(P) the set of boolean
expressions over P . A state transition system is a tuple

〈S,S0, I,O,R,SF,F〉, where:
– S is the set of states and S0 ⊆ S the set of initial states,
– I andO are the input and respectively output actions,
– R ⊆ S ×Bool(P)× (I ∪ O)× S is the transition relation,
– SF ⊆ S is the set of accepting states,
– F : S → 2P is the labeling function.

We write s,F |= b to denote that boolean expression b is satisfied in state s given F .
Transitions are guarded: (s, b, a, s′) is possible in s only if s,F |= b.

The parallel product of two STSs states that the two STSs move concurrently on
common actions, and independently if there are no common actions.

4.1 Encoding into STSs

Encoding Process Models. For a process model M we construct an STS ΣM by apply-
ing the rules in Table 1. α denotes a generic element, s

α−→ s′ the recursive translation of
α. To differentiate input from output actions, names are prefixed with “?”, respectively
“!”. For the And-block, Table 1 shows the case with two activities; the STS for a generic
And-block allows every possible interleaving combination. Preconditions are copied as
guards. Due to the guards, ΣM does not move if run in isolation; the transitions become
enabled in the product of ΣM with the domain objects STSs. We label each state with
a new proposition (F(s) = {s(M)}), and mark initial and final states as accepting.
Encoding Adaptations. We define an STS ΣΔi for each adaptation Δi. We first trans-
late the model Ma

i . Each adaptation realizes a jump in M0, and, if applied on Δj , j < i,
also a reset jump in Δj . We encode these jumps using a new action ?resumei and label
the start of the jump with pointi, to mark the point where Δi must be applied. The
initial transitions in ΣΔi are guarded by ϕi ∧ pointi ∧ tracei, where tracei will mark
the end of πi. If an adaptation is started, an adaptation (not necessarily the same) has to
finish for the control to be given to the main process, and the control cannot be given to
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Table 1. Encoding process model elements as STSs

Process model element STS transitions

activity node n ∈ NA,
l(n) = 〈a, pre , eff 〉 (sb, pre, ?a, se)

sequence sb
α1−−→ s′, s′

α2−−→ se

XORSplit

(sb,�, ?xor, s0)
(s0, cond, !case1, s1), (s0,¬cond, !case2, s2)
s1

α1−−→ se, s2
α2−−→ s′e

XORJoin sb
α1−−→ se, s

′
b

α2−−→ se

AND-block

(sb,�, ?and, s0)
(s0,�, !order1, s1), (s0,�, !order2, s2)

s1
α1−−→ s′1, s

′
1

α2−−→ se
s2

α2−−→ s′2, s
′
2

α1−−→ se

a previous adaptation. We encode these properties using a semaphore. Σsem has a state
s0 corresponding to M0, and a state si for every Δi. If ΣΔi moves, Σsem moves from
any sj , j < i, to si. From si it moves to s0 on ?resumei. Each state in Σsem is labeled
with a flag; these flags guard the transitions in ΣM0 , ΣΔ1 , . . . , ΣΔn .
Encoding Traces. We construct an STS Σπi for each trace πi = 〈a1, . . . , ak〉. Σπi

moves from state sj−1 to sj on any action corresponding to aj , and from sj−1 to sout
on actions corresponding to any other activity. Σπi moves from sk to sout on any action
corresponding to an activity. We label sk with tracei to mark the end of πi.
Encoding Conditions. Conditions can appear in corrections or as edge annotations. Let
ϕ be a condition, and ϕ′ the formula after replacing negative literals. We create an STS
Σϕ only if ϕ′ contains a literal reachable through uncontrollable events. We add to Σϕ

two actions !triggerϕ and !no-triggerϕ. The transitions on these actions are guarded,
such that ϕ is triggered only before being evaluated. To simulate the uncontrollability
of the events, both cases (when ϕ holds, and when it does not hold) will be considered.
Encoding Domain Objects. For each object o =

〈
L,L0, E , T 〉, we define an STS

Σo with the same states and initial states, marking all states as accepting. We label
states with the corresponding propositions, i.e., F(s) = {ss(o)}. For every transition
(s, e, s′) ∈ T , we consider all the activities a for which ee(o) ∈ eff . Suppose a appears
in M , and ?a is an action corresponding to a which can be executed in ΣM from state
sj . We add to Σo a transition from s to s′ on ?a guarded by sj(M) and flags. For every
transition on an uncontrollable event (s, e, su) ∈ T, e ∈ EU , we consider the conditions
ϕ containing ss

u(o), and add a transition on from s to su on !triggerϕ.
Encoding the Goal. We create an STS Σg for each statement ψ0 ⇒ (ψ1 
 · · · 
 ψk).
For every ψ we introduce an action !aψ, guarding transitions on !aψ with ψ. If !aψ0 is
triggered, Σg moves to a non-accepting state and waits for one of !aψ1 , . . . , !aψk

to be
triggered, in which case it moves to an accepting state. If !aψ0 is triggered again, Σg

moves to the non-accepting state. The preference order is encoded as a requirement ρ =
(s0, . . . , sk), s0 being the initial state, s1, . . . , sk the states reached with !aψ1 , . . . , !aψk

.
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Fig. 5. Strict corrections: corrected process model

4.2 Strict Corrective Evolution

We encode the process model into an STS ΣM0 , adaptations into ΣΔ1 , . . . , ΣΔn , Σsem,
partial traces into Σπ1 , . . . , Σπn , conditions into Σϕ1 , . . . , Σϕm , and domain objects
into Σo1 , . . . , Σop , as described in Section 4.1. We then compute their parallel product:
Σ = ΣM0‖ΣΔ1‖ . . . ‖ΣΔn‖Σsem‖Σπ1‖ . . . ‖Σπn ‖Σϕ1‖ . . . ‖Σϕm ‖Σo1‖ . . . ‖Σop

We simplify Σ by removing the transitions which can never fire, i.e., (s, b, a, s′) for
which s,F �|= b. We can then remove the guards and the labeling function F . Σ is
nondeterministic, due to the fact that the domain objects STSs can have multiple initial
states and nondeterministic transitions. Moreover, if an object can be in more then one
state at a certain point in the process, and these states are treated in the same way,
Σ will contain many similar transitions. To transform Σ back to a process model, we
must first convert it to a deterministic STS. For this, as well as to remove the redundant
transitions, we minimize Σ. As criteria for STS equivalence we use complete trace
equivalence, one of the weakest notions of behavioral equivalence [5]. The resulting
minimal, deterministic STS Σstrict is transformed to a process model.

Theorem 1. Assume a corrective evolution problem defined by a process model M0,
a goal G, and a sequence of corrections C1, . . . , Cn, such that ∀i, 1 ≤ i ≤ n, Ci =
〈cti, πi, ϕi, Δi〉 , cti = strict. Let Mstrict be the translation of Σstrict. Then Mstrict

is a solution for the problem defined by M0, G, and C1, . . . , Cn.

The solution for the corrective evolution problem in our scenario is shown in Fig. 5. The
corrected model has two new traces: one corresponding to the application of Schedule
repair, and one to the application of both Schedule repair and Repair temporarily.

If M0 and Ma
1 , . . . ,M

a
n do not contain parallelism, Mstrict is the minimal solution

to the problem, since the translation from the minimal Σstrict to Mstrict is direct. How-
ever, if any of M0,M

a
1 , . . . ,M

a
n contain parallelism, this can be restored by applying

post-processing techniques to Mstrict.
With strict corrections, the original model is unfolded according to the partial traces.

If an adaptation includes a backward jump, the activities in between will be duplicated
in the new model. This redundancy can be removed by relaxing the corrections.

4.3 Relaxed Corrective Evolution

As in the previous case, we encode the inputs as STSs, this time encoding also the goal.
If a correctionCi is relaxed, the trace is ignored and Σπi contains one state labeled with
tracei. We compute the parallel product of all STSs and remove the transitions which
can never fire, followed by the guards and the labeling function. The resulting STS Σ is
our planning domain. We construct the planning goal ρ by combining the requirements
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Fig. 6. Relaxed corrections: corrected process model

generated in Section 4.1. On the planning domain Σ and goal ρ we apply the technique
in [1], which generates a controller Σc such that the controlled system satisfies the goal,
i.e., Σc � Σ |= ρ. If Σc exists, it corresponds to a synthesis of the original model with
the adaptations, which achieves the process goal. We minimize Σc and obtain Σrelaxed,
which we translate to a process model.

Theorem 2. Assume a corrective evolution problem defined by a process model M0,
a goal G, and a sequence of corrections C1, . . . , Cn, such that ∀i, 1 ≤ i ≤ n, Ci =
〈cti, πi, ϕi, Δi〉 , cti ∈ {strict, relaxed}. Let Mrelaxed be the translation of Σrelaxed.
Mrelaxed is a solution for the problem defined by M0, G, and C1, . . . , Cn.

Fig. 6 shows the model obtained in our scenario if both C1 and C2 are relaxed. Sched-
ule repair and Repair temporarily are applied when the car is damaged on the way to
storage, respectively at storage, independent of how many damages already occurred.

5 Evaluation

We implemented the two solutions from Section 4 into a prototype tool. For strict cor-
rective evolution, we used the NuSMV model checker (nusmv.fbk.eu). For relaxed cor-
rective evolution, we used WSYNTH, a tool from the ASTRO toolset (astroproject.org).

We evaluated our approach using the event log from the 2012 BPI Challenge. This
is a real-life log taken from a financial institute, containing 262.200 events in 13.087
traces. The traces correspond to a loan application process. As a first step, we obtained a
rough process model by filtering the log to include the most frequent traces and events,
and mining the filtered log. We designed our domain objects based on the log and de-
scriptions, and used these objects to define our goal and annotate the activities appearing
in the log. We computed the differences between the model and the traces in the log, and
used the most frequent differences to generate strict and relaxed corrections. We then
evaluated the tradeoffs between strict and relaxed corrections along three dimensions:

– fitness - how much of the behavior in the log is captured by the corrected models;
– precision - how much extra behavior is introduced in the corrected models;
– structure - how much the corrected models deviate structurally from the original.

To realize these comparisons, we used several metrics devised for evaluating process
mining results, which are implemented in the ProM framework (www.promtools.org).

To measure fitness, we used the f metric from [14], implemented in ProM as token-
based fitness. This is a fine-grained metric quantifying the extent to which the traces in
the log can be replayed on the process model. We were interested not only to compare
the two correction types, but also to evaluate the fitness of corrected models over time.

http://nusmv.fbk.eu
http://www.astroproject.org
http://www.win.tue.nl/bpi2012/doku.php?id=challenge
http://www.promtools.org
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Fig. 7. Fitness: corrections applied (1) individually; (2) incrementally
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Fig. 8. Behavioral precision: corrections applied (1) individually; (2) incrementally
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Fig. 9. Structural precision: corrections applied (1) individually; (2) incrementally

To simulate the passing of time, we used only a fragment of the entire log (roughly one
sixth, corresponding to the first month) to generate our corrections. We measured the
fitness of corrected models on the log fragment as well as on the entire log.

Fig. 7(1) shows the fitness of corrected models when corrections were applied in-
dividually, i.e., at each step we applied exactly one correction on the original model.
Fig. 7(2) shows the fitness when corrections were applied incrementally. At step 0, we
measured the fitness of the original model. Then, in the strict version, at step n we cor-
rected the original model with n strict corrections. In the relaxed version, at step n we
corrected the original model with m ≤ n relaxed corrections. The number of strict and
relaxed corrections is not necessarily equal, since several strict corrections may corre-
spond to the same relaxed correction. As can be seen in Fig. 7, the fitness increases
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when corrections are applied, for both correction types. However, the fitness is higher
for relaxed corrections, and remains higher also when tested against the entire log.

To measure changes in behavior, we used the behavioral precision BP metric [11].
BP quantifies how much extra behavior a process model allows with respect to a ref-
erence model and a log. BP is lower when the deviation in behavior is higher. As for
fitness, we measured BP of corrected models when corrections are applied individually
and incrementally (Fig. 8). The log used was the one-month log fragment. As expected,
we observe that strict corrections introduce less behavior than relaxed corrections.

To measure the deviation in structure, we used the structural precision SP metric
[11], which assesses how many connections a process model has that are not in a ref-
erence model. Like BP , SP is lower when the deviation is higher. We measured SP of
corrected models when corrections are applied individually and incrementally (Fig. 9).
We observe that relaxed corrections lead to smaller structural changes. An interest-
ing case is that of corrections 8 and 12, which lead to the lowest values for the strict
corrections in Fig. 9(1). For these two strict corrections, the trace passes through an
And-block, and to apply the correction the model had to be unfolded up to the plug-in
point. No such unfolding was necessary for the corresponding relaxed corrections.

We conclude that for this scenario there is a tradeoff between strict and relaxed cor-
rections: relaxed corrections introduce more behavior, but lead to a higher fitness and
less structural changes than strict corrections. In general, we expect relaxed corrections
to introduce more behavior and less structural changes as soon as there is more than
one trace to the plug-in point. Regarding fitness, a relaxed correction should be more
effective if the adaptation is commonly applied at the given point, independent of trace.

6 Related Work

We focus on approaches which use the structural adaptations of process instances to
support process evolution. If execution and adaptation logs are available, they can be
analyzed to facilitate change reuse (e.g., [16,15]), support process diagnosis (e.g., [6]),
and evolve the process model (e.g., [3,19]). Our approach belongs to the last category.
In [16], process instances are grouped based on contextual properties, paths, and out-
comes, to provide recommendations for improving the process model. For declarative
processes, execution recommendations are generated in [15] based on past executions
and optimization goals. In [6], process mining techniques are applied to change logs to
provide an overview of when and why change was necessary. Also using process min-
ing, [3] repairs a process model with respect to a log, such that the repaired model can
replay the log and is similar to the original model. In [19], case-based reasoning is used
to log instance changes, and derive suggestions for process model changes.

Alternatively, the result of structural adaptation can be represented as variants of a
process model. Techniques for managing variants which use a single reference model to
represent a set of variants (e.g., [7,8,10,13]) can also be used for process evolution. In
[7] and [13], the reference model incorporates variation points, to distinguish the parts
common to all variants from the variant-specific parts. The technique in [8] is used for
resolving differences between variants. In [10], a heuristic search is employed to find a
process model such that the distance between the model and variants is minimal.
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The approaches in [19] and [10] are closest to our work, since they generate new pro-
cess models based on an adaptation log, respectively process variants. Both approaches
derive model changes from frequent instance adaptations. The context of the adapta-
tions is considered in [19], but not in [10]. Further, the trace for which adaptations
should be applied is considered implicitly in [10], and not considered in [19]. How-
ever, an adaptation is tightly coupled to the context and trace for which it is used, and
may even be harmful if used for different contexts or traces. When evolving the model
based on adaptations, the contexts and traces must be considered as well. If traces are
ignored, we need to consider the overall goal of the process, to make sure that the adap-
tations introduced in the model are not harmful. The goal is not considered in [19], nor
in [10]. The relation between context, traces, and goals has been considered in [16].
However, in [16] the aim is to recommend improvements to the process model, rather
than to actually change it, and can be used as an analysis technique preceding corrective
evolution.

Although goal compliance is insufficiently investigated for process evolution, there
are many approaches which address the goal compliance of process models and their
runtime adaptation, e.g., [2,9,4]. Also related is the problem of service composition,
where a composite service is generated from service interfaces and goal specifications.
Among service composition approaches, ASTRO [1] is particularly relevant, since we
have used its powerful planning techniques to implement relaxed corrective evolution.

Finally, another relevant area is that of process model refactoring. Of the 11 tech-
niques in [17], our work can be used for implementing RF11, Pull Up Instance Change.

7 Conclusions and Future Work

We presented a new approach for evolving process models based on instance adapta-
tions. Our approach ensures that the evolved model achieves the goal of the original
model. We identified three different ways for plugging adaptations into the model, and
designed automated solutions for two special cases. Finally, we evaluated the tradeoffs
between strict and relaxed corrections on a scenario built on a real log. In the future,
we will design and evaluate solutions for the general case, when corrections can also be
relaxed with conditions. The traces on which such a correction should be applied must
be determined through search. The problem gets significantly more complex if more
than one such correction should be applied, due to the combinatorial explosion. To deal
with this complexity, we will devise heuristic techniques.
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Abstract. Improving the operational efficiency of processes is an im-
portant goal of business process management (BPM). There exist many
proposals with regard to process improvement patterns (PIPs) as prac-
tices that aim at supporting this task. Nevertheless, there is still a gap
with respect to validating PIPs in terms of their actual business value for
a specific organization. Based on empirical research and experience from
consulting projects, this paper proposes a method to tackle this chal-
lenge. Our approach towards a-priori validation of process improvement
patterns considers real-world constraints such as the role of senior stake-
holders and opportunities such as process mining techniques. In the sense
of an experience report, our approach as well as results are illustrated on
the basis of a real-world business process from human resources manage-
ment, covering a transactional volume of about 29,000 process instances
over the period of one year. Overall, our proposal enables practitioners
and researchers to subject PIPs to a sound validation procedure before
taking any process implementation decision.

Keywords: Business Process Governance, Business Process Design,
Business Process Optimization, Process Mining, Process Intelligence.

1 Introduction

Research on business process management (BPM) and process-aware informa-
tion systems (PAIS) has resulted in a multitude of contributions discussing op-
tions to improve the quality, performance, and economic viability of business
processes. Examples range from individual “best practices” [1] to comprehensive
business process quality frameworks [2]. In this context, we refer to process im-
provement patterns (PIPs) as abstract concepts to enhance particular aspects of
processes. As an example, consider the “knock-out” re-arrangement of tasks to
reach a decision within an appraisal process as early as possible [3].

To realize the full potential of PIPs in terms of practical relevance, it is nec-
essary to demonstrate their actual business value to practitioners, thus enabling
corresponding implementation decisions. To address this challenge, there exist
many propositions to empirically establish the effectiveness of PIPs, including
rather anecdotal evidence [4] as well as case studies [5] and survey-based research

S. Nurcan et al. (Eds.): BPMDS 2013 and EMMSAD 2013, LNBIP 147, pp. 230–245, 2013.
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[6]. Commonly, these approaches are based on an ex-post appraisal of qualita-
tive evidence given by process managers or other stakeholders to obtain general
insights applicable to analogous cases.

However, there is still a notable gap with regard to a-priori validation of
PIPs considering a particular application context, which ranges from an orga-
nization’s strategy and goals to its existing business process and information
systems landscape. In particular, this gap should be addressed for three reasons:

1. Similar to design patterns in software engineering [7], PIPs constitute ab-
stract concepts which may or may not be useful in a particular context. Expe-
rience from other scenarios is thus not sufficient to take sound
organizational or PAIS-related implementation decisions.

2. Ex-post evidence is usually obtained from persons involved in the correspond-
ing implementation projects, which leads to a source of bias. In addition,
a-priori evaluation allows addressing a far wider spectrum of PIPs since it
is not necessary to conclude implementation projects before a PIP can be
assessed.

3. Contemporary technology, combining PAISs with process intelligence and
process mining tools [8,9,10], provides novel opportunities to quantitatively
and qualitatively gauge actual business processes, which should be leveraged
for scenario-specific PIP validation.

Reflecting these considerations, this paper contributes an approach towards a-
priori evaluation of PIPs for specific application scenarios on the basis of today’s
technical means. This enables sound implementation decisions, and extends the
relevance of corresponding propositions from BPM and information systems (IS)
research. Our approach considers both scientific rigor and practical requirements,
and is demonstrated through an experience report covering a substantial real-
world business process. In particular when discussing the validity of our research
design, execution and results with practitioners, we made a number of general
observations on what will and what won’t work in a-priori empirical PIP evalu-
ation. Since these may be helpful as lessons learned for practical application as
well as future research, they are highlighted as key principles.

The remainder of this paper is structured as follows: Sect. 2 describes the
sample process we use to illustrate our approach and results. Sect. 3 illustrates
our approach towards addressing the research issue. Sect. 4 describes the actual
evaluation of PIPs and sample results. Sect. 5 and Sect. 6 discuss related work
and conclude the paper.

2 Sample Case: Applications Management Process

The business process we use to illustrate the concepts presented in this paper
stems from the field of human resources management. It addresses the handling
of incoming job applications as implemented in a professional services firm.

On the basis of discussions with stakeholders and the results of process mining,
we can model the sample business process as presented in Fig. 1, using Business
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Process Model and Notation (BPMN) [11]. For the sake of brevity, we slightly
simplify the model. If an application is received, the organization has to decide
whether to offer a job contract to the applicant. To this end, documents are
checked first by the recruiting function, and then by the business unit. If both
checks are passed, an interview is planned and executed. If the business unit
confirms its interest in hiring the candidate after the interview, approval by
senior management is obtained before a job contract can finally be offered to the
candidate who may then accept or decline the job offer.
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Fig. 1. Sample Process: Handling Incoming Applications (BPMN Notation)

Fig. 2 provides an overview on the distribution of termination states for our
sample process covering a time period of one fiscal year, i.e., the frequency of
possible states an application process instance might terminate in. We will refer
to this overview when discussing our research execution in Sect. 4. A correspond-
ing data sample obtained from the log database tables of the corresponding PAIS
(in this case, a SAP ERP system) was used for our analyses. The data sample
includes 27,205 cases (i.e., process instances) traceable in the PAIS. The 1,972
cases not included comprise, for example, cases handled in the business units
without involvement of the human resources (HR) department.

Additional facts and empirical analyses generated in the process mining tool
Disco and the statistical tool Minitab for the data sample are available in [12].
Note that Disco and Minitab were selected as examples of tools available to
practitioners, alternatives might be employed as well.

3 Methodology

Like other IS artifacts, PIPs constitute goal-bound artificial constructs in the
sense of the design science paradigm [13] to be evaluated in terms of “value or
utility” [14]. In our context, this results in a particular challenge: while PIPs con-
stitute abstract concepts applicable to a broad range of scenarios, their business
value must be determined with regard to a particular case to enable actual imple-
mentation decisions. To this end, we employ an extended conceptual framework
summarized in Fig. 3.
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Beyond the concepts of PIPs and business processes or application scenar-
ios, we introduce organizational objectives, process improvement objectives, and
process improvement measures:

1. Organizational objectives reflect strategic goals an organization
wants to achieve, like, for example, cost savings. In principle, respective
objectives are generic, but how they are prioritized against each other is
specific to an organization’s strategy.

2. Process improvement objectives (PIOs) comprise characteristics
that enhance a process considering organizational objectives. PIOs
may be evident, like lowering cost, or they may require additional valida-
tion. Consider, for instance, short cycle times: while it is not necessarily a
strategic goal to enact processes as fast as possible, this may be a PIO if
a link between cycle times and cost can be demonstrated. PIOs provide an
additional layer of abstraction as a “shortcut” between improvement mea-
sures and organizational objectives. For the above example, measures might
be validated by demonstrating a positive impact on cycle times instead of
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overall cost. Note that the concept of PIOs corresponds to the requirement
to identify stakeholders’ goals as demanded in [15].

3. Process improvement measures (PIMs) are bundles of actions
considered jointly for implementation.1 They reflect the application
of PIPs to a specific process to realize PIOs. Note that, in many practical
cases, multiple PIPs are bundled into one PIM to be jointly implemented,
depending on the application context. Accordingly, a PIM is a set of one or
more PIPs associated with a specific business process to address one or more
particular PIOs. A-priori validation of PIPs for a particular application con-
text thus amounts to assessing the business value of the corresponding PIMs
considering relevant PIOs.

Note that, following the arrows, Fig. 3 can also be read as a methodological top-
down approach for process improvement that has proven its value in practice,
and is applied in Sect. 4: General organizational objectives are refined to PIOs
specific to the business process or application scenario. Then, corresponding
PIPs are selected from a generic set to be bundled into concise PIMs, again
under consideration of specifics of the business process or application scenario.

Key Principle 1 (Top-down Process Improvement Methodology).
We found top-down methodologies aiming at process improvement to be the
most stable in terms of change management. In principle, this paradigm is
based on an early senior management agreement on the general “call for
action” (see the concept of organizational objectives), which is then refined
into process-related objectives (see the PIOs concept), and finally into in-
dividual improvement measures considering the specifics of the process in
question. PIPs or industry-specific “best practices” (e.g., [16]) can be used
to identify measures. The advantage of this top-down approach lies in focus-
ing the discussion of individual measures on how things are to be achieved
instead of what to achieve in general, and in facilitating change management
through an early agreement on basic principles.

In the sense of this paper, business processes and PIMs as our unit of study are
implemented by means of PAISs. To maintain scientific rigor, their assessment
should take into account requirements posed towards the empirical evaluation
of propositions in software engineering or IS research. In [15], Wieringa et al.
subsume methodological considerations on scientific evaluation in IS engineering.
Accordingly, this section proceeds by aligning the basic requirements described
in [15] with regard to problem statement and research design to the conceptual
framework of Fig. 3.

1 In this context, the term “measure” is not to be understood as an means of measuring
something (e.g., a performance indicator) or as an unit of quantity.
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3.1 Problem Statement

Our problem statement (cf. Fig. 4) is structured along the requirements towards
effective empirical research [15]. It refines general principles for empirical vali-
dation of PIPs as appropriate for our sample case, and describes relevant key
success factors. Note that the research question refers to PIMs instead of PIPs.
This characteristic reflects our goal of scenario-specific validation.
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Fig. 4. Problem Statement: Structure and Application

3.2 Research Design

Proper research design is the second requirement towards any scientific evalua-
tion [15]. Fig. 5 summarizes our considerations in this regard.
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Fig. 5. Research Design

As discussed, in practical scenarios, PIPs are bundled into PIMs addressing
PIOs. Accordingly, the scenario-specific business value of PIPs can be demon-
strated by validating the respective PIMs’ positive impact on PIOs which are,
in turn, desirable with respect to organizational objectives. Our research design
seeks to establish these characteristics by combining quantitative analysis based
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on, for example, process enactment logs, and qualitative discussion with stake-
holders. Selected methods must be properly aligned to the application context:

Key Principle 2 (Appropriate Qualitative or Quantitative Demon-
stration of Business Value). For each PIO to be addressed by PIMs,
the underlying business value must be empirically demonstrated based on
proper qualitative or quantitative analyses with respect to organizational
objectives. Likewise, the business value of PIMs must be made transparent
through appropriate analyses. While applicable methods are summarized in
Fig. 5, the specific approach for individual PIOs and PIMs must consider
the actual application context in order to balance expected insights against
analysis effort. For example, the omission of obviously redundant tasks not
contributing to the business objective of the process can be justified by a
short qualitative description. In contrast, the introduction of additional con-
trol tasks to diminish defects later on in the process will require careful
quantitative weighing of pros and cons.

Note that, regardless of the appropriate method of demonstrating business value,
all types of PIOs and PIMs require the context of a concise description and a well-
understood business process, and the cooperation of knowledgeable stakeholders
in the field as unit and environment of data collection (cf. Fig. 5).

Key Principle 3 (Identifying Relevant Stakeholders as Interview
Partners). To ensure the validity of measurement procedures, proper se-
lection of interview partners is of particular relevance for PIOs and PIMs
that should be validated qualitatively. For BPM scenarios, it is important to
interview experienced senior personnel overlooking the end-to-end business
process, and to represent both the “supplier” and the “customer” perspec-
tive to avoid lopsided optimization. For our sample process, we interviewed
the head of recruiting operations and the administrator of the application
management workflow from the “supplier” side, and the HR partner of a
business unit as well as team managers from the business unit from the
“customer” side.

4 Sample Case: Process Improvement Patterns Validation

We now apply the conceptual framework from Fig. 3 and our research design
from Sect. 3.2 to the process described in Sect. 2.

4.1 Organizational Objectives

As discussed in Sect. 3.1, obtaining clarity about the content and business value
of organizational objectives is an important prerequisite to ensure relevance of
PIP validation. For our process, the following considerations apply:
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Reducing Cost per Hire as Organizational Objective. In our sample
application field (i.e., recruiting), organizations aim at filling vacant positions
quickly, cost-effectively, and with suitable candidates. To achieve this goal, per-
sonnel marketing is tasked to generate a sufficient number of suitable candidates
while the purpose of our sample process, application management, is to convert
applications into actual hires. In this context, the cost per hire key performance
indicator captures the total cost of both personnel marketing and applications
management. While recruiting cost spent per application is proprietary data,
based on client projects experience we may assume an amount of about 400
Euros. In our sample scenario, generating and managing 29,000 applications per
year would thus sum up to 11.6m Euros total cost. Accordingly, cost per hire may
be assumed to be around 4,000 Euros. Since hiring cost for talent in professional
services will be higher than in, e.g., manufacturing, this value corresponds well
to the average of 4,285 USD reported as cost per hire for larger organizations
by a benchmarking organization [17], and seems rather conservative considering
that professional recruiting consultants commonly charge half a year’s salary
for successful hires, depending on industry. This calculation demonstrates the
relevance of reducing cost per hire through an improved application handling
process.

4.2 Process Improvement Objectives (PIOs)

PIOs pertain to characteristics of the business process that affect the organiza-
tional objectives we want to improve on. Thus, they serve as a “shortcut” to
facilitate the discussion of the business value of PIMs without reverting to fun-
damental objectives. In our sample case, cost per hire is driven by the general
efficiency of the application management process, but also by its effectiveness
with regard to avoiding the termination states marked as “critical” in Fig. 2:

– Not approving a job offer after a successful interview may be caused by
defective steering of capacities (i.e., job vacancies), defective communication
of terms to be offered, or defective review of application documents.

– Job offers declined by applicants means that the applicant does not approve
of conditions offered, did not have a good impression during the application
process, or has decided to take another job offer.

Since terminating the process in these states means that significant effort has
been incurred with no business value in return, organizational objectives are
clearly violated: On average, only one out of six applications will successfully pass
interviews. However, considering defective termination events (cf. Fig. 2), only
one out of ten applicants can be hired. In other words, if the process enactment
defects lined out could be fully eliminated, only about 18,000 applications would
have to be acquired and managed to cover demand. This would reduce total
hiring cost by about 4.6m Euros. Accordingly, we seek to identify PIOs as process
characteristics which are apt to reduce the probability of the defective cases
described. Table 1 describes our results in this respect.
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Table 1. Sample Case: Process Improvement Objectives

PIOs Rationale

Reducing processing cost Emerging potentials in terms of reducing process enact-
ment effort per instance should be addressed.

Reducing failed
approvals

Final approval of job offers by senior management fails if
there are issues regarding vacancy management, reconcili-
ation of terms, or checking of documents. The probability
of these “late defects” should be addressed.

Reducing cycle times The probability of applicants’ obtaining and taking al-
ternative job offers increases with time. Therefore, cycle
times between applications being received and job offers
made should be as short as possible.

Note that for the first PIO, Reducing processing cost, there is an evident link
to our organizational objective of reducing cost per hire. However, the second
and third PIOs, Reducing failed approvals and Reducing cycle times, are based
on hypotheses on how process enactment defects which affect the organizational
objective can be reduced. Accordingly, they require qualitative or quantitative
evidence with regard to their relevance in terms of reducing enactment defects
and thus, in the end, improving cost per hire.

For the second PIO, Reducing failed approvals, we obtained qualitative ev-
idence by interviewing responsible managers, which confirmed the underlying
topics described in Table 1. Since the reasons for failed approvals are not cap-
tured in the applications management PAIS, quantitative evidence is not avail-
able. For the third PIO, Reducing cycle times, the causal link to its underlying
defect of applications withdrawn by candidates is not as obvious. However, the
correlation can be quantitatively demonstrated:

Correlation between Job Offers Declined and Cycle Times. We want to
determine whether there is a significant influence of cycle time between applica-
tion receipt and job offer in weeks on the probability of an applicant accepting
or declining a job offer. Accordingly, we use a binary logistic regression test to
evaluate the influence of a metric independent variable on a binary dependent
variable. For the test, we use a sample of 2,721 job offers representing about
70% of the annual volume (cf. Fig. 2), and consisting of instances fully covered
in the PAIS (not all interviews and feedbacks are documented in the PAIS). The
sample contains 261 cases where the job offer was eventually declined by the
applicant. This is the latest point in the process where withdrawal by the appli-
cant is possible, and a significant amount of effort will have been spent on each
respective case. Both independent samples have a size of more than 100 cases.
Thus, the binary logistic regression can be applied. Fig. 6 shows an excerpt from
the output of the statistical software package we used (Minitab). The p-value of
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less than 0.05 indicates sufficient evidence to assume a significant impact of cycle
time. According to the “Odds Ratio” column, a one week delay can be expected
to increase the probability of an applicant declining a job offer by 16%.

Logistic Regression Table
Odds 95% CI

Predictor Coef SE Coef Z P Ratio Lower Upper
Constant -2.58986 0.169500 -15.28 0.000
Duration_weeks 0.144378 0.0635831 2.27 0.023 1.16 1.02 1.31

P-Value: Probability 
of duration not being a 

relevant factor

Odds Ratio: Lowering 
duration by one week 
expected to reduce 

withdrawal risk by 16%

Fig. 6. Minitab Output Excerpt: Binary Regression Test

Key Principle 4 (Considering Labor Relations and Restrictions
in Quantitative Analyses). Quantitative analyses to support PIO
and PIM validation like, for example, the use of process mining re-
quires the collection of data on actual process enactment. However, it
is not a research objective to assess individual performance of employ-
ees. In Germany, for example, intentions in this respect are subject to
worker participation regulations according to the Betriebsverfassungsge-
setz (the federal code on co-determination). Thus, researchers must be
careful when designing quantitative analyses and the respective data col-
lection procedures. Otherwise, organizations may refrain from providing
relevant data.

4.3 Process Improvement Measures (PIMs)

To address the PIOs described in the previous section, relevant PIPs are bun-
dled into PIMs specific to the application scenario. In our case, PIPs have been
selected from a framework by Reijers & Liman Mansar [1] on process redesign
practices (these are marked with an asterisk “*”) as well as from our ongoing
research on improving business process quality [18,19]. Accordingly, as a men-
tal technique to identify propositions applicable to our application scenario, we
reflect available results on PIPs against our PIOs to obtain PIMs (cf. Fig. 3).
Table 2 summarizes PIOs and corresponding PIMs as bundles of PIPs.

Key Principle 5 (Prospective and Retrospective Identification of
PIOs and Potential PIPs). Relevant PIOs and potentially applicable
PIPs should be identified not only by prospectively considering the process
model, but also by retrospectively analyzing empirical data on process en-
actment. This is crucial to focus on topics of actual value potential. For
example, consider the selection of critical cases in Fig. 2 that is reflected in
the PIOs for our sample case.
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Table 2. Defining Process Improvement Measures for Process Improvement Objectives

PIOs Applicable PIMs with Comprised PIPs

Reducing processing cost PIM 1 (Application Management Automation): Task au-
tomation*, routing automation

Reducing failed
approvals

PIM 2 (Utilization and Capacity Management): Empow-
erment*, knock-out*
PIM 3 (Standardized Terms and Conditions): Triage*,
buffering*

Reducing cycle times PIM 4 (Managing Interview Feedback Cycle Times for
Successful Applicants): Control addition*, routing au-
tomation, escalation procedure
PIM 5 (Improving Application Routing): Case manager*,
knock-out*, mitigation of repetitive loops

In actual design and implementation projects, it is common to document and
track individual PIMs through measure cards. As an example of this practice,
we choose two PIMs from Table 2 and describe them in more detail. For each
PIM, we give a short content description – with PIPs involved marked as italic
– and required implementation effort. On that basis, we appraise the business
value considering the impact on PIOs as well as implementation effort. Results
of our appraisal are validated through interviews with respective stakeholders.

Key Principle 6 (Considering Implementation Effort in Business
Value Appraisal). Whendiscussing the business value of particularPIMs for
a business process, the respective implementation effort, including measures
required, cost, time, and change management issues (e.g., training personnel
to enact new activities), must be taken into account. Accordingly, a PIM will
provide business value only if implementation effort is justified by realized pro-
cess improvement potentials. For example, an organization may demand that
the required investment may not exceed three times the projected annual cost
savings when appraising operational cost optimization measures.

Note that, in addition to the scope presented here, actualmeasure cards comprise
additional information relevant to project management such as project planning,
project organization, key milestones with “traffic light” status, risks, next steps,
and decision requirements. Reporting on measure cards usually takes place in
steering committee meetings of senior management.

PIM Card 2 (Utilization and Capacity Management). Among other rea-
sons, senior managers refuse to approve job offers when the business unit wishing
to hire a candidate cannot fully utilize present capacity (this is a common perfor-
mance indicator in professional services). While refusal reasons are not tracked
in the PAIS, stakeholder interviews resulted in an estimate of about 30% of total
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refusals to be caused by this issue. Since candidates’ qualifications, in particular
in graduate recruiting, are mostly not specific to particular business units, the
recruiting department can be empowered to route applications to more appro-
priate teams from the start on. This results in an early knock out of applications
that would, in the end, be declined because of low utilization.

Implementation. To enable utilization-based routing decisions, a new report
on utilization per team must be integrated into the application management
workflow. Since relevant data is available, and is routinely checked at other spots,
the corresponding implementation effort has been estimated to be 25 consultant
days or 27,500 Euros. In addition, relevant utilization thresholds must be agreed
and communicated. The recruiting center routes about 12,000 applications per
year. If the additional operating effort for the utilization check can be assumed
to be 10 minutes per application, this results in an overall additional capacity
requirement of about 1.2 full time equivalents (FTEs), resulting in approximately
84,000 Euros annual cost.

Business Value. The PIM is expected to reduce the “late refusal” rate by
about 30% or 120 cases per year. Assuming a rate of job offers declined by the
applicant of 7% (cf. Sect. 4.2), this would reduce the number of applications
to be generated and managed to achieve a constant volume of hires by about
1,200. As we assumed the cost per application to be about 400 Euros, an annual
savings potential of 480,000 Euros compares to 27,500 Euros one-off cost and
84,000 Euros operating expenditure per year.

Stakeholder Verification. When discussing the PIM with senior stakeholders,
its business value appeared as rather clear. However, the distribution of uti-
lization data emerged as a “political” issue. Considering present organizational
culture, the PIM will not be implemented, but the basic capability to add uti-
lization control functionality to the PAIS will be included with the requirements
definition for the new PAIS solution to be completed by early 2013.

The abbreviated measure card presented above exemplifies how PIM
implementation benefits can be projected and matched against expected imple-
mentation effort. However, beyond this quantitative reasoning, qualitative (or
“political”) topics can play a role in implementation decisions as well.

PIM Card 4 (Managing Interview Feedback Cycle Times for Success-
ful Applicants). The time span between successful interviews and job offers
can be reduced by implementing a control addition, i.e., additional control flow
elements to ensure the correct enactment of the process. Triggered through rout-
ing automation, the recruiting department will call the interviewer directly when
feedback is not available five business days after an interview. If the interviewer
cannot be reached within two business days, an escalation procedure will take
place by calling the respective supervisor. If no feedback can be obtained through
these PIPs within ten business days, a letter of refusal will be sent.

Implementation. To implement the PIM, comprehensive tracing of interview
dates and an additional workflow with corresponding triggering mechanisms
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must be implemented in the PAIS. This results in an estimated cost of approx.
38,500 Euros for 35 consultant days. In the data sample used for the binary
regression test in Sect. 4.2, about 51% of cases would fall under the proposed
regulations. Accordingly, a total volume of 7,000 interviews conducted annually
(cf. Fig. 2) would result in about 3,600 escalation procedures. On the one hand,
this number can be expected to decline over time. On the other hand, multiple
phone calls might be necessary for one escalation case. Hence, we assume that
20 escalation procedures can be handled in one person day. This means that an
additional 0.9 FTEs are required, resulting in about 63,000 Euros annual cost.

Business Value. Based on our binary logical regression analysis (cf. Sect. 4.2),
we reconciled with stakeholders that the maximum interview feedback time can
be reduced to two weeks based on an escalation process. Applying the corre-
sponding odds ratio (cf. Sect. 4.2) to all cases in our sample which exceed this
timeframe results in a reduction of 39.2 cases of “late withdrawals” (cf. Fig. 2).
This would reduce the number of applications to be generated and managed by
about 390 per year, corresponding to 156,000 Euros in annual savings. Consid-
ering additional operating expenditures of 63,000 Euros results in a total annual
cost reduction of 93,000 Euros versus a one-off cost of 38,500 Euros.

Stakeholder Verification. During stakeholder interviews, we validated imple-
mentation cost with the application workflow administrator, additional process-
ing effort at the recruiting center with the head of recruiting, and overall viability
of the new process with the head of recruiting and the business unit HR part-
ner. The escalation procedure to provide timely feedback was challenged by the
business unit HR partner, but not by team managers. Final consent on the pos-
itive business value of the PIM could be achieved by discussing the quantitative
analysis of the underlying PIO (cf. Sect. 4.2).

Note that the PIMs presented exhibit a fairly positive business case with imple-
mentation cost to total annual savings ratios below two years. They constitute
good examples of a phenomenon often encountered in practice: in many cases,
it is interesting to first identify and resolve existing process defects within the
framework of available technology before additional process automation is im-
plemented at huge cost.

Key Principle 7 (Leveraging “Quick Win” Potentials). In many
practical scenarios, it is possible to identify “quick win” PIMs that can be
implemented with limited effort and should thus be prioritized, in particular
in comparison to full-scale PAIS implementation measures which are typi-
cally very costly. Examples include the elimination of process defects caused
by process participants’ behavior, interface issues between departments, or
issues with respect to master data quality. Note that these topics are often
identified through empirical analyses (e.g., using process mining).
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5 Related Work

Approaches aiming at empirical validation of PIPs can be traced back to quality
management and business process reengineering approaches which have evolved
since the 1950s and the early 1990s, respectively.

In terms of quality management, Six Sigma [20] is of particular interest be-
cause it aims at eliminating errors in manufacturing processes. While the scope of
BPM usually lies in administrative processes instead, there are interesting analo-
gies since Six Sigma is based on step-by-step optimization of production processes
through a-priori
experimental changes to parameters.

Business process reengineering, as exemplified in [4,21], aims at optimizing
processes “in the large” instead of implementing incremental PIPs. Transferring
process enactment to an external supplier or customer constitutes a good exam-
ple of this paradigm. While the potentials of this disruptive approach may seem
tempting, later empirical research has shown that the risk of projects failing is
substantial [22]. Thus, incremental improvement may still be a valid approach.

In contemporary BPM, [6] proposes a framework to select and implement
redesign practices. As opposed to our research, this approach does not aim at
evaluating individual PIPs, but at efficiently appraising a broad framework of
practices. However, we use earlier results from the same authors as a source of
PIPs to be assessed in more detail [1]. Note that research on PIPs addresses
the quality of business processes in the sense of business content. In contrast,
[23,24,25] exemplify propositions on process model quality in terms of structure,
i.e., the proper partitioning of actual business content into model elements.

In IS research, there have been diverse propositions to ensure common stan-
dards of scientific rigor in empirical research such as field experiments or case
studies [26,27]. As a basis of this paper, we chose the requirements summary by
Wieringa et al. [15] due to its concise, checklist-based character, which makes it
readily applicable to research as well as discussion with practitioners.

6 Conclusion

This paper described a methodology for a-priori, scenario-specific validation of
process improvement patterns based on organizational objectives, process im-
provement objectives, and process improvement measures. In our methodology,
we leveraged available work on generic requirements towards empirical research
in IS engineering [15], thus demonstrating how these principles can be applied
to practical cases while ensuring the general appeal of our approach.

We reported on the application of the methodology to a real-world business
process, including validation of the respective results with practitioners. The
organization hosting our sample application scenario is currently implementing
a new application management PAIS to be completed in 2013. The agreed PIMs
have been included in the requirements definition for this project.
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In particular when discussing research design and execution with stakeholders,
we identified a number of key principles useful as lessons learned for subsequent
work which we included at appropriate spots in this paper.
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Abstract. The increasing adoption of process-aware information systems 
(PAISs), together with the variability of business processes (BPs), has resulted 
in large collections of related process model variants (i.e., process families). To 
effectively deal with process families, several proposals (e.g., C-EPC, Provop) 
exist that extend BP modeling languages with variability-specific constructs. 
While fostering reuse and reducing modeling efforts, respective constructs imp-
ly additional complexity and demand proper support for process designers when 
creating and modifying process families. Recently, generic and language-
independent adaptation patterns were successfully introduced for creating and 
evolving single BP models. However, they are not sufficient to cope with the 
specific needs for modeling and evolving process families. This paper suggests 
a complementary set of generic and language-independent change patterns spe-
cifically tailored to the needs of process families. When used in combination 
with existing adaptation patterns, change patterns for process families will ena-
ble the modeling and evolution of process families at a high-level of abstrac-
tion. Further, they will serve as reference for implementing tools or comparing 
proposals managing process families. 

Keywords: Process Variability, Process Families, Patterns, Process Change. 

1 Introduction 

The increasing adoption of process-aware information systems (PAISs) has resulted 
in large process model repositories [25,6]. Since business process (BP) models usual-
ly may vary, existing repositories often comprise large collections of related process 
model variants (process variants for short) [24]. Usually, such process variants have 
common parts and pursue same or similar business objective, but at the same time 
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differ regarding the application context in which they are used [12,25], e.g., countries’ 
regulations, services delivered, or customer categories [23,6,24]. We denote such 
collections of related process variants as process families. In large companies, a 
process family might comprise dozens or hundreds of process variants [23]. For  
example, a process family for vehicle maintenance may comprise more than 900 va-
riants with country-, garage-, and vehicle-specific differences [13]. In turn, [21] re-
ports on a process family comprising more than 90 variants for planning and handling 
medical examinations. Designing and implementing each process variant model from 
scratch and maintaining it separately would be too inefficient and costly. Thus, there 
is a great interest in capturing common process knowledge only once and re-using it 
in terms of configurable process models representing the complete process family. 

Motivated by the shortcomings of traditional BP modeling approaches [13], pro-
posals exist for dealing with process families, e.g., [26,13]. Common to them is the 
extension of BP modeling languages with variability-specific constructs that enable 
the creation of configurable process models. By treating variability  as  first  class 
citizen, these extensions help avoiding redundancies, fostering reusability, and reduc-
ing modeling efforts. However, introducing variability-specific constructs implies 
additional complexity concerning the modeling language. To make these proposals 
amenable for industrial strength use, the quality of created models becomes crucial 
needing proper support for process designers when dealing with process families. 

In [32], a language-independent and empirically grounded set of adaptation pat-
terns is proposed allowing for the creation and modification of single BP models [31]. 
Adaptation patterns not only allow creating and modifying BP models at a high level 
of abstraction, fostering model quality by ensuring correctness-by-construction, but 
also provide systematic means for realizing change operations optimized for a specific 
modeling language as well as comparing existing approaches in respect to BP flexibil-
ity [7]. Further, adaptation patterns have served as basis for implementing changes in 
different stages of the process lifecycle; e.g., model creation [30,10], process configu-
ration [13], process instance change [5,9,22], model evolution [5,17], model  
refactoring [33], change reuse [2], model comparison [16], and change analysis [11]. 

While adaptation patterns are well suited for creating and modifying single BP 
models, they are not sufficient to cope with the specific needs for dealing with process 
families [3]. In the vein of adaptation patterns, this paper suggests a complementary 
set of generic, language-independent change patterns specifically tailored for process 
families. Used in combination with the existing adaptation patterns, change patterns 
for process families will enable the modeling and evolution of process families at a 
high level of abstraction. In particular, they will serve as reference for specific lan-
guage-dependent implementations, build the foundation for realizing changes along 
the BP lifecycle, and foster the comparison of existing proposals for BP variability. 

Change patterns have been obtained after performing a systematic literature review 
looking specifically at variability-specific constructs used by existing proposals for 
BP variability. Since the proposed patterns are meant to be generic and language-
independent, we abstract from approach-specific particularities. However, to ensure 
that the proposed patterns—despite their generic nature—are specific enough to cover 
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existing proposals, we apply them to two well-known proposals dealing with process 
families, i.e., C-EPC and Provop. 

The remainder of the paper is structured as follows. Sect. 2 discusses related work 
and Sect. 3 presents the performed systematic literature review. In Sect. 4, we present 
the variability-specific language constructs obtained from the latter. Sect. 5 presents 
nine change patterns for process families. Sect. 6 provides a discussion and Sect. 7 
concludes the paper. 

2 Related Work 

Closely related to our work is research on adaptation patterns, workflow patterns, and 
process variability. 

Adaptation patterns (AP) [31] allow structurally changing process models using 
high-level change operations instead of low level change primitives (e.g., add or de-
lete node). They can be applied along to the entire process lifecycle and do not have 
to be pre-planned, i.e., the region to which adaptation patterns may be applied can be 
chosen dynamically. Hence, adaptation patterns are well suited for realizing process 
changes at both build- and run-time. AP1 and AP2 allow inserting and deleting  
process fragments. Moving and replacing fragments is supported by AP3 (MOVE 
Process Fragment), AP4 (REPLACE Process Fragment), AP5 (SWAP Process Frag-
ment), and AP14 (COPY Process Fragment). AP6 and AP7 allow adding or removing 
levels of hierarchy, AP8-AP12 support adaptations of control dependencies: embed-
ding process fragments in loops (AP8), parallelizing (AP9) or embedding them in a 
conditional branch (AP10), and adding/removing control dependencies (AP11, 
AP12). Finally, AP13 allows changing transition conditions. This paper complements 
adaptation patterns, which cover the basic use cases for creating and modifying  
process models, with a set of patterns covering variability needs in process families. 

Workflow patterns were introduced for analyzing the expressiveness of process 
modeling languages. Patterns cover different perspectives like control flow [1], data 
[27], resources [28], time [18], and exceptions [29,20]. Further, [10] describes a set of 
pattern compounds, similar to adaptation patterns, allowing for the context-sensitive 
selection and pattern composition during process modeling. However, these patterns 
are not sufficient for effectively modeling and modifying process families. They do 
not consider variability-specific constructs introduced by process families and hence 
are complementary to our change patterns. 

Proposals dealing with BP variability exist for modeling, configuring [26, 13], 
and maintaining process families; e.g., [15] provides a set of language-specific opera-
tors to adapt process variants at runtime based on software product line concepts. In 
[7], a combination of workflow-, rule-, and event-modeling is presented to customize 
process variants for a given execution context. Unlike these proposals, change pat-
terns provide language-independent means to model and evolve process families at a 
high level of abstraction. Finally, there are refactoring techniques [33] to remove 
redundancies among process variants in large process model repositories. 
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3 Research Methodology 

The goal of this paper is to provide a set of generic and language-independent  
patterns for modeling and evolving process families. We first present the research 
methodology we employed for identifying these patterns. To ensure that the latter are 
expressive enough to deal with the specific needs of process families, as basis, we 
identified the set of variability-specific language constructs frequently used by exist-
ing proposals to capture the variability within a process family. More precisely, we 
conducted a systematic literature review (SLR) [14] using the following procedure: 
(1) formulation of the research question, (2) description of a search strategy for find-
ing relevant papers, (3) identification of inclusion and exclusion criteria, and (4) anal-
ysis of the data obtained. The main research question to be answered by the SLR is 
“What variability-specific language constructs are provided by existing proposals for 
modeling BP variability and process families respectively?”. For this, we selected the 
following search string (considering different synonyms): 

 
(’process family’ OR ’configurable process model’ OR ’process model collection’ 

OR ’reference process model’ OR ’configurable workflow’) OR ’process variant’ OR 
’business process variability’ OR (’process configuration’ OR ’process model 

configuration’) 
 

This search string was applied to relevant data sources: ACM Digital Library, IEEE 
Xplore Digital Library, Science Direct - Elsevier, SpringerLink, Wiley Inter Science, 
World Scientific, and Google Scholar. Overall, these libraries include the proceedings 
of the most relevant conferences and journals in the area of BP management; e.g., 
Data  &  Knowledge  Engineering  Journal, Information  Systems  Journal, Confe-
rence on Business Process Management (BPM), Conference on Advanced Informa-
tion Systems Engineering (CAiSE), and Working Conference of Business Process  
Modeling, Development, and Support (BPMDS). As an additional data source, we 
considered the references of the identified papers. 

A paper was included in the SLR (i.e., inclusion criterion) if and only if its title, 
abstract, and content is related to process families, either from a theoretical or practic-
al perspective. On the contrary, papers were excluded (i.e., exclusion criterion) if their 
focus was not related to process families (e.g., software product lines). Papers de-
scribing the same proposal were removed and only the most complete version was 
included. We did not use any restriction concerning the publication date and only 
papers written in English were included. Finally, we only included proposals for 
which an implementation or evaluation exists. 

Our SLR resulted in a total of 4948 papers, which were manually reviewed. In to-
tal, 25 papers passed this filtering and were further analyzed. To identify the language 
constructs commonly used in BP proposals (and serving as basis for our change pat-
terns), we first create a list of candidate constructs relying on our experience with 
process families [4,31,33]. Then, we analyzed the 25 identified papers to find empiri-
cal evidence for our candidate variability-specific language constructs and iteratively 
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refined the initial list. Finally, only those constructs for which enough empirical  
evidence exists were included in the final list of variability-specific constructs.  

Although proposals use different terminology and realize constructs in different 
ways, the SLR revealed that they essentially support the same language constructs for 
dealing with BP variability. We identified four variability-specific language con-
structs commonly shared by the 25 proposals: configurable region, configuration  
alternative,  context  condition,  and  configuration  constraint  (see Sect. 4.1 for de-
tails). Configurable regions are supported by 20 of the 25 proposals and configuration 
alternatives by 22 proposals. Context conditions are covered by 16 proposals while 15 
proposals support the definition of configuration constraints. Additional language 
constructs we identified (e.g., configurable region resolution time) are only  
considered by few proposals (<3) and are therefore not included in our final list of 
variability-specific language constructs (for further details on the SLR see1). 

The final list of four variability-specific language constructs was then used as a ba-
sis for the change patterns, which constitute hence a solution for changing process 
families developed with existing proposals. Since the proposed patterns are meant to 
be generic and language-independent, we abstracted from approach-specific particu-
larities (cf. Sect. 4). Thereby, we focused on the control flow perspective since the 
SLR showed that this is the perspective mostly addressed by existing proposals. To 
ensure that the proposed patterns—despite their generic nature—are specific enough 
to cover existing proposals, we applied the respective patterns to two well-known 
proposal dealing with process families (cf. Sect. 5). 

4 Coping with Variability in Business Process Families 

This section describes the variability-specific language constructs obtained from the 
SLR and introduces two representative proposals to show how the change patterns 
can be realized. For illustration purpose, we make use of the process carried out when 
checking-in at an airport. We chose this process since it shows a high degree of varia-
bility; e.g., variability occurs due to the type of check-in (e.g., online, or at a counter), 
which also determines the type of boarding card (e.g., electronic vs. paper-based). 
Other sources of variability include the type of passenger (e.g., unaccompanied mi-
nors requiring extra assistance) and the type of luggage (e.g., overweight luggage). 

4.1 Coping with Variability in Business Process Families 

The SLR described in Sect. 3 has revealed that the following language constructs are 
commonly used by existing proposals to capture variability (although their concrete 
realization might differ) in addition to standard process modeling constructs (e.g., 
activities and gateways). These language constructs form the basis of the change  
patterns for process families (see Sect. 5). 

                                                           
1 https://pros.webs.upv.es/bpvar/SLR/BPVariability.rar 
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Language Construct LC1 (Configurable Region). A configurable region is a region 
in a configurable process model for which different configuration choices may exist 
depending on the application context, e.g., the airline offers different ways of obtain-
ing the boarding cards depending on the check-in type: printing a boarding card at the 
airline desk, download an electronic boarding card, or obtaining it via mobile phone. 

Language Construct LC2 (Configuration Alternatives). A configuration alterna-
tive is defined as a particular configuration choice that may be selected for a specific 
configurable region, e.g., there exist different types of boarding card: paper-based, 
electronic, or in the mobile phone. 

Language  Construct  LC3  (Context  Condition). A context condition  defines the 
environmental conditions under which a particular configuration alternative of a con-
figurable region shall be selected, e.g., passengers with overweight luggage pay a fee. 

Language  Construct  LC4  (Configuration  Constraint). A configuration con-
straint is defined as a (structural) restriction of the selection of configuration alterna-
tives of the same or different configurable regions. Respective constraints are based 
on semantic restrictions to ensure the proper use of configuration alternatives, e.g., 
staff members need to be localized when unaccompanied minors are travelling. 

4.2 Proposals Dealing with Process Families 

The SLR described in Sect. 3 identified 25 proposals for dealing with process fami-
lies. In the following, we describe two of them in more detail and explain how the 
obtained variability-specific language constructs have been realized by these propos-
als. Sect. 5 will then apply the identified change patterns to these two proposals to 
demonstrate that the proposed patterns are indeed generic. As representatives, we 
select two proposals that are (1) well established and highly cited, and (2) take fun-
damentally different approaches to realize the variability-specific language constructs. 
This way we want to ensure that the proposed patterns are general enough to cover 
very distinct proposals, but still specific enough to cover their essence. 

C-EPC. A possible way of specifying a configurable process model is by means of 
configurable nodes. Modeling languages supporting this approach include, for exam-
ple, C-EPC and C-YAWL [8]. Basically, these proposals extend an existing BP mod-
eling language by adding configurable elements for explicitly representing variability 
in process families. In the following, we take C-EPC [26] as representative of this 
approach since it constitutes a well-known proposal. Fig. 1 illustrates the configurable 
process model as C-EPC for the check-in process. Configurable nodes are depicted 
with a thicker line. A configurable region (LC1) in C-EPC is specified by a process 
fragment of the configurable process model with exactly one entry and one exit (i.e., 
SESE fragment), and may take two different forms. First, the SESE fragment  
may consist of a splitting configurable connector, immediately followed by a set 
 of branches representing configuration alternatives, and a joining configurable  
connector; i.e., the configurable connectors delimit the configurable region (e.g.,  
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Configurable region 2 in Fig. 1). Alternatively, the SESE fragment may consist of a 
configurable function (e.g., Configurable region 1 and 3 in Fig. 1), which may be 
configured as ON (i.e., the function is kept in the model), OFF (i.e., the function is 
removed from the model), or OPT (i.e., a conditional branching is included in the 
model deferring the decision to run-time). In turn, a configuration alternative (LC2) is 
specified by a SESE fragment which may be included as a branch between two confi-
gurable connectors (e.g., Print electronic boarding card in Configurable region 2 in 
Fig. 1). Context conditions (LC3) are represented in C-EPC separately in a question-
naire model [19], which is not considered in this paper. Finally, a configuration con-
straint (LC4) is specified by a configuration requirement linked to the configurable 
nodes that delimit the configurable region to which the respective configuration alter-
natives belong (e.g., Configuration requirement 1 in Fig. 1 states that the inclusion of 
the function Fill in UM form implies the inclusion of the function Localize staff). 

 

Fig. 1. C-EPC configurable process model for the check-in process 

Provop. Another way of handling process families is based on the observation that 
process variants are often derived by adapting a pre-specified base process model 
(base process, for short) to the given context through a sequence of structural adapta-
tions. The Provop proposal follows this approach [13]. We choose it since it provides 
advanced tool support for adapting a base process and for ensuring syntactical and 
semantical correctness of process variants derived. Fig. 2 illustrates how the process 
family dealing with the check-in process can be represented using Provop. The top of 
Fig. 2 shows the base process model from which the process variants may be derived. 
In Provop, a configurable region (LC1) is specified by a SESE fragment of the base 
process, delimited by two adjustment points; i.e., black diamonds (e.g., Configurable 
region 1 comprises the process fragment delimited by adjustment points A and B in 
Fig. 2). In turn, a configuration alternative (LC2) is specified by a change option that 
includes (1) the list of change operations modifying the base process at a specific 
configurable region and (2) a context rule that defines the context conditions under 
which the change operations shall be applied (e.g., Opt. 1 in Fig. 2). Context condi-
tions (LC3) are specified by context rules which include a set of context variables  
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Fig. 2. Provop model for the check-in process 

and their values specifying the conditions under which a configuration alternative 
(i.e., a change option) shall be applied (e.g., Opt. 2 is applied if the check-in type is 
online). All context variables and their allowed values are gathered all together in the 
context model (cf. Fig. 2C). Finally, configuration constraints (LC4) are specified as 
constraints (e.g., mutual exclusion) between two change options in the option con-
straint model; e.g., if Opt. 2 is applied then Opt. 3 has to be applied as well  
(cf. Fig. 2C). 

5 Coping with Variability in Business Process Families 

This section presents nine change patterns we consider as relevant for dealing with 
changes in process families. These patterns refer to the four variability-specific  
language constructs we obtained from our systematic literature review in existing 
proposals dealing with BP variability. Thus, proposed patterns support changes in 
process families developed with these proposals. Our change patterns are generic in 
the sense that they abstract from proposal-specific details. Moreover, they intend to be 
complete regarding the control flow perspective and cover all changes related to 
commonly used variability-specific language constructs. Further, we suppose that the 
change patterns will be combined with adaptation patterns to allow for the modeling 
and evolution of process families at a high level of abstraction. As illustrated in Table 
1, we divide the change patterns into three categories: insertion, deletion, and  
modification of variability-specific parts of a configurable process model. 

All change patterns, except CP7, allow adding (removing) variability-specific lan-
guage constructs to (from) a configurable process model, representing the process 
family. In turn, pattern CP7 allows changing the conditions under which a configura-
tion alternative is selected. To keep the pattern set minimal, we do not consider  
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patterns for modifying configurable regions, configuration alternatives, and configura-
tion constraints. These modifications can be realized based on the combined use of 
change patterns and adaptation patterns. For example, modifying a configuration al-
ternative may be implemented applying patterns CP3 and CP4, which, in turn, make 
use of respective adaptation patterns. Further, adding or removing process fragments 
which are shared by all process variants (i.e., commonalities), may be realized using  
adaptation patterns AP1 and AP2 (INSERT/DELETE Process Fragment). 

Table 1. Change patterns for process families 

CP1: INSERT Configurable Region 
CP2: DELETE Configurable Region 
CP3: INSERT Configuration Alternative IN a Configurable Region 
CP4: DELETE Configuration Alternative IN a Configurable Region 
CP5: INSERT Context Condition OF a Configuration Alternative 
CP6: DELETE Context Condition OF a Configuration Alternative 
CP7: MODIFY Context Condition OF a Configuration Alternative 
CP8: INSERT Configuration Constraint BETWEEN Configuration Alternatives 
CP9: DELETE Configuration Constraint BETWEEN Configuration Alternatives 

 
Due to lack of space, we only present three change patterns related to the insertion 

of variability-specific constructs in more detail, i.e., CP1, CP3, and CP8 (cf. Figs. 3-
6). The other change patterns are made available in a technical report [4]. For each of 
the change patterns, we provide a name, a brief description, an illustrative example, a 
description of the problem addressed, and corresponding design choices (indicating 
pattern variants). For example, CP1presents three design choices (cf. Figs. 3-4): insert 
a configurable region as a new process region with a set of new configuration alterna-
tives, inserting it by transforming a commonality into a configuration alternative (i.e., 
a common process fragment now is only applied in a specific application context), or 
by transforming a set of commonalities into a set of configuration alternatives. To 
demonstrate that the patterns—despite their generic nature—still cover the essence of 
different proposals for BP variability, we apply them to C-EPC and Provop, and show 
how they can be realized in their context. For example, regarding CP1, for each de-
sign choice, we indicate for both C-EPC and Provop how CP1 can be implemented 
using adaptation patterns. Further, note that for C-EPC we provide implementation 
details distinguishing between (i) configurable functions and (ii) configurable connec-
tors since both allow representing configurable regions. In addition, we provide in-
formation about the parameters needed for each pattern. For example, realizing CP1 
requires (1) the precise position in the configurable process model where the confi-
gurable region shall be inserted and (2) the configuration alternatives to be inserted in 
the configurable region (if needed). This information is highlighted in gray in the 
figures indicating how change patterns may be realized. 
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Pattern CP1: INSERT Configurable Region 
Description: In a configurable process model, a configurable region shall be added. 
Example: The way how boarding cards are handled depends on the type of check-in (e.g., paper-
based vs. electronic cards). Assume that the configurable process model has not considered these 
alternatives yet. Hence, a new configurable region needs to be added. 
Problem: At a certain position in the configurable process model, different configuration alternati-
ves exist not reflected in the configurable process model so far. Hence, a configurable region 
covering these configuration alternatives shall be added. 
Design choices: Three different design choices (DCs) exist:  
DC1) Insertion as a new configurable region with up to n conf. alternatives (n ≥ 0) 
DC2) Insertion as a new configurable region by transforming a common process fragment into a 
configuration alternative 
DC3) Insertion as a new configurable region by transforming existing process fragments into a 
set of configuration alternatives 
Implementation in C-EPC: 
- For DC1, CP1 is realized by  
1. applying adaptation pattern AP1 (i.e., INSERT Process Fragment) to insert the configurable 
region using either (i) a configurable function or (ii) two configurable connectors (i.e., split and 
join) at the precise position where the configurable region should be located (i.e., after activity B),  
2. applying repeatedly CP3 (INSERT Configuration Alternative IN a Configurable Region) to 
insert a process fragment representing the configuration alternative (only relevant for configurable 
connectors), i.e., the configuration alternative is added as a branch between the two configurable 
connectors delimiting the conf. region (i.e., activity X). 

 
- For DC2, CP1 is realized by 
1. applying adaptation pattern AP1 (i.e., INSERT Process Fragment) to insert the configurable 
region using either (i) a configurable function or (ii) two configurable connectors (i.e., split and 
join) at the precise position where the configurable region should be located (i.e., after activity B), 
2. applying adaptation pattern AP2 (i.e., DELETE Process Fragment) to delete the common process 
fragment from its current position (i.e., activity B), and 
3. applying CP3 (INSERT Configuration Alternative IN a Configurable Region) to re-insert the 
common process fragment as a configuration alternative of the configurable region (only relevant 
for configurable connectors), i.e., the configuration alternative is added as a branch between the two 
configurable connectors delimiting the configurable region (i.e., activity B). 

 
- For DC3, CP1 is realized by  
1. applying adaptation pattern AP1 (i.e., INSERT Process Fragment) to insert the configurable 
region (only relevant for configurable connectors) at the precise position where the configurable 
region should be located (i.e., after the join XOR gateway), 
2. applying adaptation pattern AP2 (i.e., DELETE Process Fragment) to delete the existing process 
fragment from its current position, and 

Fig. 3. CP1 (INSERT Configurable Region) 
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3. applying repeatedly CP3 (INSERT Configuration Alternative IN a Configurable Region) once per 
configuration alternative to re-insert the existing process fragments as configuration alternatives of 
the configurable region, i.e., each branch of the process fragment is added as a branch between the 
two configurable connectors delimiting the configurable region (i.e., activity B is inserted as one 
alternative and activity C as another one). 

 
Implementation in Provop: 

- For DC1, CP1 is realized by 
1. inserting two adjustment points (i.e., Y and Z) in the base process and 
2. applying repeatedly CP3 (INSERT Configuration Alternative IN a Configurable Region) once 
for each new configuration alternative to define respective change options (i.e., Opt. 1). 

 
- For DC2, CP1 is realized by  
1. inserting two adjustment points (i.e., Y and Z) embedding an existing process fragment of the 
base process (i.e., activity B) and 
2. applying CP3 (INSERT Configuration Alternative IN a Configurable Region) to define a conf. 
alternative in terms of a change option inserting the existing process fragment into/removing the 
existing process fragment under certain conditions from the base process (i.e., Opt. 1). 

 
- For DC3, CP1 is realized by  
1. inserting two adjustment points (i.e., Y and Z) embedding an existing process fragment of the 
base process (i.e., the process fragment becomes optional) and 
2. applying repeatedly CP3 (INSERT Configuration Alternative IN a Configurable Region) to 
define the set of configuration alternatives in terms of change options inserting/removing existing 
process fragments under certain conditions from the base process (i.e., one option for activity B 
and another one for activity C). 

 
If adjustment points already exist at the entry or exit of the new configurable region (e.g., as part 

of another configurable region) these may be reused instead. 

 
Parameters: 
- the position in the configurable process model where the configurable region shall be inserted  
- the configuration alternative(s) to be added to the configurable region 

Fig. 3. (continued) 
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Pattern CP3: INSERT Configuration Alternative IN a Configurable Region 

Description: In a configurable process model, a configuration alternative shall be added to a 

specific configurable region. 

Example: Assume that the airline now wants to offer the possibility of obtaining the boarding 

card for smart phones as well. Thus, an alternative shall be added to this configurable region that 

captures how boarding cards are obtained. 

Problem: For a specific configurable region of the configurable process model, existing conf. 

alternatives do not cover all possible choices and hence an additional one shall be inserted. 

Implementation in C-EPC: CP3 is realized by applying adaptation pattern AP1 (i.e., INSERT 

Process Fragment) to insert the process fragment representing the configuration alternative, i.e., the 

configuration alternative is added as a branch between the two configurable connectors delim 

iting the configurable region (i.e., activity X). 

 

Implementation in Provop: CP3 is realized by defining a change option consisting of a sequence 
of change operations and a context rule. 

 
Parameters: 
- the configurable region to which the configuration alternative belongs 

- the configuration alternative to be inserted 

Fig. 4. CP3 (INSERT Configuration Alternative IN a Configurable Region) 

Pattern CP8: INSERT Configuration Constraint BETWEEN Configuration Alternatives 

Description: In a configurable process model, a constraint regarding the use of configuration 

alternatives from one or more configurable regions shall be added. 

Example:  When unaccompanied minors are travelling, extra staff is required to accompany them 

to the boarding gate, i.e., an inclusion constraint exists. 

Problem:  The use of alternatives needs to be constrained in a configurable process model. 

Implementation in C-EPC: CP8 is realized by inserting a configuration requirement, which is 

then linked to the configurable nodes that delimit the configurable region to which the respective 

configuration alternatives to be related belong. 

 
Implementation in Provop: CP8 is realized by adding a constraint regarding the use of change 
options in the option constraint model. 

Parameters: 
- the configuration region to which the alternatives whose use shall be constrained belong 

- the configuration constraint to be inserted 

Fig. 5.CP8 (INSERT Configuration Constraint BETWEEN Configuration Alternatives) 
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6 Discussion 

Even though—as shown by the systematic literature review—existing proposals use 
different terminology and realize the constructs in different ways, they essentially 
support the same variability-specific language constructs. Similar to adaptation pat-
terns [31], change patterns may have the potential to speed up the creation as well as 
modification of configurable process models. In addition, like adaptation patterns, the 
change patterns for process families may therefore serve as benchmark for evaluating 
change support in existing languages and tools dealing with process families as well 
as for facilitating their systematic comparison by providing a frame of reference. To 
substantiate these claims, we plan to conduct empirical studies testing the impact of 
the proposed patterns on both the creation and evolution of configurable process 
models. Moreover, in a similar vein than adaptation patterns, the proposed change 
patterns may serve as a reference for realizing changes in different stages of the  
process family life cycle, e.g., modeling, maintenance, and evolution. 

As with every research, our work is subject to limitations. A first one concerns the 
completeness of the proposed patterns. We tried to accommodate this by grounding 
patterns on a SLR covering 25 different proposals for process families and by using 
variability-specific language requirements commonly occurring as basis for our pat-
terns. As a consequence, the proposed pattern set intends to be complete in the sense 
that it allows modeling and modifying process families according to existing propos-
als dealing with BP variability, covering all possible changes related to commonly 
used variability-specific language constructs. However, we cannot state with certainty 
that the identified patterns set is sufficiently large to address all potential use cases 
regarding the modeling and change of process families in the most efficient way. For 
this, further empirical studies on the practical use of the patterns are needed. Closely 
related to this are considerations regarding the language-independent nature of the 
proposed patterns. Using commonly occurring variability-specific constructs as a 
basis, we can ensure that the proposed patterns are expressive enough to model and 
modify process families. To ensure that the patterns are also specific enough to cover 
the particularities of the different proposals, we applied them to two commonly used 
and entirely different proposals for process families. To strengthen the validation of 
the patterns, they will be applied to other proposals in future work. Moreover, the 
focus of the proposed patterns is currently on variability-specific constructs regarding 
the control flow perspective. Variability regarding additional perspectives like data or 
resources has not been considered so far. 

The proposed patterns have been described in an informal way. To obtain unambi-
guous pattern descriptions and ground pattern implementation as well as pattern-
based analysis on a sound basis, a formal semantics is needed. This formalization 
should be independent from any process meta model and thus allow implementing the 
patterns in a variety of process support tools. 
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7 Conclusions and Outlook 

We  proposed  nine  patterns  for  dealing  with  changes  in  process  families.  We 
complement existing work on patterns for creating and modifying BP models by in-
troducing a set of generic and language-independent patterns that cover the specific 
needs of process families. The patterns are based on variability-specific language 
constructs obtained from a systematic literature review. To demonstrate that they still 
cover the essence of existing proposals managing BP variability, we applied them to 
two representative proposals. Used in combination with adaptation patterns, change 
patterns for process families allow modeling and evolving process families at an ab-
stract level. In future work, we will develop a prototype based on which we will con-
duct experiments to measure the efforts of handling variability in process families. 
We will study the impact of patterns on modeling process families as well as on 
changing either at design or run-time. 
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Abstract. Process model quality has been an area of considerable re-
search efforts. In this context, the correctness-by-construction princi-
ple of change patterns provides promising perspectives. However, using
change patterns for model creation imposes a more structured way of
modeling. While the process of process modeling (PPM) based on change
primitives has been investigated, little is known about this process based
on change patterns. To obtain a better understanding of the PPM when
using change patterns, the arising challenges, and the subjective percep-
tions of process designers, we conduct an exploratory study. The results
indicate that process designers face little problems as long as control-
flow is simple, but have considerable problems with the usage of change
patterns when complex, nested models have to be created. Finally, we
outline how effective tool support for change patterns should be realized.

Keywords: Process Model Quality, Process of Process Modeling,
Change Patterns, Exploratory Study, Problem Solving.

1 Introduction

Much conceptual, analytical, and empirical research has been conducted dur-
ing the last decades to enhance our understanding of conceptual modeling. In
particular, process models have gained significant importance due to their fun-
damental role for process-aware information systems [1]. Even though it is well
known that a good understanding of a process model has a direct and measur-
able impact on the success of any modeling initiative [2], process models display
a wide range of quality problems impeding their comprehensibility and ham-
pering their maintainability [3,4]. Literature reports, for example, on error rates
between 10% and 20% in industrial process model collections [3].

To improve process model quality, change patterns offer a promising perspec-
tive [4]. They have well-defined semantics [5] and combine change primitives
(e.g., to add nodes or edges) to high-level change operations. Particularly ap-
pealing is correctness-by-construction [6,7], i.e., the modeling environment only
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provides those change patterns to the process designers, which ensure that a
sound process model is transformed into another sound process model.

The use of change patterns implies a different way of creating process models,
since correctness-by-construction imposes a structured way of modeling by en-
forcing block structuredness. Irrespective of whether change patterns or change
primitives are used, model creation requires process designers to construct a men-
tal model (i.e., internal representation) of the requirements to be captured in the
process model [8]. In a subsequent step, the mental model is mapped to the con-
structs provided by the modeling language creating an external representation of
the domain [8]. While the construction of the mental model presumably remains
unaffected, the use of change patterns leads to different challenges concerning
pattern selection and combination for creating the external representation. Fur-
ther, the exact set of change patterns available influences the selection. While
a large set of change patterns allows for more flexibility, it also increases com-
plexity, making the modeling environment more difficult to use. Consequently,
process designers might have to look several steps ahead to construct a certain
process fragment, which constitutes a major difference compared to the use of
change primitives, which do not impose any structural restrictions (i.e., no order
is imposed when placing elements on the modeling canvas).

The process of creating process models based on change primitives has caused
significant attention leading to a stream of research on the process of process
modeling (PPM) [8,9,10,11]. This research is characterized by its focus on the
formalization phase of model creation, i.e., the designer’s interactions with the
modeling environment [9]. Still, little is known about the PPM when utilizing
change patterns. In this paper, we try to obtain an in-depth understanding of
the PPM when using change patterns. In particular, this paper aims at under-
standing whether the necessity to look ahead leads to additional barriers during
model creation and at shedding light on the challenges process designers face
when using change patterns, which is essential to provide effective tool support.

To obtain an in-depth understanding of these issues, we implement a change
pattern modeling editor based on Cheetah Experimental Platform (CEP) and
conduct an exploratory study comprising several modeling tasks. The results of
our study underline the potential for model creation based on change patterns.
In particular, process designers did not face any major problem when using
change patterns for constructing simple process fragments. When more complex
process fragments forced process designers to look ahead, difficulties increased
observably. Insights obtained from this exploratory study provide a better under-
standing of the PPM when using changes patterns and reveal challenges arising
in such a context. In particular, results provide a contribution toward a better
understanding on how tool features like change patterns impact the PPM, but
also give advice on how effective tool support should be designed.

Sect. 2 introduces backgrounds. Sect. 3 describes the design of the exploratory
study. Sect. 4 discusses challenges in change pattern use and Sect. 5 presents
results on process designers’ perception of patterns use. Results are discussed in
Sect. 6. Related work is presented in Sect. 7. Sect. 8 concludes the paper.
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2 Backgrounds

This section briefly introduces change patterns and then presents cognitive
foundations and backgrounds of the PPM.

2.1 Process Modeling Based on Change Patterns

Change patterns provide a different way of interacting with the modeling envi-
ronment in modeling phases. Instead of specifying a set of change primitives, the
process designer applies change patterns (i.e., high-level change operations) to
realize the desired model adaptation (cf. Fig. 1). Examples of change patterns
include the insertion and deletion of process fragments, or their embedding in
loops (the whole catalogue can be found in [12,4] and their semantics in [5]).
When applying a single change primitive, soundness of the resulting process
model cannot be guaranteed, but must be explicitly checked after applying the
change primitives. On the contrary, change pattern implementations often asso-
ciate pre-/post-conditions with high-level change operations to guarantee model
correctness after each adaptation [6,7]. Process editors applying the correctness-
by-construction principle (e.g., [12]) usually provide only those change patterns
to the process designer that allow transforming a sound process model into an-
other sound one. This is realized by imposing structural restrictions on process
models (e.g., block structuredness).

A) <Insert Node XOR-Split, Insert Control Edge, Insert Node XOR-Join>
B) <Embed Process Fragment in Conditional Branch>

Fig. 1. Set of Change Primitives (A) and Patterns (B) to make an activity optional

2.2 Cognitive Foundations of Problem Solving

We consider the creation of process models to be a complex problem solving task.
Problem solving has been an area of vivid research in cognitive psychology for
decades. Therefore, we turn to cognitive psychology to understand the processes
followed by humans when solving a problem like creating a process model.

Schemata. A central insight from cognitive research is that the human brain
contains specialized regions contributing different functionality to the process
of solving complex problems. Long-term memory is responsible for permanently
storing information and has an essentially unlimited capacity, while in working
memory comparing, computing and reasoning take place [13]. Although the lat-
ter is the main working area of the brain, it can store only a limited amount
of information, which is forgotten after 20–30 seconds if not refreshed [14]. The
question arises how information can be processed with such limited capacity.
The human mind organizes information in interconnected schemata rather than
in isolation [13]. Those schemata, stored in long-term memory, incorporate gen-
eral concepts of similar situations [13]. Whenever situations similar to a schema
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arise, the latter is retrieved to help organizing information by creating chunks of
information that can be processed efficiently [15]. For instance, when asked to
create a process model using change patterns, a designer must create an internal
representation of the problem [8]. For this, information about the domain is re-
trieved and organized in memory using existing schemata for process modeling.
Therefore, schemata guide the comprehension process, helping to re-organize
information for its processing in working memory [15].

Problem-Solving Strategies. When confronting novices with an unfamiliar
problem they cannot rely on specialized problem solving strategies. Instead,
they must find a way to solve the problem and come up with an initial skeletal
plan [16]. Then, novices utilize general problem solving strategies, like means-
ends analysis, due to the lack of more specific strategies for the task at hand [17].
Means-ends analysis can be described as the continual comparison of the prob-
lem’s current state with the desired end product. Based on this, the next steps
are selected until a satisfying solution is found [17]. After applying the con-
structed plan, it can be stored in long-term memory as plan schema [16]. For
this, task-specific details are removed from the plan schema resulting in a plan
schema that can be automatically applied in similar situations [18]. When con-
fronted with a problem solving task in the future, the appropriate plan schema is
selected using a case-based reasoning approach [19]. The retrieved plan schema
provides the user with structured knowledge that drives the process of solving
the problem [15,19]. Plan schemata allow experts to immediately decide what
steps to apply to end up with the desired solution [20]. If the plan schema is well
developed, an expert never reaches a dead end when solving the problem [21].

Plan schemata seem to be important when creating process models based
on change patterns since change pattern cannot be combined in an arbitrary
manner. If no plan schema is available on how to combine change patterns to
create the desired process model, designers have to utilize means-ends analysis
until a satisfying solution is found. This behavior is more likely to reach in
detours, reducing the process designer’s efficiency when creating process models.

2.3 The Process of Process Modeling

During the formalization phase, process designers create a syntactically correct
process model reflecting a given domain description by interacting with the pro-
cess editor [22]. The formalization, i.e., the PPM, can be described as a cycle of
the three phases of comprehension, modeling and reconciliation [9,8].

Comprehension. In comprehension phases designers try to understand the re-
quirements to be modeled by extracting information from the task description
and the existing process model to build an internal representation of the prob-
lem in working memory [17,21]. Depending on the availability of schemata for
organizing the acquired knowledge, working memory is utilized more or less ef-
ficiently. If the process designer has solved a similar problem previously (i.e., a
plan schema for the problem is stored in long-term memory), he can directly cre-
ate the process model without any further attention on which steps to execute or
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plan next. Either way, working memory is filled with knowledge extracted from
requirements and, if available, the process model being created.

Modeling. The designer uses the internal representation developed during the
comprehension phase to materialize the solution in a process model (by creating
or changing it) [8,9]. Hence, modeling phases consist of a set of structural model
adaptations. More specifically, designers interact with the modeling environment
using change primitives such as add activity or add edge. The materialization
of a process model adaptation may require the joint application of several change
primitives. For instance, making an activity optional may require the application
of three change primitives as shown in Fig. 1A. Once all information stored in
working memory is incorporated in the process model, the designer interrupts
the modeling endeavor to incorporate additional requirements into the internal
representation [9].

Reconciliation. Designers may reorganize a process model (e.g., renaming of
activities) and utilize its secondary notation (e.g., notation of layout, typographic
cues) to enhance understandability [23]. However, the number of reconciliation
phases in the PPM depends on the designer’s ability of placing elements correctly
when creating them [9].

3 Exploratory Study

To gain a better understanding of the PPM using change patterns we conduct an
exploratory study. This section describes research questions and study design.

Research Questions. Central aim is to obtain an in-depth understanding of
the PPM when using change patterns. More specifically, we try to understand
the challenges designers are facing when using change patterns for model cre-
ation. Respective challenges can result in detours for designers on their way to
a complete process model. Detours during process modeling result in decreased
problem solving efficiency. Moreover, they might lead to modeling errors that
persist in the final model.

RQ1: What are re-occurring challenges in the usage of change patterns
that designers face and where do these challenges originate from?

The study also aims at investigating how designers experience their interaction
with the modeling environment to create process models using change pattern.

RQ2: What is the subjective perception of designers when using change
patterns for model creation?

Exploratory Study Execution. The design of the study consists of three
phases. In the first phase, demographic data is collected. In the second phase, two
modeling tasks are executed. When working on the modeling tasks all interac-
tions with the modeling environment are recorded using CEP [24].
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This allows us to replay the creation of the process model step-by-step (cf. [24,9]),
addressing RQ1. After completing the modeling tasks, Perceived Ease of Use
and the Perceived Usefulness of Technology Acceptance Model (TAM) [25] are
assessed to investigate RQ2. In addition, participating subjects are asked to
provide feedback regarding their experiences.

Subjects. The exploratory study was conducted in Innsbruck with 16 students
of a graduate course on business process management. Since designers in practi-
cal settings are often not expert designers, but rather casual designers that only
obtained a basic amount of training [26], we did not require modeling experts
for our study. Subjects obtained basic training in modeling business processes
prior to the exploratory study. In addition, they were taught theoretical back-
grounds on change patterns prior to the exploratory study, but did not have any
hands-on experience in the creation of process models using change patterns.

Modeling Tasks. For Task A, subjects received an informal requirements de-
scription and the solution of the modeling task (i.e., a process model). Subjects
had to re-model the process using change patterns. Since subjects had the cor-
rect solution available, the challenge lies in determining the patterns to use for
re-building the model and how to combine them effectively. This allowed stu-
dents to develop problem solving strategies for utilizing change pattern. Task
A was a process run by the “Task Force Earthquakes” of the German Research
Center for Geosciences [27]. Subjects were asked to model the “Transport of
Equipment” process using change patterns. The task requires sequences as well
as conditional/parallel branchings. The solution model has a nesting depth of 2.

In Task B, designers had to create a process model starting from an informal
description. This time, no solution model was made available to the subjects.
Consequently, they not only had to decide which patterns to use and how to
combine them, but additionally had to develop an understanding of the do-
main (by creating a mental model) and map it to the available change patterns.
Therefore, schemata for extracting information from the textual description were
necessary for completing the modeling task (e.g., for identifying activities). Task
B describes the pre-take off procedures for a general aviation flight under vi-
sual rules [28]. Like Task A, it comprises sequences and conditional/parallel
branchings. In terms of complexity, it only has a nesting depth of 1.

Change Pattern Set. When devising a modeling environment for model cre-
ation based on change patterns the question arises which change pattern set to
provide. While a large set offers more flexibility, it also increases complexity—
especially when mapping the mental model to the available patterns.We therefore
utilize a minimal change pattern set (for the full pattern set see [4]), which allows
designers to create all main control-flow constructs for tasks A and B (i.e., se-
quences, parallel branches, conditional branchings, and loops). The following pat-
terns were available to the designers: AP1 (Insert Process Fragment), AP2 (Delete
Process Fragment), AP8 (Embed Fragment in Loop), AP10 (Embed Process Frag-
ment in Conditional Branch), and AP13 (Update Condition). Concerning AP1,
two pattern variants were provided: Serial Insert and Parallel Insert.
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4 Challenges in the Usage of Change Patterns

This section describes the data analysis procedure applied to obtain an in-
depth understanding of re-occurring challenges during the PPM based on change
patterns, answering RQ1 it further presents obtained results for Tasks A and B.

4.1 Data Analysis Procedure

Step 1: Determine Solution Model, Distance, and Optimal Problem Solving Paths.
In a first step, for each modeling task, we create a model representing the cor-
rect solution (i.e., SS). In a next step, we establish the distance for transforming
an empty model (i.e., S0) to SS (i.e., the minimum number of change patterns
needed). Typically, the process designer has several possibilities to create a solu-
tion model SS by starting from S0 and applying a sequence of model transforma-
tions. From a cognitive perspective, each possible sequence of change patterns
that leads without detours to the correct solution constitutes an optimal problem
solving path. For example, inserting region R4 of Task B in Fig. 2B starting from
an empty modeling canvas can be achieved in different ways with a minimum
number of 4 change patterns (e.g., S′ can be created by first inserting R4.1,
next embedding R4.1 in a conditional branch, then inserting R4.2, and finally
updating the transition condition).

R1 R2 R3 R5 R6

R9

R13 R14

R17

R10

R8

R11

R7

R19

R16
R18

R4
R12

R15

R6R5 R8
R4.1

R4.2

R1 R2 R3 R4 R7

A)

B)

Fig. 2. Solution Models for Tasks A and B

Step 2: Determine Deviations from Optimal Problem Solving Path. To iden-
tify potential challenges designers were facing we analyze their problem solving
paths for both modeling tasks using the replay functionality of CEP. For this, for
each process designer we compare the problem solving path P0,S (i.e., sequence of
patterns to transform S0 to SS) and capture deviations from the optimal prob-
lem solving path. Respective deviations can be detours the designer takes until
coming up with the correct solution. Deviations quantify how efficient the cho-
sen problem solving strategy is—denoted as process deviations. However, devia-
tions can also be discrepancies between the model created by designers and the
solution model SS , denoted as product deviations. Fig. 3 shows the problem solv-
ing path of one process designer, who managed to model region R4 of Task B in
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PO,S = <Serial Insert(R4.1), Embed in Conditional Branch (R4.1), 
Serial Insert (R4.2),  Undo Serial Insert (R4.2),
Serial Insert (R4.2), Update Condition>

Fig. 3. Problem Solving Path with 2 Process Deviations

Fig. 2B correctly (i.e., 0 product deviations), but made a detour of 2 change pat-
terns (crossed out lines) before reaching the solution (i.e., the solution path P0,S

comprises 2 superfluous change patterns summing up to 2 process deviations).
Step 3: Classification of Deviations and Aggregation of Deviations. In Step 3,

using the replay functionality of CEP, deviations are mapped to regions of the
process model and reasons for every deviation are identified (e.g., misinterpreta-
tion of the textual description, problems with usage of patterns) in an iterative
consensus-building process [29]. Moreover, to obtain an overview of which model
parts caused most difficulties we aggregate for each task deviations per region.

4.2 Results Related to Task A

Regarding Task A, a minimum of 18 operations is needed to create the correct
solution model (cf. Fig. 2A). Overall, we identified 254 deviations—232 process
deviations (i.e., detours in the modeling process) and 22 product deviations (i.e.,
deviations of the final models from the solution model) (cf. Table 1). Process
deviations per process designer ranged from 0 to 58, with an average of 13.4
deviations. In turn, product deviations ranged from 0 to 8 per process designer,
with an average of 1.3 deviations.

Table 1. Overview of Results for Task A and Task B

Overview of deviations Task B
R7 R19 Overall

Overall deviations (Total) 20 234 254 133
Process deviations (Total) 18 214 232 88
Product deviations (Total) 2 20 22 45
Overall deviations (Avg. / designer) 1.3 14.6 15.9 8.3
Process deviations (Avg. / designer) 1.1 13.4 14.5 5.5
Product deviations (Avg. / designer) 0.1 1.3 1.4 2.8

Wrong pattern, wrong parameters 13 61 74 36
Pattern testing/learning; trials 4 79 83 10
Problems with pattern implementation 0 0 0 30
Problems with identification of activities NA NA NA 12
Dead end and dead end resolution 0 57 57 0
Other 1 17 18 0

Task A

Deviations per category

Most of the designers started the modeling with little problems (i.e., from the
232 process deviations only 18 are related to region R7) that were mostly caused
by wrong pattern usage (e.g., loop instead of conditional) or wrong parameter
settings (e.g., activity inserted at wrong position). The remaining 214 deviations
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occurred in region R19, which only comprises two activities more than R7, but
has higher structural complexity. Interestingly, when combining the patterns in
an optimal way, the creation of both parts requires a similar number of change
patterns (i.e., 7 patterns for R7 and 11 patterns for R19). When analyzing the
process deviations related to R19, it turned out that process designers especially
faced difficulties in creating region R16. Its nested structure forces designers to
apply patterns in a certain ordering (i.e., requires an effective problem solving
strategy including look ahead). For example, assuming that R8, R9, and R10
have already been inserted, the insertion of R13 in parallel to the already in-
serted regions leads to a dead end (i.e., the solution model can only be reached
by deleting already created parts). Most designers (11 out of 16) ended up at
least once in a dead end when trying to create the solution model. 3 of these 11
designers did not try to resolve the dead end, i.e., R16 is modeled incorrectly
in their final models. The remaining designers (8 out of 11) tried to resolve the
dead end by backtracking in the modeling process (i.e., 57 deviations). Partially,
it took them several trials until they found a problem solving strategy suitable
for constructing the respective fragment (i.e., 79 deviations). Strategies for con-
structing R16 included the usage of dummy activities and experiments to test
and learn the functioning of the patterns. In turn, 5 out of 16 designers faced
relatively little difficulties with the creation of this fragment since their initial
strategy turned out to be effective, i.e., they were able to build the solution
model in a straight-forward manner. In addition to problems related to the cre-
ation of R16, process deviations were caused in the context of single activities of
region R19. Again, the usage of wrong patterns or wrong parameter values was
the primary source of deviations (i.e., 61 deviations).

4.3 Results Related to Task B

Regarding Task B, a minimum of 19 change operations is needed to create the
correct solution model. Overall, we identified 133 deviations, 88 process devi-
ations and 45 product deviations (cf. Table 1). Process deviations per process
designer ranged from 1 to 17 with an average of 5.5 deviations. Product devi-
ations per designer ranged from 0 to 5 deviations with an average of 2.8 devi-
ations. Product deviations were partially caused by ambiguities in the textual
description, partially by mismatches between the textual description and the
final models and presumably rather stem from problems with the domain than
from actual pattern usage. Since subjects did not have a process model given as
a template like in Task A, but had to build the model themselves starting from
an informal requirements description, it is little surprising that the percentage
of product deviations is much higher compared to Task A. Regarding process
deviations, for 12 out of 88, there is clear evidence that they stem from prob-
lems with the domain rather than from problems caused by pattern usage (i.e.,
subjects were not sure whether to include certain model parts as activities and
presumably lacked schemata for information extraction). For 30 out of 88 pro-
cess deviations, there are clear indications that they were caused by problems in
pattern usage. As detailed later on, all these deviations occurred in the context
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of region R4 and are the result of tooling problems, i.e., caused by patterns im-
plementation. Additional 10 deviations seem to stem from problems in pattern
usage and were caused by process designers testing the functioning of certain
patterns. In turn, the remaining 36 deviations were caused by process designers
initially selecting the wrong patterns (e.g., embedding an activity in a loop in-
stead of embedding it in a conditional branch), and by using the correct pattern
with incorrect parameters (e.g., inserting the correct activity at a wrong posi-
tion). Even though most of these deviations rather seem to be domain related,
we cannot conclude with certainty from our data whether this indicates prob-
lems caused by pattern usage (i.e., mapping the mental model to the available
patterns) or problems with the domain (i.e., incorrect mental model).

Fig. 4. Problem with Combined Pattern Usage

Overall, subjects faced relatively little problems related to the usage of pat-
terns when working on Task B. In particular, they did not have any notable
problem when inserting activities in a sequence, making an activity optional, or
inserting an activity in parallel to another one. The only exception was a region
with two exclusive branches, which caused significant problems (cf. R4 in Fig. 4).
To model this region correctly, process designers had to first insert one of the
activities using pattern Serial Insert, subsequently use pattern Embed Process
Fragment in Conditional Branch to make the previously inserted activity op-
tional, then use pattern Serial Insert to insert the second activity, and finally
use pattern Update Condition to insert a transition condition. Even though the
subjects started correctly in the construction of this region—problems with the
automatic layout—CEP made 5 out of 16 process designers think that the sec-
ond Serial Insert pattern has not been applied correctly resulting into partially
long detours (cf. Fig. 4). As a consequence, they tried to apply the pattern sev-
eral times even though their initial solution would have been correct. 4 of the
5 process designers facing this problem realized after a few trials that the pat-
tern had been applied correctly. Just 1 of 5 process designers, however, created
a workaround solution that correctly reflected the requirements, but was a bit
more complicated than the optimal solution (i.e., instead of creating one process
fragment with two conditional branches, this designer created two process frag-
ments with one optional activity each). Overall 30 out of 88 process deviations
were caused by this problem. Interestingly, when faced with the same modeling
structure later in the modeling process again (i.e., R7), the process designers
did not have these problems anymore, but apparently learned how to use the
patterns in combination to model such construct (4 process designers) or how to
circumvent the situation with a workaround (1 process designer). While process
designers had no problem solving strategy available when constructing R4, they
could rely on the plan schemata developed in R4 for the construction of R7.
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5 Subjective Perception of Model Creation

This section addresses research question R2 which deals with the subjective
perception of process designers using change patterns. We investigate their ease
of use and perceived usefulness for creating process models and discuss feedback
provided by the participants after the exploratory study.

5.1 Perceived Ease of Use and Perceived Usefulness

To assess in how far process designers with moderate process modeling knowledge
consider the CEP change pattern modeler as easy to use and useful, we asked
them to fill out the Perceived Ease of Use and the Perceived Usefulness scales
from the Technology Acceptance Model (TAM) [25] after the modeling session.
Both scales consist of six 7-point Likert items, ranging from Extremely likely (1)
over Neither Likely nor Unlikely (4) to Extremely Unlikely (7). On average, for
the Perceived Ease of Use scale the process designer responded with 2.88, which
approximately relates to Slightly Likely (3). For the Perceived Usefulness scale, in
turn, the process designer in average responded with 3.49, which approximately
relates to Slightly Likely (3). Hence, we conclude that process designers find it
in average slightly likely that it would be easy to learn and use change patterns.

5.2 Qualitative Feedback Regarding Change Pattern Usage

We additionally asked participants for qualitative feedback with the usage of
change patterns. The obtained feedback revealed usability issues, which are in
line with the results reported in Sect. 4.2 and 4.3, and which at least partially
explain why perceived ease of use and perceived usefulness did not receive better
scores. The qualitative evaluation shows that perceived ease of use and perceived
usefulness of the patterns heavily depends on process characteristics. Several de-
signers stated that they perceive change patterns especially useful for models
that are rather simple, since in this case change patterns allow them to speed up
modeling. For more complex models (e.g., highly nested models), process design-
ers rather prefer using change primitives, since this gives them more flexibility:
“I like both ways of working, with patterns and without. After getting a bit used
to the patterns I find them easier to not let me make mistakes, for thinking and
sketching I find the other approach easier.” Since the available pattern set was
limited, process designers were partially forced to delete big fragments when
their problem solving strategy turned out to be ineffective (cf. Sect. 4.2 and
4.3). This was especially true for model regions with complex structure requir-
ing more sophisticated problem solving strategies on how to combine patterns.
This is reflected by the following statement of one participant: “From my point
of view, it always depends on whether the process is clear, which makes it easy
to use change patterns. However, if the process somehow is really complex and
it’s hard to think about everything before starting to model a process it’s better to
avoid using change patterns, since once you’ve model something wrong, it could
happen that you have to remodel many parts of the process.” This statement
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indicates that limitations of working memory might be a bottleneck, especially
when designers lack schemata for efficiently extracting and processing informa-
tion and problem solving strategies on how to best combine patterns. To combine
the strength of patterns-based modeling and the modeling of change primitives,
designers expressed the wish for a modeling environment allowing for the com-
bination of both modeling styles:“If the change pattern functionality would be
included into standard modeling tools it would be a very useful addition”.

6 Discussion and Limitations

This section discusses the results and presents limitations that pose potential
threats to their validity.

6.1 Discussion

The results described in Sect. 4 reveal that simple control flow structures with-
out any nesting can be well managed by most designers. Presumably, designers
were able to quickly develop plan schemata for simple models. In general, only
few problems, which can be directly attributed to pattern usage, could be ob-
served for model parts without any nesting. Even when faced with the modeling
environment for the first time, subjects did not have any notable problems when
inserting activities in sequences, making an activity optional, or inserting an
activity in parallel. There was only one exception where detours in the modeling
process were caused by a poor implementation of the graphical layout of the CEP
modeler, which will be addressed in a future version of this software to improve
perceived ease of use. Faced with more complex control flow structures, in turn,
the structural restrictions imposed by modeling based on change patterns led
to considerable problems with model construction partially resulting into long
detours or incorrect models. These findings are underlined by feedback of the
participants who appreciate the correctness-by-construction guarantees, but feel
restricted when faced with complex control flow constructs (cf. Sect. 5). Clearly,
designers could not rely on existing plan schemata for such complex structures,
forcing designers to apply means-ends analysis for solving the problem.

Difficulties faced by process designers can partially be explained by the avail-
able patterns set. Even though the patterns available to process designers cover
all basic control-flow patterns (i.e., sequence, exclusive/parallel branchings, and
loops), the pattern set we used turned out to be insufficient for efficient model
construction. Especially in the context of Task A most process designers had
to delete parts of their model due to dead ends when trying to construct re-
gion R16. Having a pattern Move Process Fragment [4] available would presum-
ably address many of the challenges faced by process designers and facilitate
resolution of dead ends. Therefore, we plan to extend CEP and to conduct an-
other study to test whether this will lead to the expected benefits and improve
perceived ease of use and usefulness of change patterns modeling.
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6.2 Limitations

As every research, this work is subject to limitations. The fact that the sample
size (16 participants) was relatively small certainly constitutes a threat regarding
the generalization of our results. In addition, using students instead of profes-
sionals poses another validity threat. However, we are mildly optimistic about
the usefulness of the presented insights on the basis of modeling behavior of
graduate students, since [30] identified that such subjects perform equally well
in process modeling tasks as some professional designers. However, we acknowl-
edge that process designers experienced with the usage of change patterns will
presumably face less problems during model creation. Another limitation re-
lates to the fact that we used only two different modeling tasks (with different
complexity) in our study. The analysis indicated that difficulties during model
creation strongly depend on model characteristics. It is questionable in how far
results may be generalized to models with different characteristics. As a conse-
quence, we plan additional experiments testing the influence of model structure
on difficulties in change pattern usage. For some of the deviations in the context
of Task B we cannot conclude with certainty from our data whether the prob-
lems were caused by pattern usage or insufficient domain knowledge. To single
out these factors we will conduct further studies with a setup as suggested in [8].
Regarding the internal validity, to alleviate the thread related to the classifica-
tion of reasons for deviations, a consensus-building process [29] was performed
by two authors of the paper.

7 Related Work

Our work is closely related to research on the PPM and process model creation
patterns. Research on the process of modeling typically deals with interaction of
different parties focusing on structured discussions among system analysts and
domain experts [31,22]. The procedure of developing process models in a team
is analyzed in [32] and characterized as negotiation process. Participative mod-
eling is discussed in [33]. Each of these works builds on observations of modeling
practice and distills normative procedures for steering the process of modeling
toward successful completion. Hereby, the focus is on the effective interaction be-
tween the involved stakeholders. Our work is complimentary to this perspective
through its focus on the formalization of the process model. The interactions
with the modeling environment have been investigated in [11], identifying three
distinct modeling styles. In turn, [10] demonstrates that a structured modeling
style leads to models of better quality, and [11,34] suggest different visualization
techniques for obtaining an overview of the PPM. [35] investigates the PPM
using eye movement analysis. Common to all these works is the focus on interac-
tions with the modeling environment using change primitives, while this paper
investigates the use of change patterns. Also related to our work is the usage
of change patterns for process schema creation. For example, AristaFlow allows
modeling a sound process schema based on an extensible set of change pat-
terns [12]. In turn, [36] describes a set of pattern compounds, similar to change
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patterns, allowing for the context-sensitive selection and composition of work-
flow patterns during process modeling. Complementary to existing research on
process model creation based on patterns, which has a strong design focus, this
paper provides first empirical insights into the usage of change patterns.

8 Summary

While work related to the PPM has emerged as a new stream of research in re-
cent years, little is known about this process when utilizing change patterns. In
this exploratory study we investigate the challenges, process designers are facing
when creating process models based on change patterns as well as their sub-
jective perception regarding the usage of these patterns. Our results show that
process designers face relatively little difficulties when creating simple control-
flow structures. When faced with more complex process structures, the structural
restrictions imposed by change patterns caused considerable problems for most
of the process designers. Building respective structures efficiently (i.e., without
detours) requires process designers to look ahead, since patterns cannot always
be arbitrarily combined. This need for looking ahead is a fundamental differ-
ence compared to process model creation using change primitives and did not
only lead to observable difficulties, but was also perceived as challenging and
restrictive by subjects. The exploratory study not only confirmed that the cre-
ation of process models using change patterns impacts the PPM, but also gives
advice regarding the improvement of the modeling approach based on change
patterns. In particular, it showed that a basic set of change pattern as used for
the exploratory study is not sufficient for efficient model creation.
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Abstract. The design time specification of dynamic processes can be
time-consuming and error-prone, due to the high number of tasks in-
volved and their context-dependent nature. Such processes frequently
suffer from potential interference among their constituents, since re-
sources are usually shared by the process participants and it is difficult to
foresee all the potential tasks interactions in advance. Concurrent tasks
may not be independent from each other (e.g., they could operate on
the same data at the same time), resulting in incorrect outcomes. To
address these issues, we propose an approach that exploits partial-order
planning algorithms for automatically synthesizing a library of process
template definitions for different contextual cases. The resulting tem-
plates guarantee sound concurrency in the execution of their activities
and are reusable in a variety of partially-known contextual environments.

1 Introduction

Current workflow technology is based on the idea that there always exists an
underlying fixed process that can be used to automate the work [1]. Once iden-
tified, a process is formalized into a process model which captures every possible
case (i.e., process instance) to be executed at run-time through a Process Man-
agement System (PMS). This approach works for processes where procedures
are well known, repeatable and can be planned in advance with some level of
detail. In recent years, the need to deal with dynamic processes and provide
support for flexible process management has emerged as a leading research topic
in the Business Process Management (BPM) domain [2]. In a dynamic process,
the sequence of tasks depends heavily on the specifics of the context (e.g., which
resources are available and what particular options exist at the time), and it is
often unpredictable how the process will unfold. The design-time specification
of all possible cases requires an extensive manual effort for the process designer,
who has to anticipate all potential alternatives into the process model, in an
attempt to deal with the context dependent nature of these processes (cf. Sec-
tion 2). Such processes do not have the same level of repeatability of classical
business processes, and the execution changes on a case-by-case basis, generating
instances that are different almost every time, depending on the context.

In this paper, we present an approach that allows us to automatically synthe-
size a library of process templates starting from a representation of the contextual
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domain in which the process is embedded in and from an extensive repertoire
of tasks defined for such a context. A template depicts the best-practice proce-
dure drawn up with whatever contextual information available at the time; it
describes a recommended control flow for the process that can be enacted in a
range of states satisfying the context conditions. In order to build process tem-
plates, we make use of partial-order planning algorithms (aka POP [3]), which
guarantee some interesting properties in the construction of the template:

– Sound concurrency. A template has the property of sound concurrency in
the execution of its concurrent activities, that are proven to be effectively
independent one from another (i.e., at runtime there is no risk of interference
between concurrent tasks, since they cannot affect the same data).

– Executability in partially known environments. Once synthesized, a template
can be executed in several starting states, since it (usually) requires a frag-
ment of the knowledge of the starting state to successfully achieve its objec-
tives. We identify the weakest preconditions of process templates, and all the
states satisfying such preconditions are good candidates for executing them.

We exploit the idea behind POP of representing flexible plans that enables defer-
ring decisions. Instead of committing prematurely to a complete, totally ordered
sequence of actions, plans are represented as a partially ordered set, and only
the required ordering decisions are recorded. A process template is generated on
the basis of such a set of activities, and we are able to identify what knowledge
about the starting state is required for successful template execution. Moreover,
we build step-by-step a library of process template specifications and support
efficient retrieval of appropriate templates in partially known environments.

2 A Running Example

Let us consider the emergency management scenario described in Fig. 1(a). It
concerns a train derailment and depicts a map of the area (as a 4x4 grid of
locations) where the disaster happened. We suppose that the train is composed
of a locomotive (located in loc33 ) and two coaches (located in loc32 and loc31
respectively). The goal of an incident response plan defined for such a context
is to evacuate people from the coach located in loc32, to extinguish a fire in
the coach in loc31 and finally to take pictures for evaluating possible damages
to the locomotive, located in loc33. Thus, a response team can be sent to the
derailment scene. The team is composed of four first responders (in the remain-
der, we refer to them as actors) and two robots, initially located in loc00. We
assume that actors are equipped with mobile devices (for picking up and exe-
cuting tasks) and provide specific capabilities. For example, actor act1 is able
to extinguish fires, while act2 and act3 can evacuate people from train coaches.
The two robots, instead, may take pictures and remove debris from specific lo-
cations. Each robot has a battery and each action consumes a given amount of
battery charge. When the battery of a robot is discharged, actor act4 can charge
it. Fig. 1(b) summarizes the above.
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Fig. 1. Area and context of the intervention

The definition of an incident response plan as a business process involves a
dynamically selected set of activities to be executed on the field by the first
responders. Since the process may be different every time it is defined because
it strictly depends on the actual contextual information (the positions of ac-
tors/robots, the battery level of robots, etc.), it is unrealistic to assume that
the process designer can pre-define all the possible process models for dealing
with this environment (apparently simple). Moreover, if contextual data describ-
ing the environment are known, the synthesis of a process dealing with such an
environment is not straightforward, as the correctness of the process model is
constrained by the values (or combination of values) of contextual data. A simple
approach to solving our problem is to build a process as a sequence of activities,
e.g., the sequence of actions shown in Fig. 2. However, this solution is highly
“inefficient”, as many actions are independent, and they could be executed con-
currently to reduce intervention time; e.g., a robot could take pictures in parallel
with the extinguishing of the fire in loc31. But, at the same time, a process de-
signer may find it difficult to organize activities for concurrent execution, since
each action, for its executability, depends on the values of contextual data (e.g., a
robot needs enough battery charge for moving into a location and taking pictures
or removing debris). Also dependencies between actions play a key role in the
definition of the process model (e.g., in order to evacuate people at loc32, a robot
must have removed the debris beforehand). Finally, a process designer tends to
represent more contextual information than that strictly needed for defining a
process. For example, the process in Fig. 2 does not involve actor act3, meaning
that any information concerning act3 (e.g., its capabilities, its location, etc.) is
not required for synthesizing and executing the process. To overcome the above
issues, we propose a solution that involves exploiting partial-order planning for
generating a library of process templates for different contextual cases. Our tem-
plates provide sound concurrency in the execution of their activities and are
executable in partially known environments.
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Fig. 2. A process dealing with the scenario of Fig. 1

3 Partial-Order Planning

Planning systems are problem-solving algorithms that operate on explicit repre-
sentations of states and actions. The standard representation language for classi-
cal planners is known as the Planning Domain Definition Language (PDDL [4]);
it allows us to formulate a problem PR through a set of possible actions, the
description of the initial state of the world initPR and of the desired goal condi-
tion goalPR. The set of all action definitions Ω is the domain PD of the planning
problem. Each action a ∈ Ω has a preconditions list (stating the atomic condi-
tions under which an action can be executed) and an effects list to be applied on
the state of the world, denoted respectively as Prea and Effa. A planner that
works on such inputs generates a sequence of actions (the plan) that corresponds
to a path from the initial state to a state meeting the goal condition.

In this paper, we focus on Partial-Order Planning (POP) [3], a specific kind
of plan-space search algorithm. A plan space is an implicit directed graph whose
nodes are partially specified plans and whose edges correspond to refinement op-
erations that further complete a partial plan, i.e., to achieve an open goal or to
remove possible inconsistencies. POP takes as input a PDDL planning problem
and searches the space of partial plans without committing to a totally ordered
sequence of actions. Basically, a partial plan is a tuple P = (A,O,CL), where
A ⊆ Ω is a set of (ground) actions, O is a set of ordering constraints over A,
and CL is a set of causal links over A. Ordering constraints O are of the form
a ≺ b, which is read as “a before b” and means that action a must be executed
sometime before action b, but not necessarily immediately before. Causal links

CL may be represented as c
p−→ d, which is read as “c achieves p for d” and means

that p is an effect of action c and a precondition for action d. A precondition
without a causal link requires further refinement to the plan to establish it, and
is considered to be an open condition in the partial plan. A classical POP algo-
rithm starts with a null partial plan P and keeps refining it until a solution plan
is found. The null partial plan contains two dummy actions a0 ≺ a∞ where the
preconditions of a∞ correspond to the top level goals goalPR of the problem, and
the effects of a0 correspond to the conditions in initPR. Intuitively, a refinement
operation avoids adding to the partial plan any constraints that are not strictly
needed for addressing the refinement objective. This is called the least commit-
ment principle [3], and its advantage is that decisions about action ordering are
postponed until a decision is forced; constraints are not added to a partial plan
unless strictly needed, thus guaranteing flexibility in the execution of the plan
and by allowing actions to run concurrently. A consistent plan is defined as a
plan with no cycles in the ordering constraints and no conflicts with the causal
links. A consistent plan with no open conditions is a solution [3].
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4 Process Templates

The synthesis of a dynamic process requires a tight integration of process ac-
tivities and contextual data in which the process is embedded in. The con-
text is represented in the form of a Domain Theory D, that captures a set
of tasks ti ∈ T (with i ∈ 1..n) and supporting information, such as the peo-
ple/agents that may be involved in performing the process (roles or partici-
pants), the data and so forth. Tasks are collected in a specific repository, and
each task can be considered as a single step that consumes input data and pro-
duces output data. Data are represented through some ground atomic terms
v1[y1], v2[y2], ..., vm[ym] ∈ V that range over a set of tuples (i.e., unordered sets
of zero or more attributes) y1, y2, . . . ym of data objects, defined over some data
types. In short, a data object depicts an entity of interest; for example, in our
scenario we need to define data objects for representing participants (e.g., data
type Participant = {act1, act2, act3, act4, rb1, rb2}), capabilities (e.g., data
type Capability = {extinguisher,movement, . . . hatchet}) and locations in the
area (e.g., data type Location = {loc00, loc10, . . . loc33}). Each tuple yj may
contain one or more data objects belonging to different data types. The do-
main dom(vj [yj ]) over which a term is interpreted can be of various types: (i)
Boolean: dom(vj [yj]) = {true, false}, (ii) Integer : dom(vj [yj ]) = Z, (iii) Func-
tional : the domain contains a fixed number of data objects of a designated type.
Terms can be used to express properties of domain objects (and relations over
objects). In our example, we may need boolean terms for expressing the pres-
ence of a fire in a location (e.g., fire free[loc : Location] = (bool : Boolean)),
integer terms for representing the battery charge level of each robot (e.g.,
battery level[prt : Participant] ∈ Z) or functional terms for recording the po-
sition of each actor in the area (e.g., at[prt : Participant] = (loc : Location)).
Moreover, since each task has to be assigned to a participant that provides
all of the skills required for executing that task, there is the need to con-
sider the participants “capabilities”. This can be done through a boolean term
provides[prt : Participant, cap : Capability] that is true if the capability cap is
provided by prt and false otherwise.

Each task is annotated with preconditions and effects. Preconditions can be
used to constrain the task assignment and must be satisfied before the task is
applied, while effects establish the outcome of a task after its execution. Note
that, as shown in Fig. 3(a), our approach treats each task as a “black box”
and no assumption is made about its internal behavior (we consider the task
execution as an instantaneous activity).

Definition 1. A task t[x] ∈ T consists of:

– a tuple of data objects x as input parameters;
– a set of preconditions Pret, represented as the conjunction of k atomic con-

ditions defined over some specific terms, Pret =
∧

l∈1..k pretl . Each pretl
can be represented as {vj[yj ] op expr}, where:
• vj [yj ] ∈ V is an atomic term, with yj ⊆ x, i.e., admissible data objects
for yj need to be defined as task input parameters;
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• An expr can be a boolean value (if vj is a boolean term); an input
parameter identified by a data object (if vj is a functional term); an
integer number or an expression involving integer numbers and/or terms,
combined with the arithmetic operators {+,-} (if vj is a integer term);
• op ∈ {<,>,==,≤,≥} is a relational operator.

– a set of deterministic effects Efft, represented as the conjunction of h atomic
conditions defined over some specific terms, Efft =

∧
l∈1..h efftl. Each efftl

(with l ∈ 1..h) can be represented as {vj [yj ] op expr}, where:
• vj [yj ] ∈ V and expr are defined as for preconditions.
• op ∈ {=,+=,-=} is used for assigning (=) to a term a value consistent
with the expr field or for incrementing (+ =) or decrementing (− =)
an integer term by that value.

For example, the task Go described in Fig. 1(c) involves two parameters from
and to of type Location and a parameter actor of type Participant. An instance
of Go can be executed only if actor is currently at the starting location from
and provides the required capabilities for executing the task. As a consequence
of task execution, the actor moves from the starting to the arrival location, and
this is reflected by assigning to the term at[actor] the value to in the effect.

Modeling a business process involves representing how a business pursues its
objectives/goals. The goal may vary depending on the specific Process Case
C to be handled. A case C reflects an instantiation of the domain theory D
with a starting condition initC and a goal condition goalC. Both conditions are
conjunctions of atomic terms. We do not assume complete information about
initC; this means we allow a process designer to instantiate only the atomic
terms necessary for representing what is known about the starting state, i.e.,
initC = {v1[y1] == val1 ∧ ... ∧ vj [yj ] == valj}, where valj (with j ∈ 1..m)
represents the j-th value assigned to the j-th atomic term. Fig. 1(b) shows a
portion of initC concerning the scenario depicted in Fig. 1(a). The goal is a
condition represented as a conjunction of some specific terms we want to make
true through the execution of the process. For example, in the scenario shown
in Section 2, the goal has to be represented as : goalC = {fire free[loc31] ==
true∧ evacuated[loc32] == true∧ photo taken[loc33] == true}. The syntax of
goal conditions is the same as for tasks preconditions.

A state is a complete assignment of values to atomic terms in V. Given a case
C, an intermediate state stateCi

is the result of i tasks performed so far, and
atomic terms in V may be thought of as “properties” of the world whose values
may vary across states.

Definition 2. A task t can be performed in a given stateCi
(and in this case we

say that t is executable in stateCi
) iff stateCi

� Pret, i.e. stateCi
satisfies the

preconditions Pret for the task t.

Moreover, if executed, the effects Efft of t modify some atomic terms in V
and change stateCi

into a new state stateCi+1
= update(stateCi

, Efft). The
update function returns the new state obtained by applying effects Efft on
the current state stateCi . Starting from a domain theory D, a Process Template
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Fig. 3. Task anatomy (a), causality (b) and concurrency (c) in a process model

captures a partially ordered set of tasks, whose successful execution (i.e., without
exceptions) leads from initC to goalC. Formally, we define a template as a directed
graph consisting of tasks, gateways, events and transitions between them.

Definition 3. Given a domain theory D, a set of tasks T and a case C, a
Process Template PT is a tuple (N,L) where:

– N = T ∪ E ∪W is a finite set of nodes, such that :
• T is a set of tasks instances, i.e., occurrences of a specific task t ∈ T in
the range of the process template;
• E is a finite set of events, that consists of a single start event � and a
single end event �;
• W = WPS ∪WPJ is a finite set of parallel gateways, represented in the
control flow with the � shape with a “plus” marker inside.

– L = LT ∪LE ∪LWPS ∪LWPJ is a finite set of transitions connecting events,
task instances and gateways:
• LT : T → (T ∪WPS ∪WPJ ∪ �) • LE : �→ (T ∪WPS ∪ �)
• LWPS : WPS → 2T • LWPJ : WPJ → (T ∪WPS ∪ �)

The constructs used for defining a template are essentially a subset of the BPMN
notation [5], a graphical language designed to specify a process in a standardized
way. Intuitively, an execution of the process starts at � and ends at�; a task is an
atomic activity executed by the process; parallel splits WPS open parallel parts
of the process, whereas parallel joins WPJ re-unite parallel branches. Transitions
are binary relations describing in which order the flow objects (tasks, events and
gateways) have to be performed, and determine the control flow of the template.
For example, in Fig. 3(b) we have a relation of causality between tasks ta and
tb, stating that ta must take place before tb happens as ta achieves some of tb’s
preconditions.

An important feature provided by a process template is concurrency, i.e.,
several tasks can occur concurrently. In Fig. 3(c) an example of concurrency
between t1 and t2 is shown. In order to represent two or more concurrent tasks
in a template, the process designer makes use of the parallel gateways, that in-
dicate points of the template in which tasks can be carried out concurrently. A
linearization of a process template is any linear ordering of the tasks that is con-
sistent with the ordering constraints of the template itself [6]; i.e., a linearization
of a partial order is a potential execution path of the template from the start
event � to the end event �. For example, the template in Fig. 3(c) has two
possible execution paths r1 = [�; ta; t1; t2; tb;�] and r2 = [�; ta; t2; t1; tb;�].
Definition 4. Given a process template PT and an initial state stateC0

� initC,
a state stateCi is said to be reachable with respect to PT iff there exists an



284 A. Marrella and Y. Lespérance

execution path r = [�; t1; t2; ...tk;�] of PT and a task ti (with i ∈ 1..k) such that
stateCi

= update(update(. . . update(stateC0
, Efft1) . . . , Effti−1), Effti).

Definition 5. A task t1 affects the execution of a task t2 (t1 � t2) iff there
exists a reachable state stateCi

of PT (for some initial state stateC0
) such that:

(i) stateCi
� Pret2 (ii) update(stateCi

, Efft1) � Pret2

This means that Efft1 modify some terms in V that are required as preconditions
for making t2 executable in stateCi

.

Definition 6. Given a process template PT, a case C and an initial state
stateC0 � initC, an execution path r = [�; t1; t2; ...tk;�] (where k = |T |) of
PT is said to be executable in C iff:
(i) stateC0

� Pret1 (ii) for 1 ≤ i ≤ k−1, update(stateCi−1
, Effti) � Preti+1

(iii) update(stateCk−1
, Efftk) = stateCk

� goalC

Definition 7. A process template PT is said to be executable in a case C iff
any execution path of PT is executable in C.

Definition 8. Given a process template PT, a task tx is said to be concurrent
with a task tz iff there exist two execution paths r1 and r2 of PT such that
r1 = [�; t1; t2; ...; tx; ...; tz; ...;�] and r2 = [�; t1; t2; ...; tz; ...; tx; ...;�].
Definition 9. Two concurrent tasks t1 and t2 are said to be independent (t1 ‖
t2) iff t1 � t2 and t2 � t1; that is, t1 does not affect t2 and vice versa.

5 On Synthesizing a Library of Process Templates

Our approach is focussed on the development and use of a library of process
templates. These are reusable processes that achieve specified goals of interest
in any starting state that satisfies the template’s required preconditions. Specif-
ically, we focus on the use of a POP-based tool that can synthesize complex
concurrent process models, while ensuring that concurrent tasks never interfere.
The process designer’s role is to specify the domain and context in which the
template may be executed. Our POP-based tool can then be used to synthesize
some candidate process models for the template. If the tool fails to generate a
process model or the generated processes are of insufficient quality (e.g., they
are too time consuming, unreliable, or lack concurrency), the designer can refine
the domain theory and case to obtain better solutions. Once a satisfactory
template has been obtained, it is added to the library. The POP-based tool
automatically identifies the required preconditions for the template to achieve
its goal, meaning the template can be reused whenever a case that matches the
template’s preconditions arises. The designer maintains the template library over
time, in order to have templates that handle effectively most the cases that arise.

The General Framework. Our approach to the definition of a process
template (cf. Fig. 4) requires a fundamental shift in how one thinks about
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Fig. 4. Overview of the general approach

modeling business processes. Instead of defining a process model “by hand”,
the process designer has to address her/his efforts to specifying the Domain
Theory D and the Case C to be handled. In particular, s/he has to “guess”
the starting condition initC, by instantiating only those atomic terms needed
for depicting the context s/he has in mind. This means that initC can be
partially specified, i.e, not all terms need to be instantiated with some value.
Example. Let us consider the scenario depicted in Section 2, represented
with a Domain Theory D1 and a goal condition goalC1

= {fire free[loc31]==
true ∧ evacuated[loc32]== true ∧ photo taken[loc33]== true}. Since the
process designer may be interested in an emergency process that involves the
fewest participants, s/he can start by modeling a starting condition initC1

with
information involving only actors act1 and act2 and the robot rb1, while terms
involving act3, act4 and rb2 are not explicitly instantiated in initC1

.
A specific module named PC2PR is in charge of converting the Domain Theory

D and the Case C just defined into the corresponding Planning Domain PD
and Planning Problem PR specified in PDDL version 2.11 (cf. [4]). Basically,
PC2PR implements a function fPC2PR : (D, initC, goalC) → (PD, initPR, goalPR).
Since the use of classical partial-order algorithms for synthesizing the template
requires the initial state of PR to be a complete state, we make the closed world
assumption [7] and assume that every atomic term vj [yj ] that is not explicitly
specified in initC is assumed to be false (if vj [yj] is a boolean term) or “not
assigned” (if vj [yj ] is a integer or a functional term) in initPR. At the heart
of our approach lies a library of process templates built for specific planning
domains and problems/cases. If library templates exist for the current values of
PD and PR, we can retrieve an appropriate template and allow to execute it
through an external PMS. However, if no template exists for the current values
of PD and PR, we can invoke an external POP planner on these same inputs. The
planner will try to synthesize a plan fulfilling the goal condition goalPR. If the

1 PDDL 2.1 enables the representation of realistic planning domains, which include
operators with universally quantified effects and numeric fluents. However, our for-
malism does not currently handle conditional effects nor negative preconditions.
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planner is unable to find a plan, this suggests there are some missing elements
in the definition of the Domain Theory D or in the Case C. Hence, to address
this particular case, one can try to refine the case C and add information so that
it becomes possible to generate a plan. There are many ways to strengthen a
problem description, such as adding to the starting condition initC some terms
initially ignored (e.g., to specify the position of every participant), or adding new
objects in D or new activities in T (e.g., if a task for extinguish fire is missing).
Our approach assumes that one specifies the context step-by-step, and requires
the process designer to contribute to the system. Example. If the planner is
invoked with initPR1

(devised by applying fPC2PR on the triple D1, initC1
, goalC1

),
it will not be able to find any plan for the specific problem. This is because rb1
does not have enough battery charge for moving, taking pictures and removing
debris. The designer can try to add new information to the problem description
by instantiating in initC1 all those atomic terms related to actor act4, the only
one able to charge robot batteries, and devises a new starting condition initC2

(and, consequently, a new initial planning state initPR2
). A planner invoked with

initPR2 is finally able to find a consistent plan P1 satisfying goalPR1 .
When the POP planner is able to find a partially ordered plan P consistent

with the actual contextual information, three further steps are required. First we
need to translate the plan into a template PT that preserves the ordering con-
straints imposed by the plan. A solution plan is a three-tuple P = (A,O,CL)
that specifies the causal relationships for the actions ai ∈ A, but without speci-
fying an exact order for executing them. Since the actions and the set of ordering
constraints must be represented explicitly as nodes and transitions in the tem-
plate, we developed a module POP2PT implementing a function fPOP2PT : P→ PT
that takes as input P and converts it into a template PT. It works by first finding
the immediate predecessors/successors of actions in the plan using the ordering
constraints, and then constructing the desired plan template, inserting parallel
splits (resp. join) gateways when an action has more than one immediate suc-
cessor (resp. predecessor). Example. By applying fPOP2PT to P1, we devise the
template PT1 in Fig. 5(a). Dashed arrows are causal links that imply an ordering
constraint between pairs of tasks. For example, the ordering constraint between
Go[act1,loc00,loc31] and ExtinguishFire[act1,loc31] is derived from the fact that
Go has the effect at[act1]=loc31 that is needed by ExtinguishFire as precondition
(i.e., act1 has to be located in loc31 for extinguish the fire in that location).

Secondly, our approach infers the weakest preconditions wPT about the start-
ing state that are required for the template to achieve its goal. The module we
use for inferring wPT is called calcWP and works by analyzing the set of causal
links CL computed by the POP planner, to see which logical facts fk are in-
volved in causal links that originate from the dummy start action a0 and end in
some ak ∈ A. More formally:

∀(clk, fk, ak) s.t. clk = (a0
fk−→ ak) ∈ CL, then fk ∈ wPT. (1)

Observe that the effects of a0 ∈ A specify all atomic facts that are true in the
starting state initPR. The initial facts that are actually required for the plan to be
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executable and achieve its goal are those that are involved in a causal link with
another action in the plan, and we collect those in wPT as specified in Equation 1
(the plan cannot depend on any negative facts as they cannot appear in either
the goal or in action preconditions). Basically, wPT is the conjunction of those
facts strictly required for executing the plan P (and, consequently, the devised
template PT), and is used for devising a new problem PRwp = {wPT, goalPR}.
We can then drop the closed world assumption. For any initial state that satisfies
wPT, the obtained process template PT will be executable and achieve the goal
condition goalPR. Example. If we invoke calcWP on the causal links devised from
P1, we may infer wPT1

. Hence, for executing PT1 (cf. Fig. 5(a)) we need to know
the positions and capabilities of act1, act2, act4 and rb1; the other contextual
information is not strictly needed for a correct execution of the template.

Thirdly, after the process template PT has been synthesized starting from P,
it can be stored in our library together with information about the planning
domain PD and abstracted problem PRwp. Specifically, for every different plan-
ning domain PD devised through our approach, there is a pointer to a list of
different abstracted planning problems PRwp used for obtaining consistent plans
in previous executions of our tool, together with the devised process templates.
When a process designer defines a new domain theory Dnew and a case Cnew ,
the system checks if the corresponding planning domain PDnew and problem
PRnew (obtained by applying fPC2PR to Dnew and Cnew) are already present in
our library. If the library contains a planning domain PD and an abstracted
planning problem PRwp (together with the associated template PTlib) such that
PDnew = PD and goalPR = goalPRnew

and with initPRnew
� wPT, then PTlib is

executable respect to PRnew (and therefore with respect to Cnew). This makes
our templates reusable in a variety of different situations, in which we don’t
have complete information about the starting state. At this point, the process
designer may decide to execute through an external PMS the template PTlib just
found, or to refine Dnew and Cnew if PTlib does not fit with the designer expec-
tations. Example. Let us suppose that the template shown in Fig. 5(a) does not
satisfy at all the process designer, since s/he could add one further robot rb2 to
the scenario in order to increase the degree of parallelism in the tasks execution.
It follows that a new starting condition initC3 including also contextual infor-
mation about rb2 can be defined. The associated initial planning state initPR3

,
together with the original goal condition goalPR1

and the planning domain PD1

are first used for verifying if a previously executed template is already stored in
the library. The library returns the template PT1 shown in Fig. 5(a), since its
weakest preconditions wPT1 are satisfied by initPR3 (i.e., initPR3 � wPT1), and
goal condition and planning domain are the same as before. Even if the tem-
plate in Fig. 5(a) is executable with initPR3

, the designer may try to search for
another plan that (maybe) could exploit the presence of the new robot rb2. The
planner builds a new plan starting from initPR3

, and the associated template
PT2 is shown in Fig. 5(b). PT2 requires the presence of one more robot (i.e.,
robot rb2) and more contextual information for being executed (so its weakest
preconditions wPT2

are “richer” than wPT1
), but it provides an higher degree of
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Fig. 5. Templates dealing with the scenario in Fig. 1

concurrency in the execution of its tasks. This means that the process designer
can choose which template is the best for her/his purposes: one with less concur-
rency in the tasks enactment but with the fewest participants (cf., Fig. 5(a)), or
one with more concurrency but requiring more resources for being executed (cf.,
Fig. 5(b)).

Despite the fact that a template is executable “as is”, it can be seen as an
“intermediate version” of a completely defined process. In fact, the present POP-
based tool cannot be used to synthesize templates involving loops or branching
on conditions, and the designer may develop these manually by customizing the
template to the specifics of the situation.

Properties. A process template PT guarantees some interesting properties,
such as the executability of the template with respect to the information avail-
able in the starting state, and the property of sound concurrency, meaning that
concurrent activities of a template are proven to be independent from each other.

Theorem 1. Given a solution plan P, a process template PT synthesized for
P using our approach is executable for any process case C that satisfies the
weakest preconditions wpPT inferred from P.

The proof is straightforward. By definition, a sound planner generates a consis-
tent plan [3] that leads from an initial state to a goal. Since we represent the Do-
main Theory/Case as PDDL planning domain/problem, the planner synthesizes
a plan (i.e., a process template) that is executable with respect to Definition 7.

A second property we can prove is sound concurrency. Even if in a process
designed by following data and workflow patterns [8] the concurrent execution of
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two or more tasks should guarantee the consistency of data accessed by the con-
current tasks, in practice this is often not true. In fact, in complex environments
there isn’t a clear correlation between a change in the context and corresponding
process changes, making it difficult to design by hand a process where concurrent
tasks are also independent. On the contrary, all concurrent tasks of a template
built with our approach are proven to be independent one from another.

Theorem 2. Given a process template PT synthesized with our approach, all
concurrent tasks are independent.

Proof. By contradiction, let us suppose that a process template PT has two
concurrent tasks t1 and t2 such that t1 ∦ t2. Hence, t1 (or t2) has some effect
affecting the precondition of t2 (or of t1). This means that t1 � t2 or t2 � t1. Since
PT has been synthesized as result of a POP planner, this dependency between
t1 and t2 would be represented with a causal link t1

e−→ t2 (or t2
e−→ t1), where e

is an effect of task t1 and a precondition for task t2 (or vice-versa). This causal
link requires an ordering between t1 and t2, meaning they need to be executed
(and represented in the process template) in sequence. But this means that t1
and t2 are not concurrent tasks, by contradicting the original hypothesis. ��
Experiments. To show the feasibility of our approach, we ran some experiments
and measured the time required for synthesizing a partially ordered plan for
some variants of our running example described in Section 2. We ran our tests
using POPF2 [9] on an Intel U7300 1.30GHz, 4GB RAM machine. POPF2 is a
temporal planner that handles PDDL 2.1 [4] and preserves the benefits of partial-
order plan construction in terms of producing makespan-efficient, flexible plans.

The experimental setup was run on variants of our running example. We rep-
resented 7 planning actions in PD (corresponding to 7 different tasks stored in
the tasks repository T), annotated with 7 relational predicates and 6 numeric
fluents, in order to make the planner search space sufficiently challenging. Then,
we defined 18 different planning problems of varying complexity by manipu-
lating the number of facts in the goal. As well, we examined how irrelevant
domain knowledge affects the performance of the planner. Starting from a plan-
ning problem PR with an initial state initPR completely specified and with a
goal condition goalPR expressed as the conjunction of n facts, we manipulated
the specification of the initial state initPR to reduce the number of known facts.
In our experiments, the number of facts in goal condition ranges from 1 sin-
gle fact to a conjunction of 6 logical facts (that make the contextual problem
harder). As shown in Table 1, for a given goal condition composed of n facts, our
purpose was to measure the computation time needed for finding a sub-optimal
solution for problems specified with starting states with a decreasing amount of
knowledge. The column labeled as “Knowledge in initPR” makes explicit which
information is removed from the initial state of the planning problem. For exam-
ple, if we consider our running scenario from Section 2, whose goal condition is
composed of 3 facts and characterized by a complete specification of the starting
state, the time needed for finding a solution plan is of 0.13 seconds. After remov-
ing from the initial state all the information concerning the actor act3, the time
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Table 1. Time performances of POPF2

Facts in goalPR Knowledge in initPR Time for a sub-opt. sol.

1
complete state 0.17

No information about act1 0.15
No information about act1 and act3 0.12

2
complete state 0.12

No information about act3 0.10
No information about act3 and rb1 0.08

3
complete state 0.13

No information about act3 0.11
No information about act3 and rb2 0.09

4
complete state 0.21

No information about act3 0.20
No information about act3 and rb1 0.10

5
complete state 0.17

No information about act3 0.16
No information about act3 and rb1 0.10

6
complete state 1.56

No information about act3 1.19
No information about act3 and act1 1.13

required for computing the plan decreases to 0.11 seconds. In general, for a given
goal condition, removing “irrelevant information” from the initial state reduces
the search space and the computation required for synthesizing the plan. Note
that a sub-optimal solution includes more actions than those strictly required for
fulfilling the goal, and when the number of facts in a goal condition increases, the
quality of the solution may decrease. Based on our experiments, the approach
seems feasible for medium-sized dynamic processes as used in practice.

6 Related Work

Process modeling is the first and most important step in the BPM lifecycle [1],
which intends to provide a high-level specification of a business process that is in-
dependent from implementation and serves as a basis for process automation and
verification. The task of defining a model is often performed with the aid of tools
that provide a graphical representation, but without any automatic generation
of the process model. However, in recent years, numerous AI planning-based
approaches have been devised for the latter, and the closest to our approach
are [10,11,12]. [10] presents the basic idea behind the use of planning techniques
for generating a process schema, but no implementation seems to be provided,
and the direct use of the PDDL language for specifying the domain theory re-
quires a deep understanding of AI planning technology. In [11], the authors
exploit the IPSS planner for modeling processes in SHAMASH [13], a knowledge-
based system that uses a rule-based approach. To automate the process model
generation, they first translate the semantic representation of SHAMASH into
the IPSS language. Then, IPSS produces a parallel plan of activities that is fi-
nally translated back into SHAMASH and is presented graphically to the user.
However, the emphasis is on supporting processes for which one has complete
knowledge, while for dynamic processes some contextual information may not
be available at the time of process model synthesis. The work of [12] is based
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on learning activities as planning operators and feeding them to a planner that
generates the process model. An interesting result concerns the possibility of
producing process models even though the activities may not be accurately de-
scribed. In such cases, the authors use a best-effort planner that is always able
to create a plan, even though the plan may be incorrect. After a finite number
of refinements, the best candidate plan (i.e., the one with the lowest number of
unsatisfied preconditions) is translated into a process model. Unfortunately, the
best plan found is often far from the correct solution [12].

7 Conclusion

In this paper, we developed a technique based on POP algorithms and declarative
specifications of process tasks for synthesizing a library of process templates to be
enacted in partially specified contextual scenarios. We are currently working on
a complete implementation and thorough validation of the approach, including
the formalization of metrics for evaluating process templates’ quality. A future
direction for this work is to generate hierarchical process templates, with high-
level templates achieving more general goals that can invoke simpler templates to
achieve some of their subgoals.We also plan to address expressiveness limitations,
such as handling preferences and representing negative preconditions.
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Abstract. Thinking in business processes and using process models for
their documentation has become common practice in companies. In many
cases this documentation encompasses more than thousands of models.
One of the key challenges is achieving consistency of the process model
terminology. Especially, the usage of synonym and homonym words is
one of the most severe problems for terminological consistency. There-
fore, this paper presents an automatic approach to identify synonym
and homonym words in model repositories. We challenged the approach
against three model collection from practice that are assumed to have
different levels of terminological consistency. The evaluation shows that
the approach is capable to fulfill these goals and to identify meaningful
synonym and homonym candidates for follow-up resolution.

Keywords: Identification of Synonyms, Identification of Homonyms,
Business Process Models.

1 Introduction

Business process models have become an integral of general documentation avail-
able in enterprises, often covering thousands of models. A key challenge for such
large-scale modeling initiatives is to achieve consistency and comparability [1]
of the models, which are created by different process analysts or by the various
business practitioners themselves. Without appropriate measures, models are of-
ten inconsistent in terms of their layout, their level of detail, their labeling styles,
or their terminology [1,2,3].

The issue of inconsistent terminology has been acknowledged in various areas
of conceptual modeling. It relates to the semantic level of a model and the mean-
ing associated with elements and names of elements [4]. The usage of synonyms
and homonyms is one of the most tangible symptoms of inconsistent terminol-
ogy [5,6,7], for example when both words invoice and bill are used. Proposals like
creating a domain thesaurus [8] or technical term modeling [9] are well justified
to fix such terminology issues before starting to model. However, modelers might
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find it too restrictive to check terms while modeling and tools might not be able
to enforce term usage. Also, such restrictions do not directly help in cleaning up
an existing model collection.

Against this background,we approach the problem of synonyms and homonyms
from a non-restrictive perspective. We assume that modelers have complete con-
trol on how to assign names to model elements, which is indeed inline with how
tools generally support model creation. In such a setting, automatic analysis ca-
pabilities are required to inspect a model repository for potential terminological
problems. The contribution of this research is a technique for the automatic detec-
tion of synonyms and homonyms in a model repository. This technique is meant
to be used either by repository managers in an offline model or by process ana-
lysts in an onlinemode for spotting issues and providing recommendations for solv-
ing them. The capabilities of this technique are evaluated for three process model
collections from practice.

This paper proceeds as follows. Section 2 illustrates the terminology problem
and provides an overview of its theoretical background. Section 3 defines the con-
cepts of our automatic detection technique. Section 4 presents the results of ap-
plying our technique for three process model collections from practice. Section 5
relates our contribution to other research in the area of conceptual modeling.
Finally, Section 6 concludes the paper and gives an outlook on future research.

2 Problem Illustration

Different aspects of process model quality have been addressed in prior research.
For instance, structural and behavioral problems can be automatically identi-
fied and resolved using verification techniques [10,11,12]. The natural language
content of process models has only been considered to a limited extent. For
instance, available refactoring techniques rework the grammatical structure of
an activity label and extract the action and the business object [3]. However,
process models in practice often exhibit terminological weaknesses. The partic-
ular challenge relates to the fact that one syntactical word can have multiple
meanings (homonymy) and that the same meaning can be represented by the
different syntactical words (synonymy). In linguistic literature this phenomenon
of meaning is discussed in the field of lexical semantics [13].

The impact of word meaning ambiguity for process model quality is illustrated
in Figure 1, showing two process models created by different modelers. Scenario A
describes a job application process of a company, i.e. a person that is interested in
a certain job position applies for it and sends his or her application to the company.
Scenario B depicts a software development process. It starts with a pre-analysis
of application requirements, before relevant requirements are identified and eval-
uated. Thereafter, the application is designed, implemented, tested and installed.

As highlighted in Figure 1, we observe that the word application is used in
two different contexts leading to different meanings. In scenario A, the word
application clearly refers to a written request for employment, while scenario B
uses the word in the context of a software program. From a linguistic point of
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Fig. 1. Example of Business Process Models with Synonyms and Homonyms

view, the word application is a homonym, from which the according meaning has
to be derived by the process modeler. The labels Assess application requirements
from scenario A and Evaluate application requirements from scenario B further
highlight the problem of homonyms. Both activities instruct employees to work
on a business object represented by the syntactically identical word application
requirements. Accordingly, process stakeholders cannot necessarily distinguish
whether the requirements for a software application or requirements for a job
position have to be evaluated. Again, the homonymous usage of the word appli-
cation complicates the understanding of the process models and decreases the
terminological clarity of these labels.

As depicted in Figure 1, the labels Assess application requirements and Evalu-
ate application requirements both give the instruction to perform an evaluation
task on the business object at hand. Furthermore, we notice that the actions
to assess and to evaluate are used in the sense of estimating the quality or sig-
nificance of the application requirements. Since the meaning of both actions is
equal, both actions can be considered as synonym words. In consequence, the
usage of synonym words also impedes the understandability of process models.
As a solution, one could think of replacing one word with such a word that is
more comprehensible to process stakeholders.

To identify such problems in business process models, we face the challenge of
automatically determining the meaning of words. As illustrated in the example
above, that can be very challenging. The word application requirements is used in
two completely different contexts and there is only sparse information available
to correctly recognize this fact. Since process models only contain short linguistic
fragmentswhich inmany cases do not even represent proper sentences, it is not pos-
sible to directly use standarddisambiguation technology from linguistics [14,15,16].
Techniques for word meaning disambiguation usually employ statistical methods
working on the syntactic structure of the underlying sentences. Hence, if this syn-
tactic structure of sentences is missing or cannot be recognized, these techniques
cannot be applied. In order to still identify synonyms and homonyms in process
models, alternative strategies have to be pursued. However, given these examples,



Spotting Terminology Deficiencies in Process Model Repositories 295

it is apparent that the identification of synonyms and homonyms is an important
step for improving the overall quality of a model collection.

3 Conceptual Approach

This section introduces the conceptual approach for the identification of syn-
onyms and homonyms in process models. We first summarize preliminaries
before illustrating the steps to identify synonyms or homonyms respectively.

3.1 Preliminaries

We start with the definition of the objects subject to this research, i.e. the activity
labels of process models in general. According to [17], process model activities
may follow different label styles, meaning that the same information can be
conveyed in different ways. As an example consider the label Notify customer
containing the action to notify as a verb and the business object customer as
a noun. The same information could be also provided with the label Customer
notification, where the action to notify is represented by the noun notification.
However, since the technique defined in [3] is capable of aligning different labeling
styles and automatically identifying action and business object of a label, we
abstract from these problems in the remainder of the paper. As a result, we can
directly work with the actions and business objects of the considered activities.

We start with the set of activities A derived from a model collection. For each
activity a ∈ A we consider one action aaction and one business object abo. Due to
simplicity, we abstract from multiple actions and business objects here. Further,
we define wordsaction as the set of actions of a process model collection, i.e.
wordsaction =

⋃
a∈A aaction. The set wordsbo comprises all business objects, i.e

wordsbo =
⋃

a∈A abo. Finally, the union of both sets W = wordsaction ∪wordsbo
defines the set of all words of a given collection. In the example of Figure 1,
the words application, application requirements or interview invitation belong to
wordsbo, while the words to send, to assess or to identify are accordingly part
of wordsaction.

Additionally, letM be the set of all meanings and mi ∈ M(i = 1, ..., n) all
meanings that one syntactical word w ∈ W is associated with. In order to capture
the relation between meanings and a syntactical word, we define the relationWord
Meaning WM that matches one word with its corresponding meanings:

WM ⊆W ×M (1)

As an example, consider the word to send. According to the lexical databaseWord-
Net [18], that word has eight different meanings. One of this meanings is described
as cause to be directed or transmitted to another place. For this particular meaning,
synonyms such as to mail or to post can be retrieved. However, if to send is used in
the sense of sending something over the airwaves, the words to broadcast or to air
would be more suitable synonyms. This example makes clear that lexical relations
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such as synonymy must be identified based on the word meaning and cannot be
simply defined by looking at a syntactical sequence of characters.

Accordingly, the synonym and the homonym relation is defined. A synonym
relation is a symmetric relation between two words w1, w2 ∈ W , where both
words represent the same meaning m ∈ M. Formally, the synonym relation can
be defined as follows:

Syn = {(w1, w2)|∃m∈M : (w1,m) ∈ WM∧ (w2,m) ∈ WM} (2)

The homonym relation is a relation of one word to its meanings, where this
word represents two different meanings m1,m2 ∈ M. The relation can formally
be described as follows:

Hom = {w ∈ W|∃m1,m2∈M : (w,m1) ∈ WM∧ (w,m2) ∈ WM} (3)

Considering the process models in Figure 1 we note that both process models use
the business object application. Yet, we observe that the business object differs
in its meanings. In scenario A, the word application is used in the context of a
written request for employment. In scenario B, application refers to a software
application. Hence, the context could actually reveal that we face two different
meanings m1 and m2 for a syntactically identical word. Therefore, definition 3
classifies the word application as a homonym.

Aiming for the automated identification of such phenomena, it is crucial to
appropriately determine the meanings which can be associated with a given word.
For identifying all possible meanings of a word, we can use lexical databases
such as WordNet [18]. WordNet organizes words in sets of synonyms, so called
Synsets. Each Synset represents a certain meaning of a given word. One word
can occur in multiple Synsets. Among others, Wordnet also defines direct lexical
relations between words, such as synonymy or meronymy (part of relationship).
Homonymy is not directly associated with a word, but can be assessed based on
the number of Synsets associated with it.

In general, the meaning of a word depends upon the context of its use. In
natural language texts, context is given by one or more sentences or a paragraph
respectively. Therefore, linguistic approaches often make use of a large context
from which the meaning of a word can be derived. In process models, however,
context information is very sparse. The symbols and the small pieces of texts are
not sufficient for standard natural language techniques to derive the meaning of a
given word. In order to still be able to select a likely meaning, we make use of the
words co-occurring in the label. For an activity label such as Process application,
this is the action to process and the business object application. Although this is
limited information, the action process can already help to reduce the potential
number of meanings which can be associated with application.

Accordingly, we introduce the notion of context in process models. First, we
define the context for an activity a ∈ A containing the word w ∈ W . As pre-
viously defined, the word w can either represent an action or a business object.
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The function labelContext returns the corresponding action, if w represents a
business object and returns the business object if w is an action:

labelContext(w, a) =

{
aaction if w ∈ Wbo

abo if w ∈ Waction
(4)

Second, we define the context of a word w in a process model that consists of a
specific set of activities A. The function modelContext returns the set of words
which contextualize the input word w for a set of activities A typically stemming
from the whole repository:

modelContext(w,A) = {labelContext(w, a)|a ∈ A} (5)

3.2 Identification of Synonyms

Considering the definition from Equation 2, the identification of synonymwords is
reduced to the identification of word pairs with a common meaning. Therefore, se-
mantic metrics based onWordNet are employed to identify synonyms [19]. Among
them, the Lin measure correlates best with human judgment [20]. Yet, these met-
rics are of limited use, because there is no differentiation between synonym and
similar words. For example, consider the words (create, produce) that are syn-
onyms in the sense of manufacturing a product. The Lin value only amounts to
0.64 and does not suggest a synonym relation. The pair (make, produce) even
scores 0.0 and would not be considered at all. Another issue is that the procedure
must be operationalized for process models. The pairwise comparison of words is
not efficient for large process model collections as the consideration of all possible
word combinations results in a huge search space. Further, it is necessary to ade-
quately determine the meaning of the considered words. Otherwise, if the context
of a word is not considered, the result set would suffer from a low precision.

To clarify how we address these challenges in the proposed approach, consider
the example fromFigure 1. To reduce the overall search space and guarantee that a
considered word pair is semantically related, the approach only investigates word
pairs with a common context word. That means that two actions are only consid-
ered as potential synonym candidates, if they are both applied to the same busi-
ness object. In Figure 1 this holds for the actions to assess and the to evaluate of
the labels Assess application requirements and Evaluate application requirements
as they both share the common business object application requirements. In or-
der to verify the assumption of synonymy, WordNet can be used to check, if these
actions share a common meaning. In case of a common context and a common
meaning in WordNet, two words are consequently considered as synonyms.

Algorithm 1 illustrates the required steps formally. The algorithm starts with
the initialization of the result set. Afterwards, the algorithm determines the set
of words modelWords from the collection given a context word w (lines 3–4).
For each pair w1, w2 ∈ modelWords, the meaning is identified and stored in
separate sets (lines 5–8). If at least one meaning is identified that is shared by
both words, these words are stored in the result set (lines 9–10). The algorithm
terminates with the return of the set of potential synonym candidates (line 11).
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Algorithm 1. Identification of Synonyms in a Process Repository

1: identifySynonyms(Activities A)
2: Set synonymCandidates = new List();
3: for all w ∈ W do
4: Set modelWords = getModelContext(w,A);
5: for all w1 ∈ modelWords do
6: for all w2 ∈ modelWords do
7: Set s1 = wordnet.getSynsets(w1);
8: Set s2 = wordnet.getSynsets(w2);
9: if s1 ∩ s2 �= ∅ then
10: synonymCandidates.add(w1,w2);
11: return synonymCandidates;

3.3 Identification of Homonyms

As outlined before, the identification of homonyms relates to the problem to
find words in a process model collection having different meanings in diverging
contexts. Following the formal definition of a homonym (see Equation 3), words
have to be identified which have at least two different meanings. However, as
many words have slightly varying meanings, this would be neither efficient nor
effective. The challenge at hand is to identify words which do not only have
different meanings, but are also used with different meanings.

In order to address this problem, we apply the function modelContext on a
given word to obtain the context from all process models containing the target
word. Using the SenseRelate approach [21] the context can be used to disam-
biguate the target word by finding the most fitting meanings. Yet, this does not
properly identify homonyms, since one word can have different meanings that
are semantically very close.

As example consider the word insurance. According to WordNet an insurance
can be a promise of reimbursement in the case of loss, a written contract or
certificate of insurance, or the protection against future loss. Obviously, these
meanings are closely related with the result that insurance cannot be consid-
ered as potential homonym. Therefore, a refinement is needed that supports
the distinction between more or less ambiguous homonyms. This is done by the
Semantic Homogeneity indicator SH . It takes several information as an input,
i.e. the target word w, the Synsets of the target word and a weight for each
Synset. This weight is calculated from SenseRelate that determines the average
similarity scores of the target word to the respective Synset given a context. We
denote the weight of a Synset as wi. The SH indicator is then calculated as
the weighted sum of similarity scores from the target word to each word of the
respective Synset, denoted as sim(w, Si) (see Equation 6). The indicator ranges
from 0 to 1. A score closer to 0 indicates that the word is used with different
meanings and therefore is likely considered as homonym, while higher scores up
to 1 classify a word as non-homonym.
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Algorithm 2. Identification of Homonyms in a Process Repository

1: identifyHomonyms(Activities A)
2: Map homonyms = new Map();
3: for all w ∈ W do
4: List wordContext = getModelContext(w, A);
5: Map weightedSynsets = SenseRelate.getWeightsForSynsets(w, wordContext);

6: if weightedSynsets.size() > 1 then
7: float SH = calculateSemanticHomogeneity(w,weightedSynsets);
8: homonyms.add(w, SH , weightedSynsets);
9: return homonyms;

SH(w,S) =
n∑

i=1

wi
sim(w, Si)

|Si| (∀Si ∈ S) (6)

Algorithm 2 formalizes the homonym identification approach. The algorithm
starts with the initialization of the result map that stores the semantic homo-
geneity score as well as the set of most probable Synsets for each word (line 2).
For each word, we extract all context words and calculate the weight for each
Synset using SenseRelate. The result is stored in a map (lines 3–5). If it turns
out that a word only has one Synset, we can exclude this word to be a homonym
according to the definition. Otherwise, we calculate the semantic homogeneity
(line 6–7). Finally, the semantic homogeneity is stored in the result map along
with the word and the weighted Synsets (lines 8). The algorithm terminates by
returning the set of potential homonym candidates (line 9).

3.4 Resolving Terminological Issues

The presented identification techniques provide sets of words that are used as
synonyms or homonyms in the analyzed model collection. Both analysis results
are considered as terminological issues that have to be resolved in the next step.
Accordingly, repository managers can use the identified cases to manually resolve
these issues. For synonym words, the repository manager can replace a considered
word with the a specific word. In case of our example, the repository manager
might replace the action to assess with the action to evaluate, since the latter
one is more specific according to WordNet. This replacement can potentially
be conducted automatically. For homonym resolution, the repository manager
might add additional words to disambiguate the identified homonyms. For our
example, one might change the business object application to job application in
scenario A and to software application in scenario B. As a result of applying
these resolution techniques, the specificity and the terminological quality of the
repository will be increased and the understandability can be improved.
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4 Evaluation

The presented identification techniques are challenged against process model
repositories from practice. The evaluation takes three different repositories into
account that have different characteristics with respect to terminological quality.
Section 4.1 provides detailed information on each repository, whereas Section 4.2
presents the results of the identification techniques. We further provide examples
of identified synonyms or homonyms respectively.

4.1 Model Repository Demographics

In order to demonstrate the applicability of the presented techniques, we employ
three different model collections from practice. We selected collections differing
in the expected degree of terminological standardization. Since there is no gold
standard available, we test whether our techniques are capable of identifying the
assumed degree of homonymy and synonymy in the collections. Accordingly, we
expect to find more synonyms and homonyms in non professionally maintained
repositories containing models from a large number of modelers. Table 1 provides
an overview of characteristics of each repository.

The SAP Reference Model contains 604 Event-Driven Process Chains orga-
nized in 29 different functional branches [22]. Examples are procurement, sales
or financial accounting. The model collection includes 2433 activity labels with
322 unique actions and 885 unique business objects. Since the SAP Reference
Model was designed as a recommendation for the industry using a standard
terminology, we expect a small number of homonyms and synonyms.

The process model collection from an international telecommunication com-
pany, which we will refer to as TelCo, comprises 286 separate process models
with 3155 activities. We identified 557 distinct actions and 1959 business objects
to apply the approach. We assume TelCo to be less strictly standardized as it
uses terminology for telecommunication industry. However, there is no central
glossary of terms available as in the case of the SAP models.

The model collection from the BPM Academic Initiative (AI)1 comprises tens
of thousands of process models. The models are formalized in various modeling
languages and size. Our subset includes 597 process models, mostly in BPMN
notation from a wide range of industrial and academic institutions. The collection
subset encompasses 4958 activity labels in total, where 1200 actions and 3132
business objects are distinct. Since the collection targets no specific industry and
is rather uncontrolled, the number of synonyms and homonyms is expected to
be the highest among all repositories.

4.2 Evaluation Results

This section presents the results of all model repositories. According to the as-
sumptions for each model repository, we check whether the identification tech-
nique is capable to identify the overall tendency of the respective collection.

1 http://bpmai.org

http://bpmai.org
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Table 1. Details of Evaluation Sample

Characteristic SAP TelCo AI

Models 604 286 597

Labels 2433 3155 4958

Unique actions 322 557 1200

Unique Business objects 885 1959 3132

Table 2. Results of Synonym Identification

Characteristic SAP TelCo AI

Actions covered in WordNet 263 (81,7%) 283 (50,1%) 526 (43,8%)
Business Objects covered in WordNet 160 (18,1%) 226 (11,54%) 448 (14,3%)

Synonym actions 2 32 53
Synonym Business objects 2 12 102

Synonyms total 4 44 155

Thus, we show the absolute numbers of identified synonyms and homonyms for
collections, before providing a list of commonly identified synonyms or homonyms
for each collection.

Table 2 depicts the number of identified synonyms in the model collections.
Since we rely on WordNet, we can only identify words that are part of the
database. For SAP, 263 actions and 160 business objects are covered. Yet, most
of the business objects, such as transfer time sheet or customer scheduling agree-
ment are not included due to their specificity. The synonym identification ap-
proach has found 4 cases of synonym actions or business objects. We conclude
that the SAP collection has a defined terminology for business processes that
is used consistently and clearly supports the assumption we stated in the last
section.

For TelCo, WordNet covers 283 action and 226 business objects. The approach
identified 32 cases of interchangeable actions and 12 cases of business objects.
Compared to SAP, the overall number of synonyms is higher. Nevertheless, we
can assume that this industry uses a defined set of terms that is also reflected in
their process models and that correspond to the assumption from Section 4.1.

The AI collection contained 526 actions and 448 business objects that could
be analyzed resulting in 53 synonym actions and 102 business objects. Compared
to SAP, we observe that these business processes are not modeled distinctively.
Since many models stem from academic training and from different applica-
tion areas, the degree of ambiguity is considerably higher. The high number of
synonym word pairs confirms the initial assumption.

Figure 2 illustrates the quantitative results for homonym detection. Using
the indicator of Semantic Homogeneity the numbers of homonym candidates for
different ranges are depicted.

For SAP, the technique analyses 381 of 423 words. The loss of 42 words results
from labels consisting of an action without any business object, i.e. having no
context. This is similar for the other two collections (TelCo: 477 of 509; AI: 924
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Fig. 2. Results of Homonym Identification

of 974). As depicted in Figure 2, the number of homonyms is steadily increasing
until 0.6. Then, the score remains constant and decreases for values higher than
0.8. Besides, about 23% of words having a semantic homogeneity of 1.0 that
denotes unambiguity. We observe a similar trend for TelCo. Again, nearly 20%
of words that are unambiguous. For the AI collection, we observe an increase
until 0.65 and a immediate decrease until 0.95. For an SH score of 1 the relative
number is significantly higher for all three collections. By far, AI outperforms
the other collections (27%), followed by SAP (23%) and TelCo (19%).

Having a closer look at the relative numbers of SAP and TelCo, we observe
that TelCo exceeds SAP in the range from 0.2 to 0.6. For higher ranges, we
observe the opposite. As a result, we conclude that SAP has a higher termino-
logical quality for process models than TelCo which clearly corresponds to the
assumption in Section 4.1. Yet, it appears that AI is far more precise compared
to SAP. The average number of ambiguous words is smaller, whereas the average
number of unambiguous words is higher, especially for a score of 1. Thus, the as-
sumption stating that the AI is more ambiguous than SAP has to be rejected for
homonyms. An explanation for this phenomenon might be that most of the un-
ambiguous words, such as transfer time sheet or customer scheduling agreement,
are not part of WordNet. Yet, we observe that for instance the word transfer
time sheet is a meronym of the word time sheet that already is unambiguous. In
consequence, we could conclude that the whole word is also unambiguous.

To conclude the evaluation, qualitative results of the identification techniques
are provided. First, Table 3 depicts an extract of prominent examples of syn-
onyms spread among all model collections. Frequently, synonym pairs in con-
junction with the action to send are identified. Interchangeable words are to
ship or to transport, if physical goods have to be delivered somewhere. In case
messages have to be send, one might prefer actions such as to transmit or to
post. The most prominent examples of synonym business objects are the pairs
client and customer as well as bill and invoice.



Spotting Terminology Deficiencies in Process Model Repositories 303

Table 3. List of most frequent Synonyms

Rank Synonym Actions Frequency Synonym Business Objects Frequency

1 (place, send) 35 (client, customer) 14
2 (send, ship) 20 (bill, invoice) 12
3 (issue, release) 8 (data, information) 4
4 (send, transmit) 6 (inventory, stock) 3
5 (post, send) 6 (case, event) 2

Second, the Tables 4 and 5 show the results for homonym actions and business
objects along with the respective SH score and their frequency in the evaluation
sample.

By far, the action to expire has the lowest SH score. Although it appears
only four times in the sample and although it only has three different meanings,
the meaning to pass from life is dominating in the context. The proper meaning
in business context is on the last position. In contrast, the action to specify has
7 different meanings and a similar SH score. Yet, the meaning in a business
context only comes on the fourth position. We also listed the action to time as
example with SH score equal to 1. Although this action has 5 different meanings,
we observe that the different meanings are homogeneous with respect to assign
a fixed time for an event in the future.

For the business objects, the approach identifies the word go as highly am-
biguous (SH = 0.38) which is also reflected by the four different meanings of
this word. Interestingly, the meaning with the highest weight is from the area
of board games followed by a designer name for MDMA. It also seems that
none of the meanings fits into a business context. Another interesting example is
the business object issue. The word has 11 different meanings and appears that
meaning 2 and 3 are prominent in business process context. It underlines the
ambiguity of the word and the need for an unambiguous word such as supply or
topic/subject as an alternative. A fine example for an unambiguous word is the
business object communication that has three different yet similar meanings.

5 Related Work

This research relates to three major streams of research: approaches for automat-
ically assuring process model quality, applications of natural language processing
techniques in process models, and the field of lexical disambiguation.

Automatic quality assurance for process models has been intensively studied
for structural properties. For example, soundness as a structural property of
the state space can be efficiently checked using Petri-Net concepts [23,24]. The
degree of structuredness can be improved by using automatic refactoring tech-
niques [25,26]. Also the content of activity labels can be automatically refactored
based on label style parsing techniques which are based on natural language pro-
cessing [3,27]. Our technique complements these approaches with an automatic
technique for detecting terminological issues.
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Table 4. List of Homonym Actions

Word SH Frequency Possible Meaning Weight

expire 0.31 4 pass from physical life 0.66
expel air 0.19
lose validity 0.14

specify 0.33 7 be specific about 0.26
determine the essential quality 0.25
select something for a specific purpose 0.13
specify as a condition or in an agreement 0.12

... ... ... ... ...

time 1 2 measure the time of an event 0.28
adjust so that a force is applied and an
action occurs at the desired time

0.23

regulate or set the time of 0.16
assign a time for an activity or event 0.16

Table 5. List of Homonym Business Objects

Word SH Frequency Possible Meaning Weight

go 0,38 6 a board game for two players who place
counters on a grid

0,36

street names for methylenedioxymetham-
phetamine

0,25

a usually brief attempt 0,21
a time for working (after which you will
be relieved by someone)

0,17

issue 0,39 6 a phenomenon that follows some previous
phenomenon

0,18

act of providing an item 0,12
some situation or event that is thought
about

0,11

the immediate descendants of a person 0,10
... ... ... ... ...

communication 1 2 the activity of communicating 0,43
something that is communicated by peo-
ple

0,41

a connection allowing access between per-
sons

0,14

Our technique also relates to the application of natural language techniques
in conceptual modeling more generally. Examples are automatic service identifi-
cation [28,29], the identification of semantically equivalent activities in different
models [30,31], and the discovery of process patterns [32]. Our technique might
serve as a preprocessing before applying these approaches.

The problem of disambiguation is one of the key problems of computational
linguistics, with the approach by Sanderson being one of the most prominent
ones [14]. However, short language fragments remains a current challenge [15,16].
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Although we do not provide a general solution for this linguistic challenge,
we operationalized and successfully address the issue in the context of process
models.

6 Conclusion

We presented a novel approach for the automatic identification of synonym and
homonym terms in process model repositories. The approach employs the mean-
ing of terms based on the process model context as well as language processing
techniques to identify homonyms and synonyms. Our techniques have been im-
plemented prototypically and evaluated with more than 1400 process models
from three different repositories from practice. The evaluation demonstrates its
capability to spot and quantify terminological issues in these repositories.

In future research, we first plan to improve the approach by extending the
search space of words and overcoming the limitations of WordNet. The goal is to
cover more actions and business objects and identify more terminological issues.
Second, we aim to extend the technique to resolve the identified synonyms and
homonyms. We identified the context of a term especially in process models as
a critical component and thus want to integrate additional business knowledge
incorporated in specific domain ontologies or text corpora. We consider the inte-
gration of such knowledge-intensive technologies as a promising step to support
the identification as well as the resolution of synonyms and homonyms.
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Abstract. In natural language, one usually refers to objects by means of proper 
names or definite descriptions. Languages for data modeling and/or ontology 
modeling vary considerably in their support for such natural reference schemes. 
An understanding of these differences is important both for modeling reference 
schemes within such languages and for transforming models from one language 
to another. This paper provides a critical and comparative review of reference 
scheme modeling within the Unified Modeling Language (version 2.5), the 
Barker dialect of Entity Relationship modeling, Object-Role Modeling (version 
2), relational database modeling, and the Web Ontology Language (version 
2.0). We identify which kinds of reference schemes can be captured within 
specific languages as well as those reference schemes that cannot be. Our 
analysis covers simple reference schemes, compound reference schemes, 
disjunctive reference and context-dependent reference schemes. 

1 Introduction 

If an object (in the sense of an individual item) is currently in view, one may refer to 
it by ostension (pointing at the object). In normal communication however, one 
typically refers to an object by using a linguistic expression. This allows one to 
reference concrete objects in view (e.g. oneself) or not currently in sight (e.g. the 
philosopher Plato), as well as intangible objects (e.g. a university course). In natural 
language, proper names (e.g. “Australia”) and definite descriptions [2] (e.g. “the 
prime minister of Australia”) are the kinds of referential, linguistic expression that 
correspond most closely to the way objects are referenced within computerized 
information systems. Within a given universe of discourse (UoD), use of proper 
names or definite descriptions to identify an object entails that they cannot refer to 
other objects in that UoD. 

This paper provides a comparative review of how such reference schemes are 
supported in current versions of the following languages for data modeling or 
ontological modeling: the Unified Modeling Language (UML) [23], the Barker dialect 
of Entity Relationship modeling (Barker ER) [4], Object-Role Modeling (ORM) [11], 
relational database modeling, and the Web Ontology Language (OWL) [29]. An 
understanding of the significant differences in the way these languages support 
reference schemes is important both for modeling identification schemes within such 
languages and for transforming models from one language to another. 

For conceptual data modeling, fact-oriented approaches such as ORM, Natural 
Language Information Analysis Method (NIAM) [31] and Fully Communication 
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Oriented Information Modeling (FCO-IM) [3] differ from ER and class modeling in 
UML by uniformly modeling elementary facts as unary or longer relationships that 
are instances of fact types (e.g. Person smokes, Person was born on Date, Person played Sport 
for Country) instead of modeling some facts as relationships and others as instances of 
attributes (e.g. Person.isSmoker, Person.birthdate). This attribute-free approach enables all 
facts, constraints, and derivation rules to be verbalized naturally in sentences easily 
understood and validated by nontechnical business users using concrete examples, 
and promotes semantic stability, since one never needs to remodel existing structures 
in order to add facts about attributes [13]. Overviews of various fact-oriented 
modeling approaches may be found in [12, 15], and a detailed coverage of ORM in 
[18]. OWL is also attribute-free, but OWL facts are restricted to binary relationships  
(subject-predicate-object triples) whose subjects cannot be literals. 

The rest of the paper is structured as follows. Section 2 covers simple reference 
schemes in which an object is identified either by an individual constant or by means 
of a single attribute or a relationship to another object. Section 3 examines compound 
reference schemes, where an entity is identified by means of a combination of two or 
more attributes or relationships. Section 4 discusses disjunctive reference schemes, in 
which some components of the reference scheme are optional, as well as context-
dependent reference schemes, where the preferred identifier for an entity varies 
according to the context. Section 5 concludes by summarizing the main contributions, 
identifying areas for future research, and listing the references cited. 

2 Simple Reference Schemes 

In ORM, an object is any individual thing of interest, so corresponds to the notion of 
individual in classical logic. Figure 1(a) displays a simplified ORM metamodel 
fragment that partitions object types into entity types, domain value types and 
datatypes. ORM displays object types as named, soft rectangles using solid, dashed or 
dotted lines respectively for entity types, domain value types and datatypes. 
Subtyping relationships are depicted by solid arrows from subtype to supertype. The 
lifebuoy symbol denotes an exclusive-or constraint.  

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. ORM viewpoint on (a) object types and (b) value representation 
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An ORM fact either asserts the existence of an object, or predicates over one or 
more objects. A fact role (or role for short) is a part played within a fact relationship, 
and is depicted as a box connected by a line to its object type. An elementary fact type 
is a set of one or more typed, logical predicates for expressing one kind of irreducible 
fact. A predicate is shown as an ordered set of role boxes, with a predicate reading 
(read left to right or top-down unless reversed by an arrow tip). A bar beside a role 
depicts a uniqueness constraint (for each state of the model, each instance playing that 
role appears only once). A solid dot attached to an end of a role connector depicts a 
mandatory role constraint (each instance in the current population of the role’s type 
must play that role). Sample instances of the object types and fact types in Figure 1 
appear in the fact tables shown. 

In ORM, an entity is an object that has an explicit reference scheme involving at 
least one relationship and that typically may change its state (e.g. the Country that has 
the CountryCode ‘CH’). A domain value (also called a semantic value, or simply a 
value) is essentially a typed constant (e.g. the CountryCode ‘CH’), and a data item (or 
data value) is an instance of a datatype (e.g. ‘CH’). For simplicity, finer aspects of 
data types such as facets (e.g. assigning country codes a fixed length of 2 characters) 
and language culture (e.g. en:US) are ignored in this paper. 

ORM’s distinction between domain values and data values is needed to conform to 
the Principle of Indiscernibility of Identicals (identical objects have exactly the same 
properties). Using Φ as variable ranging over predicates, this may be formalized in 
second-order logic as follows: ∀x,y [x = y → ∀Φ (Φx ≡ Φy)]. For example, the country 
code ‘CH’ is based on a term in Latin (Confederatio Helvetica, the Latin name for 
Switzerland), but this is not true of the IATA airline code ‘CH’ (used for Bemidji 
airlines), so the country code ‘CH’ and the IATA code ‘CH’ are not identical, even 
though they are represented by the same character string ‘CH’. Our latest formalization 
of ORM [16] reserves the predicate symbol ≈ for the representation relationship that 
provides an injective (mandatory 1:1 into) mapping from domain values of a given 
type to data values (e.g. Figure 1(b)), so “x ≈ y” is read “x is represented by y”. In 
ORM, transformations between domain and data values are handled implicitly.  

ER, UML and OWL do not distinguish between domain values and data values, so 
when transforming between ORM and these other languages this distinction is 
typically ignored. Moreover, while ORM allows values to appear in the subject role of 
a fact (e.g. the countrycode ‘CH’ is based on Latin), the other languages do not allow 
this. When mapping such facts from ORM to these languages one typically pretends 
that the value is an entity. In ER and UML, if the value was originally modeled as 
populating an attribute then one also has to remodel the attribute as an entity or 
relationship (e.g. consider the optional fact type PersonTitle determines Gender [13]). 

Moving on from value reference, the rest of this section focuses on simple reference 
schemes to identify an entity either by means of a single attribute or relationship to 
another object, or by an individual constant. Figure 2(a) models some ways to refer to a 
country using ORM. Let’s agree to use ISO 3166 alpha-2 codes (e.g. “AU” for 
Australia, and “US” for the United States of America) for country codes, and ISO 
names for country names. The reference mode “(.code)” indicates that countries are  
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Fig. 2. A schema in (a) ORM, (b) ORM, (c) Relational, (d) Barker ER, and (e) UML notation 

primarily identified by their country code, so each country has exactly one country 
code (for this model we ignore other country codes such as ISO 3166 alpha-3 codes) 
and each country code refers to at most one country.  

The constraints on the current name relationship indicate that it is mandatory (each 
country has a current country name) and is one-to-one (each country has at most one 
current country name, and vice versa). The fact type Country has previous- CountryName is 
also one-to-one, but is optional for Country. Only a few countries have a previous 
name (e.g. Sri Lanka was called “Ceylon” until 1972, and Myanmar formerly had the 
ISO country name “Burma”). The circled “X” denotes the exclusion constraint that no 
country name is both a current and a previous ISO country name. This constraint is 
ignored in the other modeling notations. 

The Country(.code) reference mode notation is a convenient abbreviation for the 
mandatory 1:1 fact type Country has CountryCode shown in Figure 2(b), where the 
uniqueness constraint on the role of CountryCode is chosen for the preferred or primary 
identifier (as indicated by a double bar). In ORM, the simplest kind of identification 
scheme for an entity type is a mandatory, 1:1 relationship from the entity type to a 
value type. In this example, each of the country code and current country name 
relationships provide such a simple identification scheme for Country. The previous 
country name relationship is not an identification scheme for Country, since not all 
instances of Country have to participate in this relationship. Nevertheless, previous 
country names are identifiers for those countries that have a previous name. 

Figure 2(c) displays the relational database schema diagram generated from the 
ORM schema using the NORMA tool [6], an open source plug-in to Microsoft Visual 
Studio. The table scheme for Country has three columns (or attributes). The countryCode 
and currentCountryName attributes are in bold type, indicating that they are mandatory (not 
nullable). The previousCountryName attribute is unbolded, so is optional (nullable). The 
“PK” marks countryCode as a primary key component for Country. Since no other columns 
in Country are marked “PK”, countryCode is the whole primary key of that table. The “U1” 
on currentCountryName marks it as a component of another uniqueness constraint (named 
U1 in the scope of this table). No other columns in the table are marked “U1”, so entries 
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in the currentCountryName column are unique (no duplicates). Since currentCountryName is 
also mandatory, it is an alternate key for Country. The “U2” applied just to the 
previousCountryName column indicates that its non-null entries are unique, so those 
countries with a previous name can also be identified by that previous name. 

Suppose we populate the Country table in Figure 2(c) with the tuple (‘MM’, 
‘Myanmar’, ‘Burma’). For the facts intended by this row entry, most humans would 
accept fact verbalizations such as: The country that has the country code ‘MM’ has 
the current country name ‘Myanmar’; The country that has the country code ‘MM’ 
has the previous country name ‘Burma’. These verbalizations use definite descriptions 
(“The country that has the country code ‘MM’”, “the country code ‘MM’”, etc.) to 
refer to objects. Various ways to formalize definite descriptions and address related 
problems (e.g. how to make sense of statements such as “The country named ‘Middle 
Earth’ does not exist”) have been debated by logicians since the time of Bertrand 
Russell [24] till the present day (e.g. Garson’s System !S [9]). Like Russell’s theory 
of descriptions, ORM rewrites such definite expressions in terms of classical 
predicate logic, but it differs by formalizing the underlying reference schemes, and 
then completing the fact instances by adding simple existential assertions within the 
context of the reference scheme [10, 16]. A similar approach may be used to 
formalize definite descriptions within other data modeling approaches.  

Figure 2(d) depicts the example schema in Barker ER notation [1], arguably the best 
of the popular, industrial ER versions. The “#” on the country code attribute marks it as 
a component of the primary identifier for the Country entity type. In this case, it is the 
whole primary identifier. An asterisk “*” before an attribute indicates that it is 
mandatory for its entity type, and a small “o” indicates the attribute is optional. 
Graphically, the only identifier that Barker ER can depict is the primary identifier, so it 
cannot mark the country name attribute as an alternate key. Nor can it display the 
uniqueness constraint on the non-null entries for the previous name attribute. 

Figure 2(e) depicts the example as a UML class diagram. Attribute multiplicities 
appear in square brackets after the attribute name. A multiplicity of 1 indicates that 
the attribute is mandatory and single valued, and a multiplicity of “0..1” means the 
attribute is optional and single-valued, so each country has exactly one code, exactly 
one (current) name, and at most one previous name. In 2011, UML version 2.4.1 
introduced the capability to declare a class property (attribute or association end 
owned by the class) to be a component of a value-based identifier for the class. On a 
class diagram, the class property is annotated with an {id} modifier. The semantics of 
this feature remains the same in the latest version at the time of writing, UML 2.5 beta 
1 [23]. In Figure 2(e) only the code attribute is marked with {id} so this declares it as 
the natural identifier for the Country class. While UML does not require value-based 
identifiers to be declared, for human communication purposes such identifiers are 
essential. 

UML allows at most one identification scheme per class to be depicted with the {id} 
modifier, so cannot graphically depict the name attribute as an alternate identifier for 
Country. Even if Country had no other identification schemes, we cannot use the {id} 
modifier to depict the previousName attribute as unique for its non-null entries, since 
UML does not allow the components of an {id} scheme to all be optional. 
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In OWL models, entities (in the sense given earlier) are typically identified by 
Internationalized Resource Identifiers (IRIs), such as www.eg.org#Czech_Republic, 
which function like individual constants in logic. Many country names contain 
embedded spaces so can’t be used directly as IRIs. Use of IRIs to identify all 
countries of interest is not reflected in the Figure 2 data models, which are designed 
for database applications where country codes are standardly used to identify 
countries.  

Some OWL ontologies use meaningless, automatically generated identifiers as IRIs 
just as some relational database designers prefer artificial, surrogate keys for their 
table schemes. Human-readable labels can be associated with IRIs using rdfs:label 
annotation properties, and many OWL software tools can be configured to display 
labels instead of IRIs to make ontologies more readable. Allowing that countries may 
be identified by IRIs, the example may be coded in OWL basically as shown below,  
using Manchester syntax. 

DataProperty: hasCountryCode 
  Domain: Country 
  Range: xsd:string 
  Characteristics: Functional 
DataProperty: hasCurrentCountryName 
  Domain: Country 
  Range: xsd:string 
  Characteristics: Functional 
DataProperty: hasPreviousCountryName 
  Domain: Country 
  Range: xsd:string 
  Characteristics: Functional 
Class: Country 
  SubClassOf:  hasCountryCode min 1 
  HasKey:  hasCountryCode 
  SubClassOf:  hasCurrentCountryName min 1 
  HasKey:  hasCurrentCountryName 
  HasKey:  hasPreviousCountryName 

In OWL, declaring a predicate as a HasKey property is similar to saying that it is 
inverse functional. For example, “HasKey: hasCountryCode” declares that each character 
string is the country code of at most one named country. The HasKey feature has to 
be used for this declaration, since OWL does not allow data properties (that relate  
individuals to literals) to be directly declared as inverse functional properties. 

However, OWL does allow object properties (that relate individuals to individuals) 
to be directly declared inverse functional. In OWL an individual may be named 
(identified by an IRI) or unnamed (represented by a blank node). This allows OWL to 
capture identification schemes that identify individuals by relating them directly to 
other individuals. For example, the schemas in Figure 3 identify top politicians (e.g. 
presidents or prime ministers) by the country that they head (as chief politician).  

In the ORM schema of Figure 3(a), this is modeled using the mandatory 1:1 fact 
type TopPolitician heads Country, with the double-bar indicating the uniqueness constraint 
for the preferred identifier. Names for the roles played by instances of Country appear 
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(a) (b)

TopPolitician

was born in

heads Country
(.code)

[birthCountry]

[countryHeaded]

countryHeaded

AU
GB
US

birthCountry

GB
GB
US

(c)

code [1] {id}

CountryTopPolitician
0..1 1

countryHeaded

birthCountrynative

topPolitician

* 1

{id}

(d)

in square brackets beside their role. Figure 3(b) shows the relational schema generated 
from the ORM schema using the NORMA tool, and Figure 3(c) includes a sample 
fact population for this table. Here the countryHeaded primary key is used to identify the 
top politicians. By entering the tuple (‘AU’, ‘GB’) we can record the fact that the top 
politician of the country with code ‘AU’ was born in the country with code ‘GB’. 
without knowing the names of that politician (Julia Gillard) and those countries  
(Australia and the United Kingdom). 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Identifying top politicians by country: (a) ORM; (b), (c) Relational; (d) UML notation 

Figure 3(d) shows a UML class diagram for this example, using the {id} modifier to 
mark the association end TopPolitician.countryHeaded as identifying instances of the 
TopPolitician class. Although Barker ER allows relationships as components of a composite 
primary identifier, it does not cater for cases where a single relationship provides the 
whole identifier [4, p. 3-13], so does not support this kind of reference scheme. 

The schema may be coded in OWL using Manchester syntax as shown below. The 
identification scheme for TopPolitician is captured by specifying the object property 
headsCountry as an injective relationship from TopPolitician to Country by declaring its 
minCardinality to be 1 and characterizing the predicate as both functional and inverse 
functional. 

DataProperty: hasCountryCode  (see earlier code sample for details) 
Class: Country 
  SubClassOf:  hasCountryCode min 1 
  HasKey:  hasCountryCode 
ObjectProperty: headsCountry 
  Domain: TopPolitician 
  Range: Country 
  Characteristics: Functional, InverseFunctional 
ObjectProperty: wasBornInCountry 
  Domain: TopPolitician 
  Range: Country 
  Characteristics: Functional 
Class: TopPolitician 
  SubClassOf:  headsCountry min 1 
  SubClassOf:  wasBornInCountry min 1 
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The fact corresponding to the (‘AU’, ‘GB’) relational tuple may be coded by using 
blank nodes (represented by Skolem constants starting with an underscore) for the 
politician and countries. In Manchester syntax this may be declared thus: 

Individual:  _:p1 
  Facts:  headsCountry  _:c1,  wasBornInCountry  _:c2 
Individual:  _:c1 
  Facts:  hasCountryCode  "AU" 
Individual:  _:c2 
  Facts: hasCountryCode  "GB" 

Although the OWL code discussed emulates the data models in Figure 2 and Figure 3, 
the semantics are not precisely the same. Constraints specified in data models are not 
translated into actual constraints in OWL, but rather logical propositions that are 
understood in terms of open world semantics where some individuals may be 
unnamed [21]. For example, declaring the subclass restriction “hasCountryCode min 1” 
for Country simply says that each country has a country code—it doesn’t require the 
system to know what that code is. So OWL’s support for unnamed individuals differs 
from what might be intuitively expected by users of typical database systems. 

The subjects of OWL object properties and data properties may be named 
individuals (i.e. individuals that are explicitly named by an IRI in the Abox (the set of 
fact assertions)) or anonymous individuals (denoted by blank node ids). They may 
also be other things (e.g. classes or properties) but such possibilities are not relevant 
to the topic of this paper. For discussion purposes, Figure 4 expands the ORM schema 
in Figure 3(a) by explicitly depicting IRI reference relationships and the countrycode 
relationship. As the constraints indicate, each IRI identifies at most one entity (in this 
case, a top politician or a country), but any given entity may have more than one IRI 
(by default, OWL does not apply the Unique Name Assumption). For example, if we 
add the following facts to the previous OWL schema, an OWL reasoner will now  
correctly infer that Myanmar and Burma are the same country. 

  Individual:  Myanmar 
    Facts: hasCountryCode  "MM" 
  Individual:  Burma 
    Facts: hasCountryCode  "MM" 

In OWL, an InverseFunctional characteristic may be applied only to an object 
property, whereas both object properties and data properties can be declared as 
HasKey properties. Moreover, the uniqueness aspect of HasKey applies only to 
named individuals . In contrast, InverseFunctional declarations apply to any kind of 
individual (named individuals, anonymous individuals, and individuals whose  
existence is implied by existential quantification) [29, sec. 9.5]. 

Given our current OWL schema for top politicians, we can assert that Julia Gillard 
was born in some country that has country code “GB” as follows, without knowing 
which country has that country code.  

Individual:  JuliaGillard 
  Facts:  wasBornInCountry _:c1 
Individual:  _:c1 
  Facts:  hasCountryCode "GB" 



316 T. Halpin 

 

TopPolitician
was born in

heads
Country

[birthCountry]

[countryHeaded]

has
CountryCode

IRI

has has

 
 
 
 
 
 
 
 
 
 

Fig. 4. A simplified view of adding IRI references to the ORM schema in Figure 3(a) 

Now suppose we discover that the United Kingdom has the country code “GB”, and 
we choose “TheUK” (in the scope of the current document) as an IRI for the United 
Kingdom. We can now add the following code to assert that the UK has the country 
code “GB”.  

Individual:  TheUK 
  Facts:  hasCountryCode "GB " 

One might now expect that it is correct to infer the following fact that Julia Gillard 
was born in the United Kingdom: 

Individual:  JuliaGillard 
  Facts:  wasBornInCountry  TheUK 

However, this fact does not follow! HasKey declarations apply only to named 
individuals (with IRIs explicitly asserted). So declaring hasCountryCode as a HasKey 
property for Country says that at most one named individual has a given country code, 
while allowing that there could be many unnamed individuals with that same country 
code. Our assertion that Julia Gillard was born in some (i.e. at least one) country 
(which might be named or unnamed) that has the country code “GB” does not imply 
that this is the same as the named country (TheUK) that has that country code. This 
restriction of HasKey semantics to named individuals is designed to help ensure that 
inference rules using HasKey properties are “DL-safe” [27, sec. 9.5], so they will 
execute in a finite time. The choice of the OWL term “HasKey” is perhaps 
unfortunate, as this notion is weaker than key declarations in data modeling 
approaches.  

Since typical database users often assume closed world semantics for most of their 
data, and expect constraints to be enforced accordingly, considerable care is required 
when transforming to or from OWL ontologies that typically adopt open world 
semantics and use logical conditionals instead of constraints. To address this issue, 
some recent proposals have been made to extend OWL with the ability to classify 
Tbox propositions as either derivation rules or as constraints [22], or to classify  
selected types and properties as complete by making them DBox predicates [7]. 
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3 Compound Reference Schemes 

This section considers compound reference schemes, where an entity may be 
identified by means of a combination of two or more attributes or relationships. 
Figure 5 displays some examples in the four data modeling notations under 
consideration. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Compound reference in (a) ORM, (b) Relational, (c) Barker ER, (d) UML notation 

In the ORM schema of Figure 5(a), the circled double bar denotes an external 
uniqueness constraint underlying a compound, preferred reference scheme for Room 
(each room is identified by combining its building with its local room number). This 
corresponds to fact verbalizations that identify rooms by compound definite descriptions 
(e.g. the Room that has RoomNr 205 and is in the Building with BuildingNr 3). The 
circled single bar depicts an external uniqueness constraint for a compound, alternate 
reference scheme for buildings based on a combination of their x and y coordinates. 
Buildings also have a simple, preferred reference scheme (based on building number). 
The unary fact type Room is windowed records which rooms have a window.  

Figure 5(b) shows the relational schema generated by NORMA from the ORM 
schema. The preferred reference schemes for Room and Building are indicated by 
their primary key attributes, and the alternate reference scheme for Building is 
captured by marking the coordinate pair as unique and mandatory. To save space, 
display of data types is suppressed (the isWindowed attribute is Boolean). 

Figure 5(c) shows a Barker ER schema for the same example. The composite 
reference scheme for Room is indicated by the # on the room nr attribute and the 
vertical stroke “|”through Room’s role in its containment relationship with Building. 
The simple reference scheme for Building is captured by the # on the building nr 
attribute, but Barker ER has no way to indicate that the building coordinate pair 
provides an alternate reference scheme for Building. 

Figure 5(d) shows a UML class diagram for the same example. The composite  
reference scheme for Room is captured by marking the attribute Room.nr and the 
association end Room.building with the {id} qualifier. The simple reference scheme for 
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Building is indicated by the {id} modifier on Building.nr, but UML cannot graphically 
depict that the coordinate combination is also unique for buildings. 

In OWL, most of the example may be coded in a similar way to that discussed 
earlier. The isWindowed predicate may be declared as a data property with domain Room 
and range xsd:Boolean, with individual facts using true or false as appropriate. For the 
external uniqueness constraints in Figure 5(a), composite HasKey properties are  
declared as shown below assuming the relevant properties are defined.  

Class:  Building 
   HasKey:  hasBuildingNr 
   HasKey:  hasXcoordinate, hasYcoordinate 
Class:  Room 
  HasKey: isInBuilding, hasRoomNr 

However, these HasKey declarations have no effect on specific room or building 
instances unless an IRI is also explicitly declared for those instances. In this case, one 
could invent meaningful IRIs (e.g. Room3-205 for room 205 in building 3), but in 
cases where this is impractical (e.g. consider IRIs for street addresses), one might use 
surrogate identifiers (e.g. address_1, address_2, etc.) or instead simply abandon any 
attempt to capture the uniqueness semantics in the OWL ontology. 

4 Disjunctive and Context-Dependent Reference Schemes 

In a disjunctive reference scheme, instances of an entity type are identified by a 
logical disjunction of attributes or relationships, at least one of which is optional for 
the entity type, while the disjunction itself is mandatory for the entity type. Such 
schemes violate entity integrity (where all primary key components must be non-
null), so cannot be implemented as primary keys in a pure relational model, but may 
be implemented in SQL systems since they do not require primary keys to be 
declared. To our knowledge, disjunctive reference was first investigated at the 
relational level by Thalheim [25]. Our initial research on disjunctive reference at the 
conceptual level is discussed in [19]. The treatment in this section introduces 
extensions to our earlier work. 

Figure 6(a) shows a tiny fragment of the ORM metamodel. The external 
uniqueness constraint ensures that if a role has a name then that name is unique within 
its predicate. The constraint has inner join semantics, so the relation scheme Role(roleId, 
predicateId, [rolename]) formed by inner-joining the two relation schemes has a 
uniqueness constraint over the attribute-pair (predicateId, roleName). This allows many 
unnamed roles within an ORM predicate.  

The external uniqueness constraint shape in Figure 6(b) has an added “o”, 
indicating outer join semantics. The relation scheme Course(courseCode, courseTitle, 
[departmentCode]) formed by outer-joining the two relation schemes has a uniqueness 
constraint over the attribute-pair (courseTitle, departmentCode), with the added proviso 
that nulls are treated as actual values for this constraint. So the same course title may 
apply to at most one course with no department, but may also apply to many courses 
in different departments. 
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Fig. 6. Disjunctive reference with (a) inner join semantics; (b), (c) outer join semantics 

The schema in Figure 6(c) also has outer join semantics, but the double-bar in the 
external uniqueness constraint shape indicates that this is used for the preferred 
reference scheme for Course (course codes are not used). When the uniqueness 
constraint involves an optional relationship, inner join semantics can’t be used for the 
preferred reference scheme. For example, if we remove the RoleId reference scheme 
from Figure 6(a), then a predicate with two unnamed roles has no way to identify its 
roles. 

Figure 7 shows the weakest pattern that can be used in ORM to reference all 
instances of an entity type A. This involves a set of n functional binary relationships 
(n > 1) whose first roles are disjunctively mandatory (depicted by the circled dot) and 
whose second roles are restricted by an external uniqueness constraint with outer join 
semantics. A formalization of this pattern (using a superseded graphical notation) is 
provided in [19]. In practice, additional constraints often apply that allow more 
compact formalizations. For example, the external uniqueness constraint in Figure 
6(b) may be formalized as follows, where the first conjunct captures the inner join  
semantics and the second conjunct captures the additional semantics for the outer 
join:  

∀ct:CourseTitle,d:Department ∃0..1c:Course (c hasCourseTitle ct & c isOfferedBy d)  
& ∀ct:CourseTitle ∃0..1c:Course [c hasCourseTitle ct & ~∃d:Department (c isOfferedBy d)] 

 
 
 
 
 
 

Fig. 7. Weakest pattern for disjunctive reference 

Our original work on disjunctive reference was motivated by the need to handle 
such cases in industrial modeling, such as botanical classification schemes or complex 
addressing schemes. A simplified treatment of the botanical case is discussed in [18, 
pp. 522-523], along with options for mapping it to a relational database. The full 
treatment of the botanical classification model in [24] illustrates just how complex 
disjunctive reference schemes can be in practice. 

Figure 8 shows two further cases of disjunctive reference. These use a new 
construct we just added to ORM. A uniqueness bar with a dotted line over it indicates 
that this provides a way to reference just some instances of the relevant entity type. 
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Fig. 8. Further cases of disjunctive reference with (a) inner join and (b) outer join semantics 

In Figure 8(a), a top politician is identified by the country of which he/she is 
president or prime minister. The exclusive-or constraint ensures exactly just one of 
these relationships applies to any given top politician. Figure 8(b) models a situation 
where some famous persons may be identified by their popular name (e.g. 
‘Confucius’ instead of ‘Kong Qiu’), others simply by their family name (e.g. 
‘Einstein’ and ‘Newton’ denote Albert Einstein and Isaac Newton), while others may 
be identified by a combination of their family name and a specific given name (e.g. 
Marie Curie, Pierre Curie). The circled subsethood operator depicts the subset 
constraint that each famous person with a given name also has a family name. 

There is no space here to discuss in detail how disjunctive reference may be 
implemented in relational database, but in general it is usually best to introduce a 
simple identifier for the primary key, moving the disjunctive reference to an alternate 
key. The simple identifier can be either a surrogate or a meaningful identifier obtained 
by using a derivation rule to concatenate the components (type casting data types to 
string where needed). For some basic discussion of mapping alternatives see [18]. 

Disjunctive reference is not supported in the graphical notation of Barker ER or 
UML. In OWL, HasKey properties have inner join semantics, so cases like that of 
Figure 6(a) can be coded, along with the usual limitations discussed earlier for 
HasKey properties. Basic work on mapping ORM to OWL or description logic has 
been carried out by several researchers (e.g. [20, 8]). We leave it as a research 
question to explore to what extent OWL can deal with the other cases of disjunctive  
reference discussed in this section 

In a context-dependent reference scheme, the preferred identifier for an entity 
varies according to the context. ORM supports this notion by allowing subtypes to 
introduce new preferred reference schemes used within the scope of their immediate 
fact types. For example, in the ORM schema shown in Figure 9 student employees 
have a global person number, but are identified by their student number for degree 
enrolment facts, and by their employee number for employment and tutoring facts (a 
solid subtyping arrow implies inheritance of preferred reference scheme). For further 
discussion of this topic, along with relational mapping options, see [18, pp. 519-521]. 
Barker ER and UML have no direct support for this notion, but UML’s implicit use of 
oids to identify members of classes provides built-in support for global identifiers. 
While OWL does not formalize the notion of preferred reference, its allowance of 
multiple IRIs for the same entity and use of the owl:sameAs predicate to equate  
individuals provides one way to emulate such context-dependent reference. 
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Fig. 9. An ORM schema with context-dependent reference schemes 

5 Conclusion 

Popular languages for data modeling and ontology modeling differ substantially in 
their support for reference schemes, so an understanding these differences is 
important for transforming models from one language to another. This paper provided 
a comparative review of how reference schemes may be modeled in ORM, Relational 
databases, Barker ER, UML and OWL.  

While all these languages provide basic support for some simple and compound 
reference scheme patterns, various limitations in the latter three languages were 
identified with respect to their support for other reference scheme patterns. For 
example, Barker ER and UML do not graphically support secondary reference 
schemes, Barker ER does not support simply entity-to-entity reference, Barker ER 
and UML have no intrinsic support for disjunctive reference, and OWL’s use of 
HasKey properties is restricted to inner join semantics and named individuals. 

Some new cases of disjunctive reference were illustrated, and new ORM constraint 
symbols were introduced to distinguish the ways in which internal and external 
uniqueness constraints underlie different kinds of reference schemes. While these 
symbols have now been adopted in ORM, we have yet to fully support them in the 
NORMA tool (e.g. with distinguished automated verbalizations and relational  
mapping options). Such implementation support is planned for the near future. 

Further research and development work is encouraged to extend support for 
reference schemes in the various languages, as well as datalog [1, 17], and to provide  
automated transformation of models between them. 

Acknowledgements. The new uniqueness constraint symbols in section 4 arose from 
collaborative discussion with Matthew Curland. We are also grateful to Ed Seidewitz 
for clarifying basic semantics of the {id} modifier recently introduced to UML. 
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Abstract. For mobile and multi-channel information systems it is often relevant 
to model where something is supposed to take place and what equipment is used. 
Whereas traditional business process modelling notations seldom capture context, 
this paper looks at the possibility of extending BPMN diagrams with visual means 
for capturing location and equipment types used in mobile work processes. A 
wide range of possible ways for doing this visually is discussed and illustrated, 
whereupon the most viable alternatives are compared analytically mainly based 
on principles suggested by Moody. The results indicate that there are several 
approaches to include such usage context information visually with reasonably 
good results, but that approaches using intuitive icons to reflect locations and 
equipment types appear to be the most promising. 

1 Introduction 

We observe that context of work e.g. 'where' (i.e. location) something is done, and 
with what equipment is getting increasingly important in mobile and multi-channel 
information systems. It is also possible to utilize context to a larger degree (also real 
time) to know where users, equipment and goods should be, or where and when to 
provide a certain service through different devices providing a flexible, multi-channel 
work process support. For mobile and multi-channel information systems it is often 
relevant to model both the location of the user and the equipment with which the user 
intends to access the system. 

Even if geographical location and equipment is included in some enterprise 
architecture frameworks, business process modelling notations seldom capture such 
aspects. High-level process notations such as Use Case diagrams [1] and textual use 
case descriptions [2] normally do not include location or equipment, and the same 
applies to more detailed workflow representations such as BPMN and UML activity 
diagrams. As an example, consider the BPMN diagram for a part of the work process 
executed by a municipal home care unit. The process starts with the Shift Leader 
assigning Home Care Assistants (HCA) to the clients that the unit is responsible for, 
typically elderly people who can still live in their homes if they receive some help 
with cleaning and hygiene, shopping, cooking, etc. There are multiple HCAs, 
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indicated by the three parallel lines symbol at bottom of the large "Make daily round" 
activity, meaning that all the HCAs make their daily rounds in parallel here, to the 
clients assigned to them. The HCA first decides on the visit sequence, the latter 
supported by some software application calculating the optimal driving route, but 
possibly considering some constraints wrt. certain clients needing to be visited in 
certain time intervals. Then each client on the HCA's list is visited, in the "Visit 
Client" activity, which is looped until all clients on the list have been visited, cf. the 
"Done" arrow going right from the X diamond. During the day, the Shift Leader 
reviews the progress of the HCA's, being informed if any of them experience delays 
or problems (e.g., one client needing more attention than usual, or heavy traffic or 
accidents delaying the HCA). If a HCA is so much delayed that he can no longer 
make it through his list of patients in the allotted time, the Shift Leader may reassign 
some patients to other HCA's, who then need to make a new decision on their visit 
sequence. For each visit, the HCA goes through a preparation task of finding relevant 
information about the client. In most cases only limited preparation is needed because 
the HCA knows the client well from before, but in case of reassignments due to 
delays or replacements due to sick leaves, more preparation may be needed, such 
getting to know about special needs of the client, health problems that the HCA must 
be aware of, medication that the client needs to take, and whether the HCA should 
help the client take the medication or if it is enough just to check or ask the client if it 
has been remembered. At the client's the HCA then does the necessary house work, 
and also orders goods such as groceries, hygiene articles, light bulbs etc in addition to 
procuring additional medicine if necessary. For simplicity the model does not show 
what happens further to this order. Finally, information about the visit is registered in 
the "Log visit" task and the HCA moves on to the next client until done with all 
clients for the day. 

 

Fig. 1. BPMN example, part of a work process in home care 
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This diagram tells nothing about mobile aspects of the work process, although one 
might guess that there is necessarily some movement involved, i.e., the HCA needs to 
get to the homes of the various clients, and the "Do housework" task must definitely 
be performed there. However, for all the other tasks there are several options. For 
instance, the "Prepare visit" task can be performed in an office before going out to the 
client, in the car while travelling to the client, in the parked car before entering the 
client's home, or even inside the client's home. Similarly, the "Log visit" task can be 
performed in a number of different locations. Also, the tasks can be performed with a 
wide variety of equipment. Both locations and equipment may have a lot of impact on 
requirements for applications supporting these tasks. In some previous papers we 
have investigated how to include location in UML Activity Diagrams [3-6], how to 
include location in use case diagrams [7], and how to include equipment information 
in use case diagrams [8]. The current paper provides the following extensions to these 
previous works: 

• Using BPMN rather than UML activity diagrams, this because BPMN seems is 
the preferred notation for business process modelling in many settings.  

• Considering diagram notations that will allow the capture of both location and 
equipment at the same time. Previously, we looked at only one extension at a 
time. Looking at several conceptual extensions at the same time is more 
complicated, since a visual variable which is used for one purpose cannot also be 
used for another purpose. 

Otherwise, the results from the previous papers are clearly relevant, and can be built 
upon. Some notations for including location in UML Activity Diagrams were 
compared analytically in [3, 6] and some of the alternatives that did best in the 
analytical evaluations were compared experimentally to a "zero" alternative using 
standard UML notes in [4, 5]. 

The research questions for this paper are as follows: 

• RQ1: How can one show several usage context variables (e.g., location, 
equipment, ...) in the same business process diagrams, using existing BPMN 
notation with small adaptations? 

• RQ2: How can the usage of visual variables and text best be combined to 
balance the complexity of the diagram? 

• RQ3: What additional requirements would this put to the functionality of the 
modelling tool? 

The focus on small adaptations (RQ1) is motivated by that there is a lot of investment 
in existing notations, in terms of developer training and tool implementations. 
Suggesting a radically different notation would disregard this investment, and 
although the new notation might be theoretically optimal for mobile work processes, 
the likelihood of industrial adoption would be smaller.  

The rest of the paper is structured as follows: Section 2 presents related work then 
section 3 discusses the research method, i.e. framework used for the analytical 
evaluation. Section 4 maps out the solution space in terms of viable notation 
alternatives, and explain why some alternatives are obviously poor and are therefore 
excluded from further analysis. Section 5 presents the results of the analytical 
evaluation, whereupon section 6 discusses the findings and concludes the paper. 
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2 Related Work 

Mobile applications need to take context into account to deliver services that are 
appropriate for their users. [9] provides several different context-dimensions that can 
be of interest. The spatio-temporal context describes aspects related to time and space. 
The environmental context captures the entities that surround the user, for example, 
physical objects, temperature, light, humidity and noise. The personal context 
describes the user state, such as pulse, blood pressure, and body temperature. The task 
context describes what the user is doing and other related tasks. The information 
context entails what information is available at a given time. Finally, the social 
context describes information about other actors e.g. friends, neighbours, co-workers, 
and relatives. As for spatial mobility, [10] distinguish between travelling, visiting and 
wandering. [11] adds mobile work proper, i.e., work that by nature entails moving 
about. Work on mobile ontologies by Veijalainen [12] supports the idea of the 
‘where’ aspect as essential in mobile processes. [13,14] distinguish between "space" 
and "place", the former describes geometrical arrangements that might structure, 
constrain, and enable certain forms of movement and interaction; “place” denotes the 
ways in which settings acquire recognizable and persistent social meaning in the 
course of interaction. In this work we look at the modelling of 'place'. Work combing 
modelling of space and conceptual aspects are described in e.g. [18]. When modelling 
'place', a limited number of places are relevant in most cases. 

There are several existing proposals for how to adapt business process diagram 
notations for mobile systems. [16] proposes an extension of BPMN to include 
location constraints for activities and actor nodes. Visually this is achieved 
representing locations as parallelograms which can then be linked either to single 
activities or groups of activities. Midway on the link, a hexagon symbol is used. 
Having "=" inside the hexagon means a positive constraint (activity A is to be 
performed in location L), while "≠" means a negative constraint (activity A should not 
be performed in location L). In [17] a similar proposal is made for UML activity 
diagrams. [18] proposes extensions to UML activity diagrams specifically targeting 
the modelling of mobile systems. They offer one responsibility centred notation, 
where swim-lanes are used to indicate "who" performs the various process steps and 
location is instead added by textual annotation, and also location centred notation, 
where swim-lanes indicate "where" an action is performed, so that "who" must 
instead be explained by textual annotation. Responsibility centred notation reflects the 
normal usage of swim-lanes in business process models, while the location centred 
notation is a much larger deviation from normal practice. This resembles a notation 
which was briefly tried in [3] using swim-lanes for "where" and instead showing 
"who" by connecting process steps to stick figures (as in use case diagrams), however 
that notation was quickly dismissed because the need for linking stick men to process 
nodes created a lot of extra and often crossing lines in the diagram. [19] proposes an 
adaptation of UML sequence diagram which uses a location centred notation similar 
to that of [18]. Another extension of UML sequence diagrams with a similar location 
centred approach is [20]. In [21] another kind of visual adaptation is used, namely 
adding small icons inside each business process step. This extension is not made for 
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the purpose of capturing user context, however, only to make ordinary business 
process models more understandable by introducing representational redundancy in 
that the icons double up for the name label of the process step in indicating the nature 
of the activity. In total, 25 different icons are proposed. Conceptually this is much 
further away from our purpose than the works mentioned in the previous paragraph; 
however the notational strategy of using intuitive icons might be equally relevant as 
using parallelograms or other more abstract visual means. 

3 Research Method  

Notations can be evaluated either analytically or empirically. Empirical evaluations 
will always be the ultimate target, since these can tell whether the modelling 
approaches work in practice and are accepted by prospective users. However, with a 
wide range of notation alternatives, there will be a combinatorial explosion of 
empirical comparisons to be made in experiments or case studies to evaluate all 
possibilities. Therefore, a more viable approach is to start by an analytical evaluation 
to indicate a smaller number of notation candidates which - according to the 
principles underlying the analytical evaluations - seem to have a good likelihood of 
success, and then compare these empirically to find out which is the better one. In this 
paper we will therefore evaluate alternatives analytically, and the key question then 
becomes which evaluation framework to use. 

The Bunge-Wand-Weber (BWW) ontology [22] is often used for analytical 
evaluations of conceptual modelling languages, and was used to evaluate BPMN in 
[23]. However, the BWW ontology only concerns itself with the underlying 
conceptual basis of a modelling language, not the visual representation. A semiotic 
quality framework (SEQUAL) for conceptual model quality originated in [24] has 
later been extended and adapted for analytical evaluations of modelling languages 
[25], evaluations of BPMN presented in [26,27,28]. SEQUAL covers both concepts 
and visual representation and is in [25] extended to include the principles of good 
notation proposed by Moody [29], which are our basis here with its nine principles: 

1) semiotic clarity means a 1:1 mapping between graphical symbols and concepts.  
2) perceptual discriminability: How easily and accurately can symbols be 

differentiated from each other? 
3) semantic transparency: How well does a symbol reflect its meaning? 
4) complexity management: What constructs does the diagram notation have for 

supporting different levels of abstraction, information filtering, etc.? 
5) cognitive integration: Does the notation provide explicit mechanisms to support 

navigation between different diagrams? 
6) visual expressiveness: To what extent does the notation utilize the full range of 

visual variables available? 
7) dual coding: Using text to complement graphics. 
8) graphic economy: Avoiding a too large number of different symbols. 
9) cognitive fit: Trying to adapt the notation to the audience  
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Not all of these 9 principles are equally relevant for our purposes, so we choose to 
discard two for our evaluation: 

• Cognitive Integration investigates the relationship between several sub-
languages within one bigger language. We only look at process models  

• Cognitive fit concerns the usage of different dialects of a language for different 
stakeholders. At the current stage we are only looking at one dialect. 

Our focus, as argued in the Introduction, is to use only minor adaptations of a 
mainstream notation. Hence, we will add one more criterion: Minimal deviation from 
mainstream notation. The detailed evaluations done in the scoring will be presented in 
the section with the results, since this is easier to explain when having concrete 
notation examples to refer to. In the next section we will discuss which notation  
alternatives to consider for the evaluation. 

4 Notation Alternatives 

The wanted extension is to include usage context, such as location, movement, and 
equipment used in process models expressed in BPMN. In general there are two main 
ways that more information can be included in a process diagram: 

• making changes to nodes or arrows that are already present in the diagram  
• introducing new graphical elements in the diagram  

Both for changes to existing graphical elements and introduction of new graphical 
elements we have a number of visual variables at our disposal. Bertin [30] suggests 8 
different variables: Two planar variables and six retinal variables. The planar 
variables are horizontal and vertical position, i.e., the meaning of a symbol, or its 
relationship to others, is partly explained by the symbol's placement in the diagram. 
This is already used in BPMN. A process node placed within a certain swim-lane is 
performed by the role responsible for that swim-lane, whereas a node outside that 
swim-lane is performed by somebody else. Moreover, associations are also indicated 
by means of placement: if an arrow is placed between two process nodes, touching at 
each end, then these two process steps are related, e.g., with the meaning that one 
precedes the other in the process. Finally, there is a common convention in process 
modelling that order is also indicated by placement from top to bottom or left to right, 
although this can be overridden by arrows.  

The six retinal variables are shape, size, orientation, colour, brightness, texture. 
Some of these are already used in BPMN, in particular shape. Orientation is normally 
used for relationships, i.e., it makes a big difference whether an arrow points one way 
or the other. The other variables are less used. Size may sometimes be used 
accidentally, e.g., some nodes being bigger than others either because they are further 
decomposed or because a longer textual label needs to be fitted inside, but then size 
does not have a precise or intended meaning. Also, it is easy to find a lot of examples 
where colour has been used in BPMN diagrams, e.g., using different colours for 
different swim-lanes or different groups of process nodes, but again this seems to be 
mostly for illustrative purposes, not assigning any precise meaning to the various  
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colours. Colour could be used in a lot of different ways in a diagram, e.g., nodes could 
be filled with different colours to convey different meanings, the bordering lines of 
nodes could have different colours, text inside the nodes could have different colours, 
and arrows between nodes could have different colours for different kinds of 
relationships. Similarly, texture could be in the form of different node fills, different 
line types (full, dotted, dashed) on the node border, etc. 

Since we are considering two extensions to the notation at the same time - adding 
both locations and equipment types for the process steps, there is potentially a vast 
number of notations that one could choose from, namely the full combinatorial 
explosion of all the visual tricks indicated in two bullet items just above. Moreover, it 
would also be possible to use redundant coding, i.e., using several visual variables 
together to show the same concept. All in all, this makes for hundreds of possible 
combinations − but most of them are no good. Hence it is important to prune our 
search space by excluding the obviously poor combinations before going into the 
more time-consuming parts of the evaluations with detailed scoring of alternatives. 

4.1 Excluding Obviously Poor Alternatives 

Examples of notation choices that are excluded before the detailed evaluation are 
shown in Figure 2.  

Each row in this Figure is indicating how one particular visual variable can be used 
to encode some usage context information for process nodes. In the first row, the 
placement of the "Log visit" activity in some planar pool indicates the location where 
the activity is performed. In rows 2-4 we orthogonally combine two tricks on the text 
label inside the node, which could then encode both location and equipment type, e.g. 
horizontal alignment for location, vertical for equipment type (row 2), size for 
location, colour for equipment type (row 3), font for location, brightness for 
equipment type (row 4). The subsequent rows encode just one concept each, e.g., 
thick, medium or thin bordering line representing three different locations. We could 
have shown how to encode both location and equipment types by a number of 
orthogonal combinations of these tricks, but that would have given an unnecessarily 
big amount of rows in the Figure.  

The planar alternative in the top row in Figure 2 was also proposed in [18] and 
termed a location centred notation. This is not all that bad, as discussed in [6] it can 
be quite intuitive and therefore have good semantic transparency if the planar variable 
is used for location − though not for equipment [8]. The problem here, however, is 
that we are focusing on minor adaptations of BPMN, where the standard approach is 
to use pools and swim-lanes for organizational responsibility, i.e. a responsibility 
centred notation [18]. Changing this would imply a quite big deviation, potentially 
confusing for users who have already learnt BPMN. In particular, with this approach 
one would have to find another way to indicate who performs the activity (which, by 
the approaches from row 2 onwards can still easily be done simply placing the 
activity node in the swim-lane of the Home Care Assistant). Hence, the planar 
alternative is discarded in this paper.  
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Fig. 2. Visual variables discarded from further consideration. In case of b/w printing, row 3 has 
red, green and blue text in the process node labels (left, middle, and right columns 
respectively), and row 7 has brown, blue, and black boundaries on the activity nodes. 

Having thus excluded a number of visual alternatives which were obviously poor 
already in previous evaluations, we are left with some fewer alternatives which are 
more promising. In the following subsection we will describe some main notation 
alternatives, those which encode location and equipment with visual elements inside 
the existing diagrams nodes (i.e., particularly the activity nodes). Another possibility 
would be to rely on putting context information in new nodes. We focus on the first 
option here, since extra nodes easily make the overall diagram overly complex [3], 
specifically taking into account the large graphical complexity found in BPMN [31]. 

4.2 Encoding Context Information Inside the Activity Nodes 

In Figure 3 we have shown alternatives only making changes internally in the activity 
nodes to accomplish the necessary encoding of a location and equipment type for the 
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activity in question. The first three rows only use the label text itself. The first row is 
the naive approach of putting more information into the natural language text label, 
which is not an extension of the language, but useful to include as a kind of zero 
alternative. The downside of this is that the label becomes longer and harder to 
comprehend. It also breaks with the normal naming convention for process steps (verb 
+ noun). The second row uses tags to add the context information. This has several 
advantages, both in making it clearer for the reader what the different parts of text 
inside the node are, and allowing for more sophisticated tool support, for instance in 
showing or hiding this information on request from the user. Also, the tag approach is 
semantically more precise. With the plain text approach of the first row, "Log visit in 
patient's home" is actually ambiguous, as the phrase "in the patient's home" might 
simply describe where the visit took place, not necessarily where the logging activity 
takes place. With the tags, it could be formally defined - and explained to users - that 
the <loc> tag always identifies the location where the activity is to be performed. So 
the tagged approach of the second row has better semiotic clarity than the naive  
approach of the first row. The third row of Figure 3 illustrates the possibility of 
redundantly combining tags and font colours, to further enhance perceptual 
discriminability. However, to find out what the location is, close inspection of the text 
would still be needed.  

The various graphical alternatives in row 4-9 of Figure 3 illustrate quite well some 
challenges related to achieving these two extensions (i.e., capturing both location and 
equipment) by modifications inside the node itself. Having seen in previous 
experiments [4,5] that both colour and pattern-fills did reasonably well when only one 
extension had to be made, it could be tempting to try to use these two orthogonally to 
achieve two extensions. In row 4 the location is encoded by colour, the equipment by 
the pattern, but this entails some problems. First of all, it is not always straightforward 
to combine colours and patterns. Too bright colours, e.g. yellow, will cause the 
pattern not to be easily visible, at least if the pattern is on a white background. 
Hatchings based on thin lines will combine poorly even with darker colours, as it will 
be hard to distinguish whether a hatching is black, blue or green. Hence, it may be 
necessary to use patterns that are quite dense, like the ones in Figure 3, to allow for 
easy distinction of the colours. Second, patterns often interfere with the text, making 
it hard to read. This is easily fixed using a white rectangle just around the label. 
However, if there is a lot of text inside the label, this would give reduced space for the 
pattern and colour, again making perceptual discriminability poorer. Third, being 
limited to dense patterns rather than sparse ones means that we are able to distinguish 
fewer different alternatives (in this example equipment types, but in general whatever 
the patterns are used to capture) before the patterns become so similar to each other 
that they are hard to discriminate reliably, maybe only 3-4. 

Seeing the problems with pattern fills, rows 5 and 6 of Figure 3 instead try to 
combine colour with brightness, still using red for client's home and blue for car, but 
now using darker for PDA and lighter for laptop. This seems to work slightly better 
than the colour + pattern combination, especially in terms of less interference with the 
text label. Black text will be harder to read the darker the background colour, but at 
some stage one could invert the text label to white instead. Still, there is a clear limit 
to how many brightness levels people can reliably distinguish since there must be 
quite a difference in brightness between each step on the scale to avoid confusion. So 
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again, more than 4-5 alternative equipment types allowed in a process model would 
cause problems. This could be mitigated, however, by redundant combination with 
text tags, as shown in row 6, which is anyway considered a positive thing according to 
Moody's principle of dual coding [29], and here it would be especially important to 
users with impaired colour vision. 

 

Fig. 3. Alternatives only making changes internally in the activity nodes. In case of b/w 
printing, row 3 has blue <loc> tags and green <equip> tags, and in rows 4-7 the two leftmost 
columns are red and the two rightmost are blue. 

Row 7 still uses colour for location in the same ways as the rows above, but now 
combines this orthogonally with the use of some icons for equipment. As also pointed 
out in earlier works such icons are possibly the best alternative when it comes to 
semantic transparency, as they have what Moody would call an intuitive relationship 
to the concepts to be captured, at least as long as intuitive icons exist for the concepts 
in question. Given the advantage of icons for semantic transparency, one could of 
course also imagine dropping colour, and instead show both location and equipment  
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by icons. Even if it might be quite intuitive in most cases which icons then relate to 
locations and which relate to equipment, this could sometimes be a source of 
confusion, especially for stakeholders who associate a particular type of equipment 
very much with a certain location or vice versa. The bottom rows in Figure 3 indicate 
always placing location icons in the left side of the node and equipment icons in the 
right. This should not collide with the current use of icons in the top left corner of the 
activity [32]. Thus, in this case we actually manage to utilize also planar variables to 
convey meaning, without any conflict with other usages of planar variables in BPMN. 
The final row again redundantly combines graphical means with textual tagging. 

5 Evaluation Results 

Table 1 shows an evaluation of the various alternatives shown in the Figure 3 of the 
previous section. The rows of the table show the various alternatives discussed in the 
previous section in relation to Figure 3, with the reference to the illustration indicated 
in the parenthesis (e.g., 3, 1 for text + text meaning Figure 3, row 1). The columns of 
the table reflect the principles by Moody discussed earlier (except the two principles 
we chose not to include in the evaluation), plus the extra criterion for minimal 
deviation from the original BPMN language. Hence the columns are SC = semiotic 
clarity, PD = perceptual discriminability, ST = semantic transparency, CM = 
complexity management, VE = visual expressiveness, DC = Dual Coding, GE = 
graphical economy, CF = cognitive fit, and finally MD = minimal deviation from 
mainstream notation).  

A five point scale is used for grading, namely - -, -, blank, +, and ++, indicating the 
range from a strong disadvantage, through neutral, to a strong advantage for the 
criterion in question. To the right we have indicated two sum columns; the first one 
called “Sum” assumes that all 8 criteria are equally important, while the Weighted 
Sum (WS) column gives double weight to the three leftmost criteria (semiotic clarity, 
perceptual discriminability and semantic transparency). In the following, the scores in 
Table 1 are explained criterion by criterion.  

Table 1. Evaluation of alternatives, assuming small adaptation of BPMN 

Location + 
equipment 

S
C 

P
D 

ST C
M 

VE DC GE MD Sum W
S 

Text + text (3,1) - - - -    - ++ ++ -1 -5 
Tag + tag (3,2)  - + +  - + + 2 2 
Tag + tag, w/col (3,3)   + + +  + + 5 6 
Colour + pattern (3,4) ++ +  ++ ++ -  - 5 8 
Col. + brightness (3,5) ++ +  ++ ++ -  - 5 8 
Col + bright + tags 
(3,6) 

++ +  ++ ++ +  - - 6 9 

Colour + in-icon (3,7) ++ ++ + + + -  - 5 10 
In-icon + in-icon (3,8) ++ ++ ++ +  -  - - 5 11 
In-ic+in-ic + tags (3,9) ++ ++ ++ +  +  - - 6 12 
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Semiotic clarity (SC): Double minus to alternatives which offer no special 
representation for usage context at all. Single minus to alternatives which offers one 
symbol for context, but does not distinguish between location and equipment. Blank 
to alternatives which do distinguish between location and equipment, but only 
through text. Single plus to alternatives which distinguish between location and 
equipment graphically, but do not distinguish graphically between different locations 
and different equipment types (or at least not both of these). Finally double plus to 
alternatives showing graphical differences both between different locations and 
different equipment type. Perceptual discriminability (PD): Double minus to 
alternatives where there is no specific indication in the diagram that there is context 
information. Single minus to alternatives where it is indicated that there is context 
information, but only subtly so that it is hard to spot from a quick look at a diagram. 
Plus to alternatives who clearly distinguish visually between several different 
locations and equipment types. To get a double plus the approach must work for a 
fairly large number of different locations and equipments. Semantic transparency 
(ST): Here, the only ones getting a double plus are the alternatives with icon + icon, 
since icons intuitively reflect the concepts captured. A single plus therefore to 
approaches using one icon in combination with something else. Also a single plus to 
alternatives using tags. The remaining alternatives get a blank for having only an 
abstract (opaque) relationship to the concepts captured. No minuses given here, since 
alternatives that were really poor and counter-intuitive were discarded already before 
this tabular analysis (cf. Figure 2). Complexity management (CM): Double minus to 
alternatives that create a new node for each location and a new node for each 
equipment type. Single minus to those alternatives using one external node. Blank to 
those making no new nodes, but longer text labels that are more difficult to read. A 
single plus to approaches instead using tags or approaches stuffing internal icons into 
the nodes so that nodes get more crammed. Double plus to approaches which neither 
introduce neither more text nor more material inside the nodes. Visual expressiveness 
(VE): Double plus to approaches using two new visual variables which are not used in 
BPMN already. Single plus to those using one of these variables. Blank for usage of 
icons, although this is a kind of shape, the icons are different from other shapes used 
in BPMN. Minus for usage of a new shape, and double minus for introducing two 
new shapes. Dual coding (DC): Plus to all approaches combining text and graphical 
elements, minus to all which do not. Graphical economy (GE): Double minus to 
approaches that introduce a big number of free-standing new symbols. Single minus 
to those introducing more than one free-standing new symbol. Blank to approaches 
introducing only one new symbol, e.g. dedicated context shape, or to those 
introducing several new symbols, but then in a family, subordinate to an existing 
symbol (e.g., modifying existing process nodes by the introduction of in-icons or 
fills). Plus to those not introducing new graphical symbols, only new text tags, and 
finally double plus to those introducing no new elements in the language whatsoever. 
Minimal deviation (MD): Double plus to alternatives making no modification to the 
language whatsoever. Single plus to those only introducing text tags. Blank to those 
only introducing one new thing to learn. Single minus to those introducing two new 
things to learn, and double minus to those introducing three or more new things to 
learn. 
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6 Discussion and Conclusion 

There are a number of threats to the validity of an analytical evaluation as presented 
in this paper. Although we have based our evaluation on a well-known framework 
published by another researcher and taken effort to score all approaches fairly, it will 
be impossible to totally avoid subjective opinion by the researchers, both in how to 
score each alternative for each criterion, how to weight criteria, and which notation 
alternatives to include and exclude in the first place.  

As for the weighting of the evaluation criteria, the "Sum" column used equal 
weight (1) for all criteria. Since Moody does not suggest any weighting, this might 
seem a natural choice. However, it can also be observed that the criteria are not 
completely orthogonal, and it could be possible to argue that especially the three first 
criteria are more fundamental than the other ones, in reflecting essential properties 
that a visual language should have. Some of the other principles could be said to be 
more secondary factors for achieving the same objectives. Finally, while semiotic 
clarity, perceptual discriminability and semantic transparency are more fundamental 
aspects of the visual language, some other criteria would be more up to the tool 
support than just the language itself, especially complexity management. Hence, we 
also introduced the WS column where the three criteria appear more fundamental. On 
the other hand, if the approach should be implemented, some tools cannot allow 
modifying icons although many modern tool-environments support such extensions, 
updating the meta-models supported.  

Several candidate notations appear as approximately equal for the “Sum” column, 
the alternatives colour + brightness + tags and in-icon + in-icon + tags both having 6 
points, and several other alternatives following closely on 5 points. For the weighted 
sum (WS column), the internal icon alternative more clearly emerges as the best 
according to the analytical evaluation, gaining on the alternatives using colour mainly 
because of its better semantic transparency. Another advantage of the icon approach 
compared to approaches using colour, brightness or similar is in cases where there is a 
need to show several locations or equipment types for the same process node, e.g., 
several alternative equipment types are allowed based on user preference, or even 
cases where two devices are needed at the same time to accomplish a task.  

Hence, the top score for the internal icon approach makes sense also intuitively, as 
it scales better with several alternative usage contexts, has good semantic 
transparency, and still avoids the introduction of extra nodes and links which makes 
the diagram structurally more complex. Still, further empirical evaluations will be 
necessary to investigate whether the notations that did the best in this analytical 
evaluation will really be better than other alternatives in practice. Such evaluations 
could include both experiments similar to those already done in [4,5] and case studies 
in more industrial settings. In experiments the cross-cultural differences and 
variations of information metabolism (in terms of socionics) can also be taken into 
account. 
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Abstract. Enterprise Architecture modeling languages describe an en-
terprise holistically, showing its business products and services and how
these are realized by IT infrastructure and applications. However, these
modeling languages lack the capability to capture the design rationale for
decisions that lead to specific architectural designs. In our previous work
we presented the EA Anamnesis approach for capturing architectural
decision details. In this paper, we extend the EA Anamnesis approach
with a viewpoint that captures and rationalizes decision making strate-
gies in enterprise architecture. Such a viewpoint is useful because it helps
enterprise architects reconstruct the decision making process leading up
to a decision and understand how and under which circumstances this
decision was made. For example, under time pressure an architect may
rely on heuristics instead of examining the decision problem in depth.
More specifically, we contribute: (1) a metamodel for capturing decision
making strategies, which is grounded in established decision making lit-
erature, (2) an illustrative example showcasing the potential usefulness
of capturing the decision making process.
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1 Introduction

Enterprise Architecture (EA) [1, 2] is a steering instrument that connects an
organization’s IT infrastructure and applications, to the business processes they
support and the products/services that are in turn realized by the business
processes. Such a holistic perspective on an enterprise helps clarify the business
advantages of IT, analyze cost structures and more [3].

A variety of Domain Specific Languages for the modeling of Enterprise Ar-
chitectures have been created, such as the Open Group standard ArchiMate [4].
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While Enterprise Architecture modeling languages allow for modeling an enter-
prise holistically, the design decisions behind the resulting models are often left
implicit. Although we should be careful with the analogy, experience from the
field of software architecture shows that leaving design rationales implicit leads
to ‘Architectural Knowledge vaporization’ (cf. [5]). This means that, without
design rationale, design criteria and reasons that lead to a specific design are
not clear. Also, alternatives that were considered during the design process are
not captured.

Among others, such lack of transparency regarding design decisions can cause
design integrity issues when architects want to maintain or change the current
design [6]. This means that due to a lacking insight of the rationale, new de-
signs are constructed in an adhoc manner, without taking into consideration
constraints implied by past design decisions. Also, according to a survey for
software architecture design rationale [7], a large majority of architects (85,1%)
admitted the importance of design rationalization in order to justify designs.
Another interesting finding of this survey was that architects declared that af-
ter some time they frequently forget their own decisions. Moreover, anecdotal
evidence from six exploratory interviews we conducted with senior enterprise ar-
chitects, suggests that Architects are often external consultants. This situation
increases the architectural knowledge gap of the Enterprise Architecture. The
successor architect tries to understand and analyze the architecture by search-
ing through architectural designs and unstructured information of requirements
documentation.

In our previous work [8] we introduced an approach for the rationalization
of enterprise architectures by capturing EA design decision details. We refer
to this approach as EA Anamnesis, from the ancient greek work ανáμνησις
(/ænæm"ni:sIs/), which denotes memory and repair of forgetfulness. The meta-
model is grounded in Decision Representation Language (DRL) [9] and is based
on similar approaches from the software engineering domain. At this stage, EA
Anamnesis complements the ArchiMate modeling language [4] by conceptual-
izing decision details (alternatives, criteria, impacts) and by grouping EA de-
cisions in three different enterprise architecture layers (Business, Application,
Technology) in accordance with the ArchiMate specification.

However, decision details captured by EA Anamnesis do not describe explic-
itly the decision making process during the architectural design. Although our
approach captures alternatives and criteria of EA decisions, it does not provide
information on how the decision process was executed. EA Anamnesis does not
capture what decision strategy was used, and what factors led to the adoption
of such a strategy. Yet, if considerations during the decision process are not cap-
tured, one looses the insight of the factors that also contributed towards taking
the actual decision. For example, a decision could have been made under time
pressure, and as such, a heuristic decision strategy may have been used instead
of considering all criteria and their respective importance.

In this paper we extend the EA Anamnesis approach in order to capture
the decision making process. Specifically, we contribute: (1) a decision making
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strategy viewpoint metamodel that captures the basic characteristics of decision
making process (decision strategies, criteria). The concepts from this metamodel
are grounded in established decision making literature [10–14]. (2) we illustrate
with a fictitious scenario how such a viewpoint can be used to capture the
decision making process.

Our approach helps an enterprise architect (probably not the actual designer)
to reconstruct the decision making process and understand how his predecessor
made an EA decision. It does so by making explicit, amongst others, the decision
making criteria, the respective importance of criteria, the used decision making
strategy and the rationale for selecting a decision making strategy. This would
nicely complement our EA Anamnesis approach in the sense that it would allow
for comparing the results of a decision with the criteria and used decision making
process leading up to the decision. In such a way, architects can compare past
decision making criteria to observed outcomes to learn from captured decisions.

While we acknowledge that decision making often involves multiple parties [1],
this paper focuses on a single decision maker: the enterprise architect.

This paper is structured as follows. Section 2 presents the background lit-
erature in decision strategies and challenges, Section 3 introduces the decision
strategy metamodel, while Section 4 illustrates the use of our approach with an
insurance industry example. Finally Section 5 concludes.

2 Background Literature

The work reported in this paper is based on established literature of decision
making strategies. This section reports on the two streams that were examined:
(1) actual decision making strategies, and (2) factors that influence the decision
making.

2.1 Decision Making Strategies

Decision making strategies generally fall in two main categories: compensatory
and noncompensatory [10–12, 15]. We briefly explain these strategies with a car
buying example. In this example, a customer selects a car based upon the criteria
‘color of car’, ‘carbon emission’, ‘small size of car’ and ‘gasoline consumption’.

In compensatory decision making [10], alternatives are evaluated exhaustively,
taking all criteria and their trade-offs into consideration. Criteria with high
values compensate for criteria with lower values. Finally, the alternative with
the highest score is selected. For our car buying example, this implies that a
customer considers all four criteria ‘color of car’, ‘carbon emission’, ‘small size
of car’ and ‘gasoline consumption’. For example: s/he can state that ‘color of
car’ is of high importance, and ‘carbon emission’, ‘small size of car’ and ‘gasoline
consumption’ are of less. By doing so the customer then selects a car that best
complies with all these criteria.

Compensatory strategies aim to provide the best possible decision outcomes
given the decision data at hand. However, compensatory strategies require full
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information on how alternatives score on all criteria, and they are time
consuming [10].

Noncompensatory strategies [10], on the other hand, are consistent with the
concept of bounded rationality. This means that the rationale to make a decision
is limited by factors such as hard constraints, time constraints and the cogni-
tive load of the decision maker. As such, noncompensatory strategies evaluate
alternatives heuristically, using only a limited number of criteria and trade-offs.

Considering a noncompensatory decision strategy for our car buying example,
let us now assume that the customer lives in the city and selects between two cars:
a small and a big one. Now, ‘small size of car’ is a hard constraint for the customer
due to the limited parking space available in the city. Therefore, regardless of
the criteria ‘carbon emission’, ‘color of car’, and ‘gasoline consumption’ s/he
excludes the big car from her/his choice set.

The main characteristics of noncompensatory strategies are twofold: (1) they
reduce the decision making effort, (2) they are not demanding regarding the
information needed to make the decision. As such, it is a common practice for
decision makers to use noncompensatory strategies in situations (time stress,
hard constraints) the limitations of which affect the decision making process [16].
However, by definition decision makers do not take all criteria into account when
using noncompensatory decision strategies.

Last but not least, in some cases the use of a combination of compensatory
and noncompensatory decision strategies (a hybrid) is required [15, 17, 18]. For
example, a decision maker starts his evaluation process by excluding alternatives
that do not meet certain noncompensatory criteria, and only thereafter evaluates
the remaining alternatives with a compensatory strategy.

2.2 Factors Influencing the Decision Making

Decision making, in particular the choice for a decision making strategy, is in-
fluenced by factors such as time, information completeness, cognitive load of the
decision maker, and more [13].

We describe briefly those factors and how they influence the decision making
process.

Time stress: One of the most common situations in decision making processes
is time stress [14]. Decision makers under time pressure must take critical deci-
sions. Usually these decisions are made last moment, in an adhoc manner, and
without sufficient rationalization.

Ill-structured problems: A decision problem is often complex in terms of cause-
effect relations, correlations and feedback loop between relevant factors [14]. As
such, decision problems are difficult to understand, also in terms of the impacts
and outcomes that they have.

Information incompleteness: meaning that in practice information can be
ambiguous or even missing [14].

Shifting, ill-defined, or competing goals: A decision maker can have conflict-
ing goals during the decision making process. Decision maker should weight
appropriately each of these goals in making a decision [20].
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Action and feedback loops: Decision making contains a series of loops that
the decision maker should deal with [14]. Early mistakes and poor information
generate decisions that should be reexamined. For example violations in archi-
tectural design are not disclosed early enough and this implies that the decision
making process should be repeated.

High stakes: Decision makers have also to cope with high risk decisions,
especially when the problem they are called to solve is of high importance [14].

Multiple player situations: When multiple stakeholders are involved in a de-
cision making process the situation gets more complicated [14]. Stakeholders
have different interests, goals and expectations from a specific decision. Another
common issue is the lack of shared understanding between stakeholders for a
particular problem. Multiplayer situations may result in delays in the decision
making possibly leading to a revision of the decision, with high cost impact [21].

Organizational goals and norms: Organizations operate under specific goals
and norms [14]. Decision makers should make decisions in the context of these
goals and norms and should avoid making decision based only on their per-
sonal preferences. Decision makers, regardless of their personal preferences, must
evaluate alternatives with criteria that the organization sets.

Note that our approach does not provide rationalization support for decision
strategies with multiple decision makers. As we mentioned before, this paper
focuses on single decision maker environments.

3 The Decision Strategy Viewpoint

In this section we introduce the motivation for the decision making strategy view-
point. In line with [22], we use a separate viewpoint for capturing the decision
strategy to concentrate on concerns that are of interest for the decision making
process itself (such as time pressure, the use of heuristics in decision making).
Thereafter, we discuss the conceptualization of the decision making strategies
and how these concepts extend EA Anamnesis approach for EA rationalization.

3.1 Motivation

Decision making for architects can be challenging. This is due to, amongst others,
the cross organizational nature of enterprise architecture: inherently, architects
involve stakeholders from different backgrounds and with differing concerns [1].

As a result, Enterprise architects as decision makers have to cope with vari-
ous challenges in the decision making process such as time stress, ill structured
problems, uncertain dynamic environments and others [14]. As we mentioned
in Section 2.2, these factors affect the decision making process. Decision mak-
ers should be able to adopt a decision strategy that is appropriate for these
challenges.

The proposed viewpoint captures and reconstructs decision making processes
for EA decisions. By comparing the captured decision strategy with the observed
outcome of a decision, architects can understand if the decision making strategy
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was successful or had negative consequences. This helps enterprise architects to
follow or avoid decision making practices. For example: the viewpoint presented
in this paper can be used to capture whether a decision was made under time
pressure. Subsequently, if the outcomes of a decision was negative, we can use
this information to make transparent why the decision was made.

3.2 Decision Strategy Viewpoint Metamodel

Figure 1 presents the metamodel of the Decision Strategy viewpoint. The idea
of using different viewpoints for representing different types of information was
taken from the ISO/IEC/IEEE 42010 standard for Architectural descriptions in
Systems and Software Engineering [23]. The decision strategy viewpoint focuses
on capturing (1) decision making strategies that were used during the archi-
tectural design process for a specific EA decision, (2) the rationale behind this
specific decision strategy choice, and (3) available alternatives and criteria that
were taken into account.

Decision-Making Strategy: This is the central concept of our viewpoint. It
captures the decision making strategy used by the enterprise architect to (1)
evaluate the alternatives, and make the actual EA decision. As we mentioned
in Section 2.1, decision strategies are characterized as compensatory, noncom-
pensatory, or as a hybrid of these two. In our metamodel, we specify this as
follows:

Fig. 1. Metamodel of Decision Making Strategy viewpoint
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– Compensatory strategy
• Weighted additive (WADD): In WADD strategies the criteria that eval-
uate the alternatives have different weights. The score of each alternative
is computed by multiplying each criterion by its weight and then by tak-
ing the sum of these values. The alternative with the highest score is
chosen by the decision maker [15].
• Equal weight: The score of each alternative is calculated by the same
way as WADD strategies. The difference is that criteria have the same
weight [15].

– Noncompensatory strategy
• Conjunctive: In conjunctive strategies, alternatives that fail to comply
with a minimum threshold level of one or more criteria, are immediately
excluded from the decision maker’s choice set [15].
• Disjunctive: In this strategy alternatives are evaluated based on the max-
imum threshold level of one or more criteria. Those which fail to meet
the maximum level, are excluded from the choice set [15].

In line with Section 2.1 a hybrid decision strategy is supported by our metamodel.
The relationship ‘trace to’ signifies the combination of two or more decision
strategies during the decision making process.

We should also mention that there is no restriction in the use of additional
decision strategies. We include a set of common decision strategies, but we also
denote in the strategy viewpoint metamodel that more decision strategies can
be supported.

Strategy Rationale: In a decision making process, the architect not only has
to choose amongst some alternatives (actual decision making process), but has
also to select the decision strategy that satisfies his current evaluation needs.
Actually, this concept represents the rationale for the decision strategy that
was selected for the evaluation process. This is what is referred as metadecision
making, decision making about the decision process itself [24].

As we discussed in Section 2.2, different factors affect the decision making
process and decision makers should adjust accordingly their decision making
strategy. The concept of a strategy rationale enables a decision maker to justify
the reasons for his metadecision. For example, budget issues may be a strategy
rationale for selecting a noncompensatory decision making strategy.

Criterion: Criteria play an important role in the decision strategy viewpoint.
Depending on the decision strategy that was used for the evaluation process,
criteria can be compensatory or noncompensatory. For example, if a disjunctive
strategy was used, the criteria that were used for the evaluation with this strat-
egy are disjunctive. Furthermore, the concepts value andweight of criterion are
included in our viewpoint. Value concept represents the value that the decision
maker assigns to this criterion during the evaluation process and weight concept
represents the importance of this criterion. Weight concept is used in WADD
strategies.This gives the ability to the architect to trace back the decision mak-
ing process and analyze the value as well as the importance of each criterion
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during the evaluation process. By capturing the type, value and weight of crite-
ria, stakeholders that analyze in depth the architecture, can understand which
criteria had a determinant role in the selection process and on which strategy
they were based.

EA Decision: An EA decision represents the actual decision that was made
after the evaluation process. EA decision is the central concept for EA Anamnesis
approach [8]. As such, EA decision can act as a bridging concept between our
EA Anamnesis approach (see Introduction) and the Decision Strategy viewpoint.
The EA decision captures the actual decision made, while the decision strategy
viewpoint describes the strategy leading up to the decision.

Alternative: The concept of alternative represents the available choices that
are under evaluation by using a specific decision making strategy.

4 Illustrative Example

We now show how the EA Anamnesis approach can be used to capture archi-
tectural decision details as well as decision making strategy details by using the
proposed strategy viewpoint. The strategy viewpoint enhances the rationaliza-
tion information that EA Anamnesis provides. For illustration purposes, we use
an insurance company case study presented in our previous paper [8]. We aim to
illustrate that the proposed strategy viewpoint can assist Enterprise Architects
in understanding not only architectural details of each EA decision, but also how
decision making process for this specific EA decision was done.

4.1 ArchiSurance: Moving to an Intermediary Sales Model

ArchiSurance is an insurance company that sells insurance products using a
direct-to-customer sales model. The company used this disintermediation scheme
to reduce its operations and product costs.

Although, disintermediation reduces operational costs, the use of intermedi-
aries in insurance sector is very important because they provide accurate risk
customer profiles [25]. ArchiSurance management decides to adopt this practice
and to change its selling model to intermediary sales. The role of the Insurance
broker is added to the business operation of the company.

4.2 Capturing a Decision Process for ArchiSurance

In our scenario, an external architect called John is hired by ArchiSurance to
change the Enterprise Architecture and analyze the impacts that the intermedi-
ary sales of insurance has on the company.

John uses the EA modeling language ArchiMate to capture the impacts that
selling insurance via an intermediary has in terms of business processes, IT
infrastructure and more.
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Fig. 2. ArchiSurance intermediary EA model

The resulting ArchiMate model is depicted in Figure 2. The initial ArchiMate
model (before the transformation) is left out because of space limitations. Please
refer to our previous work [8] for this EA model.

Here we see for example how a (new) business process ‘customer profile
registration’, owned by the insurance broker (ownership being indicated by
a line between the broker and the business process), is supported by the IT
applications ‘customer administration service intermediary’ and ‘customer
administration service ArchiSurance’.

However, John (by using ArchiMate) can not capture the rationale behind this
model. For example, he captures the change for the different application archi-
tecture that supports the new business process, but he is not able to capture the
justification for his decision. To capture design rationales behind the ArchiMate
model, John relies on the EA Anamnesis approach (our previous work, see [8]).

For this simplified scenario 13 Architectural decisions were made. Table 1
shows an example application of the EA Anamnesis approach (EA decision 13).
As it can be observed, decision facets such as the decision rationale (why the
decision was taken), criteria (factors, such as cost), observed impact (ex-post)
are captured. For further details, see [8]. However, what we lack in the EA
Anamnesis approach is the idea of the decision making strategy leading up to
the captured decision. For example: we cannot see if a decision was taken under
time pressure, or what decision strategy was used to make a decision based upon
the importance and tradeoffs of available criteria (as discussed in Section 2).
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Table 1. EA decision 13 details

Title: Acquisition of COTS application B

EA issue: Current version of customer administration application is
not capable to support maintenance and customers ad-
ministration of intermediaries application service

Decision
Maker:

John

Layer: Application

Intra-Layer
dependent
Decisions:

EA decision 10

Inter-Layer
dependent
Decisions:

None

Alternatives: COTS application A
COTS application C
Upgrade existing application (inhouse)

Rationale: Scalability: Application is ready to support new applica-
tion services

Criteria: Customized reports capability, interoperability, scalabil-
ity, cost

Observed
Impact:

Interoperability issues. Application COTS B can not
communicate with existing applications of some insur-
ance brokers.

Therefore, we now replay the decision process leading up the the creation of
the EA decision captured in Table 1. In doing so, we illustrate the EA Decision
making strategy viewpoint.

Capturing a Decision Making Process: For the purposes of this paper,
we focus on capturing and analyzing decision making strategies. Therefore, we
assume that John is a single decision maker, who is capable to identify the above
concepts and he has full information to evaluate them. We thus abstract away
from identifying the specific alternatives, criteria and their respective scores (as
briefly touched upon in Section 2.2.

To start the decision making process, John based on the requirements of the
new business process, defines the criteria that the new application should satisfy
(the criteria for application selection are grounded in [26]).

For our illustrative example, John considers that the most important architec-
tural criteria are ‘customized reports capability’, ‘interoperability’ and ‘scalabil-
ity’. Based on these criteria he identifies four alternatives to choose from: three
alternative Commercial Off-The-Shelf (COTS) applications and one to upgrade
the existing application in house.

Let us also assume that John receives a constraining budget reduction of
10000$ for the acquisition of new IT systems.
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John is now faced with a hybrid decision strategy: on the one hand, he wants
to carefully evaluate the four alternatives on the criteria ‘customized reports ca-
pability’, ‘interoperability’ and ‘scalability’ (via a compensatory strategy), but
on the other hand John has to account for the hard constraint of ‘budget limi-
tation’ (via a non-compensatory strategy).

At this time John uses the decision viewpoint to capture and justify his strat-
egy selection, as well as the alternatives and criteria of his decision problem. For
the noncompensatory part, John wants to discard all alternatives that fail to
meet the cost criterion. Because of this hard constraint, he chooses a disjunc-
tive noncompensatory strategy (for an explanation, see Section 3.2) to exclude
from his choice set alternatives that exceed the maximum value of one or more
criteria.

Table 2 summarizes the score of each alternative. COTS application C is elimi-
nated from the choice set because it failed to meet the maximum cost requirement.

As we mentioned before, disjunctive noncompensatory strategies evaluate al-
ternatives using a maximum threshold level on one or more criteria. In this
example the disjunctive criterion is ‘cost’. The alternatives ‘COTS A’,‘COTS
B’ and ‘Upgrade application’ comply with this criterion (Table 2) and will be
evaluated further in the next step of the decision making process. ‘COTS C’ cost
exceeds the maximum limit and is eliminated from the choice set. For noncom-
pensatory strategies, alternatives either comply or not to some criteria and their
score are Boolean data types. The scores of the alternatives are also captured
based on our metamodel.

For the compensatory part, John evaluates the three remaining alternatives
based on the values and the weight of each of the criteria.

Scalability is the most important factor because, according to John, this appli-
cation should be able to support changes in the business processes of
ArchiSurance. This is important in order to support the addition of extra inter-
mediaries. Customized reports capability and interoperability are also important,
but not as important as scalability.

Given the fact that criteria that evaluate alternatives have different weights,
John selects the use of a weighted additive compensatory strategy. At this mo-
ment John captures again his decision strategy as well as the weights and the
values of the compensatory criteria. The score of each alternative is calculated
by multiplying the value of each criterion by its weight, and then by taking the

Table 2. EA decision 13 noncompensatory disjunctive strategy

Alternatives cost score
COTS A 9000$ 1
COTS B 8000$ 1
COTS C 12000$ 0

Upgrade app 5000$ 1
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sum of these values. Here, the weights range from 1 - not important - to 10
- important. The alternative with the highest score is chosen by the decision
maker.

Table 3 shows us: (1) the criteria. ‘Scalability’, the most important crite-
rion for John, has a weight of 10, while ‘Custom reports’ and ‘interoperability’
have weights of 7 and 5 respectively, (2) the score on a particular criterion for
each alternative. For example: the alternative ‘COTS B’ scores 9 on ‘scalabil-
ity’, whereas ‘Upgrade app’ scores 4. (3) the total score of each alternative. For
example: ‘COTS B’ receives the highest score and as such, is selected by John.

Reflecting upon the Captured Decision Making Process. So far, we have
illustrated the decision process as captured by John. Let us now illustrate how
decision making process for EA decision 13 can be useful by the new enterprise
architect, Bob.

Bob’s predecessor, John, captured the decision making process with the EA
Anamnesis decision strategy viewpoint. Bob can now analyze (1) the used strat-
egy, (2) why this strategy was selected, and (3) the importance of criteria for this
evaluation process.

Figure 3 shows the decision making process for EA decision 13 based on the
decision strategy metamodel. From the decision making process, Bob understands
that a hybrid model was used. More specifically, he realizes that the criterion ‘cost
reduction’ was used to discard an alternative, with the use of a disjunctive non-
compensatory strategy. Furthermore, Bob observes that a compensatory weighted
additive strategy was used to evaluate the remaining alternatives. He realizes that
his predecessor used this strategy, because the criteria ‘customized reports capa-
bility’, ‘interoperability’ and ‘scalability’ did not have the same importance for
the selection of an appropriate application that would support the new business
process of ArchiSurance. He can also see the weight of each criterion, as well as
the final score of each of the alternatives.

This reconstruction of the decision making process makes transparent how an
EA design decision has been made. Amongst other, this transparency allows an
architect to compare the outcome of an EA decision with the decision making
criteria that led to this decision. As a result, s/he can learn which factors in the
decision making process had a positive/negative impact to the EA design and
follow/avoid these decision making practices for future decisions.

After a period of time, COTS application B does not have a sufficient per-
formance due to interoperability issues. Bob, is asked by management to explain
the choice for COTS application B. He can reconstruct and examine the decision

Table 3. EA decision 13 compensatory weighted additive strategy

Alternatives custom reports interoperability scalability score
COTS A 7x7 7x5 7x10 154
COTS B 8x7 3x5 9x10 161

Upgrade app 5x7 5x5 4x10 100
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Fig. 3. Decision making process for EA decision 13

making process using Tables 2 and 3. First, he observes that COTS application
C was eliminated because of budget issues. Second, from the weight assigned to
the different criteria in Table 3, he observes that scalability was an important
criterion for his predecessor to select COTS application B, but not interoperabil-
ity. By examining the captured criteria and their weight as well as the observed
impact of the EA Decision (Table 1) Bob can learn that interoperability is an
important requirement for Archisururance enterprise architecture and should be
weighted and compared against other criteria more carefully. For example: in a
future decision making process, Bob can provide a weight of 7 or 8, instead of 5,
to the criterion interoperability to better weight it against other criteria such as
scalability.

5 Conclusion

In this paper we introduced a metamodel for capturing the decision making
strategies in enterprise architecture. Furthermore, we argued why capturing the
decision making strategy, next to the decision itself, is useful (1) by argumenta-
tion, (2) by means of an illustrative example.

For future research, first and foremost we intent to confront the illustrative
examples of capturing and rationalizing a decision strategy to practitioners. As
an example of such evaluation would be the estimation of the level of under-
standing of existing enterprise architectures and the decisions that led to them.
Second, we aim at conducting case studies to capture architectural decision
making strategies.
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Furthermore, we aim to further extend our approach by facilitating the selec-
tion of decision making strategies during the decision making process. We deem
such an extension relevant, because it helps the architect select an appropri-
ate decision strategy based on the characteristics and constraints (such as time
stress) imposed by the decision making environment.

Last but not least, one of our major challenges is to investigate the return of
capturing effort for our approach. Our design rationale assists architects to better
understand existing EA designs, but the effort of capturing this information
might be a dissuasive factor. To address this issue our research will focus on ways
to decrease the capturing effort. One way of doing this is by evaluating the actual
practical usefulness of the concepts in the decision making strategy viewpoint.
For example we capture the strategy rationale for selecting a decision making
strategy, but it remains to be seen if the effort for capturing this, outweighs the
received benefits.
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Abstract. Nowadays many companies develop and maintain families of sys-
tems, termed product lines (PL), rather than individual systems. Furthermore, 
due to increase in market competition and the dynamic nature of companies’ 
emergence, several PLs may exist under the same roof. These PLs may be inde-
pendently developed taking into consideration different sets of products and re-
quirements. Thus the developed artifacts potentially have a different and partial 
view of the domain. Moreover, future development and maintenance of the dif-
ferent PLs may require consolidating the various artifacts into a single coherent 
one. In this work, we present a method for constructing domain knowledge 
through cross PL analysis. This method uses similarity metrics, text clustering, 
and mining techniques in order to create domain models and recommend on 
improvements to the existing PLs artifacts. Preliminary results reveal that the 
method outcomes reflect human perception of the examined domain.  

Keywords: Domain Analysis, Software Product Lines, Feature Diagrams,  
Feature Clustering, Feature Similarity, Feature Mining, Empirical Evaluation. 

1 Introduction 

Domain is considered “an area of knowledge or activity characterized by a set of con-
cepts and terminology understood by practitioners in that area” [ 5]. Different systems 
or software products may be developed in the same domain. When developed in the 
same company, it may be effective and efficient to develop and maintain systems that 
share a common, managed set of features as families, called product lines (PL), rather 
than as individual systems. The field of Software Product Line Engineering (SPLE) 
[ 5] promotes the development and maintenance of artifacts that can be reused in fami-
lies of related software-intensive systems. These artifacts, which are commonly 
termed core assets, specify and implement the common aspects of a PL and support 
and guide the specification and implementation of variable aspects. The core assets 
are further used for developing and assembling specific products in the PL, aiming to 
improve the quality and reduce development time and costs [ 5]. A common way to 
specify a core asset is a feature model, which captures the characteristics of a  
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given PL, as well as the relationships and constraints (dependencies) among these 
characteristics (features). Feature models are considered relatively simple, as they are 
technology-independent and include characteristics that are visible (and thus  
potentially understandable) to stakeholders, and especially to end-users. 

The development of core assets in general and feature models in particular is a  
demanding task. It requires identification of common aspects, analysis of possible 
variations, and development of flexible, yet structured and well-defined, artifacts. 
These activities consume a lot of resources and involve many product- and produc-
tion-related constraints [ 5]. Different studies have proposed methods for constructing 
feature models from textual descriptions [ 2], [ 26], source code [ 17], or existing prod-
ucts configuration [ 1], [ 20]. Other studies introduce manual domain analysis methods 
for utilizing past experience and knowledge in a certain domain (see, for example, [ 3], 
[ 8] for surveys of such methods), or offer support for automated or semi-automated 
domain analysis of UML-based artifacts, e.g., [ 12], [ 16], [ 19]. However, domain 
knowledge within these studies is constructed within the scope of a particular PL, 
having the potential of resulting with inaccurate and incomplete artifacts that 
represent partial views of the domain.  

To enable the construction of wider and more accurate domain knowledge, we call 
in this paper for taking into consideration artifacts of different PLs in the same do-
main, observing three main sources for such artifacts. First, due to increase in market 
competition, companies cannot afford to focus on single PLs and need to develop 
several PLs for different customers, requirements, etc. Usually all these PLs are in a 
single domain, in which the company specializes, but include different common and 
variable aspects. As an example consider the domain of mobile phones. Samsung, for 
instance, develops several different PLs, including WAVE, Tocco, Shark, Genio, and 
Galaxy. The Galaxy family is further divided into Galaxy S, Galaxy Note, Galaxy 
ACE, and Galaxy Tab sub-families. Although these families are different from each 
other, many of their features are inherited from the domain of mobile phones or from 
the fact that they are all developed by Samsung. Second, many companies underwent 
mergers or acquisitions in the last two decades. These strategies can help an enterprise 
grow rapidly without “creating a subsidiary, other child entity or using a joint ven-
ture” [ 27]. A merger or an acquisition may yield different PLs that can be considered 
in the same domain. As an example in the mobile phones domain consider the merger 
of Sony and Ericsson in 2001 which yield the existence of different PLs originated 
from the two companies. Finally, different companies that develop PLs in the same 
domain may wish to cooperate for different reasons, willing to share their feature 
models that depict capabilities of their PLs rather than technologies and implementa-
tion aspects. A possible reason for such cooperation may be improving customer’s 
satisfaction by offering similar functional packages with the same interfaces.  

To construct the domain knowledge, the method suggested in this paper gets a set 
of PLs artifacts, or more accurately feature models that represent different PLs in the 
same domain. The method further uses similarity metrics to compare features and 
their variations, adopts clustering techniques for grouping (and generalizing) similar 
features, and utilizes feature mining techniques for generating domain models and 
recommending improvements to the input PLs artifacts. The domain models provide a 
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holistic view on the domain of discourse and consolidate the knowledge extracted 
from the different PLs. The single coherent domain model can be used for a variety of 
purposes, including for suggesting improvements to the input PLs, for mapping  
similar features in various PLs, and for effectively managing the different PLs.  

The rest of the paper is structured as follows. Section 2 reviews related work about 
domain analysis in the field of SPLE. Section 3 provides background about feature 
models. Section 4 describes and exemplifies the method, while Section 5 presents 
preliminary results regarding the method outputs. Finally, Section 6 concludes and 
refers to future research. 

2 Related Work: Domain Analysis 

Domain analysis is defined as “the process for capturing and representing information 
about applications in a domain, specifically common characteristics, variations, and 
reasons for variation” [ 5]. It supports collecting, organizing, and storing past expe-
rience and knowledge in building systems or parts of systems in a certain domain [ 6]. 
Different domain analysis methods have been suggested over the years [ 3], [ 8]. How-
ever, the manual nature of these methods made them time-consuming and error-prone. 

Recently, several studies suggest (semi-)automated creation of core assets. These 
can be roughly divided into studies whose core assets are expressed as feature models 
and studies whose core assets are primarily expressed utilizing UML. The studies in 
the first group concentrate on creating feature models from textual descriptions, 
source code, or existing products configuration. Acher et al. [ 2], for example, present 
a semi-automated method for extracting the variability of a family of products from a 
set of product descriptions which represent valid combinations of features. Weston et 
al. [ 26] introduce an automated tool for creating feature models from requirements 
documents written in a natural language. The tool uses natural language processing 
techniques, as well as mining techniques for finding potential variable elements with-
in the documents. Using source code, Rabkin et al. [ 17] present a static analysis me-
thod that extracts a list of configuration options for a program, utilizing standard 
points-to and call graph construction algorithms. Considering existing products confi-
guration, She et al. [ 20] introduce a tool-supported approach for reverse engineering 
feature models aiming to significantly decrease the number of features that the  
modeler has to consider when creating feature models [ 26]. Acher et al. [ 1] present a 
tool-supported approach for reverse engineering architectural feature models. The 
reverse engineering process supports automatic extraction, aggregation, alignment, 
and projection of the input feature models. It is further capable of combining several 
sources of information, such as software architecture and plugin dependencies.  

The studies in the second group focus on (semi-)automated generation of UML-
based core assets. Nejati et al. [ 16], for example, offer matching statecharts statically 
through typographic matching, linguistic matching, and depth matching and behavi-
orally by checking bi-similarity between state-machines. Merging produces a com-
bined model in which variant behaviors of the input models are parameterized using 
guards on their transitions. Giachetti et al. [ 12] introduce an automatic generation 
process of UML profiles that gets a domain-specific modeling language as an input, 
compares the meta-models to obtain the required UML extensions, and transforms the 



 Constructing Domain Knowledge through Cross Product Line Analysis 357 

 

integration meta-model into the corresponding UML profile. In [ 19], an approach for 
creating core assets from UML diagrams that specify individual software products is 
proposed. This approach defines linguistic, meta-informational, structural, and beha-
vioral similarity metrics for performing matching, while integration is done by  
defining structured similarity groups and generalizing them into core assets.  

All the above studies use the perspective of a single PL and thus the resultant mod-
el may partially and inaccurately represent the domain. Due to the reasons mentioned 
in the introduction, we aim to establish and enrich the constructed domain models by 
conducting cross PL analysis. This kind of analysis may also suggest improvements to 
the artifacts of the particular PLs, as well as enable interoperability among PLs of 
different companies (e.g., participating in the same consortium) and effective man-
agement of future development and maintenance. Before introducing the suggested 
method in details, we supply next the required background about feature models. 

3 Feature Models 

A feature model represents the common and variable aspects of products within a 
specific PL [ 14]. Feature models are usually composed of feature diagrams and  
descriptions. A feature diagram is a graphical notation for describing features and 
their relationships and dependencies. It is usually represented as a tree or a graph, 
where the nodes denote features and the edges – relationships and constraints (depen-
dencies). Feature descriptions add information regarding the intention of the feature, 
its name, and its possible synonyms [ 24]. Feature descriptions may further refer to 
trade-offs, rationale, and justifications for feature selection [ 14]. Although feature 
descriptions add important information that is not shown in the diagrams, feature 
diagrams are commonly utilized alone, probably for simplicity.  

Different formalisms have been suggested for feature diagrams. In the current work 
we use the definition presented in [ 2] which represent a feature diagram as a tree. Due 
to space limitations, we will not present the formal definition here, but will exemplify 
feature diagrams with a simple PL of mobile phones (see Figure 1). For future use, we 

will mark f1 f2 to denote that f2 is a (mandatory/optional/alternative/or) sub-feature 
of f1; respectively rel ∈ {mand., opt., xor, or}. 

Legend: 

 

Fig. 1. An example of a feature diagram 
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4 Cross Product Line Analysis 

4.1 Method Overview 

The input to the method is a set of feature diagrams, {FDi}. Each diagram is depicted 
as a tree of features and their relationships1 and represents a different PL over the 
same domain2. The input is processed in three main steps (see Figure 2). First, during 
the Feature Similarity Analysis step, the set of feature diagrams is analyzed using 
linguistic techniques for finding similar features that can serve as anchors for the next 
step of clustering. In the second step, Feature Clustering, an agglomerative clustering 
technique is used for creating groups (clusters) of similar features that may represent 
variants of the same features. Finally, in the third step, named Cross PL Mining, the 
method generates a domain model as well as recommendations for improvement in 
the input feature diagrams. In [ 30], we focus on the first two steps for carrying out 
commonality and variability analysis of different PLs. In the current paper we elabo-
rate on the third step of generating domain models and recommending on appropriate 
improvements. However, for the sake of clarity, we briefly summarize in the sequel 
the two first steps (suggesting an improvement to the calculation of the feature  
similarity) and their intermediate outputs. 

  

Fig. 2. An overview of the suggested method 

4.2 Feature Similarity Analysis 

Similarity between concepts and terms has been studied in the fields of ontology 
matching [ 4], [ 21] and data integration [ 23,  25]. In these fields, similarity measure-
ments are primarily used for database schema integration, ontology merging, query 
answering, and data transformation. For these purposes, the suggested methods con-
sider the semantic relatedness of concepts and terms, focusing on the common aspects 
of the different ontologies or data sources. In the current work, we adapt similarity 

                                                           
1 At the current stage, the method ignores (‘requires’ and ‘excludes’) constraints. 
2 At the current stage, we do not validate whether the PLs are indeed over the same domain. If 

they are not, the method will still work, but its output will look like a union of the different 
PLs artifacts rather than a consolidated domain model.  
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measurements from these fields and further use them to analyze the variability among 
the different PLs (through the consequent steps of clustering and mining).  

For measuring the similarity of features, the method uses their names and the con-
text in which they appear (namely, their descendants and ascendants). In particular, 
for measuring similarity of the feature names, the method utilizes WordNet, which is 
a large, rich, freely available lexical database of English [ 28]. WordNet is general-
purpose and hence can be used for different domains. The following definition is used 
for calculating feature name similarity. 

Definition 1 (Feature Name Similarity). Let f1 and f2 be two features.  Feature name 
similarity, NSim, is calculated as follows: NSim f , f ∑ max.. l , ∑ max.. l ,m n  

Where: t1…tm; u1…un are the names of features f1; f2, respectively (m and n are the 
numbers of words in the names of f1 and f2). l ,  is Wu and Palmer's formula [ 29] for 

comparing two words. It is calculated as 
,NN N N , where N1 is the number of nodes 

on the shortest path from ti to the least common super (LCS) concept of ti and uj in 
WordNet, N2 is the number of nodes on the shortest path from uj to LCS, and N3 is the 
number of nodes on the shortest path from LCS to the root of WordNet. 

For calculating the overall similarity of features, the method further uses, besides 
the feature name similarity, the immediate context of each feature, namely its sub-
features and parent feature3. The input feature diagrams are scanned twice: once from 
the root to the leaves in order to calculate the (base) name similarity and increase the 
similarity of features whose ascendants are similar and once from the leaves to the 
root in order to additionally increase the similarity of features whose descendants are 
similar. The following definition is used for calculating the overall feature similarity. 

Definition 2 (Overall Feature Similarity). The overall feature similarity, or feature 
similarity for short, of features f1∈F1 and f2∈F2 takes into consideration the similarity 
in their names, the similarity of their sub-features (CSim), and the similarity of their 
parent features. It is calculated using the following formula: Sim f , f m 1 CSim f , f max CSim f , f , Sim f , f m 2  

Where f1, f2 are sub-features of f '1, f '2, respectively; m is the number of f1 sub-
features multiplied by the number of f2 sub-features; CSim f , f NS , ∑  NS , ,,  ,  

; f"1, f"2 are sub-features of 

f1, f2, respectively. 
Four important characteristics of the above formula (Definition 2) are: (1) the value 

of similarity is always in the range of 0 (completely different) to 1 (identical); (2) if 
the features have no similar sub-features neither similar feature parents, the overall  
 

                                                           
3 In [30], we refer only to name similarity and the similarity of sub-features. Here we addition-

ally refer to the similarity of parent features, namely the similarity of features increases if they 
have similar parents. 
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similarity equals their name similarity; (3) the similarity of features increases propor-
tionally to the degree of similarity of their ascendants; and (4) the similarity of  
features increases proportionally to the degree of similarity of their descendants. 

As an example, consider the feature ‘messaging’ from Figure 1 and a feature 
named ‘sending utility’. The name similarity of the two features is 0.64. However, 
since ‘messaging’ has two children, SMS and MMS, and its parent is ‘mobile phone’, 
and ‘sending utility’ may have in another PL a sub-feature named ‘text message ser-
vice’ and a parent also named ‘mobile phone’, the (overall) similarity of the two fea-
tures may increase to 0.86. Note, however, that technological concepts, abbreviations, 
domain-specific acronyms may not be recognized by WordNet. To overcome this 
deficiency, we currently added the ability to import user-defined abbreviations and 
acronyms for certain domains (e.g., EMS, MMS, and SMS to respectively denote 
Enhanced, Multimedia, and Short Message Service). In the future we intend to im-
prove this step and overcome the aforementioned limitations by using semantic  
similarity techniques, such as that based on Wikipedia4 [ 11]. 

4.3 Feature Clustering 

The purpose of this step is to group “similar enough” features that may be termed and 
structured differently on the various input PLs. To this end, we use an agglomerative 
hierarchical clustering technique [ 15], which is a bottom-up approach that gets as a 
parameter the number of expected clusters and starts with putting each object (feature 
in our case) in a separate cluster. Then, the algorithm agglomerates (merges) in each 
iteration the closest pair of clusters by calculating the distance between different clus-
ters. The algorithm continues until the number of expected clusters is reached. Start-
ing with each feature in a different cluster, the algorithm prevents grouping features 
that are not similar enough. However, the algorithm requires determining the number 
of clusters a-priori. This number cannot be determined in our case as it varies depend-
ing on the size of the PLs and their degree of variability. Therefore, we modified the 
stopping criterion of the algorithm to merge two closest clusters as long as the dis-
tance between them is not larger than a pre-defined threshold. This way we ensure 
that too different features will not be put in the same cluster.  

To determine the threshold for similar features, we use AdaBoost [ 9] which is a 
machine learning, adaptive algorithm. This algorithm is considered fast, simple, and 
easy to program [ 10]. In addition, it has no parameters to tune (except for the number 
of rounds) and it requires no prior knowledge about the weak learner and thus it can 
be flexibly combined with any method for finding weak hypotheses. 

To calculate the distance between clusters, we use the complete-link distance type 
which measures the distance between the two farthest features of the clusters [ 13], 
[ 18]. This distance type is especially suitable to our case, since we aim to create a 
refined division of features to clusters and avoid merging features that are not similar 
enough to the same cluster. Note, however, that the method can be easily modified to 

                                                           
4 Wikipedia organizes vast amount of human knowledge. In addition, it undergoes constant 

development so its breadth and depth steadily increase over time. Finally, Wikipedia contains 
abbreviations, neologisms, terms in slang, and domain-specific technical terms. 
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support other distance types, such as single-link and average-link. The following  
definition is used for calculating the distance between clusters. 

Definition 3 (Distance between Clusters). The distance between two clusters C1 and 

C2 is calculated as follows: Dist (C1, C2) = maxf1∈C1, f2∈C2(Sim(f1, f2)). 

Examples of clusters created by our method for different feature diagrams in the mo-
bile phones domain are listed in Figure 3. As can be seen, some of the clusters include 
features whose names can be considered synonyms, e.g., cluster 4, while the reasons 
for the emergence of other clusters can be found in their similar descendants, e.g., 
cluster 5, or similar ascendants, e.g., clusters 2 and 6.  

Cluster 1: voice call, calls 
Cluster 2: EMS, MMS, SMS 
Cluster 3: High resolution, Low resolution, 

color, colour, basic 

Cluster 4: screen, display 
Cluster 5: media, extras 
Cluster 6: camera, mp3, mp4 

Fig. 3. Examples of clusters generated by the suggested method 

4.4 Cross PL Mining 

Once the feature clusters are created, cross PL mining can be conducted in three steps. 
First, the relationships between the clusters are analyzed, calculating the strength of 
each relationship with respect to the original set of feature diagrams. Then, a domain 
model that uses feature diagram notation is generated. Finally, local and global  
improvement recommendations are generated for the original input feature diagrams.  

Relationship Analysis. The relationships between features in the input diagrams 
induce relationships between clusters. The type of relationship between clusters is the 
same as that between the original features. In case of “or” or “xor” (alternative) rela-
tionships in which the feature descendants are grouped into the same cluster, the type 
of relationship between the corresponding clusters is changed to “optional”. Note that 
there may be relationships of different types between the same pair of clusters, poten-
tially in opposite directions. In order to analyze the cluster relationships, we calculate 
their local and global strength as follows.  

Definition 4 (Local Strength). The local strength of a relationship of type rel from 
cluster C1 to cluster C2 is defined as the ratio between the number of PLs involved in 
this type of relationship and the total number of PLs whose features appear in at least 
one of the clusters. Formally expressed: 

1, 2,  | | ,    , , || |    ∪ |  

Definition 5 (Global Strength). The global strength of a relationship of type rel from 
cluster C1 to cluster C2 is defined as the ratio between the number of PLs involved in 
this type of relationship and the total number of PLs used as input to the method. 
Formally expressed:  
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 1, 2,  | | ,    , , || |  

As an example, consider Figure 4. Parts (a) and (b) of this figure represent two por-
tions of feature diagrams in the mobile phone domain (part (a) is actually taken from 
Figure 1). Assuming having only three input diagrams, two of which are given in this 
figure and the third one does not refer to basic/utility functions at all, Figure 4(c) 
presents a graph that results from feature clustering and relationships analysis. Note 
that in two cases there are both optional and mandatory relationships between the 
same two clusters. The local and global strengths in these cases indicate that there is 
one input feature diagram in which the mandatory relationship appears between cor-
responding features, while the optional relationship appears either explicitly (as an 
optional relationship) or implicitly (as “or”/“xor” relationships) in 1 or 2 input  
diagrams.  

  basic/utility 
functions

message/
messaging

calls/ voice 
calls

l=0.5g=0.33
l=1

g=
0.67

SMS/MMS/
EMSl=local

g=global
 

(a) (b) (c) 

Fig. 4. An example of the outcome of the relationships analysis step: (a)+(b) parts of input 
feature diagrams and (c) the generated cluster level relationships 

Domain Model Generation. Although the graph generated in the previous step is 
very informative (i.e., includes all the relationships that appear in the input feature 
diagrams), it is very complex. In particular, it may include cycles and several relation-
ships between the same two clusters. Due to usability reasons and in order to benefit 
from existing analysis and validation techniques, we aim to represent the domain 
models as close as possible to feature diagrams. Thus, we apply a version of Ed-
monds' algorithm [ 7] for finding minimal spanning trees in directed graphs. The input 
for Edmonds' algorithm is a directed weighted graph with a single root. Our graph of 
clusters is actually a directed graph with local and global strengths as weights. How-
ever, we cannot guarantee that this graph will always have a single root. Thus, we 
examine whether the root features of the different input diagrams are grouped into a 
single cluster or into different clusters. In the first case, the cluster to which all the 
root features correspond is defined as the root of the graph. In the latter case, a pseudo 
cluster is added as the root. All clusters that include root features of the input  
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diagrams are defined as optional children of the newly added root. The global and 
local strengths of these edges are updated according to the fraction of the PLs in 
which the corresponding root features appear. 

As a first step Edmonds' algorithm replaces any set of parallel edges (namely, 
edges between the same pair of vertices in the same direction) with a single edge. In 
order to determine the types of the relationships resulted after this step, the method 
uses Table 1. This table defines for sets of relationship types the least constraining 
type. The table was built based on the semantics of feature relationships: (1) being 
mandatory is more constraining than being optional, an alternative (in “xor” relation-
ships), or an option in “or” relationships; (2) being an alternative is more constraining 
than being optional or an option in “or” relationships; and (3) being an option in “or” 
relationships is more constraining than being optional. The local and global strengths 
of the single created relationship between the two clusters are updated to reflect all 
the relationships it represents. For example, the local and global strengths of the  
relation ‘basic/utility functions’  ‘message/messaging’ will be respectively 1 and 
0.67. 

Table 1. The least constraining relationships types 

Existing types of relationships The least constraining relationship type 
Only mandatory relation-
ships  

Mandatory relationship 
   

At least one alternative 
relationship (no optional 
and ‘or’ relationships) 

 
Alternative relationship (if the alterna-
tives point to different clusters), op-
tional relationship (otherwise) 

 

At least one optional 
relationship (no ‘or’ rela-
tionships) 

 
Optional relationship 

  

At least one ‘or’ relation-
ship  

‘Or’ relationship (if the options point 
to different clusters), optional rela-
tionship (otherwise) 

 

Next, Edmonds’ algorithm constructs the spanning tree considering, in each itera-
tion, the minimal-weighted edge that can be added without forming a cycle. Since the 
weights in our case represent strengths rather than costs, we modified the edge selec-
tion criterion: in each iteration, the relationship with the maximal local strength is 
selected5. In case of several maximums, the algorithm chooses the one with the  
maximal global strength. The resultant spanning tree is considered the domain model.   

As an example for generating a domain model for mobile phones, we used nine 
different PLs, seven of which were taken from S.P.L.O.T – an academic feature dia-
grams repository [ 22]. The two additional ones were specifically modelled to intro-
duce some challenges to better evaluate the method. In particular, we added  
synonyms and antonyms and we modelled the hierarchies of features using different 
nesting strategies. The number of features in the diagrams range from 10 to 25 and the 
                                                           
5 The method uses first the local strength rather than the global strength since the global 

strength depends on the amount of overlap among the input feature diagrams. 
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number of levels were 3-4. The relative simplicity of the diagrams enabled us examin-
ing the method outputs manually and conducting a throughout evaluation, as will be 
elaborated in Section 5. Part of the generated domain model is given in Figure 5. 

Recommendations for Improvement. The generated domain model can serve as a 
basis for both local and global improvement recommendations: local recommenda-
tions aim to refine aspects that already exist to some extent in the PL, whereas global 
recommendations aim to introduce new domain-related aspects to existing PLs.  

 

Fig. 5. A partial domain model of mobile phones 

Local Recommendations. For each two related clusters whose local strength is greater 
than 0.5, i.e., the majority of the involved PLs include such a relationship, a local 
recommendation matrix (LRM) is built. The rows of this matrix are the features that 
belong to the parent cluster (C1), and the columns of the matrix are the features that 
belong to the child cluster (C2). However in order to avoid putting almost identical 
features in separate columns or rows we merge columns or rows that represent fea-
tures whose similarity is very high (greater than 0.97). The LRM [i,j] cell includes a 
list of PLs in which a relation from fi to fj exists, where fi∈C1, fj∈C2.  

Once the matrix has been constructed, the method searches for each column (a fea-
ture in the child cluster) PLs that do not appear in this column but do appear in other 
columns. For each such PL the method retrieves the row features (i.e., features in the 
parent cluster) with which this PL is associated. The method recommends adding the 
child feature under the retrieved parent features.  

Examples of recommendations we got when running the method on the nine fea-
ture diagrams we used in the mobile phones domain are: (1) Consider adding the op-
tion ‘mp4’ under the feature ‘extras’ in PL #7; (2) Consider adding the mandatory 
feature 'messaging' under the feature 'basis functions' in PL #7; and (3) Consider  
adding the option 'usb' under the feature 'connectivity' in PL #8. 

Currently, the method recommends only on adding features which may be required 
and ignores deletion or modification of existing features, assuming that the feature 
diagram of each PL is correct and potentially include specific aspects that are not 
relevant to the entire domain. Still, as future steps, we do intend to expand the types 
of recommendation and generate recommendations on deletion and modification of 
features as well as on restructuring of feature diagrams.  
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Global recommendations. In the domain model, relationships whose global strength is 
greater than 0.5 can be considered meaningful, as the majority of the input PLs exhi-
bit them. Thus they are recommended to PLs that do not include them in the follow-
ing procedure6. Starting from a cluster with the minimal number of incoming arcs and 
for each two clusters which are connected with a relationship whose global strength is 
greater than 0.5, a list of all PLs that appear in the parent cluster but do not appear in 
the child cluster is created. For each PL in the created list, the method recommends 
adding features from the child cluster under the feature or features from the parent 
cluster that are already included in the examined PL. We further virtually insert the 
PL on which a global recommendation is generated to the child cluster, so that the 
method will be able to continue analyzing the sub-tree of that child cluster and gener-
ate additional appropriate recommendations. The above procedure is repeated until 
the whole domain model is traversed. 

Examples of global recommendations generated by our method for the mobile phones 
domain are: (1) Consider adding the optional feature 'connectivity'/'communication' un-
der the feature 'mobile phone' in PLs #1, #4, #5, and #6; In case you added the feature 
'connectivity'/'communication', you may also consider adding the optional features 'blue 
tooth' and/or 'usb' as sub-features; and (2) Consider adding the optional feature 'GPS' 
under the feature 'mobile phone' in PLs #2, #3, #7, and #9.  

5 Preliminary Results 

In order to evaluate the suggested method, we implemented a prototype and run it on 
the set of nine PLs mentioned in Section 4.4. We got 29 clusters, each of which in-
cluded between 1 to 19 features. Part of the generated domain model is depicted in 
Figure 5. In addition, 28 recommendations for improvement were generated. Exam-
ples of such recommendations are also given in section 4.4. To check the correctness 
and likelihood of the generated recommendations, we created a questionnaire with 20 
statements on the mobile phones domain based on these recommendations. We asked 
people to grade their degree of agreement with these statements. Examples of the 
statements we used are: (1) A mobile phone which has messaging services should 
have the ability to send and receive SMS; (2) A mobile phone is likely to have a GPS. 

20 people were asked to fill this questionnaire. All respondents, except of one, did 
not work in the domain of mobile phones, but were familiar with the domain as users 
for 14 years on the average. The single respondent who worked in a mobile phones 
company worked there for only one year. Most respondents evaluated their familiarity 
with the domain as ‘good’ (11) or ‘very good’ (3). For each statement, the  
respondents were asked to mark whether they ‘absolutely agree’, ‘partially agree’, or 
‘disagree’ with the statement. The respondents could also mark that they have no 
sufficient information on the subject and hence cannot decide on their degree of 
agreement with the statement (“don’t know”). Overall, no significant difference was 
found between the responds of respondents with good familiarity with the domain and 
those with poor familiarity with the domain. 

                                                           
6 Note that such recommendation becomes meaningful as the number of used PLs increases.  
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6 Summary and Future Work 

Domain analysis is highly important for developing PLs and particular software sys-
tems. Currently domain analysis methods focus on extracting and representing the 
common and variable aspects of a particular PL. While this is important, it is further 
essential to study the whole domain as several different PLs may exist, in the same 
company or in a consortium of companies that are willing to cooperate for some rea-
sons. In this research we call for constructing the domain knowledge through cross 
product line analysis in order to improve the correctness and completeness of existing 
PL artifacts and future ones. To this end, we introduce a method that calculates fea-
ture similarity, clusters similar features, and creates domain models. The resultant 
domain models do not simply merge the existing artifacts, but consolidate the domain 
knowledge and represent it in a coherent way using a feature diagrams notation. 
Based on the domain models, global and local recommendations can be generated for 
improving the quality of existing PL artifacts in the domain. The domain models can 
be further used to create and validate new products, as well as to support interopera-
bility of different, separately developed PLs. The preliminary results from evaluating 
the method show that the method’s outputs reflect human perception of the examined 
domain.  

Future research includes several directions. First, we intend to improve the calcula-
tion of feature similarity by examining additional techniques, and particularly those 
for measuring semantic similarity. Second, the types of recommendation need to be 
explored, to include recommendations on deletion and modification, suggest restruc-
turing of feature diagrams, and rank the appropriateness of the generated recommen-
dations. We may need to use besides the feature diagrams additional artifacts for this 
purpose, e.g., descriptions and code. Finally, additional evaluations of the method are 
required and especially in industrial settings taking into account different viewpoints 
of stakeholders. In particular, we will further compare our method to alternative  
approaches in order to better analyze its benefits and limitations.  
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Abstract. In most cases, enactment is the most resource consuming
aspect of process improvement, as large process changes are put into
practice. Problems that typically are encountered include ineffective pro-
cess changes, resistance from employees, and unclarity about the advan-
tages of the new process. These problems can be avoided by incrementally
implementing process changes, especially if the enactment is supported
by process management tools that immediately change the processes and
workflow in information systems. In this paper, we explain and demon-
strate the concept of incremental method enactment for CASE tools. The
concept is evaluated through a prototype, which is assessed by industry
experts. The results of this study point give direction towards the further
development of incremental method enactment.

Keywords: Method Engineering, Method Evolution, CASE tools,
CAME tools, Enactment.

1 Introduction

The methods that organizations employ are subject to constant change. Imple-
menting changes to existing processes requires a lot of time and effort, and its
success is prone to many factors, especially when the changes are significant.
Issues such as resistance to change, lack of evidence, and resource constraints
cause many process improvement efforts to fail [2]. Not surprisingly, this imple-
mentation or enactment of processes and process changes is an import subject
within the Software Process Improvement domain [10,11,4].

Much research has been performed related to determining what changes should
be introduced in order to improve process, and thus software, quality. This has
resulted in a wide range of frameworks including CMMI [6], and SPICE [9]. Such
frameworks need the addition of research on how changes should be introduced.
The success of process improvement is highly dependent on contextual factors
that go beyond the improvement content. In their analysis of SPI success in
small to medium enterprises, [20] have determined multiple success factors, two
of which are particularly important in the context of this research:
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– ”Guide the improvement programme, following a systematic and coher-
ent initiative by means of specific procedures and combining different ap-
proaches. This procedure must follow an iterative and incremental approach
(prioritize the improvement points defined by the organization) that allows
a continuous adoption of improvement practices.” [20]

– ”Tackle the problem of improvement from the technical perspective.” [20]

The first of these two factors or guidelines lays at the core of what is called incre-
mental method evolution or incremental process improvement, which deals with
the step-wise improvement of process development processes [26]. Incremental
method evolution focuses on delivering tools and techniques that enable small,
local changes to a method with the goal to minimize the overall disturbances
on a business process and to allow for an iterative and ’natural’ approach to
process improvement. The second guideline is important because, with the ad-
vent of modern technology, automated process and computer-supported process
execution becomes more and more feasible.

Most software organizations rely on several CASE tools during the develop-
ment of software products. Such tooling often requires significant configuration
and maintenance during its lifecycle, and adaptations to it can thus cause sig-
nificant resistance among system administrators and users alike. Incremental
method enactment as we use it here, aids the transformation of a method and
the implemented process by alleviating some of the issues that come in play
when they are changed, mainly with regard to tooling maintenance.

These challenges form the basis for the research question answered in this
paper, which is formulated as How can the enactment of incremental method
changes in CASE tools be facilitated?

The research presented in this paper elaborates on the enactment of changes
in situational methods, from a technical perspective, in a dynamic environment.
We propose a mechanism for synchronizing the evolution of situational methods
and the tools supporting them throughout the lifecycle of a method. This solu-
tion, referred to as incremental method enactment, describes the process of au-
tomatic changes in software engineering tools according to incremental changes
in methods and their instances. The mechanism is demonstrated by a proof of
concept. Process Deliverable Diagrams are used for modeling multiple method
increments from a process and work product perspective. These diagrams are
translated automatically into the datamodel of a CASE tool in order to update
both the workflow of the tool as well as the work products facilitated by it. The
proposal is validated through multiple interviews with industry experts.

2 Incremental Method Enactment

The research community has long recognized that the idea of fully standardized
and stable methods across multiple organizations is a utopia [5,19]. Organiza-
tions employ multiple, often interdependent methods that vary in their amount
of formalization and quality. The environment in which the organizations op-
erate changes, and the internal methods need to change accordingly. Existing
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information systems development methods are often too generic and cannot be
followed [15]. They need to be tuned to a specific situation for the project at
hand [14,22,3] by incorporating the uniqueness of a specific project, which lies
at the core of situational method engineering (SME). SME denotes a group of
techniques that allow organizations to develop tailor made methods tuned to
their specific situation and is defined as the engineering discipline to design,
construct and adapt methods, techniques and tools for the development of in-
formation systems [3]. During the last several years, several modularization con-
structs have been proposed for situational method engineering. Although these
constructs have many aspects in common, some essential differences exist. Ex-
tensive comparisons of these constructs were performed by [7], [1] and [8]. Each
of these techniques focuses on the construction and/or adaptation of methods
based on (parts of) previous methods. Instead of spending effort on adapting the
organization to a standardized process, it is spent on thoroughly analyzing the
organization and developing a process that better fits the organizational struc-
ture, capabilities, and habits. Theory predicts that the implementation of such
situational methods has a higher chance of success by lowering the barrier for
introducing changes.

The concept method enactment, depending on the research line, has gained
much attention in the software process improvement (SPI) and situational
method engineering (SME) domains. In general, enactment refers to the instan-
tiation of a process model or a method to a real-life scenario, in other words
’putting it into action’. As was already recognized by [10], enactment deals not
only with the implementation of a method through tooling, but also with train-
ing, controlling, etc. of human actors that perform the process. From the view-
point of situational method engineering, method enactment represents the final
stage of the construction or the tailoring of a method for a specific project at
hand. It completes a round-trip, starting from an analysis of the current situation
and ending at an improvement of that situation.

The Structure of Method Increments. Incremental method enactment im-
plies an iterative approach to the development and instantiation of a process.
As the term implies, it is based on the notion of a method increment. The basic
components of a method increment are generally a description of the changes
involved, both in terms of activities as well as deliverables, and possibly a de-
scription of the goal and experiences. The latter part is often described as the
rationale. Based on the notion of design rationale, [21] informally define method
rationale as information about decisions that lead to a certain meta-model. From
a more structural viewpoint, a method increment has been defined as a collec-
tion of method fragments that have been introduced in a method between two
points in time [29]. Conceptually, it represents a coherent set of changes to an
existing method in order to facilitate evolutionary changes.

Continuing in this line, we adopt the notion of method increments and its
proposed modeling approach. Essentially, method increments are modeled in
the form of Process-Deliverable Diagrams (PDDs) [28], where each consecutive
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Fig. 1. Example Process Deliverable Diagram; Increment 4 of the Case Study

model describes the state of a method fragment at a specific point in time [29].
The evolution of a method fragment is therefore described by a series of PDDs,
thus creating something that resembles a storyline.

In the context of method engineering, and described in terms of the Meta Ob-
ject Facility (MOF) levels [12], the process part of a PDD is at level M1 (class
level), while the product part remains one level higher at M2 (metaclass level),
as shown by [17]. During the execution of a process, both parts are instantiated,
resulting in specific activities (M0 level) and models such as requirements or use
case diagrams (M1 level). CASE tools are designed to support the instantiations,
thus acting at the same meta-levels as a PDD. Figure 1 demonstrates this by
showing one of the PDDs that have been used during this study. This specific ex-
ample describes the process of capturing market requirements and transforming
them into business requirements that end up in a specific release.

2.1 The Process of Incremental Method Enactment

Both the meta-modeling activity as well as the modeling activity can be per-
formed in a variety of ways and supported by a variety of tools, depending on the
specific context and processes. For instance, numerous tools have been developed
for supporting the requirements engineering activity. Each tool provides more
or less freedom to the user in terms of modeling paradigms that can be used.
On the other hand, the meta-modeling activity can be supported by a variety of
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Fig. 2. Conceptual Illustration of Incremental Method Enactment

Computer Aided Method Engineering (CAME) tools, supporting activities such
as the creation, modification, and combination of method fragments. In some
cases, such as in the case of MetaEdit+ [18], both worlds are combined, allowing
method engineers to define a modeling environment that can be instantiated and
in turn be used by, for example, the software engineer. This by itself can be seen
as a form of method instantiation, as it involves the transformation of the meta-
model level to the model-level. However, true situational method engineering
solutions should not force engineers (on either level) to specific tools. A typical
software engineering process often involves multiple models and is subject to the
capabilities and the context of the organization.

Based on the above, we can say that incremental method enactment, from a
technical perspective, is a continuous adaptation of the meta-model combined
with a continuous synchronization of the meta-model and the CASE tool, as
illustrated by Figure 2. The goal is to facilitate changes in the software engi-
neer’s process by correctly transforming a CASE tool’s configuration to match
the method’s meta-model. Changes to the activity side result in an altered work-
flow, while changes to the deliverable side result in altered work products. The
challenge is then to support the enactment of both the process as well as the
deliverable aspect of a method fragment while taking into account the specific
organizational context.

This can be done through an intermediary tool, such as demonstrated in Fig-
ure 3. Such a tool extends the functionality of the CAME environment by link-
ing the meta-meta-model (i.e. the modeling language used for creating method
fragments) to a specific CASE tool’s interface. The constructs used within the
instantiation of this meta-meta-model are translated into the constructs that
are used within the CASE tool. On each consecutive change to the method, the
exact adaptations are calculated and propagated to the CASE tool, enabling a
smooth transitions from one method version to the next.
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Fig. 3. Overview of the Enactment Mechanism

Such a translation is highly dependent on both modeling environments, and
defining a modeling paradigm agnostic approach lies beyond the scope of this
paper. However, we demonstrate and evaluate the potential workings of such an
approach through a prototype in the next chapter.

3 Prototype

To demonstrate the incremental method enactment approach, we have built a
prototype enactment mechanism. This mechanism is used to evolve a live CASE
tool according to method changes. The prototype allows us to evaluate both the
requirements for implementation as well as the mechanism itself.

3.1 Selection of Tools

On the one hand, the CAME tool needs to satisfy several technical requirements.
The CAME tool should be able to create valid increments according to the chosen
modeling paradigm, in this case the PDD. Another requirements is that the
CAME tool is capable of transforming a graphical representation to structured
textual data. Finally, the CAME tool should include the possibility of invoking
the enactment mechanism that is responsible for pushing the changes to the
CASE tool.

Through an analysis of previous literature, we have identified seven avail-
able CAME tools, namely MERET [16], MethodBase [23], Decamerone [14],
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MENTOR [24], MetaEdit+ [18], MERU [13] and Method Editor [22]. Out of
these tools, MetaEdit+ is the most actively developed. In earlier research, a
metamodel has been created for Process-Deliverable Diagrams in MetaEdit+
(see [27]). This metamodel is used to create valid PDDs through the MetaEdit+
interface. Moreover, MetaEdit+ is able to transform a graphical fragment to
structured text and allows for the execution of external functionality.

Similarly, the CASE tool is subject to a set of high-level requirements as well.
Primarily, the CASE tool needs to include a means to support the process side
as well as the deliverable side of a PDD. This can be translated to the ability of
workflow management in addition to work product management. Furthermore,
the configuration of the CASE tool should be accessible and modifiable through
an external interface. This interface can be provided in terms of an Applica-
tion Programming Interface (API), a manual function such as the ability to
import external configuration files, or direct access to the application database.
In addition, the CASE tool needs to be rather mature. CASE tools that were
too superficial or too concise (such as small mock-ups or simple programming
classes) were eliminated from the list. Finally, The selected CASE tool should
be well-known to the IT-industry. We marked a CASE tool as ’well-known’ if we
found several prominent companies (i.e. customers of the CASE tool) that are
using the CASE tool.

For the selection of an appropriate CASE tool, we have created a list of
available CASE tools, based on manual research on the internet. In total, we
found over 50 usable CASE tools. After the selection procedure, we chose to use
Jira1 during the development of the prototype. Jira supports the definition of
detailed workflows, enabling the implementation of the activity side of PDDs.
The tool is flexible and very configurable. In addition, it is a widely used tool,
enhancing the practical relevance of this research.

3.2 Mapping Increments to the CASE Tool’s Configuration

After selecting the appropriate tools, we created a mapping that allows us to
convert the data of a method fragment to the CASE tool’s configuration model.
Figure 4 depicts this mapping.

On the left-hand side of Figure 4, a simplified fragment in the form of a
PDD is shown, encircled with a dotted line. On the right-hand side of Figure 4,
the essential elements of the CASE tool’s datamodel are shown. The lines link
the method fragment meta-model to the datamodel. Table 1 provides a textual
explanation of the relationship between both fragments.

The diagram name of the fragment that a user creates is used to create an
issue type in Jira. For instance, if you create a first version of a fragment that
is entitled ’Requirement management process’, this diagram name will be used
to create an issue type in Jira. All the data that is entered in Jira underneath
this issue type belongs to that specific fragment. When an updated version of
the fragment is created, the existing issue type will not be affected. Issue types
can be used in different projects or in one project only.

1 http://www.atlassian.com/software/jira/

http://www.atlassian.com/software/jira/
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Fig. 4. Mapping of PDD and the CASE tool datamodel

The complete process side of the fragment is used to create a workflow in
Jira. A workflow in Jira is only represented by a name and the entire workflow
is based on an XML structure. A workflow in Jira is similar to the process side
that is modeled in a PDD. A workflow exists of a status and transitions. A
status is a step in the workflow through which you advance while working in
Jira. For instance, if you complete activity A in the workflow and mark this
as complete, you advance to the next status (i.e. the next activity). Advancing
through statuses in Jira requires transitions. Transitions are moments in the
workflow in which you can complete one activity and continue with the next
activity.

Table 1. Mapping of Method Fragments to Jira

# Fragment Relationship Jira tool fragment Usage domain

1 Diagram name is used to create an Issue type per project
2 Process side will produce a Workflow per project
3 Activity is used to create a Status in a workflow
4 Transition is used to create a Transition in a workflow
5 Concept is used to create a Screen per project
6 Attribute is used to create a Field per project
7 Value type will be used as (a) Default value(s) per field

An activity within a PDD is used to create a status in Jira. The status in Jira
is a direct copy of the activity as described in the PDD. Statuses in Jira are used
within workflows. They are used to indicate at which point the user currently
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is in the entire workflow, similar to a PDD. Each status is linked to a screen so
that a status can present information to the user.

A transition in a PDD is the same as a transition in a workflow in Jira. They
are used to close an activity a user is currently dealing with and to continue
with the next activity in the workflow. The name of the transition is based on
the upcoming activity. For example, if you are at ’Gather requirements’ in the
workflow, the transition name will be ’Write draft version definition’ if this is
the upcoming activity.

The name of a concept is used to create a screen in Jira. For instance, if
you have a concept called REQUIREMENT, a screen is created with the name
REQUIREMENT. A screen contains fields that are based on attributes of the
concept. In the event that a concept does not contain attributes, the screen does
not have any input fields. Although this seems to make little sense, the screen
is linked to a status that can contain many other functions such as attaching
a document or adding comments to a particular status. In that case having a
screen can still be very useful even though it contains no fields.

An attribute of a concept within a PDD is used to create a field with the same
name. The field that is created will be placed on the screen of the respective
concept. For instance, if a concept called REQUIREMENT has an attribute
called code, a screen is created (namely REQUIREMENT) which has a field
called code. If an attribute has attributes, these attributes will be used as default
values of the respective field. For instance, if the attribute code has attributes
such as G1, G2 or G3, a select box field is created that contains the values G1,
G2 of G3. These values can be selected from a drop down box for instance.

3.3 The Enactment Mechanism

The enactment mechanism facilitates the translation from a PDD to the internal
datamodel of our CASE tool. After a fragment has been created in MetaEdit+
(see Fig. 3 for an example), a MERL script (an internal scripting language) ex-
ports the fragment to an external tool. This tool extracts the relevant meta-data
from the fragment, including the fragment name and its version, and converts
the fragment to an intermediate structure based on the PDD meta-model as
defined by [29].

Once all relevant data has been extracted, it is shown in a user friendly man-
ner, in order to let the user verify the consistency of the data. Once the data is
verified, the enactment process is triggered. For each relevant database table of
the CASE tool, three objects are created based on the Model-View-Controller
(MVC) design pattern; a Value Object (VO), a Data Access Object (DAO),
and a Controller Object (CO). These objects form the connection between the
MetaEdit+ datastructure and the CASE tool datastructure.

Through a set of prepared SQL statements, the data fragment is then stored in
the CASE tool configuration database. Prepared statements are used to increase
safety and avoid SQL injection (i.e. attacking the database deliberately through
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query manipulation). We used PDO in conjunction with MySQL 5.0 because this
allows us to abort the entire querying execution process when a single query fails.
In the case a query fails at any point in the query execution process, the whole
query execution process can be rolled back without leaving any data behind. In
that case not a single change is made to the data in the database of the CASE
tool, avoiding contamination and perhaps a broken system.

of each fragment can be found in [30].

Fig. 5. Adapted Method Fragment in the CASE tool.

Figure 5 shows the method increment and tool increment based on increment
#4 in [30]. On the left side of Figure 5, the fields for the respective concepts
of increment #4 are shown. The fields in Jira are based on the attributes of
the concepts REQUIREMENTS DOCUMENT and REQUIREMENT. On the
right hand side of Figure 5, the workflow is shown that is in accordance with
the workflow in fragment #4. The shaded areas denote the method and tool
increment.

4 Evaluation

The research presented in this paper demonstrates an early attempt at support-
ing the technical enactment of continuous method improvements. To determine
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which aspects should receive more attention in future research, we used the pro-
totype to evaluate the approach. In this section, we summarize both a technical
evaluationan as well as an expert evaluation.

4.1 Technical Evaluation

We modeled five different increments that we used to evaluate the enactment
mechanism. To emphasize the notion of mimicking a real-life setting, we selected
the base method and the first four method increments from a previously con-
ducted case study [30] at a vendor of ERP software. The increments show the
evolution of a requirement management method that advances from a very sim-
ple method to a more elaborate approach. The increments, along with a textual
elaboration of each increment, can be found in [30]. An overview of the method
increments used during this study is found in table 2.

Table 2. Overview of Method Increments

# Goal Date

0 Introduction requirements document 1994
1 Introduction design document 1996
2 Introduction version definition 1998, May
3 Introduction conceptual solution 1998, November
4 Introduction requirements database, division market

and business requirements, and introduction of product
families

1999, May

During the development of the prototype, we encountered some issues that
still inhibit a fully automated approach to method enactment.

Standardization of Process Deliverable Diagrams. In principle, the PDD
format has been clearly defined and formalized [28]. However, in practice
we encountered many PDDs with different appearances and rules. Unfor-
tunately, unambiguous modeling rules and notations still lack which often
caused trouble when automating the data of a PDD through a mechanism.

Usage of Open, Closed and Sub Activities. Open, closed and subactivi-
ties in a fragment indicate different levels of aggregation within the process.
However, the ability to implement these aggregation levels highly depends
on the CASE tool, and many don’t distinguish between different levels of
activities, e.g. phases, steps; each activity forms a step in the workflow. Be-
cause the work-flow possibilities in Jira lack comprehensive support, each
activity in a fragment is seen as a regular step in the workflow.
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Usage of Forks, Joins and Decisions. The use of forks, joins and decisions
in a CASE tool is limited, caused by the amount of default features that
are available in a CASE tool. In our case, we could use decisions and/or
logical flows in our fragment only because Jira lacks comprehensive support
for these special types of activity nodes.

Generalizations, Associations and Aggregations. In our mapping, we did
not find a way through which we could make sound use of generalizations,
associations and aggregations. The implementation of these types of rela-
tionships is unknown, also caused by the available amount of features in
the CASE tool. Jira, in its current form, was not able to provide sufficient
support for these types of special relationships.

4.2 Expert Evaluation

We conducted 5 semi-structured interviews at different medium/large-scale or-
ganizations. We interviewed 5 product managers from different IT branches in
order to evaluate the rationale behind the approach, the feasibility of the enact-
ment mechanism, and the required adjustments. We posed a total of 14 questions.
7 of these were aimed at eliciting information directly related to the companies’
current situation. The other 7 focused on the evaluation of the enactment mech-
anism. In between, a demo was shown to the product manager in the form of a
video that showed the mechanism in action2. During the video, a verbal expla-
nation was provided to make things clearer to the product manager. At the end
of each interview, time was available to document any kind of other informa-
tion that was provided by the product manager, i.e. remaining concerns and/or
opinions.

Each of the interviewees agreed on the fact that process adaptation is an
important and continuous activity throughout the organization or department.
Each organization struggled in the beginning with their business process(es), and
each company reinvented the wheel numerous times before a standard process
was in place. 4 out of 5 companies indeed had process models in place, mostly at
a high level of detail. One company did not have any model in place due to its
small size. Over time, each company shifted from having a very detailed process
model to a more high-level process.

As indicated by the interviewees, one of the major issues with the current
approach is its rigidity. A successful enactment mechanism needs to be flexible,
supporting non-linear, complex methods, and allowing exceptions. This includes
the support for decisions, multiple stakeholders, and a flexible stance towards
the relation between the process model and reality. Most interviewees agreed
that any enactment approach that forces people to work in a specific way would
be met with much resistance, which is a result that is in line with most recent
SPI [2,25].

2 The video can be downloaded from
http://www.staff.science.uu.nl/~vlaan107/enactment_demo.wmv

http://www.staff.science.uu.nl/~vlaan107/enactment_demo.wmv
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Besides issues of resistance and rigidity, the interviewees commented on the
fact that the current approach does not deal with all possible process model
changes. It focuses mainly on the addition of steps and/or deliverables, while
leaving out the deletion of process elements. This caused concern related to the
reliability of the approach and the availability of data.

5 Conclusions and Further Research

In this research, we attempted to provide an answer to the following research
question:

How can method increments be employed in software engineering tools
and allow for incremental method enactment?

We established an alternative viewpoint on how process models can be useful
within organizations. The making of process improvement models tends to ab-
sorb a lot of time and resources while they are rarely used. In this research,
we demonstrated how such models can facilitate the enactment of processes by
using them to adjust CASE tools.

The enactment mechanism that we developed analyzes and validates method
fragments. It extracts all relevant knowledge, which is then stored in a structured
manner, after which the data is converted to a standard that is compliant with
the CASE tool. Finally, all the elicited data from the fragment is stored in the
repository of the CASE tool. When the four phases are executed successfully in
a chronological order, the configuration of the corresponding software engineer-
ing tool is automatically tailored to the method fragment. When the enactment
mechanism is invoked after each created fragment, incremental method enact-
ment is achievable in the corresponding CASE tool.

Although we used a prototype to demonstrate and evaluate the mechanism
and the concepts behind it, it should be noted that the implementation was
specific to Jira. Still, the mechanism was perceived as potentially useful by prac-
titioners, and it is a first step towards enactment support for process evolution.
However, the current mechanism was constrained by using a linear process flow
only. In order for the mechanism to become a useful tool, the current mecha-
nism needs more functionality by incorporating workflow support for iterative
processes, decisions, joins and forks, although this is partially influenced by the
selected CASE tool. The selected CASE tool should at least provide support
for the process side (i.e. workflow support) and features to operationalize the
deliverable side of a fragment.

The interviewees placed strong emphasis on ease of use, advanced workflow
support (including decisions, multiple roles, and iterative processes), and the
ability to show the transparency of (internal) processes towards the customer(s)
using the approach. Therefore, during next iterations of the design process, we
will focus on these aspects.
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Abstract. Adaptive Case Management is used to manage unpredictable
processes. These processes are mostly knowledge oriented and different
roles need to collaborate to carefully plan the next steps during the exe-
cution of a case. These next steps cannot always be planned ahead, but
depend on events and changes and differ for each instance. During the ex-
ecution period the actual model of the run time planning, of a particular
instance of a case, is made. For different roles to easily plan the correct
next steps, it is important that such a case can be conceptualized and
communicated. In this paper we suggest the idea of using game elements,
or Gamification, to enhance the planning process during the execution
of a case. With the use of Gamification we hope to make this process
more recognizable for people and create better involvement by engag-
ing the familiarity of games. The use of role-playing games is already
being used for workshops and requirements elicitation. By building on
existing work in Adaptive Case Management and Gamification we show
that most games and the planning process of a case are in some respects
similar. More in particular, we will discuss how we can learn from games
to improve the team play during the planning process of a case. Finally
this idea will be explained through an example of a planning process for
an unpredictable case.

Keywords: Adaptive Case Management, Gamification, Modeling in
Run Time, Communication, Games.

1 Introduction

This paper will focus on unpredictable processes and how specialists can be
supported in their jobs to discuss and model the progress of such a process. A
good example of an unpredictable processes is that of a patient in a hospital. It
is hard to predict how a patient in a hospital will be treated. Only during the
actual treatment of the patient, next steps will become applicable and available.
Several specialists discuss the progress of the treatment plan and together plan
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next steps accordingly. In fact they are modeling the actual process during the
execution of such a case. During a modeling process, communication is vital
[1]. The participants engage in communication to create an ’agreed model’ [2].
During such modeling, the process is of paramount importance [3]. A sound
process is key to understand and improve the quality of modeling [4]. With a
clear goal in mind, remodeling the planning to involve next steps in the handling
of a case, participants need to work together in a form of team play. In this
paper we suggest the idea of using game elements to improve this modeling
process. The use of game elements in a non-game context, or Gamification [5], is
not a new phenomenon. Hoppenbrouwers et al. [3] discussed how Gamification
can be used to improve the quality of modeling of a method or tool. In this
paper we will discuss how Gamification can be used to improve the run time
modeling process of unpredictable processes. We will discuss parallels between
unpredictable processes, run time modeling, games, and the proposed approach.
Next we will give a case example of how this process could function. This case
example will be that of the unpredictable process of the patient in the hospital
and several physicians working together and communicating to model the next
steps in the treatment plan of the patient. This paper reports the first step in a
line of research taking the perspective that we can learn from games to support
the management of unpredictable processes. Our goal is to design and create a
procedure or method using elements from games to enhance and support the way
of working of knowledge workers. We therefore work under the Design Science
paradigm [6].

2 Adaptive Case Management: Two Level Approach

Business processes are present within every organization. Managing these busi-
ness processes is of importance for an organization. ’Business Process Manage-
ment’ (BPM) was introduced to help manage these processes within organiza-
tions. BPM traditionally was used to manage predefined workflows [7], but not all
processes are routine and well structured. Some processes are unpredictable and
knowledge oriented. Adaptive Case Management (ACM) can be used to man-
age such processes [8,9]. A definition of ACM is given in [10]: ”Adaptive Case
Management is a collaborative, dynamic, and information-intensive process that
is driven by outside events and requires incremental and progressive responses
from the business domain handling the case”. ACM is designed with the goal to
support knowledge workers and their processes in an organization [8,11]. Each
instance of a case is unique [11,12], and the process around it is also unique.
This paradigm differs from traditional workflow management [8]. Whereas the
process in workflow management is always the same and uses a procedural style,
the processes in ACM evolve around a specific case (or instance) [8,13]. ACM
allows for more flexibility in processes to support variations in the case. Vari-
ations in a case occur when an event happens [8,14,15]. These events can be
seen as ’dynamic events’. Dynamic events can change the context of a particular
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case [14] and can be internal or external [14,16]. To support dynamic events,
adaptivity during run time is required [13]. Within ACM we can distinguish two
levels of models:

– Fixed Model
– Run time planning

The first is the model in design time based on the meta model for case man-
agement models. Such a model consists of different states where a case passes
through and plan fragments from which a caseworker may choose during run
time. These plan fragments consist of one or more tasks following some kind
of procedure. When dynamic events or changes in a case occur, the system or
knowledgeworker has to choose between plan fragments, both available and ap-
plicable, to handle this specific instance based on the new context [8,11] and in
fact model the actual planning in run time. To model this run time planning or
’treatment plan’, different roles are often required [17] and should collaborate
[11,17,18] to achieve the desired outcome for a case. This paper concerns the
modeling of the run time planning of ACM and we propose the idea of using
Gamification to support this process.

3 Gamification and the Connection to ACM

The use of games within organizations is becoming more mainstream. The term
’Serious Games’ is often used, especially in view of management games [3]. Here
games are used to learn something about eg. a new method. By using a game
format, learning became more enjoyable. The idea this arises of using game
elements to make every day work more fun, interesting and user friendly. Gam-
ification, a relatively new term which is getting more and more attention. De-
terding et al. [5] describe Gamification as: ”an informal umbrella term for the
use of video game elements in non-gaming systems to improve user experience
and user engagement”. Next to this improvement, Gamification also aids user
friendly conceptualization, communication, visualization and the manipulation
of conceptual objects [2,3,5]. As stated in the previous section, during the ex-
ecution of an instance of a case it is important for all roles to collaborate to
commit on a decision. This decision is the next step in the handling of a spe-
cific case. By introducing game elements, this collaboration could be supported.
McGonigal [19] wrote about collaboration within games: ”Gamers agree to play
by the same rules and to value the same goal. They practice shared concentra-
tion and synchronized engagement”. The same is true for the modeling of the
run time planning. All roles need to agree to work by the same rules (eg. laws,
policies, business rules) and make decisions to achieve a goal (the description
and change of the run time planning). This modeling of the run time planning
can be seen as a role playing game (RPG). We see these RPGs more and more
taking form in Massively Multiplayer Online Games (MMOG). The biggest mis-
sions in MMOGs are called ’Raids’. where players need to work together to defeat
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a ’boss’. Raiding represents the most complex form of simultaneous interaction
between groups of players and the design structure of the game [20]. Raiding
is not just doing a mission together, but is highly collaborative and commu-
nicative. Williams and Kirschner [20] stated: ”’Raiding’ is generally considered
among gamers and scholars alike to be the most challenging form of collabora-
tive play”. The process of modeling the run time planning is such a collaborative
play and much like a raid. Both ACM and games are based on ’meaningful play’.
Van Bree and De Lat [21] stated: ”In well-designed games we see autonomous
individuals, devising short and longer term strategies, reacting to changing situ-
ations, absorbing and processing the information needed to complete their task
at a fast rate. This behavior is what happens when meaningful play occurs.”
Salen and Zimmerman [22] described meaningful play as the goal of successful
game design and it emerges ”from the relationship between player action and
system outcome.”. To understand game design and to explain how games are
quite similar to ACM it helps to distinguish the core elements of games. There
are three elements of games described as depicted in Figure 1. The inner circle
are the rules of the game, in ACM these can be seen as the business rules and the
fixed model. Van Bree and De Lat [21]: ”The rule set is communicated through
the representation or declarative layer which is shown on the screen”. In ACM
this is the current state and applicable data of a specific instance of a case. The
outer circle depicts where the actual behavior of players takes place. This is the
communication between different roles to model the run time planning in ACM.
In this paper we see the run time planning process (and communication within
it) as the actual work, with the goal to describe and change the run time plan-
ning to meet the objectives set to complete a case. By designing this process as
a game we can inspire effort, reward hard work and facilitate cooperation and
collaboration [19] to ultimately enhance the user experience, user engagement,
user friendly conceptualization & communication of this process.

Fig. 1. Elements of games (Salen and Zimmerman [22] & Van Mastrigt [23])
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4 Situation and Analysis

The actual modeling process of the run time planning in ACM has a goal driven
perspective. Every model serves or works towards at least one clear, utilitarian
purpose [24]. In the case of run time planning, it is the description and change
of the run time planning. As we stated before, the communication during this
process is key. During this collaborative process, different roles ”move through
a process in which they combine their expertise, insights and their resources
to bring them to bear for the task at hand” [25]. If the complex and dynamic
collaborative interactions involved are not properly organized and supported,
the benefits that potentially accrue from them may not be realized [2]. Ssebugg-
wawo et al. [2] hypothesize that the interactions that take place in collaborative
modeling sessions can be looked at as a game. This section is based on, what in
Argumentation Theory [26] is referred to as, Dialogue Games [27]. McGonigal
[19] states that a good MMOG has a good game world (eg. players, locations),
good game mechanics (eg. game rules, direct & clear results, objectives) and it
has a good game community (eg. positive social interaction, meaningful context
for collective effort). In the case of the run time planning process in ACM we
have the following game elements of an MMOG:

– Game world: The players in the game are the caseworkers, or the physicians
in the health care example. Players can play different kind of roles. In ACM
there are different kind of knowledge workers which can be involved with
the case. In the health care example, we have different kinds of specialists.
The game arena, or location, is the case itself. In the context of the case,
the caseworkers propose their ideas of next steps. Within this game world
we can also identify several game pieces. In the run time planning process,
the game pieces can be identified as the planning fragments in the case.

– Game mechanics: By using game rules, communication during the run
time planning process can be structured. For this we propose the use of
communication items, which will be explained later in this section. It is also
important to have some direct & clear goals. These goals need to be made
clear every time this run time planning process starts. Two questions need
to be asked. What do we have? & What do we want? To answer the question
of ’What do we have?’ we need the current case (and all the applicable and
available data relevant to the current state of the case) and our plan so
far (what steps did we take). And to answer the question of ’What do we
want?’, we need to know what we want to achieve, what the scope is (the
focus) and what indications there are. After we have set the goal of the run
time planning process, we can create the objectives for this process (the final
goal and maybe some sub-goals).

– Game community: The social interaction between the experts can be sup-
ported by the game mechanics stated before. This interaction must always
be in context of a collective effort. Next to the goal of this run time planning
process, this is (in context of the health care example) to make the patient
well enough to leave the hospital.
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Conversation during processes like the run time planning process involves negoti-
ation, which results in accepts, rejects, modifications , etc., [2] (see, for example,
[27]). To support this negotiation during the run time planning process, we pro-
pose the use of several communication items based on the ’Speech Act Types’
proposed by Ssebuggwawo et al. [2] and communication activities proposed by
Rittgen [28]. These communication items are listed in Table 1 and can be seen
as a game mechanic.

Table 1. Communication items

Communication item Purpose

(Counter)Propose Proposing or counter proposing a planning fragment
Argue For Providing an argument for the proposed planning fragment
Argue Against Providing an argument against the proposed planning

fragment
Agree with/Commit Agree on or commit to the proposed planning fragment
Disagree with/Reject Disagree on or reject the proposed planning fragment
Ask Question Asking a question about the proposed planning fragment
Pass No contribution at this moment

The communication items can be seen as the moves a player can make during
this run time planning process. It is also possible for a player to pass when
the player has nothing to add at this moment. By using Gamification we can
organize the interactions during this process, so benefits that potentially accrue
from them can be realized. The suggested game elements, how they map on ACM
terms and their link to the health care example (which is explained further in
the next section) are shown in Table 2 .

Table 2. Link between game elements, ACM terms & Health care example

Game elements ACM terms Health Care Example

Players Caseworkers Physicians
Game arena Case/Run time planning Treatment plan
Game pieces Plan fragments Proposals (eg. tests)
Game play (turn-based) Modeling process Creating a treatment plan
Moves (communication Communication on Communication on the treatment
items) the run time planning plan
Game rules Design time model Eg. Policies, Laws, Business Rules

& Who makes final accept/reject
Roles Knowledge workers Specialists
Objectives Goals Goals

By structuring the team play in this modeling process, by introducing these
game elements, we hope the entire process could become more user friendly,
dynamic, flexible, purposeful, efficient & effective.
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5 Example of Team Play Design

To show how these Gamification additions to the run time planning process
in ACM might function, we will now give an example. As stated before, the
example of a case we will give is that of the treatment of a patient in a hospital.
This is a very knowledge intensive and unpredictable process. At a high level
we can make a design of this process from the viewpoint of the physician. Eg.
Admission, diagnose, treat & dismiss. These can be seen as the states a case can
be in. While in a state, the case worker (in this case the attending physician)
can choose how to act. Especially in the ’diagnose’ & ’treat’ states, the process
can be highly unpredictable. Now we will give an example of how such a case
might be managed and specifically how the run time planning process might
take place.

A patient is admitted to the hospital, where a physician is assigned to the
patient. The first step is to diagnose the patient. The modeling of the run time
planning starts here. This modeling process can be done by the physician
her/himself. The physician changes the run time planning based on the ap-
plicable and available data in the case (eg. anamnesis and current symptoms),
and maybe consolidates other physicians. The next time this modeling process
takes place is when a dynamic event happens. This can be when eg. a result
from an ordered test is received. Based on this new data (and change in the
case), the modeling process of the run time planning starts. In Table 3 we listed
a simplistic example of a conversation being done by the physicians proposing
a test regarding the case. During this conversation we can see the use of several
communication items. In Table 4 we can see which communication items were
used. The conversation during the process of modeling the run time planning
starts off by introducing a proposal. This proposal, a planning fragment in ACM,
is the game piece a player (physician) places on the game arena (the model of
the run time planning of the case). This process could eventually be visual-
ized by placing a physical game piece in some sort of model of the game arena.

Table 3. Example conversation during modeling of run time planning

Player Conversation

Physician A Because of ”some indication” I would like to propose we do a blood test
Physician B I agree to this proposal, because a blood test could rule out ”some”

disease”
Physician C I do not think that we should do a blood test, because ”some argument”
Physician A . . .
Physician B I do not agree with you, because of ”some argument” I think we should

do a blood test first
Physician C . . .
Physician A That is indeed why I suggested the blood test
Physician B Agreed
Physician C You are correct, lets first do a blood test
Physician A Okay so our next step is to do this blood test
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Table 4. Communication items in conversation

Conversation Communication item

A: . . . I would like to propose . . . Propose
B: I agree . . . , because . . . Argue For
C: I do not think that we should do . . . because . . . Argue Against
A: . . . Pass
B: I do not agree with you, because . . . we should do . . . Argue For
C: . . . Pass
A: That is . . . why I suggested . . . Argue For
B: Agreed Agree with/Commit
C: You are correct . . . Agree with/Commit
A: Okay so our next step is . . . Agree with/Commit

The players each take a turn to make a move, using a communication item. In
our example, at the end of the conversation all the players agree/commit to the
proposal. It could also be the case that consensus is not reached between players.
To make a final decision we should look at the game rules of the process. They
might state that there will be a senior player (eg. the attending physician) that
will make the final decision whether or not the proposal is accepted or rejected.
Or the game rules might state than a certain percentage should agree to the
proposal before it is accepted (this might vary from 50% to 100%). When a pro-
posal is accepted or rejected there may be another proposal by a player. When
more than one proposal has been accepted, the same process can also start for
the temporal ordering between the next steps. By the use of Gamification we
can organize this kind of communication about a case.

6 Conclusion and Future Research

As knowledge oriented processes become more mainstream within organizations,
and the need to manage these (mostly) unpredictable processes with ACM, we
have argued in favor of the use of Gamification to support the process of model-
ing the run time planning. We have discussed recent work on ACM and discussed
the two levels of this approach, where we focused on the planning of next steps
at run time. We also presented why we think we can learn from games and how
Gamification could support this planning process, and specifically the commu-
nication during the modeling of this run time planning. We concluded that we
could organize this process by using several game elements. Such as the use of:
players, game arena, game pieces, game play, moves in the game, game rules,
roles & objectives. We have only described one piece of ACM which can be sup-
ported by Gamification. There are still some other areas left in ACM where
Gamification could provide some support, such as the execution of the steps in
run time & the (collaborative) design of a case in the design time of ACM. To
help establish these research streams we have argued how the modeling of the
run time planning can be supported by Gamification. This theory contributes to
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Gamification and ACM research by providing conceptual constructs about Gam-
ification, ACM and a basis for enhancing a process with the use of Gamification.
Furthermore, to fully understand how Gamification can be used to enhance the
modeling process of the run time planning, an initial pilot game could be created
and tested in a knowledge intensive organization (eg. a hospital). In the near fu-
ture, we plan to carry on in this line of work in a recently started PhD project
that this paper is a first product of. Our applied aim is to lay a foundation for
Gamification to support ACM.
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Abstract. Since the introduction of the ER-language in the late seventies, data 
modeling has been an important aspect of information systems development. 
The quality of data models has been investigated since the mid-nineties. In 
another strand of research, data and information quality has been investigated 
even longer. Data can also be looked upon as a type of model (on the instance 
level), as illustrated e.g. in the product models in CAD-systems. In this paper 
we present a specialization of a general framework for assessing quality of 
models to be able to evaluate the combined quality of data models and data. A 
practical application of the framework from assessing the potential quality of 
different data sources to be used in a collaborative work environment is used for 
illustrating the usefulness of the framework. We find on the one hand that the 
traditional properties of data quality and data model quality is subsumed by the 
generic SEQUAL-framework, and that there are aspects in this framework that 
are not covered by the existing work on data and data model quality. On the 
other hand, the comparison has resulted in a useful deepening of the generic 
framework for data quality, and has in this way improved the practical applica-
bility of the SEQUAL-framework when applied to discussing and assessing  
data quality. 

1 Introduction 

Data quality has for a long time been an established area discussing wanted properties 
of data [1]. A related area that was established in the nineties is quality of models (in 
particular quality of conceptual data models) [16]. Traditionally, one has here looked 
at model quality for models on the M1 (type) level (to use the levels found in e.g. 
MOF [3]). On the other hand, it is clear especially in product and enterprise modeling 
that there are models on the M0 or instance level, an area described as containing data 
(or objects in MOF-terminology). Thus our hypothesis is that also data quality can be 
looked upon relative to more generic frameworks for quality of models. Comprehen-
sive and generic frameworks for evaluating modelling approaches has been  
developed [10, 14, 22], but these can become too general for practical use. 

Discussions on data quality must be looked upon in concert with discussions on 
data model (or schema) quality. Inspired by [19], suggesting the need for an inheri-
tance hierarchy of quality frameworks, we will in this paper provide a specialization 
of the generic SEQUAL framework [10] for the evaluation of the quality of data and 
their accompanying data models. Similar specializations of SEQUAL for the quality 
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of conceptual data models [12], business process models [11] and software require-
ments specifications [7] have earlier been reported.  

In section 2, we present selected existing work on data and data model quality. 
Section 3 provides a brief overview of SEQUAL, whereas the specialization of 
SEQUAL for data quality is described in section 4. The specialization adopts a con-
ceptual-analytical approach, providing an informed argument building on the existing 
knowledge base. An example of action research, using the framework in practice in 
provided in section 5. The main research questions for the work, inspired by results 
from earlier specializations [7, 10, 11, 12], are: 

• Is it possible to specialise the SEQUAL framework covering the aspects of data 
quality described in the literature? 

• Will this specialization introduce new areas of concern for data quality? 
• Is this specialization found useful for practical evaluation of data quality 

In section 6, we sum up planned work for developing and evaluating an integrated 
approach for data and data model quality.  

2 Existing Work on Data Quality and Quality of Data Models 

There are a number of approaches to defining dimensions of data quality. We will 
base this section on the framework presented in [1], where the following aspects are 
discussed relative to the data values in a relational database.  

When looking upon data quality in isolation, the underlying data model can be 
looked upon as part of the context (i.e. a pre-existing model that this model should  
 

Table 1. Dimensions of data quality 

Dimension name Sub-Category Definition 

Accuracy Syntactic 

Semantic 

Distance between v (the correct value) and v' (the incor-
rect value) 

Completeness    Degree to which all values are present in a data collection 

Time-related aspects Currency 

Volatility 

Timeliness 

Degree to which the data is up-to-date 

Frequency with which data vary with time 

How current the data is for the task at hand 

Consistency   Coherence of the same datum, represented in multiple 
copies, or different data to respect integrity constraints 
and rules 

Interpretability  Concerns the documentation including the data model, 
and other metadata that are available to correctly inter-
pret the meaning of data 

Accessibility  Data is accessible for those needing access to the data in 
a format that can be understood 

Quality of information 
source 

Beliveability 

Reputation 

Objectivity 

Is the data provided true, real and credible? 

Is the source normally credible? 

Is the source believed to be objective? 
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relate to). Obviously how the data is meant to be and actually are used influences the 
perceived quality of the data. To also capture this aspect, Price et al. [23, 24] use the 
term information quality to combine a product-based and service-based view. The 
product-based perspective, covered by traditional data quality properties as descried 
above, focuses on the internal IS view. From this view, quality is defined in terms of 
the degree to which the data meets initial requirements specifications or the degree to 
which the data corresponds to the relevant real-world phenomena that it represents. 
The limitation with this is that even if data corresponds to a requirements specifica-
tion or the real-world, there can still be quality deficiencies with respect to actual use-
related data requirements, which may differ from the planned uses catered for in the 
initial specifications. This leads to a service-based perspective of data quality, called 
information quality, which focuses on the information consumer’s response to their 
task-based interactions with the IS. Price and Shanks defines this area in the following 
way, building upon semiotic theory [21]. Based on empirical evaluations of the origi-
nal framework presented in 2004 [23], the following quality categories have been 
defined [24]: 

Syntactic Criteria (based on rule conformance) 
• Conforming to metadata, i.e. integrity rules. Data follows specified database 

integrity rules. 
Semantic Criteria (based on external correspondence) 

• Mapped completely. Every real-world phenomenon is represented. 
• Mapped unambiguously. Each identifiable data unit represents at most one spe-

cific real-world phenomenon. 
• Phenomena mapped correctly. Each identifiable data unit maps to the correct 

real-world phenomenon. 
• Properties mapped correctly. Non-identifying (i.e. non-key) attribute values in an 

identifiable data unit match the property values for the represented real-world 
phenomenon. 

• Mapped consistently. Each real-world phenomenon is either represented by at 
most one identifiable data unit or by multiple, but consistent identifiable units or 
by multiple identifiable units whose inconsistencies are resolved within an ac-
ceptable time frame. 

• Mapped meaningfully. Each identifiable data unit represents at least one specific 
real-world phenomenon. 

Pragmatic Criteria (use-based consumer perspective) 
• Accessible (easy, quick). Data is easy and quick to retrieve. 
• Suitably presented (suitably formatted, precise, and measured in units). Data is 

presented in a manner appropriate for its use, with respect to format, precision, 
and units. 

• Flexibly presented (easily aggregated; format, precision, and units easily con-
verted). Data can be easily manipulated and the presentation customised, with re-
spect to aggregating data and changing the data format, precision, or units. 

• Timely. The currency (age) of the data is appropriate to its use. 
• Understandable. Data is presented in an intelligible manner. 
• Secure. Data is appropriately protected from damage or abuse (including unau-

thorised access, use, or distribution). 
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• Type-sufficient. The data includes all of the types of information important for its 
use. 

• Allowing access to relevant metadata. Appropriate metadata is available to de-
fine, constrain, and document data. 

• Perceptions of the syntactic and semantic criteria defined earlier. 

As discussed in [1] data quality should be looked upon in connection to quality of the 
underlying data models. Data models are a type of structural models used both for 
human sense-making and communication and as a context for systems development. 
Approaches within the structural modelling perspective concentrate on describing the 
static structure of a domain. Going back to the ANSI SPARC work [28], one differen-
tiates between three levels of data models: Conceptual models (e.g. ER models), logi-
cal models (e.g. in the form of relational tables), and physical models (e.g. a physical 
implementation of a relational database using a DBMS). 

There exist well-defined mappings between these levels, although often automatic 
mappings are not sufficient in practice to get ideal database performance based on the 
conceptual and logical models. 

Some of the early work on quality of models focused on data models [16], a quality 
model that was extended in [17, 18] based on empirical investigations on its use. 

The quality model in [18] contains the following properties: 

• Correctness is defined as whether the model conforms to the rules of the data 
modelling technique. This includes diagramming conventions, naming rules, 
definition rules, rules of composition and normalisation. 

• Completeness refers to whether the data model contains all information required 
to support the required functionality of the system.  

• Integrity is defined as whether the data model defines all business rules that apply 
to the data.  

• Flexibility is defined as the ease with which the data model can cope with busi-
ness and/or regulatory change. 

• Understandability is defined as the ease with which the concepts and structures in 
the data model can be understood.  

• Simplicity means that the data model contains the minimum possible entities and 
relationships. 

• Integration is defined as the consistency of the data model with the rest of the 
organisation’s data.  

• Implementability is defined as the ease with which the data model can be imple-
mented within the time, budget and technology constraints of the project.  

Another overview of data model (schema) quality is presented in [1], including: 

• Correctness with respect to the model concerns the correct use of the concepts in 
the language. A negative example is to represent FirstName as an entity, and not 
as an attribute (since FirstName can be argued to not have unique existence) 

• Correctness with respect to requirements 
• Minimalisation, no requirement is represented more than once 
• Completeness 
• Pertinence that measures the number of unnecessary conceptual elements 
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• Readability through aesthetics 
• Readability through simplicity 
• Normalisation 

3 Introduction to SEQUAL  

SEQUAL [10] is a framework for assessing and understanding the quality of models 
and modelling languages. It has earlier been used for evaluation of modelling and 
modelling languages of a large number of perspectives, including data [12], object 
[8], process [11, 25], enterprise [13], and goal-oriented [6, 9] modelling. Quality has 
been defined referring to the correspondence between statements belonging to the 
following sets: 

• G, the set of goals of the modelling task. 
• L, the language extension. 
• D, the domain, i.e., the set of all statements that can be stated about the situation.  

Domains can be divided into two parts, exemplified by looking at a software  
requirements specification: 

• Everything the computerized information system (CIS) is supposed to do. This 
is termed the primary domain.  

• Constraints on the model because of earlier baselined models such as system 
level requirements specifications, enterprise architecture models, statements of 
work, and earlier versions of the requirement specification. This is termed the 
modelling context. In relation to data quality, the underlying data model is part 
of the modelling context.  

• M, the externalized model itself.  
• K, the explicit knowledge relevant to the domain of the audience. 
• I, the social actor interpretation of the model  
• T, the technical actor interpretation of the model  

The main quality types are: 

• Physical quality: The basic quality goal is that the externalized model M is avail-
able to the relevant social and technical actors (and not to others). 

• Empirical quality deals with comprehension and predictable error frequencies 
when a model M is read by different social actors  

• Syntactic quality is the correspondence between the model M and the language 
extension L. 

• Semantic quality is the correspondence between the model M and the domain D.  
• Perceived semantic quality is the similar correspondence between the social actor 

interpretation I of a model M and his or hers current knowledge K of domain D. 
• Pragmatic quality is the correspondence between the model M and the actor inter-

pretation (I and T) and application of it. 
• The goal defined for social quality is agreement among actor’s interpretations. 
• The deontic quality of the model relates to that all statements in the model M con-

tribute to fulfilling the goals of modelling G, and that all the goals of modelling G 
are addressed through the model M. 
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4 Data Quality Relative to the SEQUAL Quality Types 

We here discuss means within each quality level, positioning the areas that are speci-
fied by Batini et al. [1] and Price et al. [23, 24]. These are emphasised using italic. 

4.1 Physical Data Quality 

Aspects of persistence, data being accessible (Price) for all (accessibility (Batini)), 
currency (Batini) and security (Price) cover aspects on the physical level. This area 
can be looked upon relative to measures of persistence, currency and availability that 
apply also to all other types of models. Tool functionality in connection with physical 
quality is based on traditional database-functionality.  

4.2 Empirical Data Quality 

This is addressed by understandable (Price). Since data can be presented in many 
different ways, this relates to how the data is presented and visualized. How to best 
present different data depends on the underlying data-type. There are a number of 
generic guidelines within data visualization and related areas that can be applied, and 
we will only mention a few of these here. For computer-output specifically, many of 
the principles and tools used for improving human computer interfaces are relevant at 
the empirical level [27]. For visual presentation of data, one can also base the guide-
lines on work in cognitive psychology and cartography with the basis that data is 
meant to be useful in connection to communication between people. Going back to 
[26], communication entails both encoding by the sender and decoding by the re-
ceiver. Encoding has been discussed in detail e.g. in the work of Bertin [2]. According 
to [2] there are 4 different effects of encoding: 

1. Association. The marks can be perceived as similar 
2. Selection. The marks can be perceived as different 
3. Order. The marks can be perceived as ordered 
4. Quantity. The marks can be perceived as proportional 
8 different variables presented to convey one or more of these meanings in a visuali-
sation are: 

• planar variables: horizontal position, vertical position 
• retinal variables: shape (association and selection), size (selection, order and 

quantity), colour (Association and selection), brightness (value) (selection and 
order), orientation (association), texture (association, selection and order). 

For decoding Moody [20] presents a model differentiating between aspects of percep-
tion and cognition. 
• Perceptual discrimination: Features are detected by specialised feature detectors. 

Based on this, the visualization is parsed into its parts. 
• Perceptual configuration: Structure and relationship among elements are inferred. 

Within the area of Gestalt psychology, a number of principles for how to convey 
meaning through perceptual means are provided [29].  
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• Attention management: All or part of the perceived image is brought into work-
ing memory. Working memory has very limited capacity. To be understood, 
statements in the model must be integrated with prior knowledge in the long-term 
memory of the interpreter. Differences in prior knowledge (expert-novice differ-
ences) greatly affect the speed and accuracy of processing. 

Rules for colour-usage are also useful in connection to evaluating data visualization 
(if different colours are used). Shneiderman [27] has listed a number of guidelines for 
the usage of colour in visual displays in general. The use of emphasis can also be in 
accordance with the relative importance of the data. Factors that have an important 
impact on visual emphasis are: 

• Size (the big is more easily noticed than the small) 
• Solidity (e.g. bold letters vs. ordinary letters, full lines vs. dotted lines, thick lines 

vs. thin lines, filled boxes vs. non-filled boxes) 
• Difference from ordinary pattern (e.g. slanted letters will attract attention among 

a large number of ordinary ones) 
• Foreground/background differences (if the background is white, things will be 

easier noticed the darker they are) 
• Change (blinking or moving symbols attract attention) 
• Position (looking at a two-dimensional arrangement, people tend to start at its 

middle) 
• Connectivity (objects that connect with many others (having a high degree) will 

attract attention compared to objects with few connections).  

4.3 Syntactic Data Quality  

From the generic SEQUAL framework we have that there is one main syntactic qual-
ity characteristic, syntactical correctness, meaning that all statements in the model 
are according to the syntax and vocabulary of the language 

Syntax errors are of two kinds: 

• Syntactic invalidity, in which words or graphemes not part of the language are 
used. 

• Syntactic incompleteness, in which one lack constructs or information to obey 
the language's grammar 

Conforming to metadata (Price) including that the data conform to the expected data 
type of the data (as described in the data model) are part of syntactic data quality. This 
will typically be related to syntactic invalidity when e.g. the data is of the wrong data-
type. 

4.4 Semantic Data Quality  

When looking upon semantic quality relative to the primary domain of modelling, we 
have the following properties:  

Completeness is covered by completeness (Batini), mapped completely (Price), and 
mapped unambiguously (Price). 
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Validity is covered by accuracy (Batini), both syntactic and semantic accuracy as 
they have defined it, the difference between these is rather to decide on how incorrect 
the data is, phenomena mapped correctly (Price), properties mapped correctly (Price) 
and properties mapped meaningfully (Price). Since the rules of representation are 
formally given, consistency (Batini)/mapped consistently (Price) is also related to 
validity. The use of meta-data such as the source of the data is an important mean to 
support validity of the data. 

Properties related to the model context are related to the adherence of the data to 
the data model. One would expect for instance that 

• All tables of the data model should include tuples 
• Data is according to the constraints defined in the data-model 

The possibility of ensuring high semantic quality of the data is closely related to the 
semantic quality of the underlying data model. When looking upon semantic quality 
of the data model relative to the primary domain of modelling, we have the following 
properties: Completeness (Moody and Batini) (number of missing requirements) and 
integrity (Moody) (number of missing business rules) relates to completeness. 

Completeness (Moody) (number of superfluous requirements) and integrity 
(Moody) (number of incorrect business rules) relates to validity. The same applies to 
Batini's points on correctness with respect to model and correctness with respect to 
requirements.  

4.5 Pragmatic Data Quality 

Pragmatic quality relates to the comprehension of the model by participants. Two 
aspects can be distinguished: 

• That the interpretation by human stakeholders of the data is correct relative to 
what is meant to be expressed. In addition to the data it will often be useful to 
have different meta-data represented (Making it easier to understand the intent 
behind the data).  

• That the tool interpretation is correct relative to what is meant to be expressed. 

Starting with the human comprehension part, pragmatic quality on this level is the 
correspondence between the data and the audience's interpretation of it. Moreover, it 
is not only important that the data has been understood, but also who has understood 
(the relevant parts of) the data.  

The main aspect at this level is interpretability (Batini), that data is suitably pre-
sented (Price) and data being flexibly presented (Price). Allowing access to relevant 
metadata (Price) is an important mean to achieve comprehension. 

4.6 Social Data Quality 

The goal defined for social quality is agreement. Relative agreement means that the 
various sets to be compared are consistent -- hence, there may be many statements in 
the data representation of one actor that are not present in that of another, as long as 
they do not contradict each other. The area quality of information source (Batini) 
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touches important mean for the social quality of the data, since a high quality source 
this will increase the probability of agreement. 

In some cases one need to combine different data sources. This consists of comb-
ing the data-models, and then transferring the data from the two sources into the new 
schema. Techniques for schema integration [4] are specifically relevant for this area. 

4.7 Deontic Data Quality 

A number of aspects are on this level relating to the goals of having the data in the 
first place. Aspects do decide volatility (Batini) and timeliness (Batini)/ timely (Price) 
needs to relate to the goal of having and distributing the data. The same is the case for 
type-sufficient (Price), the inclusion of all the types of information important for its 
use. 

5 Application of the Framework 

LinkedDesign is an ongoing international project that aims to boost the productivity 
of today‘s engineers by providing an integrated, holistic view on data, persons and 
processes across the full product lifecycle. To achieve this there is a need to evaluate 
the appropriateness of a selected number of existing knowledge sources, to be used as 
a basis for the support of collaborative engineering in a Virtual Obeya, a kind of col-
laborative work environment [30]. The selected knowledge sources are of the types 
found particularly relevant in the use cases of the project. When we look of quality of 
an information source (e.g. a CAD tool), we look on both the structure of the stored 
data (the data model, including meta-data) and the characteristics of the data itself, in 
light of our goal for reuse and revisualization of data, in a way that might be anno-
tated and/or updated through the user interface. The users perform collaborative work 
using the Virtual Obeya. The Obeya presents context specific information based on 
the persons involved in the collaboration and other relevant information on products, 
projects, locations, tasks, tools, rules and guidelines etc. The data is mediated from 
existing work tools and the data have to be transformed depending on the relevant 
context. The data presented and worked on in the Virtual Obeya can be annotated 
with other context-oriented information that potentially is stored. 

Looking at the sets of SEQUAL in the light of this case, we have the following: 

• G: There are goals on two levels. The goal to be achieved when using the base 
tool, and the goal of supporting collaborative work using data from this tool as 
one of several sources of knowledge for the Virtual Obeya. Our focus is on this 
second goal, although these might be related. 

• L: The language is the way data is encoded (e.g. using some standard), and the 
language for describing the data model/meta-model. 

• M: Again on two levels, the data and the data-model. 
• A: Actors i.e. the people in different roles using the models, with a specific fo-

cus on the collaborators in the use-cases of the project. 
• K: The relevant explicit knowledge of the actors (A) in these roles 
• T: Relates to the possibilities of the languages used to provide tool-support in 

handling the data (in the base tools, and also in a Virtual Obeya) 
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• I: Relates to how easy it is for the different actors to interpret the data as it can 
be presented (in the base tool, and also in a Virtual Obeya) 

• D: Domain: The domain can on a general level be looked upon relative to the 
concepts of an upper-level ontology. We focus on perspectives captured in the 
generic EKA - Enterprise Knowledge Architecture of Active Knowledge Models 
(AKM) since these have shown to be useful for context-based user interface de-
velopment in other projects [14]. Thus we look on information on: Products, 
tasks, goals and rules (from standards to design rules), roles (including organiza-
tional structure and persons, and their capabilities) and tools. 

Based on this we can describe the quality of data more precisely in the following way: 

• Physical quality relates to if the data is:  

o Available in a physical format in a timely manner so that it can be reused in 
the Virtual Obeya. The availability of data to be used in other types of tools 
is also relevant here. 

o Availability of different versions of the data when relevant. 
o Possibility to store relevant meta-data (e.g. the user that has made a CAD 

model, time-stamp to judge currency etc.) 
o Available for update or annotation/extension in the user interface  
o Availability of data from other tools  
o Only available for those that should have access (security) 

• Empirical quality is not directly relevant when evaluating the data-sources per 
se. Guidelines for this is relevant when we look upon how data can be presented 
in tools (and in the Virtual Obeya itself) (e.g. as a visualized CAD-drawing that 
can be manipulated in a 3D-interface) 

• Syntactic quality. Is the data represented in a way following the defined syntax?  
• Semantic quality. Do the data sources potentially contain the expected type of 

data? This is looked upon relative to the domain identified on the upper level of 
the ontology/context-model as discussed above, although a single data source 
will seldom have data of all relevant types. Note that we here look on the possi-
bility of representing the relevant types of data, obviously the level of complete-
ness is dependent on what is represented in the concrete case. Tools might also 
have mechanisms for supporting the rapid development of complete models. 

• Pragmatic quality. Is data of such a type that it can be easily understood (or 
visualized in a way that is can be easily understood) by the stakeholders. Since 
the context of work is varying when using the Virtual Obeya, it is important that 
data can be flexibly represented, including access to relevant meta-data. Possibili-
ty of tool interpretation can also be important, given that one need to identify the 
relevant aspects to show in the Virtual Obeya based on the relevant context. 
Since there is limited focus on process automation in this particular project, the 
need for representations with an executional semantics is limited.   

• Social quality. Is there agreement on the quality of the data among the stake-
holders? Since different data comes from different tools, and often need to be in-
tegrated in the Virtual Obeya, agreement on interpretation of data and of the  
quality of this data across the involved stakeholders can be important. 
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• Deontic quality: Shall we with the help of data from the data source be able to 
achieve the goals of the project? An important aspect of the case project relate to 
reducing waste in lean engineering processes [15]. 

5.1 Evaluations of Relevant Tool-Types 

In this project, based on the needs of the use cases, we have focused on the following 
concrete tools and tool types in the assessment.  

• Office automation: Excel (could also be Sharepoint, Word, Powerpoint etc) 
• Computer-Aided Design (CAD): PDMS, Autocad, Catia V5  
• Knowledge-based Engineering (KBE): KBEdesign  
• Product Lifecycle Management (PLM/ PDM): Teamcenter, Enovia 
• Enterprise Research Planning (ERP): SAP ERP (R/3), MS Dynamics  

In the following we present the treatment of one of these areas, the quality of data in 
CAD tools. Similar evaluations have been done on the other tool-types, and we will 
summarize in the end of this section how this has been useful for the project. 

CAD (Computer Aided Design)-tools are tools used to assist in the creation, mod-
ification, analysis, or optimization of the design of a product. CAD software uses 
either vector based graphics to depict the objects of traditional drafting, or may also 
produce raster graphics showing the overall appearance of designed objects. Whereas 
CAD traditionally was used by product designers, functionality to support different 
engineering professions are often included, and the term CAE - Computer Aided En-
gineering is also often used for this tool type. A large number of CAD-tools exist (e.g. 
Autocad, Autodesk, PDMS, SolidWorks, Unigraphics, Ideas NX, Solid Edge, Catia 
V5, Pro Engineer).  

5.2 Features Supporting Physical Quality of CAD Data 

Data is stored in a local database, and can be (partly) exchanged based on standard 
representations (see more under syntactic quality). Tools such as PDMS support si-
multaneous work by multiple users (from multiple disciplines), with support for ver-
sioning and access control. In many tools, not only the product-information is stored, 
but also the history-tree of operations done for producing the model. Exchange with 
other tools is described below. It is also possible to export data in generic formats (for 
visualization) like PDF. In these formats you cannot change the product-data directly.  

5.3 Features Supporting Empirical Quality of CAD Data 

CAD tools typically have good functionality to visualize the product data in 3D.  
Because of its economic importance, CAD has been a major driving force for research 
in computational geometry and computer graphics and thus for algorithms for  
visualizations that one typically focus on as means under the area of empirical quality. 

5.4 Features Supporting Syntactic Quality of CAD Data 

The international CAD data exchange standard including IGES and ISO 10303. ISO 
10313 is informally known as STEP – STandard for Exchange of Product model data, 
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has so far been limited to transfer of geometry-information. Note that when exporting 
the model in STEP or IGES, the history-tree is not included. These standards have 
been incapable of handling parameters, constraints, design features and other ‘design 
intent’ data generated by modern CAD systems [5]. In the ProSTEP iViP project the 
new STEP AP 242 standard with improved capabilities in this respect was imple-
mented and tested in a consortium including the vendors of CATIA, Pro/Engineer and 
Siemens NX, but is not supported yet in the main CAD-systems. 

5.5 Features Supporting Semantic Quality of CAD Data 

CAD-systems typically focus on the (geometric) representations of products at the 
instance level. One might also represent some rules relative to the product in CAD 
systems (relative to e.g. the materials, processes, dimensions, and tolerances in-
volved), but one do not capture knowledge on organizational structure, tools, and 
underlying business processes in these tools. Another limitation in most CAD-tools is 
lacking representation of the function (e.g. overall goal) of the different parts of the 
design, although some tools support representation of (functional and non-functional) 
requirements together with the product-information.  

CAD tools typically support the development of catalogues of elements. The cata-
logue contains standard reference data for the available types of components. This can 
support rapid development of new structures, i.e. support rapid achievement of com-
pleteness of the product model. The support of default values in the tool user interface 
can also be useful in this respect. CAD tools are often integrated with different analy-
sis tools (e.g. for finite element analysis) which can support the development of valid 
design-models. 

5.6 Features Supporting Pragmatic Quality of CAD Data 

CAD tools support numerous ways of visualizing the design in an integrated manner, 
e.g. 3D-view, product model trees etc. Viewing mechanisms showing only parts of 
the overall structure through layering (e.g. the parts relevant for one discipline), relat-
ing this to the overall structure is a very important mechanism to be able to handle the 
complexity of CAD models. Another interesting approach for ensuring comprehen-
sion is the export of the CAD-data to prototyping tools such as 3D-printers which 
recently has become much cheaper. While the goal of automated CAD systems is to 
increase efficiency, they are not necessarily the best way to allow newcomers to un-
derstand the geometrical principles of solid modeling. For this, scripting languages 
such as PLaSM (Programming Language of Solid Modeling) have been developed. 
The scripting approach is very different from working with an interactive GUI, but is 
preferred by some CAD instructors as scripts reveal all details of the design procedure 
(not only the final design).  

5.7 Features Supporting Social Quality of CAD Data 

CAD is primarily used by the designers and some of the engineers, often in an early 
stage of product development. Thus the organizational agreement on these data might 
be less than e.g. data developed in more organizationally integrating tools such as  
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PLM and ERP-tools. On the other hand, the part of the data that is stored using estab-
lished standards (e.g. STEP) would probably be easier to ensure that is interpreted 
identically across user-groups and also across organizations, with the limitation that 
not all the relevant information is captured in these interchange formats. STEP is 
developed and maintained by the ISO technical committee TC 184, Automation sys-
tems and integration, sub-committee SC 4, Industrial data. Like other ISO and IEC 
standards STEP is copyright by ISO and is not freely available. However, the 10303 
EXPRESS schemas are freely available, as are the recommended practices for imple-
menters. Also since important data relates to representation of physical products it is 
probably easier to agree on than more conceptual data (e.g. through the development 
of physical prototypes). 

5.8 Features Supporting Deontic Quality of CAD Data 

Looking upon the main waste forms in lean engineering [15] we can say the  
following: 

• Searching: Finding the relevant CAD data can be made easier by linking it to 
enterprise tools such as PLM tools. 

• Under-communication: In CAD tools, there might be limitations in the represen-
tation of underlying design rules and process information (e.g. relevant for  
manufacturing) that can be useful at a later stage. 

• Misunderstanding: Due to the number of assumptions that are included in a prod-
uct design that is not necessarily kept explicit, there might be misunderstandings 
at a later stage. 

• Interpreting: A number of tools exist to do different types of analysis, which 
might make it easier to support interpretation of the product model. 

• Waiting: If other than designers and engineers need information from CAD tools, 
or need to have changes done at a later stage, they might be dependent on the 
availability of the engineer to do the changes. 

• Extra processing: Since CAD tools store the geometry on the instance level; reuse 
for e.g. variants of products might take extra time. 

5.9 Summary of Result from Evaluation 

Above, we have seen one of the five assessments done using the specialization of 
SEQUAL for data quality. The overall evaluation has indicating opportunities, but 
also challenges when trying to integrated data from different knowledge sources typi-
cally used by people in different roles in an organization, and presenting this in a 
common user interface, supporting collaboration between these people. In particular it 
highlights how different tools have a varying degree of explicit meta-model (data 
model), and how this is available externally in a varying degree. E.g. in many export-
formats one loses some of the important information on product data. Even when 
different tools support e.g. process data, it is often process data on different granulari-
ty which might be difficult to integrate. The tools alone all have challenges relative to 
waste in lean engineering. In a Virtual Obeya environment one would want to com-
bine data from different sources in a context-driven manner to address these reasons  
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for waste. A bit dependent on the concrete knowledge sources to combine, this  
indicates that it is often a partly manual job to prepare for such matching. Also the 
different level of agreement of data from different sources (social quality) can  
influence the use of schema and object matching techniques in practice. 

6 Concluding Remarks 

As with the quality of a software requirements specification (SRS) [7] and BPM [11], 
we see some benefit both for SEQUAL and for a framework for data quality by per-
forming this kind of exercise, returning to our research questions: 

• Existing work on data and information quality, as summarized in [1, 23, 24] can 
be positioned within the generic SEQUAL framework as described in Section 4.  

• These existing overviews are weak on explicitly addressing areas such as empiri-
cal and social quality, as also described in Section 4.2 and Section 4.6.  

• The work by Batini and Price et al. on the other hand enriches the areas of in 
particular semantic and pragmatic data quality, as described in section 4.4 and 
section 4.5.  

• The framework, especially the differentiation between the different quality levels 
has been found useful in the case from which we have partly reported in Section 
5, since it highlights potential challenges of matching data from different sources 
as discussed in Section 5.8. 

Future work will be to device more concrete guidelines and metrics and evaluate the 
adaptation and use of these empirically in other cases, especially how to perform 
trade-offs between the different quality types. Some generic guidelines for this exist 
in SEQUAL [10], which can be specialised for data quality and quality of conceptual 
data models. 
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Abstract. This paper describes the effects of a feedback-enabled MDA proto-
typing tool on the validation cycle for conceptual models. We observe the  
effects of such prototyping method on learning outcomes of novice modelers. 
The impact is assessed based on the quality dimensions introduced by Concep-
tual Modeling Quality Framework (CMQF), more specifically with respect to 
semantic quality being affected by modeling knowledge. The current work pro-
poses an extension to the techniques introduced in previous work in particular, 
experimenting with the prototyping tool by novice modelers. A positive impact 
has been observed on the learning achievements of novice modelers improving 
both modeling and language knowledge. 

Keywords: teaching/learning conceptual modeling, model validation, concep-
tual model quality, model driven architecture/engineering, prototyping,  
executable model, UML. 

1 Introduction 

Analysis and modeling of information systems is a cognitive activity the goal of 
which is to accurately externalize (map) business requirements into a high-quality 
formal representation, namely a model. The need for formal models is motivated by 
the fact that formal models enable quality control at a level that is impossible to reach 
with informal techniques [1]. Key factors involved in this formalization process af-
fecting the quality of a conceptual model are the modeling knowledge, the modeling 
language knowledge and the modeling domain knowledge among others [2]. Teach-
ing such knowledge and skills is a challenging task. The fact that there is a significant 
gap between the modeling knowledge and skills of novice modelers and those of ex-
pert modelers generates the question of how these skills can be taught to improve the 
understanding of modeling as well as the effectiveness of new modelers [2]. Currently 
effective guidance on learning conceptual modeling as well as tool support is largely 
lacking. Furthermore, there are aspects that cannot be gained with reading or lecturing 
alone, e.g. the dynamic representation of a system-to-be [3], [4]. Tool support for 
simulating and testing a combination of data and dynamic aspects of conceptual mod-
els for checking a model's conformance to the requirements it captures, is still limited.  
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The research presented in this paper addresses the issue of assisting the modeling 
process by providing modelers with tooling that enables them to test a model. The 
testing is achieved by 1. transforming a conceptual model to a prototype tailored to 
the technical expertise of a novice modeler and 2. incorporated cognitive feedbacks in 
this prototype application. The proposed approach aims to improve the learning out-
comes for novice modelers with respect to modeling knowledge. 

We will thus formulate our research question as how can prototyping be helpful in 
teaching conceptual modeling, and how can the shortcomings of current simulation 
techniques be addressed to make a prototyping method more effective in a learning 
context? 

To assess the effects of prototyping on model quality parameters we will refer to 
the quality dimensions of the CMQF framework [2]. Within this framework, teaching 
conceptual modeling involves different types of modeling quality. The final objective 
is to achieve the capability of producing physical models with high semantic quality. 
Semantic quality refers to the "meaning" of a model which includes both its validity 
in terms of its correctness of representation of the domain at hand, as well as its com-
pleteness. On the knowledge side, this requires an appropriate level of model  
knowledge, language knowledge and representation knowledge, hence requiring pe-
dagogical quality (understanding the modeling concepts), linguistic quality (under-
standing the graphical notation) and pragmatic quality (understanding a model)[2]. In 
particular, pragmatic quality captures the extent to which the stakeholder completely 
and accurately understands the statements in the representation that are relevant to 
them. 

This work proposes an extension to the techniques previously presented by Snoeck 
et al. [5, 6, 7, 8]. The methodology used is based on the concepts of MERODE1. The 
proposed MDA-based prototyping method has been tested and validated within the 
course “Architecture and Modeling of Management Information Systems”2 over a 5-
years period of teaching, with participation and constant feedback from 400 students 
overall. 

The remainder of the paper is structured as follows. The second section gives an 
overview of related work concerning factors that affect teaching conceptual modeling 
and discusses learning perspectives with Model Driven Architecture (MDA). Section 
3 outlines the proposed tool: a feedback-enabled MDA prototyping method to support 
the validation cycle for a conceptual model. Section 4 reports on the effects of expe-
rimenting with such prototypes on learning outcomes for novice modelers, and in 
particular on the extent to which they completely and accurately understand the 
statements in the model. Finally, section 5 concludes the work proposing some future 
research directions. 

                                                           
1  MERODE is an Object Oriented Enterprise Modeling method. Its name is the abbreviation 

of Model driven, Existence dependency Relation, Object oriented DEvelopment. Cfr. 
http://merode.econ.kuleuven.be 

2  The course’s page can be found on 
http://onderwijsaanbod.kuleuven.be/syllabi/e/D0I71AE.htm 
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2 Related Work 

Currently the learning process of novice modelers rarely includes (formal) quality 
checking techniques, and the tool support for integrating requirements and models is 
still limited [9]. The guidance on how to learn modeling is lacking and there seems to 
be very little discussion on how modeling skills might be taught [2]. Furthermore, 
there are aspects that cannot be gained with reading or lecturing alone, e.g. the ability 
to mentally transform a static model into a more concrete and dynamic representation 
of a system-to-be. With a traditional development process it is almost impossible to 
construct precise specifications. Hence, requirements satisfaction can only be estab-
lished when the complete system has been built and the system can be examined in its 
most concrete form [10]. Despite being used for a long time, models in traditional 
approaches have been viewed as secondary artifacts and are in practice often aban-
doned [9]. Tool support for checking a model is limited to internal consistency and 
completeness of a conceptual model. Support to ensure the external validity of a mod-
el, i.e. how accurately and completely a model captures the domain, within the  
constraints of the modeling task at hand, is limited.  

2.1 Prototyping with MDA 

Simulation has been recognized by various studies as a technique that helps learning 
the dynamic aspect of a model, thereby improving the feedback cycles, and such 
technique contributes to better external validity [3], [4]. However tool support for 
simulating and testing a combination of data and dynamic aspects for conceptual 
models in order to check a model's conformance to the requirements it captures, is 
still limited. Several disadvantages for simulation techniques have been reported as 
well, such as: 1. being time-consuming to achieve; 2. requiring technical expertise not 
easily achievable by a novice user; 3. sometimes it is hard to analyze the results with a 
simulated model [11]. 

MERODE follows the Model-Driven Architecture and Engineering approach. 
Model-Driven Architecture (MDA) [12] refers to model-centric approach where mod-
els are essential parts of the final product [9]. MDA allows to transform a model into 
its executable form within the shortest development cycle allowing to validate static 
system designs by testing the (generated) working application. As such MDA 
represents a fundamental evolution with the potential to bring design and testing clos-
er to each other. It is exactly in the testing area, with the validation of a working ap-
plication, where its potential is the most significant [13]. We further rely on MDA 
since a model-centric process forces a set of quality parameters for a model such as 
being precise enough, formal enough, and detailed enough to generate code from it 
[13]. MDA also allows to enhance the understanding of the rationale behind system 
design decisions [9]: it is also concerned with uncovering the implicit knowledge that 
modelers rely on when designing models [9] since change propagations from re-
quirements and models to the application become visible [13]. Such knowledge can 
be gained by tracing changes from a model to their effects in a working application by 
testing several “what-if” scenarios. When made explicit, such knowledge on how 
modeling options affect the final application can be further reused [9] thus increasing 
modeling expertise.  
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With MDA it is also possible to rely on modeling process oriented assistance. 
While many studies focus on the quality of a conceptual model, some approaches 
focus on the conceptual modeling process as a catalyst of a quality of its end result 
[2]. Comparing a modeling process between experts and novices [14] identifies ways 
in which novice modelers fall short of what is considered to be a good practice by 
experts: observing modeling process iteration cycles [14] distinguishes frequent 
switches between modeling and assessing among expert modelers (with twice as 
much time distributed on verification and validation activities by experts), while no-
vice users’ modeling behavior is quite linear (one task at a time) and more data-
reliant. We believe that prototyping with MDA also allows to “mimic” an expert’s 
modeling approach by making a modeling process of a novice modeler more  
verification-oriented.  

Thus, by using an MDA simulation approach, the learning process of novice mod-
elers can largely benefit from 1. familiarizing them with a model-centric approach of 
working, 2. increasing awareness of the quality parameters affecting the quality of a 
final artifact. 

2.2 Requirements for Optimal Prototyping Environment 

The efficiency of a prototyping environment in a learning context is associated with a 
set of requirements. In the previous years we observed that the prototyping tool was 
not extensively used by students. This is because the simulation was time-consuming 
to achieve because of requiring a chain of several transformation and execution steps 
before a running prototype was accessible. Another observed reason behind the low 
usage intention was the low technical expertise of novice modelers resulting in diffi-
culties in managing these execution steps. This suggested that a prototyping environ-
ment would require a set of simplifications to be accepted and frequently used by 
novice learners. The well-known Technology Acceptance Model (TAM) [15] meas-
ures users’ motivation by attitudes and intentions expressed with the two technology 
acceptance measures - ease of use, and usefulness by defining 1. the perceived useful-
ness (PU) as the degree to which a person believes that using a particular system 
would enhance his or her performance, and 2. the perceived ease-of-use (PEU) as the 
degree to which a person believes that using a particular system would be free from 
effort. With respect to the PEU for a novice modeler one of the major requirements is 
that the prototyping environment is adapted to a minimal technical expertise to allow 
easy and intuitive interaction with a computer. With respect to the PU a generated 
prototype should be capable to improve model understanding and subsequently the 
achievements of a novice modeler to stimulate a motivational engagement. Studies on 
learning quality improvements indicate a self-regulative approach as major source of 
impact on learning outcomes which in turn is closely intertwined with feedback re-
search [16, 17]. Furthermore, for all self-regulative activities, external feedback is 
considered as an inherent catalyst [18]. Usually this feedback is not available during 
learning activities but is given after a task has been completed. This is referred to as 
outcome feedback, the simplest form of feedback, indicating whether or not results 
are correct, thus providing minimal external guidance [19]. [19] further specifies the 
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need for more informative types of feedbacks paired with content-related information: 
1. cognitive validity feedback, describing a learner’s perceptions about the relation-
ship between a cue and achievement, 2. functional validity feedback, in general de-
scribing the relation between the learner’s estimates of achievement and his or her 
actual performance. This suggests that combining prototyping with informative feed-
backs incorporated in the prototype will result in high PU and subsequently high  
motivation among novice modelers to rely on validation cycles with a prototype  
application of a model. 

Yet another important requirement for conceptual model prototyping is the capabil-
ity to execute platform independent models, i.e. models with high level of abstraction.  

Although UML aims at genericity by supporting modeling various views of a sys-
tem, it on the other hand fails to provide good means of separating aspects per devel-
opment phase (e.g. conceptual modeling versus program design). UML also fails to 
provide good support for recombining different views into one global and consistent 
model [20]. Executable UML (xUML) is the current standard for model execution; it 
is a profile of UML 2.0 to define the execution semantics for a subset of the UML. 
Recently, there was the introduction of the Foundational UML (fUML) [21] and the 
Action Language for fUML (Alf) [22], the new executable UML standards: fUML 
specifies precise semantics for an executable subset of UML, and Alf specifies a tex-
tual action language with fUML semantics. With these new standards, UML models 
can be executed. However, these techniques compromise the conceptual modeling 
character of the requirements (i.e. their high abstraction level) by requiring lower-
level, detailed models [13, 21, 22]: e.g. by requiring behavior details such as actions 
and flows both in graphical and textual implementation (close to a Java programming 
language like syntax) in order to make models detailed enough for execution. These 
techniques are therefore technically too complex to be used as conceptual model  
specification techniques in an educational context.  

The contribution of this work is to address the shortcomings of current conceptual 
model (MDA-based) simulation techniques being 1. time-consuming to achieve; 2. 
technically complex to achieve with the current standards for model execution; 3. 
providing no means to interpret the simulation results. We thus introduce a set of 
optimal simplifications: namely, 1. methods are offered and implemented for MDA-
based prototyping cycle to be maximally tailored to minimal technical expertise, al-
lowing an easily achievable simulation of conceptual models within the shortest 
cycles of time; 2. the results of simulation to be easily interpretable by incorporating 
automated cognitive feedbacks.  

3 Implementation 

3.1 Modeling Environment 

In a previous paper [2] we already discussed a set of issues related to the widely ac-
cepted standard UML [20, 23, 24, 25, 26]. In its current form UML performs poor in 
supporting an educational perspective. UML also underperforms in terms of requiring 
a large technical skill-set to put MDE into practice with the current state-of-the-art of 
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MDE standards, thus being too complex in an educational context. UML thus requires 
a set of simplifications to be better tailored to novice modelers both for conceptual 
modeling as well as MDA-based simulation purposes. In this paper we will briefly 
outline those issues for readability purposes, however we remind that this work is an 
extension to [5] and the details of addressing UML complexity, namely the motiva-
tion of the restriction to a subset of UML and to particular views will be out of scope 
of the current paper. 

To address the indicated UML issues MERODE adapts the use of UML to 1) alle-
viate the problem of “noisiness” of UML, and 2) ensure the quality and "transforma-
bility" of the model for model-driven architecture. In MERODE the object-oriented 
business model typically consists of 3 system views that together define a platform 
independent model. By removing or hiding details irrelevant for a conceptual model-
ing view makes the approach easier to understand. The business domain model in 
MERODE consists of a class diagram, an interaction model and a number of state 
charts. JMermaid is an adapted modeling tool for modeling conceptual business mod-
els based on the MERODE concepts. The 3 system views in the tool are represented 
with a tabbed view which suggests an intuitive, incremental and iterative modeling 
process. The class diagram is a restricted form of UML class diagram [27]: the types 
of associations are limited to binary associations, with a cardinality of 1 to many or 1 
to 1. Many to many associations need to be converted to an intermediate class. The 
interaction model consists of an Object-Event Table (OET), created according to the 
principles of MERODE [1]. It specifies atomic transactions that potentially affects 
more than one class and requires a number of preconditions to be satisfied before 
execution. 

 

Fig. 1. Modeling views within JMermaid: Class diagram, Object-Event Table (OET) and Finite 
State Machines (FSMs) 

Fig. 1 shows a snapshot combining the three main views supported in the JMerma-
id modeling tool. To ensure the completeness of a model to be processed by a code 
generator the tool uses consistency checking and validation techniques. To simplify 
its usage, the tool allows managing consistency between the three views in an  
 

Class diagram OET FSMs
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automated way: it follows a "consistency-by-construction" approach [7, 8] meaning 
that each time when entering specifications in one view, specifications that can be 
derived for other views are automatically generated by the tool. As an example, one 
of the design guidelines states that when defining a class, one should provide at least 
one method to create instances of that class and one method to terminate instances. So 
when a business object is entered in the class diagram, the necessary completions are 
automatically performed in the OET and FSM views. This modeling approach ensures 
a perfect integration between the structural, interactive, and behavioral aspects, 
achieving models that are truly executable to be further validated through the  
prototyping feature.  

3.2 MDA-Based Prototyping Environment 

To conform to the requirements suggested by the Technology Acceptance Model 
MERODE maximally tailors the prototyping environment to the technical expertise of 
a novice modeler. Transformation to code can be achieved through a single click. The 
MDA-based code generator generates a fully functional application, namely, a com-
piled application in executable JAR format. With such simplification of the transfor-
mation process testing of a model can be started in parallel with model building. The 
minimal input that can be accepted by the prototyping tool is actually a model that 
contains at least one business object in the class diagram view along with the minimal 
set of default elements, state machine states and transitions that are automatically 
generated by JMermaid. A set of default attributes for business objects, if not speci-
fied by a user, are automatically generated too.  

A modeler can use the “Verify model” functionality in JMermaid to detect internal 
inconsistencies [7, 8] such as missing parts (e.g. missing creating or ending events), 
inconsistencies in entities’ lifecycles (FSM) such as unused methods, etc. Additional-
ly this verification is referred to from the prototyping tool, e.g. each time a compila-
tion of the generated code fails a student gets a message to use the “Verify model” 
functionality to ensure the completeness of a model. Such a loop can increase  
modeling skills with respect to quality requirements for a conceptual model.  

The layout of a prototype application is quite intuitive. The graphical user interface 
of the prototype offers basic functionality like triggering the creating and ending of 
objects, and triggering other business events. Fig. 2 shows the main interface of a 
generated prototype. The GUI layer is built on top of the event handling layer. The 
event handling layer consists of a collection of so called event handlers. The task of 
the latter layer is to handle all events correctly by managing the appropriate  
interactions with the objects in the persistence layer. 

The working of an event handler can be described in four steps: 1) upon an event 
execution call the event handler ‘asks’ every participating object (the participants to a 
business event that have been specified in the Object-Event Table) whether all  
preconditions set by the object are met. 
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Fig. 2. Main user interface of a prototype application 

For example, associations between classes will lead to preconditions to maintain 
referential integrity; 2) Similarly to the previous step the event handler retrieves from 
every participating object its current state (or reference to the corresponding state 
object) and checks whether that state allows further processing of the event; 3) If all 
results of the tasks in step 1 and 2 are positive, the event handler invokes the methods 
in the participating objects, i.e. corresponding event triggered in response to 
processing the originally called event in the specific object; 4) next, if all results of 
previous steps are positive, the event handler executes the method in all participating 
objects retrieved in step 2 to implement the state modifications (according to the trig-
gered event). While executing a business event in a prototype application users can 
follow in an event execution log frame what is happening in the upper right corner of 
the generated application.  

3.3 Feedback-Enabled Testing Cycle 

The prototype application is augmented with a set of cognitive feedbacks to provide 
increased transparency between the model and its prototype [5] reporting a user about 
illegal calls of events with informative messages and graphical visualizations, e.g. 
when an event is refused (because of failed precondition checks) the user is informed 
of the refusal with a message that explains the reason of rejection by indicating what 
constraint of a model is violated (e.g. referential integrity constraint, creation/end 
dependency or integrity constraint, FSM imposed constraint, etc.). Fig. 3 shows for 
example how the triggering of a business event is refused by the application because 
the business rules stated in the form of a Finite State Chart impose a precondition that 
is not met by the current state of the business objects.  

Event execution log

Tabs per entity class
Owned events per 

entity class
Object properties
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Fig. 3. Example of an automated feedback to an event execution failure  

Such model execution with automated feedback enables a much better understand-
ing of models than can be obtained by just reading a model, hence motivating a fre-
quent use with the purpose to detect and correct errors while also gaining knowledge 
on the modeling method and modeling language.  

4 Evaluation and Experiences 

To assess the effects of a feedback-enabled MDA-prototyping with respect to model 
understanding aspects, we conducted an experiment with participation of 49 students. 
Students were given a short requirements statement and a model solution. Students 
were asked to evaluate the quality parameters of a model by responding to a set of 
true/false format questions validating whether or not the provided model meets the 
given business requirements, hence testing their model understanding. They were also 
asked to motivate their answers. The experiment was conducted in two parts. In the 
first part the experiment was conducted with a static model (a UML Class Diagram) 
without a use of the model’s prototype. The goal of this part was to establish a base-
line knowledge level to measure the effects of the suggested prototyping method in a 
later experiment. Then, in the second part of the experiment, the same questions had 
to be answered again with the use of generated prototype, however being unassisted 
in the testing process, i.e. not being given any testing scenarios. Blank answers as 
well as those without motivation have been truncated to eliminate false negative and 
false positive corrections, resulting in 26 usable answer sheets. Table 1 shows the 
numbers of correct answers for students obtained before and after the simulation cycle 
along with the correction effect after validating a model with its prototype. 
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Table 1. Assessment of model understanding before/after a prototype use 

 Nr of correct answers 
(out of 26) Percent (%) Correction 

Q (control) before (experimental) after before after Nr corrected % 
1 9 24 34,6% 92,3% 15 57,7% 
2 15 23 57,7% 88,5% 8 30,8% 
3 19 24 73,1% 92,3% 5 19,2% 
4 11 20 42,3% 76,9% 9 34,6% 
5 6 8 23,1% 30,8% 2 7,7% 
6 11 15 42,3% 57,7% 4 15,4% 
7 7 19 26,9% 73,1% 12 46,2% 
8 6 5 23,1% 19,2% -1 -3,8% 
9 1 15 3,8% 57,7% 14 53,8% 

 AVG = 9,44 AVG = 17   AVG DIFF = 7,55  

The results show a significant correction for the student's model understanding af-
ter the use of a prototype with positive correction in scores ranging from 7,7% up to 
57,7%. A paired t-test was performed to determine if the method was effective: Hypo-
thesis H1 M-after = M-before, alternative hypothesis H2 M-after > M-before. The 
mean correction gain (M = 7.55, N = 9) was significantly greater than zero (thus refut-
ing H1 and supporting H2), t-stat = 4.1193, 1-tail p = 0.00167, with 95% confidence 
interval providing evidence that the prototyping method is effective in producing 
positive correction of model understanding. 

Students from different programs were enrolled in the course including those with 
bachelor degree in Information Systems. Since these students have previous know-
ledge and familiarity with a modeling method such as UML we applied a clustering 
approach to observe the outcomes for students with and without prior modeling skills. 
The results however showed equal correction for both groups. For a particular ques-
tion the experiment however resulted in a negative correction. We observed this to be 
due to a lack of testing skills to identify right scenarios. 

A second validation was performed using the coursework. In the course of the 
semester, students have to create a model for a larger case (typically 2-5 pages of 
specifications, resulting in a model with around 15 domain objects). At the end of the 
semester the solution is scored, and then students are interrogated to determine the 
final score as a correction on the model score. The goal of this oral interrogation is to 
test whether a student 1) truly understands his/her own solution 2) is able to see mis-
takes identified by the professor and 3) is able to suggest a solution for the mistake. In 
this case, testing assistance is provided as students are given a scenario by the teacher 
that specifically aims at discovering certain model errors. For example, if the case 
specifies that a library member can borrow at most 3 books at a time, then the teacher 
provides a scenario in which a member attempts to borrow 4 books at once. The an-
swer of the student is scored as a correction on the score of the proposed solution. If 
the student doesn't understand that the proposed solution does not satisfy the require-
ments, a negative score is given. If the student can locate the problem but doesn't 
know how to correct it, a 0 is given (i.e. score of the solution is maintained). If the 
student can locate the problem and propose a correction, a positive score is attributed.  
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In January 2012 students were asked to demonstrate their solution by manually si-
mulating the model using a test case provided by the teacher. Overall, the manual 
testing led to a negative correction on the proposed solution (see Table 2). More than 
half of the students were not able to identify mistakes in their solution, not even when 
simulating it with a given test scenario, leading to on average a decrease of 0.19 of the 
score obtained by scoring the proposed model only. When provided with a test scena-
rio, students that lack model understanding, will tell a story based on the scenario and 
the original requirements, as if the model captures the requirements correctly. A typi-
cal example is modeling the requirement "Orders can be placed by private customers 
or business customers" as in Fig. 4. The students interpreted the two associations as 
alternatives, whereas both associations exist simultaneously and hence -according to 
the model- each order is placed by both a Business Customer and a Private Customer. 
Students' incapacities of reading a model leads to an incorrect evaluation of a test 
scenario. 

 

Fig. 4. Orders and Customers model 

In January 2013, the same type of evaluation was performed, but this time students 
had to execute the given test scenario using the prototype. By means of the dynamic 
testing approach almost half of the students were able to see and correct mistakes. 
Overall, a positive correction of 0.19 points (on 10) was observed. Although this re-
sult is positive, we nevertheless observed student incapacities to develop their own 
adequate test scenarios. The 2013 case was about ordering and delivering baskets of 
vegetables. The teacher proposed a test scenario in which an order for cauliflowers 
was registered, but the picking was wrongly registered as tomatoes. Some students 
would simply answer "impossible to register because no tomatoes were ever regis-
tered as type of vegetable", whereas better students would first create tomatoes as 
type of vegetable in the system and then test if the wrong registration is captured or 
not by means of modeled constraints.  

Hence, two conclusions are obtained: 1. the results of the experiment and the oral 
examination demonstrate that the validation by means of a working prototype im-
proves modeling understanding compared to a paper exercise. The paper exercises 
limit the scope of understanding to a static view of a model, whereas dynamic testing 
fosters a more thorough understanding; 2. Validation cycles supported with test sce-
narios provided by the teacher resulted in better model understanding indicators than 
unassisted testing cycles.  
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Table 2. Correction of student courseworks for 2012 (manual simulation) and 2013 (prototype 
execution) 

Next, a questionnaire method was used to collect student feedback on the per-
ceived usefulness of a method with respect to their learning achievements on a range 
of 1 (not useful) to 5 (very useful). Table 3 shows the results of the evaluation for 
three successive years of teaching based on the answers of 150 participated students 
(approximately 50 per year). The empty cells indicate that the feature was not  
available at the time of evaluation.  

Table 3. Evaluation of prototyping and feedback effects by students 

 
 
 
How helpful were the following features ? 
 (1 = Not helpful, ...,  5 = very helpful) 

2011 
 
outcome 
feedback 

2012 
 

informative 
feedback 
(WHY) 

2013 
 
informative feedbacks  
+ prototype tailored to 
technical expertise for 
novices 

Code Generator / Rapid Prototyping 3,7 3,46 4,58 

Explanation and graphical visualizations 
of errors in prototype - 3,87 4,52 

Until 2011 the simulation was achieved through a chain of several transformation 
and execution steps before being able to run the prototype. Violations of validation 
rules by illegal calls of business events in a prototype were initially reported to stu-
dents in the form of error popups (e.g. “Can’t execute event: object in wrong state.”) 
which were not easily interpreted by students. Because of low technical expertise the 
prototyping feature was not extensively used by students subsequently being scored 
3,7 on average by students.  

In 2012 error explanations and graphical visualizations were implemented as an op-
tional plugin students could extend their prototypes with. Although the plugin scored 
slightly higher (3,87), due to their low technical skills students still experienced various 
difficulties throughout the simulation process chain, first with generating a prototype, 
and next extending it with a plugin. This made the major part of students reluctant  
in using the feature mostly resulting in “didn’t use” answer while evaluating the fea-
ture. In the meantime, the problems with the simulation chain have been solved 
 

 2012 2013 

Value of total average correction (on 10) -0.19   0.19   

Number of students making a positive correction  27 34,6 % 29 43,3 % 

Number of students making a negative correction 
or not understanding their own model 

36 46,2% 16 23,9 % 

Number of students understanding their model, 
but not able to correct errors 

15 19,2% 22 32,8% 
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by providing students with an all-in-one package allowing to generate and start a proto-
type with a single click from the student side (2013) thus solving the issue of the simu-
lation cycle being time-consuming to achieve, as well as being often avoided due  
to a high technical expertise required to achieve such simulation. Evaluation by stu-
dents resulted in 4,58 for the prototyping tool and 4,52 for the incorporated  
feedbacks. 

The results suggest that the combination of the cognitive feedbacks and the ease-
of-use of a simulation tool can stimulate motivation and frequent validation cycles 
among students. It is however impossible from our experiments to distinguish the 
proportional impact of feedbacks on the one hand and from the prototype on the other 
hand. Since the validity of these results are limited to the context of the course AMIS 
and 26 students, we plan future experiments with a larger sample and multiple cas-
es/models varying in complexity levels to obtain better accuracy and insights. The 
variation of positive effect from question to question within a range of 7,7% to 57,7% 
needs to be further analyzed with a better experiment in order to define the exact 
scope of effects and possible improvements along those dimensions where a smaller 
significance is achieved. Improved experiments with other courses/universities as 
well as industry users are therefore planned.  

5 Conclusion and Future Work 

The feedback-enabled MDA prototyping does have a great impact on improving 
modeling knowledge (as well as a modeling language knowledge). This improved 
knowledge enable students to better understand a model, contributing in this way to 
what is called pragmatic quality in [2]. At the same time this also enables a student to 
better assess the semantic quality of a model, in terms of his/her ability to judge the 
validity of a model with respect to its correctness of representation of the domain at 
hand. Tool support allowing generating a working application out of a conceptual 
model was observed to have a self-regulative effect stimulating a motivational use of 
a prototype to better understand models, detect errors, revisit and refine models by 
novice modelers. We hence witness an increased pragmatic quality, followed subse-
quently by a higher achieved semantic quality of the models. The tool support makes 
the time distribution in the modeling process closer to those of expert modelers with 
respect to time devoted to validation activities as well as increasing engagement in 
modeling activities in general resulting in better timing for training. The improve-
ments among novice modelers are observed to be equal both for those having a prior 
knowledge of a modeling method/language and those without a prior knowledge. 
However some improvements and a set of simplifications can be further applied. 
Among possible directions for further research we consider: 

1. Adapting the graphical notation to conceptual modeling goals. This is motivated 
by the fact that several studies indicate graphical notation having its own share in 
decreasing requirements externalization quality among novice modelers [28, 29].  
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2. Stimulating testing skills of a novice modeler in parallel with modeling know-
ledge acquisition due to the low level of testing capabilities observed among no-
vice modelers. Tool support can be investigated to enable automated generation 
of test scenarios out of textual requirements description to assist in testing a simu-
lated model against business requirements. 

3. Designing experiments to obtain better understanding of modeling approaches 
used by expert and novice modeler, e.g. modeling behavior patterns such as time 
distribution on various tasks, validation cycle frequency effects with the use of a 
simulated model. 

4. Expanding visual aids, e.g. visualizing propagation effects for a model modifica-
tion, i.e. parts of a model that will be affected once a change is made. 

5. Investigating ways of providing automated NLP assistance for the requirements 
analysis phase. 

6. Based on the observations expanding the scope of computer-assisted cognitive 
feedbacks throughout a modeling process for novice modelers. 

7. Extension with an ability to generate code from models that use inheritance and 
support for general constraints formulated in OCL. 
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Abstract. A crucial idea of Model Driven Engineering is that model
transformation can be described uniformly in terms of meta-model map-
pings. Based on the fact that meta-models define an abstract syntax from
which one can describe elements of modeling languages, transformation
rules that arise from MDA-based techniques are often described as ex-
plicit and clear. However, one of the remaining difficulties is to check the
correctness of these transformations in order to prove that they preserve
constraints which may be expressed over meta-models. Currently, the
MDE gives methodological issues for the use of OCL to express these con-
straints but without providing automated formal reasonings. This paper
discusses how a formal method, such as B, can be used in an MDE process
in order to rigourously reason about meta-models and associated model
transformations. We propose to adapt existing UML-to-B techniques in
order to obtain a formal specification of meta-models and hence the var-
ious constraints can be introduced using B invariants. We also show how
transformation rules can be encoded using B operations and what kinds
of reasoning can be performed on the resulting B specifications. Such a
technique allows to assist the MDE by proof and animation tools.

Keywords: Model Transformation, Meta-Models, B Method, Method
integration, UML-to-B.

1 Introduction

The Model Driven Engineering (or MDE) is an iterative development approach
in which the software development process is based on a set of step-by-step refine-
ments (or integration) of models. It distinguishes platform independent models
(PIM) and platform specific models (PSM). The development process is hence
seen as a gradual transformation of a PIM model, which specifies a business solu-
tion independently of the target technologies, to a PSM model which describes
how this solution can be implemented. Platforms that support this approach
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(e.g. [4, 5]) require meta-models as a description of the manipulated models.
The PIM-to-PSM transformation rules are then expressed by a set of mappings
from a source meta-model to a target meta-model. Based on the OMG standards
[14], these tools have reached a good level of maturity. However, although they
seem to be useful for safety-critical systems, safety challenges about systems that
they produce are still open. Indeed, the existing MDE platforms are focused on
the usability of meta-models and transformation rules, but without offering a
way to prove their correctness.

In the existing MDE platforms, the common way to validate MDE artifacts
is to test the transformation rules on a set of existing input models. This a
posteriori validation allows to check if the produced PSM model conforms to its
meta-model. For an a priori validation, mathematical languages, clearly defined
with precise semantics and which allow proofs must be used. Unfortunately, this
is not the case of the OMG standards (MOF and QVT) because they are based
on graphical notations which don’t offer proof tools. In order to circumvent this
shortcoming, we propose to bring the MDE to the rigourous world of the B
formal method [1]. Our goals are:

1. To perform automated formal reasonings, using a prover, when designing
the PIM-to-PSM transformation. The objective is to formally validate the
transformation rules and hence cover the a priori validation.

2. To simulate the transformations using a B animator (e.g. ProB [10], BZ-TT
[9], . . .). The objective is to generate the target models from a set of source
models and hence cover the a posteriori validation.

This paper discusses how a formal method, such as B, can be used in an MDE
process in order to rigourously reason about meta-models and associated model
transformations. We propose to adapt existing UML-to-B techniques in order to
obtain a formal specification of meta-models and hence the various constraints
can be introduced using B invariants. We also show how transformation rules can
be encoded using B operations and what kinds of reasoning can be performed
on the resulting B specifications.

This paper is organized as follows: section 2 gives a simple example to guide
our proposal. In section 3 we show how UML-to-B approaches can be adapted in
order to translate meta-models into B. Section 4 addresses the proposed proof-
based MDE approach. Finally, section 5 gives the conclusion and the perspectives
of this work.

2 A Simple Example

2.1 Meta-models

Let us consider a simple classical example dedicated to the transformation of
oriented graphs into oriented multi-graphs. Figure 1 gives the corresponding
meta-models. In an oriented graph (left hand side of figure 1), there is at most
one edge between a given couple of nodes. This is specified by the association
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predecessor/successor. Indeed, in the MOF an association can be instantiated
only once between a couple of class instances. In order to be able to represent
multi-graphs, it is necessary to introduce a class which can be instantiated several
times. This is done by class MEdge in the right hand side of figure 1.

Fig. 1. Oriented graph and multi-graph meta-models

For this simple example, we impose that there is one and only one root node
in a multi-graph using the oneRootOutputModel OCL constraint:

context MGraph inv oneRootOutputModel :

self.nodes->select(root=true)->size()=1

2.2 Transformation Rules

In order to illustrate how transformation rules can be encoded in a classical MDE
platform, we chose ATL [3] which is a hybrid transformation language allowing
to combine both declarative and imperative approaches. ATL is considered as a
standard component of Eclipse for model transformation and is now integrated
into the M2M project1.

The following ATL rules are encoded in an intuitive manner in order to pro-
duce a multi-graph from a simple graph. Rule translateGraph below links
classes Graph and MGraph and means that every instance of class Graph will
produce an instance of class MGraph and the nodes linked to an MGraph are
those issued from association nodes of a simple graph. This first rule takes each
instance (called grIn) of class Graph in SimpleGraph meta-model (from grIn
: SimpleGraph!Graph) in order to create an instance (called grOut) of class
MGraph in MultiGraph meta-model (to grOut : MultiGraph!MGraph), and in-
dicates that grOut.nodes is formed by the transformation of the elements of set
grIn.nodes.

1 Eclipse/M2M Project Web Page. http://www.eclipse.org/m2m/

http://www.eclipse.org/m2m/
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rule translateGraph {
from grIn : SimpleGraph!Graph

to grOut : MultiGraph!MGraph (

nodes <- grIn.nodes

)

}
Rule translateNode links classes Node and MNode and means that every in-
stance of class Node is translated into an instance of class MNode. This rule pro-
duces respectively the leaving and the entering relations. For each node nodeIn
(from nodeIn : SimpleGraph!Node), the rule produces a node nodeOut (to node-
Out : MultiGraph!MNode) having the same values of attributes name and root.
Then, collection leaving of nodeOut is formed by applying rule translateEdge

on all elements of the collection nodeIn.successor. Collection entering of node-
Out is also formed by applying rule translateEdge on elements of the collection
nodeIn.predecessor. This is intended to create links leaving and entering between
the nodeOut and instances of MEdge issued from associations predecessor and
successor.

rule translateNode {
from nodeIn : SimpleGraph!Node

to nodeOut : MultiGraph!MNode (

name <- nodeIn.name,

root <- nodeIn.root,

leaving <- nodeIn.successor -> collect(ssSucc

| translateEdge(nodeIn, ssSucc)),

entering <- nodeIn.predecessor -> collect(ssPred

| translateEdge(ssPred, nodeIn))

)

}
Rule translateEdge takes two nodes ssPred and ssSucc which are assumed to
be linked by relation predecessor/successor and produces an instance tt of class
MEdge such that source and target of tt are respectively ssPred and ssSucc.
It also produces an instance tt of class MEdge such that source and target of
tt are respectively ssSucc and ssPred.

lazy rule translateEdge {
from ssPred : SimpleGraph!Node, ssSucc : SimpleGraph!Node

to tt : MultiGraph!MEdge (

source <- ssPred,

target <- ssSucc

)

}
Note that in ATL a lazy Rule is a declarative rule which is explicitely called
such as translateEdge which is called in rule translateNode. The other rules
(translateNode and translateGraph) are called, in ATL, matched rules
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because they are automatically triggered by the ATL engine when their “from”
part is matched.

2.3 Execution

Figure 2 gives an example of input and output models of the ATL rules. The
input model is a simple oriented graph containing nodes A and B and an edge
oriented from A to B. The resulting model is a multi-graph in which two instances
of class MEdge are produced. The multi-graph contains then nodes A and B and
two edges oriented from A to B.

Fig. 2. Input and output models of the ATL rules

By observing the resulting model we can see that two edges are produced
from one unique edge in the source model. Each edge is generated twice from
the translation of predecessor/successor. This shows that it is of a great interest
to express invariants that link both meta-models. For instance one should con-
sider that the number of instances of class MEdge is equal to the number of links
predecessor/successor of the input model. A formal method, such as B, allows to
locate these defects in the transformation rules, to address them and to prove the
rule correctness. Furthermore, this test case shows that this particular transfor-
mation produces a valid model which respects constraint oneRootOutputModel.
Such a constraint can be easily evaluated by an OCL interpreter. However, it
doesn’t exhibit the properties of the transformations. Indeed, although test case
of figure 2 is valid it can’t attest that for each input model the transformation
produces a valid output model. Indeed, if we try an input model which con-
tains two root nodes, the ATL rules would produce two root nodes too and then
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obtain an erroneous multi-graph. This can be avoided by adding a precondition
to the transformation or an invariant to the source meta-model. Both kinds of
properties can be easily addressed by a formal method such as B, as we will
show in section 3.

3 UML-to-B for MDE

In order to assist the validation of model transformations we propose a proof-
based technique, which is complementary to testing techniques [2]. Our proposal
is inspired by the research works which tried to integrate UML and B [6, 13].
These works were motivated by the fact that UML diagrams are widely accepted
as a standard for modeling software systems, but the lack of precise semantical
basis results in a limited support for validating models early in the development
process. The UML-to-B translation rules proposed by these approaches are in-
tended to precisely define the semantics of the UML langage, and to formally
reason on the resulting B specifications using automated tools (provers and an-
imators). Given that meta-models are kinds of class diagrams, and models are
instances of these class diagrams, UML-to-B approaches can be adapted for a
proof-based MDE approach that uses the B method.

Fig. 3. Overall methodology

Figure 3 shows how our approach is situated in a classical MDE context. Meta-
models are firstly translated into B. Then the transformation rules are encoded
by a set of B operations. The resulting B specifications can be refined by taking
into account, in the form of invariants, constraints of the input and output meta-
models and also constraints on the links between these meta-models.

3.1 Translating Meta-models

Several research works proposed translation rules from a class diagram into B
[11–13]. Then, the large number of class diagrams concepts which are addressed
by these works motivate our work to adapt their techniques for all concepts of
the MOF. Indeed, technically the MOF gives a subset of UML class diagrams
(without associative classes, etc).



432 A. Idani, Y. Ledru, and A. Anwar

The following B machine named SimpleGraphs is derived from the input
meta-model by applying principles of UML-to-B approaches.

MACHINE
SimpleGraphs

SETS
ModelElement ;
NAMES

CONSTANTS
Graph,Graph nodes
Node,Node name,Node root,
predecessor successor

PROPERTIES
Graph ⊆ ModelElement
∧ Node ⊆ ModelElement
∧ Node name ∈ Node �→ NAMES
∧ Node root ∈ Node �→ BOOL
∧ predecessor successor ∈ Node↔ Node
∧ Graph nodes ∈ Node → Graph

We specify the various model elements using constants because the source model
is not modified by transformation rules. Classes are translated into sets which
are included in an abstract set named ModelElement. Class attributes (e.g. name
and root) are translated into partial relations (e.g. Node name and Node root).
Associations are translated into specializations of B relations depending on mul-
tiplicities. For example an association with multiplicities * and 1 in its extremi-
ties leads to a total function (e.g. Graph nodes).

The translation applied to the target meta-model is similar and results in the
following structural part of machine MultiGraphs.

MACHINE MultiGraphs
SEES SimpleGraphs
SETS

MEDGE
VARIABLES

MGraph, MGraph nodes
MNode, MEdge,
MNode name, MNode root,
leaving source, entering target

INVARIANT
MGraph ⊆ ModelElement
∧ MNode ⊆ ModelElement
∧ MEdge ⊆ MEDGE
∧ leaving source ∈ MEdge → MNode
∧ entering target ∈ MEdge → MNode
∧ MNode name ∈ MNode �→ NAMES
∧ MNode root ∈ MNode �→ BOOL
∧ MGraph nodes ∈ MNode → MGraph

Contrary to the input model, transformation rules are intended to modify the
output model. That’s why we use variables instead of constants. Meta-classes
instances in the target model can be directly issued from meta-classes instances
of the source model, but also newly created. In the previous ATL rules, in-
stances of class MGraph and MNode are produced respectively from instances
of classes Graph and Node. However, instances of classes MEdge are not issued
from objects of the source model. Set ModelElement allows to group instances of
meta-classes in the target model which are issued from instances of meta-classes
of the source meta-model. For model elements which are newly created we con-
sider an abstract set P representing the set of possible instances of a model
element (e.g. MEDGES ) and a set E representing the set of existing instances.
The invariant E ⊆ P links both sets. This translation is classical and widely
discussed by the UML-to-B approaches. All other variables are included in the



A Rigorous Reasoning about Model Transformations 433

abstract set ModelElement issued from machine SimpleGraphs. This choice is
justified by the fact that these variables will be constructed from source model
elements.

The mapping proposed here is different from principles of classical MDE tools
because existing tools don’t consider links between meta-models. For example,
classes Graph and MGraph are different and associated to different meta-models.
Hence there is no way to express in OCL that Graph.AllInstances() is equal to
MGraph.AllInstances(). MDE tools consider that attribute name has unique
values and then OCL expressions like Graph.AllInstances()->collect(name)
and MGraph.AllInstances()->collect(name) are used. In our translation, we
are guided by the transformation process which distinguishes, for the target
model, elements which are identical to those of the source model and elements
newly created. Target elements which are identical to those of the source model
are included in the set of source ModelElements. This translation allows to type
target elements by source elements using invariants such as: MGraph ⊆ Graph.

A natural limitation of the proposed translation is that it doesn’t allow mul-
tiple transformations like transforming a simple graph into a multi-graph which
will be transformed later into a tree etc. In order to remedy this limitation we
can translate meta-models separately and links between them would be included
in a third B machine. Both kinds of translations from meta-models into B are
possible in our current works. For this paper, we choose the first kind because
we deal with a quite simple example.

Discussion. Existing works which tried to formalize in B model transformations
[7, 8] proposed their own formalization. They don’t propose to adapt existing
UML-to-B approaches, contrary to our proposal. In our work, our main inten-
tion is to be able to encode their translation principles from ecore meta-models
into B in existing EMF-based platforms2. Hence, the analyst reasoning, is not
focused on formalization of meta-models but on associated transformation rules
and constraints. Adaptation of UML-to-B approaches is useful in this context,
because their concepts are generalized on several kinds of class diagrams such as
those covered by the ecore formalism.

3.2 Transformation Rules

The previous B specifications specify only the structural aspects of source and
target meta-models. The operational part is used to specify the transformation
rules presented in section 2. In this section we present how transformation rules
translateGraph, translateNode and translateEdge can be specified in B.
Note that our objective is not to present an automatic translation from ATL
into B, but to show, on the one hand, the shortcomings of MDE tools like ATL
for a rigorous reasoning on transformations, and on the other hand, to present
concretely the contribution of tools assisting a formal method. The following
B operations are a way to specify the transformation from simple graphs to
multi-graphs.

2 EMF: Eclipsed Modeling Framework.
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The first step of the transformation is to produce instances of class MGraph
from instances of class Graph. This can be written in B using a simple operation
in which set Graph becomes equal to set MGraph. In ATL there is no way to
express this equality because source and target meta-models specify differents
worlds. Hence, OCL constraints that link these meta-classes is not possible.

generateMGraph =
BEGIN

MGraph := Graph
END ;

The ATL rule translateNode creates instances of class MNode and instanti-
ates their attributes name and root. It also updates links between instances of
classes MNode and MGraph. The associated B operation follows the same prin-
ciples and takes into account the total function MGraph Nodes which assumes
that an MNode must be associated to an MGraph.

generateMNode =
BEGIN

MNode := Node ||
MNode name := Node name ||
MNode root := Node root ||
MGraph nodes := Graph nodes

END;

Note that in ATL there is an explicit call of a transformation rule in rule
translateNode. In B specifications operation call is not allowed in a same ma-
chine. Then, we dissociate these two rules in the specifications.

The ATL rule translateEdge creates edges from both roles successor

and predecessor using lazy rule translateEdge. The associated B operation
generateMEdge is similar and can be called on any couple (n1, n2) such that
(n1, n2) ∈ predecessor successor. This operation introduces an MEdge aa in
the model with leaving source(aa) = n1 and entering target(aa) = n2.

generateMEdge(n1, n2) =
PRE

n1 ∈ Node ∧ n2 ∈ Node
∧ (n1, n2) ∈ predecessor successor

THEN
ANY aa WHERE

aa ∈ MEDGE - MEdge
THEN

MEdge := MEdge ∪ {aa}
|| leaving source(aa) := n1
|| entering target(aa) := n2

END
END
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4 Formal V&V Activities

This section shows what kinds of reasoning can be performed on the resulting B
specifications. Having a formal specification of meta-models and transformation
rules, two kinds of tools can be used: animators and provers.

4.1 Using an Animator

An animator like ProB [10] allows to simulate the transformation rules in order
to test them. For example, the input model of figure 2 can be represented with
valuations of constants of machine SimpleGraphs:

Graph = {GG}
∧ Node = {N1, N2}
∧ Graph nodes = {(N1 �→ GG), (N2 �→ GG) }
∧ Node name = {(N1 �→ AA), (N2 �→ BB)}
∧ Node root = {(N1 �→ TRUE), (N2 �→ FALSE)}
∧ predecessor successor = {(N1 �→ N2)}

Having these valuations, and following the ATL steps for this simple exam-
ple, one can use ProB to animate the sequence of operations: generateMGraph,
generateMNode, generateMEdge(N1,N2), generateMEdge(N1,N2).

Operation generateMEdge(N1,N2) is called twice because the ATL transfor-
mation of section 2 invokes twice rule translateEdge. The animation of this
sequence of operations by the ProB tool produces the following state which is
conform to the output model of figure 2:

MGraph={GG}

MNode={N1,N2}

MEdge={e1,e2}

leaving_source={(e1|->N1),(e2|->N1)}

entering_target={(e1|->N2),(e2|->N2)}

MNode_name={(N1|->AA),(N2|->BB)}

MNode_root={(N1|->TRUE),(N2|->FALSE)}

MGraph_nodes={(N1|->GG),(N2|->GG)}

The use of ProB allows to do at least what can be done by an MDE transforma-
tion tool (such as ATL). This is a first concrete advantage behind the use of a
formal method assisted by such tools. ProB is also a model-checker which can be
used to explore a set of possible initial models and also to try several executions
of B operations. The animation generates, then, the target models from a set of
source models and hence it allows to cover the a posteriori validation.

4.2 Using a Prover

In this section, we show the great interest of a prover based on our simple exam-
ple. Our main objective is to introduce properties in the previous B specifications
and to use the atelierB prover in order to amend the various ATL rules.
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Model invariants. Firstly, we add an invariant to impose that there is one and
only one root node in a multi-graph. This constraint was formalized in OCL in
section 2 and it can be expressed in B by:

MNode �= ∅ ⇒ (card(MNode root � {TRUE}) = 1)

By adding this invariant, the atelierB prover fails to prove associated proof obli-
gations for operation generateMNode. Indeed this operation modifies, without
any control, relation MNode root. In order to remedy this failure, one can add
the following precondition to the operation:

card(Node root � {TRUE}) = 1

This means that translation of nodes won’t be possible for an input graph in
which there are several root nodes. Consequently we can correct the ATL rule
translateNode by adding an OCL pre-condition:

(SimpleGraph!Node.allInstances()->select(root = true)->size()=1)

There are several other ways to correct the specifications:

– transform one root node in accordance with the previous transformation and
for the others turn their attribute root to false

– transform only one root node
– add an invariant to the source model in order to impose the existence of one

and only one root node in a simple graph:

Node �= ∅ ⇒ (card(Node root � {TRUE}) = 1)

This last invariant impacts the correctness of the source meta-model by adding
the following OCL constraint:

context MGraph inv oneRootIutputModel :

self.nodes->select(root=true)->size()=1

Meta-model links. Transformation properties which link both meta-models
(stated previously and which are covered by existing MDE platforms) should be
respected by the attainable state of the B operations. This is addressed by adding
to machine MultiGraphs three boolean variables initialized to false (graphDone,
nodeDone and edgeDone) and which are turned into true when a linkage prop-
erty is satisfied. For example, the invariant which links meta-classes Graph and
MGraph indicates that the set of produced instances of class MGraph is equal
to the set of instances of source class Graph:

GraphDone = TRUE ⇒ Graph = MGraph

Operation generateMGraph which performs the transformation from Graph to
MGraph classes is then as follows:
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generateMGraph =
PRE graphDone = FALSE THEN

MGraph := Graph ||
graphDone := TRUE

END ;

Meta-models linkageproperty for node transformation (operationgenerateMNode)
indicates that set MNode must be equal to set Node. Consequently, operation
generateMNode becomes:

generateMNode =
PRE

card(Node root � {TRUE}) = 1
∧ nodeDone = FALSE

THEN
MNode := Node ||
MNode name := Node name ||
MNode root := Node root ||
MGraph nodes := Graph nodes ||
nodeDone := TRUE

END;

The invariant which links Graph, MGraph, Node and MNode is:

MGraph ⊆ Graph ∧MNode ⊆ Node.

Finally, linkage invariant for relation predecessor successor and variable MEdge
constrains the number of produced edges. Indeed, the number of instances of
class MEdge should be equal to the number of instances of association succes-
sor/predecessor. This leads to the following invariant:

edgeDone = TRUE ⇒ card(MEdge) = card(predecessor successor)

This possibility to link elements of source and target meta-models allows to
complete the specifications by a more precise invariant which expresses the fact
that classes being the source and the target of an MEdge are linked in the source
model by association successor/predecessor:

∀ee.(ee ∈MEdge⇒ (leaving source(ee), entering target(ee)) ∈
predecessor successor)

Operation generateMEdge presented previously doesn’t respect this invariant.
Such a violation is detected by the AtelierB prover and also by ProB when we
animate our test case with several calls to generateMEdge. We then suggest
the following correction in which transformation of edges is complete because it
takes into account not only the linkage invariant but also the fact that a given
couple of nodes (n1, n2) is considered once. Indeed, precondition

(n1, n2) �∈ (leaving source −1 ;entering target)

avoids the transformation of the link predecessor/successor between n1 and n2
if there exists an edge between n1 and n2 in the resulting multi-graph.
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generateMEdge =
PRE

edgeDone = FALSE
THEN
IF card(MEdge) < card(predecessor successor) THEN

ANY aa, n1, n2 WHERE
aa ∈ MEDGE - MEdge
∧ n1 ∈ Node ∧ n2 ∈ Node
∧ (n1, n2) ∈ predecessor successor
∧ (n1, n2) �∈ (leaving source −1 ;entering target)

THEN
MEdge := MEdge ∪ {aa}
|| leaving source(aa) := n1
|| entering target(aa) := n2

END
ELSE

edgeDone := TRUE
END

END

The ATL transformation of section 2 produces edges twice from each couple of
nodes linked by association successor/predecessor. The above discussion directs
us to correct informally the ATL rule translateNode as follows:

rule translateNode {
from

nodeIn : SimpleGraph!Node

(SimpleGraph!Node.allInstances()->select(root = true)->size()=1)

to

nodeOut : MultiGraph!MNode (

name <- nodeIn.name,

root <- nodeIn.root,

leaving <- nodeIn.successor -> collect(ssSucc

| translateEdge(nodeIn, ssSucc)),

entering <- MultiGraph!MEdge.allInstances()

->select(s | s.target = nodeOut) -> asSet()

)

}
In this ATL transformation instances of class MEdge are created when associa-
tion leaving is formed for a given node nodeOut. Association entering is hence
an update of links between instances of MEdge and MNode.

Rules ordering. In order to manage rules ordering, we add invariants like:

nodeDone = TRUE⇒ graphDone = TRUE ∧
edgeDone = TRUE⇒ nodeDone = TRUE
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Obviously, for the prover these invariants need evolutions of the B specifica-
tions by adding preconditions to the operations. Thus, we add precondition
graphDone = TRUE to operation translateNodes and nodeDone = TRUE
to operation translateEdges. These evolutions will guide an animator for the
choice of operations which the analyst can animate at each stage of the trans-
formation.

5 Conclusion and Future Work

A great number of research works in MDE are dedicated to languages and
techniques for the implementation of model transformations, but among these
studies, few ones are interested by validation and verification problems. Testing
techniques and proofs in their duality, are necessary in this context. This paper
presented how a formal method such as B can be used in an MDE process in
order to prove the correctness of manipulated models and their transformations.

The use of B for a specific model transformation was suggested in [7] by K.
Lano. The author presented on the base of the well known UML-to-RDBMS
example how the B formal method can be used to verify semantic properties of
UML graphical models, and the correctness of transformations on these models.
In this paper we try to generalize these concepts and show how other kinds of
models which are simply specified by meta-models can be taken into account
in a proof-based MDE approach. The formalisation proposed by [7, 8] is com-
plex since it specifies transformation rules independently of their implementation
technologies. In this paper we start from some ATL rules, and show how they
can be specified in B in order to correct them. In our ongoing work we try to
contribute towards an automatic generation of B operations from the ATL lan-
guage. Furthermore, in the existing works formalization of meta-classes is done
in separate machines which needs to take into account several dependencies in
the specification of transformation rules. Our approach produces one B machine
for every meta-model. We believe that this formalization is more natural since
the transformation rules are directly encoded in the B machine of the target
meta-model.

Contrary to existing approaches which tried to formalize model transforma-
tion, we proposed to adapt UML-to-B approaches in order to produce B specifica-
tions from source and target meta-models. We also showed how transformation
rules can be encoded using B operations and what kinds of reasoning can be
performed on the resulting B specifications.

Currently, we are developing a tool based on Eclipse Modeling Framework
and which systematically produces B specifications from ecore meta-models.
The systematic translation from transformation rules into B operations needs
solid theoretical foundations. We believe that such perspective must be guided
by the QVT standard of the OMG in order to be generalizable.

The possibility to use a model checker is not discussed in this paper, but it
is an interesting benefit of our work. ProB, for example, can combine several
possible executions of rules in order to try to find a possible transformation
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which leads to an invariant violation. In the same direction, we plan to conduct
studies on the automatic generation of input models. Indeed, if formal proofs
are complex, the identification of relevant input models can help validate the
transformation rules. Tools like BZ-TT [9] can be used to generate these models
automatically from B specifications.
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4. Jouault, F., Allilaire, F., Bézivin, J., Kurtev, I.: Atl: A model transformation tool.
Sci. Comput. Program. 72(1-2), 31–39 (2008)

5. Kurtev, I.: State of the art of qvt: A model transformation language standard.
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Abstract. Service robots act in open-ended and natural environments.
Therefore, due to the huge number of potential situations and contingen-
cies, it is necessary to provide a mechanism to express dynamic variability
at design-time that can be efficiently resolved on the robot at run-time
based on the then available information. In this paper, we present a mod-
eling process to separately specify at design-time two different kinds of
dynamic variability: (i) variability related to the robot operation, and
(ii) variability associated with QoS. The former provides robustness to
contingencies, maintaining a high success rate in robot task fulfillment.
The latter focuses on the quality of the robot execution (defined in terms
of non-functional properties like safety or task efficiency) under changing
situations and limited resources. We also discuss different alternatives for
the run-time integration of the two variability management mechanisms,
and show real-world robotic examples to illustrate them.

Keywords: Variability Management, Modeling Run-Time Variability,
Service Robotics, SmartTCL, VML.

1 Introduction

Service robots (e.g. companion, elder care, home health care, or co-worker robots)
are expected to robustly and efficiently fulfill different tasks in complex environ-
ments (such as domestic, outdoor or crowded public spaces). Real-world envi-
ronments are inherently open-ended and show a huge number of variants and
contingencies. Thus, service robots need to know how to flexibly plan their se-
quence of actions in order to fulfill their tasks, taking into account changes in
the environment, noisy perception and execution failures. For instance, a robot
navigating in a building needs to reactively avoid dynamic obstacles in its lo-
cal surrounding. Besides, it might need to reconsider its plan of how to get to
its destination, e.g., in case the planned route is blocked. The management of
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this variability in operation provides the robot with a high degree of robust-
ness and allows it maintaining a high success rate in task fulfillment. On the
other hand, there is typically a wide range of possibilities to succeed in the same
task. Among these possibilities, some might be better than others according to
quality criteria defined by the designer (e.g., in terms of resource consumption,
safety, performance, etc.). For example, since robots are equipped with limited
resources, they need to know how to spend them in the most appropriate way.
Thus, if a robot is running out of battery, it might be a good idea to prioritize
power consumption over task efficiency. The management of this variability in
quality improves the overall robot execution performance.

Addressing variability in robotic software is nothing new. However, it has been
traditionally managed in an ad-hoc way, i.e., developers try to predict future ex-
ecution conditions and implement specific mechanisms to deal with each partic-
ular situation, spreading the variability management rationale thoughout their
application code. Among other issues, this usually leads to increased complexity,
poor reuse, and it hinders the extensibility and maintenance of the applications.
This motivates a different approach [1]: (i) we need to make it as simple as pos-
sible for the designer to express variability at design-time, and (ii) we need the
robot to be able to bind variability at run-time, based on the then available in-
formation. At design-time, we propose to use two different Domain Specific Lan-
guages (DSLs), each one for modeling one of the previously described varibility
kinds: SmartTCL [2] for variability in operation, and VML [1] for variability
in quality. This way we encourage the separation of the two concerns: one for
modeling how to coordinate the actions (e.g., a flexible plan considering contin-
gencies), and another one for modeling what is a good way of achieving a task
(e.g., in terms of non-functional properties like safety or power consumption).
At run-time, we separate the variability management in two orthogonal mecha-
nisms: (i) sequencing the robot’s actions to handle variability in operation, and
(ii) optimizing the non-functional properties for variability in quality. These two
mechanisms enable the robot to decide on proper behavior variations by ap-
plying the design-time model information and taking the current situation into
account. This approach improves the robustness and the task execution qual-
ity, optimizes robot performance and cleverly arranges complexity and efforts
between design-time and run-time.

In this paper, we present a modeling process to separately specify variability
in operation using SmartTCL and variability in quality using VML. Besides,
as one of the core contributions of this paper compared to our previous work on
this topic [1], we analyze three different alternatives for a run-time integration of
the two proposed variability management mechanisms in a safe and consistent
way. We will describe the lessons learned and discuss the benefits and draw-
backs of each alternative. In order to underpin the feasibility and the benefits of
the proposal we provide a real-world case study in a robotics scenario. Despite
the fact that our proposal is inspired by the robotic domain, we believe that
the basic ideas we present in this paper are interesting and general enough to be
considered in other domains.
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2 Real-World Robotics Scenario

In order to demonstrate the variability modeling capabilities of the two indi-
vidual languages, SmartTCL and VML, we use the Butler1 scenario. In this
scenario we have a robot serving people. It carries out typical butler activities
like taking orders, fetching beverages, cleaning up after customers left the place,
etc. Although we have repetitive tasks in the scenario, the overall sequence of
actions is never the same. Instead, the service robot must adjust its behavior
according to changes in the environment, human orders, etc.

To achieve this flexibility in the robot operation, SmartTCL allows designers
to model possible contingencies of the scenario. For instance, in the clean up the
table activity, the robot has to take objects like glasses and cups to the kitchen,
and place others, like tetra packs or empty cans, in a trash bin. Then, what
happens if the robot finds unexpected objects on the table? Although the robot
can presume which objects are left on a table from the previous orders, the real
situation might be quite different, as customers might have left their glasses on
different tables or forgotten personal objects such as a mobile phone. Besides,
typically, the sequence of appropriate actions for the clean up task strongly
depends on each particular situation, and needs to take into account both robot
limitations and constraints (e.g., its physical capacity to carry only a limited
weight or the maximum number of cups it can stack into each other to safely
carry them to the kitchen), and application-specific information (e.g., which
objects must be thrown away and which ones must be cleaned and reused).
Thus, the most robust way for a service robot to operate is to react on each
situation with as little assumptions as possible. This motivates an approach
where the behavior of the robot must be as flexible as possible, just defining
the strategies for how to react on situations by finding appropriate sequences of
actions to achieve, e.g., the clean up task.

Now, imagine that we want to optimize the coffee delivery2 service. The robot
has to trade-off various aspects to come up with an improved quality of service.
Thus, it needs to be able to select an appropriate velocity to properly fulfill its
task according to further issues like safety or energy consumption: (i) customers
are satisfied only if the coffee has at least a certain temperature, but prefer it as
hot as possible; thus, serving fast is relevant, (ii) however, the maximum allowed
velocity is bound due to safety issues (hot coffee) and also by battery level,
(iii) since coffee cools down depending on the time travelled, a minimum required
average velocity (depending on distance to customer) is needed, although driving
slowly makes sense in order to save energy, (iv) nevertheless, fast delivery can
increase the volume of sales. Although the main functionality of the robot is to
deliver coffee, regardless of how well it is performed, VML can help designers to
model, on top of this functionality, QoS policies based on (often conflicting) non-
functional properties. As a result, the variability (e.g., robot maximum allowed

1 Butler scenario video: http://www.youtube.com/user/RoboticsAtHsUlm
2 Coffee scenario video: http://www.youtube.com/watch?v=-nmliXl9kik

http://www.youtube.com/user/RoboticsAtHsUlm
http://www.youtube.com/watch?v=-nmliXl9kik
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velocity) is bound at run-time to optimize these policies according to the current
application context (e.g., the battery level or how crowded the coffee shop is).

Inspired on the above example, we consider that the Butler scenario takes
place in a room with two coffee machines located in different positions. When
someone asks the robot for a cup of coffee it must decide: (i) which coffee machine
to use, and (ii) its maximum allowed velocity. This decision is made at run-time
in order to improve the quality of the service taking into account power consump-
tion (e.g., when the battery is low the system must optimize power consumption
using the nearest coffee machine) and performance (e.g., trying to get the highest
value for maximum allowed velocity in order to reach the goal faster). Obviously,
maximizing performance while simultaneously minimizing power consumption
imposes conflicting requirements. To deal with this, VML allows expressing, at
design-time, the existing dependencies among conflicting requirements such that,
at run-time, the robot can find the right balance among them.

3 Modeling Variability with SmartTCL

We use the Task Coordination Language (SmartTCL [2]) to model vari-
ability in operation. The main purpose of SmartTCL is to define rules and
strategies that specify how the system behaves when accomplishing different
tasks. SmartTCL allows to react to changes in the environment and to adjust
task execution according to the current situation.

3.1 SmartTCL Syntax

The SmartTCL EBNF grammar is defined in Listing 1.1. The main element
of SmartTCL is the Task Coordination Block (TCB). A TCB represents an ab-
stract task (e.g., moving to a generic location), and its function is to orchestrate
(configure and activate) the system components to execute the proper primitive
actions needed to achieve this task. A TCB is defined by its signature, consist-
ing of the name and the in/out parameters and, optionally, a precondition clause
and a priority that, when available, help selecting the most appropriate TCB at
run-time. The body of a TCB contains, at least, an action block, a plan or both.
An action block is used to define primitive behaviors encoded in Lisp. A plan is
used to establish a parent/child relationship between TCBs and, thus, to create
complex behaviors. This enables SmartTCL to define recursion (with the ter-
mination clause encoded as the precondition) and to create task-trees consisting
of TCBs as nodes. The plan is not static, but can be dynamically adjusted at
run-time, e.g., by asking a symbolic planner (which allows to generate action
plans at run-time) for a sequence of TCBs. The default execution semantics for
the TCBs in a plan is to execute them one after the other in sequence. Alterna-
tively, it is possible to execute all the TCBs in a plan in parallel (waiting until
they have all finished), or use the one-of semantics (again in parallel but, this
time, exiting as soon as one of the TCBs finishes). In addition, the body of a
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SmartTCL ::= ( TCB | [EventHandler] | [RuleDef] )+
(* TCB definition *)
TCB ::= ’(’ Signature Body ’)’
TCB_NAME ::= ID
LISP_CODE ::= STRING
(* TCB-Signature definition *)
Signature ::= ’define-tcb’ ’(’ TCB_NAME InParams ’=>’ OutParams ’)’

[Precondition] [Priority]
InParams ::= (’?’ ID)*
OutParams ::= (’?’ ID)*
Precondition ::= ’(’ ’precondition’ ’(’ LISP_CODE ’)’ ’)’
Priority ::= ’(’ ’priority’ INT ’)’
(* TCB-Body definition *)
Body ::= [Rules] (ActionBlock [Plan] | [ActionBlock] Plan) [AbbortActions]
Rules ::= ’(’ ’rules’ ’(’ (ID)+ ’)’ ’)’
ActionBlock ::= ’(’ ’action’ ’(’ LISP_CODE ’)’ ’)’
AbortActions ::= ’(’ ’abort-action’ ’(’ LISP_CODE ’)’ ’)’
Plan ::= ’(’ ’plan’ ’(’ [’parallel’|’one-of’] (TCB_NAME)+ ’)’ ’)’
(* EventHandler definition *)
EventHandler ::= ’(’ ’define-event-handler’ ’(’ ID ’)’ ActionBlock ’)’
(* Rule block definition *)
RuleDef ::= ’(’ ’define-rule’ ’(’ TcbBinding TcbEvent ActionBlock ’)’ ’)’
TcbBinding ::= ’(’ ’tcb’ ’(’ TCB_NAME InParams ’=>’ OutParams ’)’ ’)’
TcbEvent ::= ’(’ ’tcb-return-value’ ’(’TcbEventCode’(’TcbEventDescription’)’’)’’)’
TcbEventCode ::= (’SUCCESS’ | ’ERROR’)
TcbEventDescription ::= (STRING)*

Listing 1.1. EBNF grammar for SmartTCL

TCB can optionally contain a sequence of rules (see below) or a block of abort-
actions. The latter implement cleanup procedures in case the TCB is aborted
before completion.

In addition to TCBs, SmartTCL defines EventHandlers and Rules. Event-
Handlers are used to receive feedback from the components in the system. This
feedback can signal, e.g., successful completion or a failure in the execution of a
previously triggered action. In any case, the EventHandler executes a block of
actions to appropriately react on that event. A rule is a very handy mechanism
to react on contingencies during the execution of the TCBs in a plan. This
mechanism is comparable with C++ Exceptions. If one of the child TCBs has
a problem during its execution that cannot be solved locally, it can propagate
an error message up the hierarchy, which is then caught by the first fitting rule.
For each TCB, various rules can be defined (indicated by the binding part of the
rule and associated to a certain event) to provide different strategies to react on
contingencies. A parent TCB activates a set of rules for its child TCBs in order
to create appropriate recovery strategies. This considerably improves the reuse
and flexibility of the TCBs in different scenarios.

3.2 SmartTCL Execution Semantics

At run-time, on the robot, SmartTCL plays the coordinator role by orchestrat-
ing software components. Thereby, each TCB represents a certain, consistent
system state with all the configuration parameters for individual components.

The main functionality of SmartTCL is illustrated by the clean-up table
scenario introduced in Sec. 2. The whole scenario is modelled on the robot using
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SmartTCL. There, a user operating with the robot can command it to clean up
the dinner table, which activates the TCB labelled in Listing 1.2 and in Fig. 1 as
1©). This TCB has an input parameter named ?location. From the parent
TCB this parameter is set to dinner-table, which is a placeholder that can
be resolved in the knowledge base (like in 3©). It is worth noting that, in our
case, a knowledge base is simply a databse (a memory) to store key/value pairs
(for e.g. the robot model, the TCBs, environment model, etc.).

(define-tcb (cleanup-table ?location)
(rules (rule-action-cleanup-table-failed rule-action-cleanup-table-empty
rule-action-cleanup-say-success ))

(plan (
(tcb-approach-location ?location)
(tcb-say "I have reached the table, and will look for objects to clean up.")
(tcb-cleanup-table))))

Listing 1.2. Cleanup table TCB definition
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Fig. 1. Snapshot of a task-tree at run-time from the clean-up scenario example

As shown in Listing 1.2, the cleanup-table TCB has no action block, but it
defines a plan comprising other TCBs to approach a location 2© (in this case
the dinner-table), to announce via speech that the robot is now going to look
for objects to clean up 5©, and then to execute the TCB cleanup-table 6©,
which is different from its parent because of its different signature. In addition,
a list of rules is activated which, in this case, altogether belongs to the child
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TCB cleanup-table. These rules define the behavior of this TCB according
to certain results in the execution. For instance, if something goes wrong while
cleaning up the table, the first rule can trigger a re-planning or can delete the
current plan and report the failure to the operator. In case the cleaning up suc-
ceeds, the robot can update its internal environment representation and report
the success to the operator (see also n© in Fig. 1).

It is important to notice that task-trees are created and evolve (according to
changes in the environment, execution failures, etc.) only at run-time. It is also
noticeable that, in contrast to regular finite state machines, we do not model the
transitions between the TCBs. Instead we define rules and strategies that specify
how a TCB can be expanded and refined at run-time taking the then available
information into account. This leads to a much more flexible and robust system
behavior. It is even possible and a regular case to generate complete (sub)trees
by asking a symbolic planner (see 9© and 11©). In this example, the planner
returns a sequence like: stack cup A into cup C and then cup C into cup B,
etc. This is a powerful mechanism we call expert usage that will be handy for
interacting with VML (see Sec. 5). In summary, we use experts, rules and event
handlers to design variability in operation.

4 Modeling Variability with VML

In this section we introduce the Variability Modeling Language (VML) that
provides a mechanism to express variability in quality, that is, how a system
should adapt at run-time to maintain or improve the system execution quality
under changing conditions. The current version of VML has been developed
using a Model-Driven Engineering (MDE) approach. We have created a textual
editor for VML using the Xtext framework3, including some advanced features
such as syntax checking, coloring and a completion assistant.

In a VML model, we first need to define the variation points. Aligned with
Dynamic Software Product Lines (DSPL) [3], VML variation points represent
points in the software where different variants might be chosen to derive the
system configuration at run-time. Therefore, variation points determine the de-
cision space of VML, i.e., the answer to what can change. As shown in Listing 1.3,
variation points (varpoint), as all the other VML variables, belong to a certain
data type. VML includes three basic data types: enumerators, ranges of numbers
and booleans. For instance, maximumVelocity is a variation point to limit the
maximum velocity of the robot, which takes values from 100 to 600 with preci-
sion 10 mm/s. Similarly, the coffeeMachine variation point is an enumerator
that gathers the two available coffee machines that can be used by the robot:
COFFEE_MACHINE_A and COFFEE_MACHINE_B. Once we have identified the
variation points, context variables (context) are used to express situations
in which variation points need to be adapted. Listing 1.3 shows five context
variables: (i) the battery level (integer value in the range 5-100), (ii) distance to

3 Xtext: www.eclipse.org/Xtext

www.eclipse.org/Xtext
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each coffee machine (real number in the range 0-20 with precision 0.1), and
(iii) waiting time at each coffee machine (integer in the range 10-300), taking
into account the operation time of the machine (constant time) and the time the
robot has to wait because there are other users (robots or people) waiting for it
(variable time).

/* Contexts variables */
context ctx_battery : number [0:1:100];
context ctx_distanceMachine_A : number [0:0.1:20];
context ctx_distanceMachine_B : number [0:0.1:20];
context ctx_waitingTimeMachine_A : number [10:1:300];
context ctx_waitingTimeMachine_B : number [10:1:300];

/* Auxiliary variables */
var timeMachine_A := ctx_waitingTimeMachine_A + ctx_distanceMachine_A/600;
var timeMachine_B := ctx_waitingTimeMachine_B + ctx_distanceMachine_B/600;

/* ECA rules */
rule lowBattery_NearMachineA :

ctx_battery < 15 and ctx_distanceMachine_A < ctx_distanceMachine_B
=> coffeeMachine = @coffeeMachine.COFFEE_MACHINE_A;

rule lowBattery_NearMachineB :
ctx_battery < 15 and ctx_distanceMachine_A >= ctx_distanceMachine_B
=> coffeeMachine = @coffeeMachine.COFFEE_MACHINE_B;

rule high_EFF_coffeeMachA :
ctx_battery >= 15 and timeMachine_A > timeMachine_B
=> coffeeMachine = @coffeeMachine.COFFEE_MACHINE_A;

rule high_EFF_coffeeMachB :
ctx_battery >= 15 and timeMachine_A <= timeMachine_B
=> coffeeMachine = @coffeeMachine.COFFEE_MACHINE_B;

/* Properties to optimize */
property performance : number[0:1:100] maximized {

priorities:
f(ctx_battery) = max(exp(-1*ctx_battery/15), 10 sec) - exp(-1*ctx_battery/15);

definitions:
f(maximumVelocity) = maximumVelocity;

}
property powerConsumption : number[0:1:100] minimized {

priorities:
f(ctx_battery) = exp(-1 * ctx_battery/15);

definitions:
f(maximumVelocity) = exp(maximumVelocity/150);

}

/* Variation points */
varpoint maximumVelocity : number [100:10:600];
varpoint coffeeMachine : enum { COFFEE_MACHINE_A, COFFEE_MACHINE_B };

Listing 1.3. VML Model for choosing Coffee Machine

At this point, we need to define how variation points are set according to the
context. This is achieved through properties (property) and Event-Condition-
Action (ECA) rules (rule). Properties specify the features of the system that
need to be optimized, i.e., minimized or maximized. Properties are defined us-
ing two functions: priorities and definitions. Definitions characterize the prop-
erty in terms of variation points (i.e., definitions are the objective functions to
be optimized). For instance, in Listing 1.3, we define the performance property
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as a linear function of the maximum velocity variation point (the faster the
robot accomplishes its task, the better its performance). Similarly, the power
consumption property also depends (in this case, exponentially) on the maxi-
mum velocity (the faster the robot moves, the higher its power consumption). It
is worth noting that property definitions are characterized using the technical
specifications of the hardware (e.g., to know how much power each component
consumes), simulation or empirical data from experiments. On the other hand,
priorities describe the importance of each property in terms of one or more con-
text variables (i.e., priorities weight the objective functions). For instance, power
consumption becomes more and more relevant as the robot battery decreases.
In fact, when the battery is full, power consumption is not considered an issue
and, as a consequence, the priority of this property in that context is very small.
Opposite to definitions, priorities are characterized in a more subjective way,
depending on the designer experience.

Regarding the ECA rules, they define direct relationships between context
variables and variation points. As shown in Listing 1.3, the left-hand side of a
rule expresses a trigger condition (depending on one or more context variables)
and its right-hand side sets the variation point. For example, the decision of
which coffee machine to select in each situation is modeled using rules. Basically,
the first two rules are applied when the battery is low (less than 15%) to select
the nearest coffee machine (reducing travel distance lowers power consumption
when the battery is critical). Conversely, if the battery is high enough, the last
two rules select the machine with lower waiting time (reducing the coffee delivery
time improves performance when the battery is not an issue).

Regarding execution semantics, VML models specify a constrained optimiza-
tion problem, that is, it describes the global weight function that optimizes the
variation points to improve the overall system quality. This global function is ob-
tained by aggegating the property definitions (terms to be optimized), weighted
by their corresponding priorities. Besides, the ECA rules state constraints that
need to be satisfied. Therefore, in order to execute a VML model, we transform
it into MiniZinc [4] (a constraint programming language), so that the gener-
ated code is used as an input by the G12 Constraint Programming Platform4

to solve the constraint problem. At this point, it is worth noting that VML
variation points and contexts are high-level variables that somehow abstract ar-
chitectural elements (e.g., components or component parameters). For instance,
the maximum velocity is linked to a parameter of the motor component, and
the battery level is obtained from a sensor component. This abstraction allows
VML to be independent of the underlying architecture, what, among other ben-
efits, enables the reuse of the specification. However, when it comes the time
to map the abstract VML elements to the actual system architecture, we must
carefully take into account how this might interact with the decisions made by
SmartTCL. Next section explains how both variability management mecha-
nisms have been finally integrated in a safe and consistent way, after assessing
different approaches.

4 G12: www.g12.csse.unimelb.edu.au

www.g12.csse.unimelb.edu.au
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5 Run-Time Integration of SmartTCL and VML

To this point, we have explained how to use SmartTCL and VML to separately
specify the variability in operation and the variability in quality, respectively.
This section addresses one of the key issues when using both variability manage-
ment mechanisms together, i.e., how to integrate them in a safe and consitent
way. Next, we describe chronologically the integration approaches we followed
to deal with this issue.

As detailed in Sec. 3, the role of SmartTCL is to orchestrate the changes
in the software architecture, i.e., to configure, activate and deactive the compo-
nents, according to an action plan, to enable the robot to fulfill its tasks. On the
other hand, the VML engine sets a number of variation points (with impact in
the architecture components or in some of their parameters), so that the overall
QoS delivered by the robot is optimized. Our first integration approach was to
enable both mechanisms to have impact on the software architecture. However,
although we can advise the designer to create SmartTCL and VML models hav-
ing orthogonal decision spaces, formally checking this orthogonality at design-
time is a hard problem. We evaluated the possibility of implementing a tool that
could help the designer in the creation of mutually consistent SmartTCL and
VML models (i.e., guaranteeing that both models would not produce conflicting
decisions at runtime). However, as the number of potential situations the system
could have to face is unbounded and first known at run-time, the potential de-
cisions of both mechanisms in response to those situations are also unbounded.
Thus, we discarded this initial approach as it was not feasible in practice.
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Fig. 2. On the left: discrete TCBs to handle variants during optimization. On the right:
expert usage and continuous updates

In the robotics domain, one general approach to face decision conflicts is to
define a single master in the system, which is responsible for making the final
decisions at run-time. In our case, there is a natural hierarchy already available.
Thereby, SmartTCL models all functional aspects related to the variability in
operation. In designing such models, typically one finds several solutions with
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similar success expectations regarding the goals of the tasks. From now on, we
will call these different solutions for the same task variants. These variants can
be used as an input for the VML engine which, at run-time, will select one out of
them (the best possible one) by optimizing the non-functional properties defined
in the VML model. This way, the VML engine will advise SmartTCL on its
decisions but will not interfer with the overall system functionality. As shown in
Fig. 2 (on the left) we have implemented such variants as extra TCBs, which
have an additional boolean flag indicating whether the TCB is activated (green
boxes) or not (red boxes). At run-time, the VML engine (executed by the Adap-
tivity component): (i) monitors (M) the system to determine the current situa-
tion, (ii) then reasons (R) about the appropriate adjustments, and (iii) activates
(A) one out of the alternative TCBs. SmartTCL makes the final decision using
only the TCBs that are active in that moment. This already allows to handle
problems similar to the coffee delivery example, where one TCB would be for
approaching coffee machine A and another TCB for coffee machine B. Although
this approach works fine for simple scenarios, where discrete decisions must be
taken, it is highly inefficient for continuous variation points. For example, the
decision on the maximum allowed velocity would require: (i) deciding about the
most appropriate discretization for the continuous variable, and (ii) creating a
TCB for each discrete value. One could define a few discrete values like SLOW,
MEDIUM and FAST, but the problem would remain unsolved when trying to
assign concrete values to these labels in all potential situations. Another limi-
tation of this approach is that all the variability must be statically defined at
design-time (as concrete TCBs) and cannot be adjusted anymore at run-time
according to different situations.

The limitations of the previous method motivated the need for a different
approach that could directly deal with numeric and even floating point values.
This approach follows the subsidiarity principle. Similar to a company where
budgets are assigned down the hierarchy, and the lower departments manage
their limited budgets without conflicting with the overall company decisions, a
similar approach is applied in our software architecture. Therefore, we define
contexts and variation points as the two interfaces between SmartTCL and
VML. A context represents the current situation and the robot state. Contexts
can be determined either directly from the knowledge base or deduced from an
additional (monitoring) component, which infers certain information out of the
raw data available in the system. A variation point is then a system variable
(allowing either discrete or continuous values), whose boundaries are not static,
but can be adjusted at run-time from SmartTCL according to the current
functional needs. The remaining variability is then used by VML to decide on
concrete values (subsidiarity principle). At run-time there are two mechanisms
that implement this behavior. As mentioned in Sec. 3, SmartTCL allows to
use different experts during execution (see Fig. 2 on the right). In our case, one
of these experts is going to be the VML engine (constraint solver). For exam-
ple, before expanding a TCB for fetching a coffee, SmartTCL sends a query
to the VML engine expert asking for advise on which is the best coffee machine
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to go. SmartTCL will attach the pertinent context information in the query
so that the VML engine can make an informed decision. For the continuous
variation points a different mechanism is used. For example, for the selection
of the maximum allowed velocity, an additional variable in the knowledge base
is used (the robot model in Fig. 2 on the right). Thereby, SmartTCL adjusts
this variable according to its functional needs, and VML is only allowed to set
this variable within the remaining decision space. The VML engine is triggered
whenever the monitor detects a situation that requires to adjust the maximum
allowed velocity (e.g., when the environment is crowded). When this happens,
the constraint solver of the VML engine calculares the optimum value for the
variation point, and informs SmartTCL which, in turn, updates the knowledge
base. In summary, this approach enables SmartTCL to be aware of VML mod-
els, and to ensure consistency (i) either by asking for advice about the possible
alternatives, not conflicting with the overall task, or (ii) by propagating an al-
ready constrained variable to VML so that it can further constrain it without
conflicting with the operational part.

6 Related Work

Service robotics is a challenging domain that exhibits a clear need for modeling
and managing variability: robots should be able to change their behavior in
response to changes in their operation or their environment. One step to solve
this problem is to introduce mechanisms to model robot tasks independently
of the components. In this sense, some work [5, 6] aims to rapidly compose
complex robot behaviors based on state machines. These approaches support
static composition of behaviors with little capabilities for situation dependent
task adjustments. Therefore, designers need to include in the description of the
functionality, which contingencies may occur for each situation, with almost no
reuse. Conversely, SmartTCL allows to easily model dynamic task trees, which
are rearranged at run-time according to the current situation.

Some other works have been applied to robotics, although they are not focused
on this domain. Among them, DiaSpec [7] is a DSL to specify Sense/ Compute/
Control (SCC) applications, where the interaction with the physical environ-
ment is essential. DiaSpec allows designing applications independently of the
underlying architecture, describing entities (e.g., components) and controllers,
which execute actions on entities when a context situation is reached. The Di-
aSpec compiler generates Java code that needs to be completed with the applica-
tion logic. Like SmartTCL and VML, DiaSpec platform-independence enables
specification reuse. However, DiaSpec adaptation mechanisms completly rely on
ECA-based rules and do not support any kind of optimization. Other works, like
[8] and [9], have introduced the term architecture-based adaptation, applied to
component-based robotic systems. In these works, components are replaced or
migrated at run-time (e.g., due to a failure or resource insufficiency) by similar
components with differently implemented services. The authors in [8] propose
to model the variability through adaptation policies, included in the architec-
ture definition. The basic building blocks of adaptation policies are observations
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and responses. Observations establish information about a system and responses
determine modifications in the architecture (additions and removals of architec-
tural elements). The run-time management of policies is addressed by adopting
an expert system approach. PLASMA [9] uses an Architecture Definition Lan-
guage (ADL) and a planning-as-model-checking technology to enable dynamic
re-planning in the architectural domain. That is, PLASMA uses ADL models
and system goals as inputs for generating new plans in response to changes in
the system requirements and goals, and in the case of unforeseeable component
failures. In contrast to our approach, where we separately model and manage
variability related to the robot operation and to the QoS, there is no such sep-
aration in any of the previous approaches. Similarly to SmartTCL, PLASMA
has the capability of dynamic re-planning. However, the approach presented in
[8], as DiaSpec, only uses ECA-based rules.

Although the literature about dynamic variability is quite extensive, we would
like to highlight some general-purpose frameworks, like Rainbow5 and MUSIC6,
that enable self-adaptive system development. As the previous approaches, these
frameworks are focused on component-based architectures. Rainbow proposes
Stitch [10], a language for expressing adaptation strategies which, among other
capabilities, allows representing QoS objectives. Quite similarly to Rainbow,
MUSIC manages architecture reconfigurations via goal policies, expressed as
utility functions. Each component implementation is associated with some pre-
dictors, which precisely specify the impact of a particular implementation on
QoS properties. A global utility function computes the overall utility of the ap-
plication to evaluate different configurations and choose the best one. The idea
behind Rainbow and MUSIC is similar to VML but, as [8] and [9], they are too
coupled to the underlying architecture. Moreover, they do not enable multiple
levels for modeling and managing variability.

In the field of Dynamic Software Product Line (DSPL) [3], MOSKitt4SPL7

enables designers to model dynamic variability by means of (i) feature mod-
els, describing the possible configurations in which the system can evolve, and
(ii) resolution models, defining the reconfigurations in terms of feature activa-
tion/deactivation associated with a context condition. This specification is au-
tomatically transformed into a state machine. Like VML and SmartTCL, this
approach enables specification reuse at design-time. However, it does not support
expressing optimization of QoS. Also in this line, the DiVA8 Project provides
a tool-supported methodology with an integrated framework for managing dy-
namic variability. It is worth noting that VML has been inspired by the DiVA
DSL [11], which allows managing variability using both ECA rules and opti-
mization of QoS properties. However, DiVA relies on fuzzy logic to capture and
describe how systems should adapt. Conversely, VML offers a more precise and
less limited way to describe variability, e.g., using mathematical expressions and

5 Rainbow: www.cs.cmu.edu/˜able/research/rainbow
6 MUSIC: http://ist-music.berlios.de/site/index.html
7 MOSKitt4SPL: http://www.pros.upv.es/m4spl/features.html
8 DiVA: http://www.ict-diva.eu/

www.cs.cmu.edu/~able/research/rainbow
http://ist-music.berlios.de/site/index.html
http://www.pros.upv.es/m4spl/features.html
http://www.ict-diva.eu/
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real variables. This provides designers with a more natural way for describing
the variability of their systems, in particular, in some application domains like
in robotics. Finally, it is worth noting that both MOSKitt4SPL and DiVA only
support variability in quality, but not variability in operation.

7 Conclusions and Future Work

In this paper we have presented two different DSLs, SmartTCL and VML,
which enable robotics software designers to separately specify variability in oper-
ation and variability in quality. Managing the former with SmartTCL provides
robustness to contingencies, maintaining a high success rate in task fulfillment.
On the other hand, managing variability in quality with VML focuses on im-
proving the overall execution performance of the robot under changing situations
and limited resources. We have also discussed different possibilities for integrat-
ing both variability management mechanisms at run-time in a consistent way,
i.e., avoiding conflicting reconfiguration decisions.

Regarding the run-time integration of SmartTCL and VML, we highlight
three main contributions: (i) we propose modeling variability at two different
levels so that each one has its own (orthogonal) decision space, minimizing the
potential conflicts between them (e.g., SmartTCL configures components and
VML relies on SmartTCL), (ii) the VML engine, aimed to improve the overall
system performance, is not essential and can be eventually stopped, i.e., the
system must be fully operative without it, although performing suboptimally,
and (iii) SmartTCL and VML enable model reuse, i.e., the same specifications
can be used for different platforms or applications (e.g., a TCB to move to a
generic location or a VML definition of how to optimize the power consumption
can applied in many scenarios).

For the future, we plan to use Model Driven Engineering to develop design-
time tools for SmartTCL. This would allow creating advanced editors to sup-
port developers in their software design and, in particular, to connect both
SmartTCL and VML on the meta-model level. This would further reduce the
modeling efforts and would better support separate developer roles. We also
plan to extend VML with some additional syntax constructs and to improve the
supporting tools to provide designers with some advanced model validation and
simulation facilities.
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Abstract. In this paper, we describe how Masters students at a university study-
ing Information Systems adapt to Enterprise Modelling; expressed metaphori-
cally, they come out of their UML tunnels and see the world outside. The paper 
describes an overview of the course and the results and observations of the 
course based on the modelling assignments submitted by the students. The main 
observation is that while students are able to conceptualise a situation and rep-
resent that as an Enterprise Model, they often lack the experience to clearly 
state the purpose of the model and therefore, lack the ability to evaluate their 
models appropriately. Based on the experiences of teaching Enterprise Model-
ling to Information Systems students, the paper also provides a set of recom-
mendations for teachers. 

Keywords: Enterprise Modelling, Model Evaluation, Action Research, Model-
ling Practice, Aspects of modelling, Education. 

1 Introduction  

The goal of an enterprise model is to support analysis of an enterprise and to model 
the relevant business processes and how they relate to the rest of the enterprise such 
as how the work is organized and resource utilization, [1], [2]. The question "is En-
terprise Modelling an art or science?" has often been asked and discussed; e.g. in a 
breakout session in the conference on The Practice of Enterprise Modelling, 
PoEM'10. The discussion if the area is an art or a science has sometimes surfaced in 
other domains such as management. In the context of management and evaluation of 
learning programs, they have been considered as a science which is organized know-
ledge – concepts, theory, principles and techniques. As an art, it is the application of 
the organised knowledge to concrete situations, usually with blend or compromise, to 
obtain desired results [3]. These descriptions of art and science seem to fit the domain 
of Enterprise Modelling as well; as a science; it is the formalisms, concepts, model-
ling methods, notations and languages. When this knowledge is applied to create En-
terprise Models in practice, it becomes an art. However, to ensure that the knowledge 
is applied in an appropriate way to gain optimal results from the modelling, it is im-
portant to consider the practice of Enterprise Modelling.  
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In this paper, we describe how Masters students at a university studying Informa-
tion Systems adapt to Enterprise Modelling; expressed metaphorically, they come out 
of their UML tunnels and see the world outside. This paper will present our expe-
rience from two years of teaching Enterprise Modelling. The aim of the course is to 
introduce Enterprise Modelling and to teach the students to create enterprise models 
and get them to practice Enterprise Modelling. The course was designed to reflect the 
different levels in the Bloom's taxonomy of learning goals [4], in particular, applying, 
analysing and evaluating. An Action Research [5] approach was taken by the teach-
ers, where a cycle of planning, action and reflection was considered. The aim of the 
teachers was to improve the curriculum and teaching approach and practice by reflect-
ing upon the previous years' courses and making improvements for the next year. The 
focus of the teachers was on how the students applied the theory that they have 
learned to create Enterprise Models and how they ensured that their models served 
their intended purposes. The main aim of this paper is to report our experiences as 
recommendations to other people that teach Enterprise Modelling. 

The observations and conclusions are based on the modelling assignments deli-
vered by the students. The main observation is that while students are able to concep-
tualise a situation and represent that as an Enterprise Model, they often lack the  
experience to clearly state the purpose of the model and therefore, lack the ability to 
evaluate their models appropriately. A model may be created to represent a variety of 
situations for a range of purposes, e.g. to achieve a common understanding among 
different people in the enterprise [2]. In addition, the aim of the modelling exercise 
may be to fulfill a very specific purpose such as help in a specific process within an 
enterprise or support decision making. As a part of evaluating the model, it is impor-
tant to ensure that the model serves its purpose.  

The rest of this paper is organized as follows: Section 2 provides a background of 
Enterprise Modelling and some related work; Section 3 describes the Enterprise Mod-
elling course on which the paper is based upon; Section 4 provides an example of a 
model that was created by one of the students; Section 5 describes the observations 
from the modelling assignments of the course; Section 6 provides a set of recommen-
dations for other teachers and Section 7 summarises the paper and reports on the fu-
ture plans. 

2 Enterprise Modelling 

There are several definitions of Enterprise Modelling, from different perspectives; e.g. 
Vernadat defines Enterprise Modelling as the activity of creating a consistent set of 
special purpose and complementary models describing various facets of an enterprise 
to satisfy some purpose of some business users, [6]. Bernus and Nemes define an 
enterprise model as any construct on paper or in a computer or any other medium that 
shares some common properties with the real or contemplated system that is being 
modelled, [7]. Fox and Gruninger describe an Enterprise Model as a computational 
representation of the structure, activities, processes, information, resources, people, 
behaviour, goals and constraints of a business, government, or other enterprise [8]. 
While these definitions and descriptions highlight the different perspectives, a com-
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mon theme in all of them is the use of different models such as process, information, 
resources, goals and other models to provide a holistic representation or description of 
an enterprise; in particular bringing in the business perspective together with the IT 
perspective. Enterprise Modelling helps focuses on the "why?" aspects of conceptual 
modelling [9]. This is perhaps the main distinction between IS modelling and Enter-
prise Modelling; a transition for the students in their understanding of models.  

The state of the enterprise includes the existing processes, organizational structures 
and computer systems. These states are often modelled and the state of the organiza-
tion is perceived (differently) by different persons through these models. This opens 
up for different usage areas of models as described in [2]: human sense-making, 
communication between people in the organization, computer-assisted analysis, quali-
ty assurance, model deployment and activation and to give the context for a tradition-
al system development project, without being directly activated.   

A perspective to Enterprise Modelling building on interactive activations is the Ac-
tive Knowledge Modelling (AKM), "enabling regular industry workers to be active 
modellers" [10], p3. AKM aims to engage the users of models to affect the model and 
keep the model updated by creating models that can generate "workspaces" from 
which users can automatically update the models. They emphasize the importance of 
visual modelling and externalizing the dependencies among the different models or 
the aspects of an enterprise based on the knowledge of involved user, an aspect also 
important in participatory enterprise modelling as discussed in [11], [12].  

It can be hard to judge how a model fulfills its purpose and does not deviate from 
its intentions. In this respect, the contributions of [12] and the Enterprise Knowledge 
Modelling methodology described in [13] bring relevant insight to the practice of 
Enterprise Modelling. Most of the effort to ensure that the models meet their purpose 
is the work on evaluating models. Fox and Gruninger proposed six criteria that the 
modelling efforts should satisfy; functional completeness, generality, efficiency, per-
spicuity, precision granularity and minimality [8]. Vernadat described eight principles 
of Enterprise Modelling, some of which are similar to the criteria proposed by Fox 
and Gruninger. Another approach to evaluating models is frameworks for evaluating 
the quality of models, e.g. the five quality criteria proposed by Bubenko et al.: ease of 
understanding, semantic correctness, stability, completeness and conceptual focus [9]; 
and SEQUAL [2]. However, these don't always ensure that the actual modelling ef-
forts fulfill their purpose  

Relative to   Enterprise Modelling at the Norwegian company, Statoil, Wesenberg 
uses the core dimensions of SEQUAL to measure the quality of a model: syntactic 
quality, semantic quality and pragmatic quality. He identifies the most important  
aspect of a model as being pragmatic, given his goal to support sense-making and 
communication with models manually activated: "A model is useless unless it is un-
derstood by its target audience." [14]. 

3 Course Descriptions 

Information Systems Modelling Advanced course is a course attended by both Mas-
ters and PhD students for one semester. These students have in their previous courses,  
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studied Software Engineering and Information Systems (IS) modelling though various 
modelling notations and languages and different aspects of IS models such as design 
process and requirements modelling. BPMN [15] and UML diagrams were often 
used. The main aim of the Masters course is to provide an overview of different as-
pects of modelling and to teach the students to create enterprise models. This involved 
the analysis of the enterprise or organizational situation, identification of the main 
concepts to model and modelling their dependencies. This required considering dif-
ferent modelling aspects studied in the current and earlier courses and putting them 
together as one enterprise model. This is new for the students. Hence, it was important 
for the teachers to take an Action Research approach to improve their understanding 
of their own practice as well as the students' practice of Enterprise Modelling. 

Over the last two years, the course has had 15 participants per year. The course 
consists of lectures spread over 11 weeks, a mandatory modelling assignment, count-
ing for 25% of the total marks for the course that the students have to deliver before 
the end of the semester, a presentation of the assignment to the class and a written 
exam, counting 75%, at the end of the semester. The modelling assignment was to 
create an Enterprise model of a situation that was familiar to the students. In practice, 
an enterprise modeller might need to be able to model a domain that they are not fa-
miliar with from the start, thus mandating an additional learning period. To be able to 
achieve sufficient learning during a one-semester course of enterprise modelling, it 
was thus important to use a familiar domain. The students were required to use the 
Metis Enterprise Modelling environment (a product of Troux Technologies), which 
provides a visual space and metamodels for creating Enterprise Models. Specific re-
quirements were set for the assignment; they were required to: 

• describe their cases in detail,  
• identify the users and stakeholders of the model,  
• describe the purpose of the model and to use this to define how they would 

evaluate their model to ensure that the model fulfilled its purpose,  
• create a model that included at least five aspects of an enterprise (e.g. 

processes, organisation, applications),  
• use the functionalities provided by Metis to selectively view the contents of 

the model (e.g. generate user-specific views of the model),  
• evaluate their model, 
• describe the lessons learned from the modelling experience.  

The students were asked to present their models to the class. This is to provide the 
students a chance to present their work and receive feedback from the teacher as well 
as their peers. Since enterprise modelling is a collaborative activity conducted with 
the users or the domain experts, e.g. [11], [16], [12] and [13], this activity is aimed to 
ensure that the models that are created by the students are indeed understandable for 
others. At the same time, as modellers, we are expected to be able to judge when a 
model is sufficiently good  and the added value from the model both on a short and 
long-term basis [17]. Hence, this exercise, although a tough step for several students, 
proved to be very useful for their learning.  
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4 An Example Model 

In this section, we provide an example of an enterprise model created by one of the 
students as an illustration of the type of models that we expected from the students. A 
diverse set of models were created, e.g. the process of treating dementia patients and 
the process of managing the queue in a restaurant. One student modelled the commu-
nication that took place among the various departments and people in a manufacturing 
organisation, identifying the information that is communicated, and which communi-
cations require actions. This is shown in Figure 1. This example was motivated by the 
desire to understand the current situation and to suggest technologies and procedures 
for improving the current situation; i.e. to support informed decision making in the 
enterprise. The model describes the organisation structure and the roles in the organi-
sation, the employees that fill the roles, who they communicate to, the information 
they communicate and the actions they may need to take. The lines across the figure 
are instantiations of relationships indicating how the different domains relate; e.g. 
which employee fills which role and the information communicated by the employee. 
 

 

Fig. 1. Communication in a Manufacturing Enterprise 

5 Observations from the Course 

In this paper, we have focused on the models created by the students and how their 
models met the criteria presented above. The responses from the students for their 
modelling assignment are discussed in general as observations. 



 The World Out There: From Systems Modelling to Enterprise Modelling 461 

 

Selection of the Case to Model: About a third of the students chose a case based on 
their own situations such as the example presented in the previous section. The rea-
sons that the students chose their own topics were because they had in-depth know-
ledge of the situation from their own experiences and they were motivated to either 
reflect upon past experiences or to contribute to the situation. The students also felt 
ownership of the knowledge which is important in learning. They believed that they 
could contribute to a real situation. This may be either to assess the value of model-
ling, which is easier in a situation familiar to them, or to convince them of the value 
of modelling.  

Selection of Modelling Aspects: Almost all students identified five or more aspects of 
an enterprise in their model; the most popular ones were organisational aspects or an 
organisation chart, processes, people, locations (in most cases, the people in the orga-
nisations were in different geographical locations), software applications which are the 
IT systems that are required or in use, the requirements for these applications and doc-
uments which describe the applications, their requirements as well as other informa-
tion. It is interesting to note that once the students started analyzing any aspect in  
detail, they identified additional aspects, which also often act as a link between two 
specific aspects. For example, in the organisation models, they identified positions or 
roles, which are filled by persons. The different aspects that were modelled were gen-
eral ones in most enterprise models. However, they did explore enough to have a feel 
for modelling advanced concepts. For example, a challenge that was addressed by 
several students was the best way to model the SCRUM process in agile software de-
velopment. This led to interesting discussions that no doubt contributed to the students' 
modelling experiences and their level of maturity as Enterprise Modellers. 

Selective Views: One of the requirements of the assignment was to create selective 
views of model data. Students were able to identify situations in their models to ex-
tract selective contents. This is an indication that they also identified the need and 
value of such views as well as the types of information that users would like from 
their models, which is an important aspect of Enterprise Modelling. Most of the mod-
els contained a large amount of data and the different aspects and their connections 
can often make it difficult to highlight specific information from the model, e.g. Fig-
ure 1. Metis provides advanced functionality for creating and maintaining views. Se-
lective views allow users to select and visualize specific information by tracing the 
relationships from one object or a group of objects, e.g. as shown in Figure 2, where it 
traces the communication of one employee with other employees, the information that 
is communicated and the related actions and how this information may be shared. 
This selective view provides an easier visual view of selective model contents that is 
relevant for a specific purpose.  

Relationship matrices allow users to view how two sets of objects are related to 
one another by plotting the objects and relationships as a matrix. A relationship ma-
trix that shows the communication among specific employees in the manufacturing 
organisation modelled in Figure 1 is shown in Figure 3, where the axes of the matrix 
show the names of the employees and the cells in the matrix show the communica-
tions. If there is an arrow, there is communication between the corresponding  
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employees; i.e. there is an instance of a relationship in the model between the two 
employees. If the cell is blank, there is no communication. The direction of the arrow 
indicates who is providing information to whom.  A cross (x) in the matrix indicates 
that there is more than one instance of communication between the two employees. 
 

 

Fig. 2. Selective view: Information shared by employees  

 

Fig. 3. Relationship matrix: communication among employees 
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Meta-modelling: The students were provided a few existing meta-models (modelling 
languages). They were required to use one of these meta-models and to enhance it if 
and wherever necessary and to explain the enhancements. Most of the students had 
some meta-model enhancements to represent specific aspects that they required and 
they were able to explain these. Note that in most of the modelling courses, students 
are taught specific modelling languages or notations such as UML or BPMN which 
usually does not require that the students have to think of enhancing the modelling 
language to include other concepts in their model.  

Purpose of the Model and Evaluation: Almost all the students had a very good de-
scription of their cases and were able to describe the purposes of their models. How-
ever, they were not always able to determine how they would ensure that the purpose 
of the model was met and to relate the evaluation of the model to the purpose. Rather 
than ask the students to evaluate their model in a specific way, they were required to 
determine how they will evaluate their model to ensure that it meets its purpose; i.e. 
the evaluation method should be appropriate to the purpose of the model. Most stu-
dents had evaluated their model using a formal framework such as SEQUAL or the 
set of characteristics by Fox & Gruninger or Vernadat or a combination of several 
approaches. But very few had managed to address their specific purposes and ensure 
that the evaluation addressed this. One reason for this is that the evaluation methods 
or frameworks do not address this issue adequately and lack the means to operational-
ize the evaluation methods.  

6 Discussions and Recommendations 

Moving from Information Systems Modelling to Enterprise Modelling, the students 
seem to have acquired an understanding of these concepts, their differences and where 
they can complement one another. Based on the experiences of teaching Enterprise 
Modelling to Information Systems students over two years, the following recommen-
dations may be helpful for others teaching Enterprise Modelling: 

• A healthy balance among the Science, Art and Practice parts of Enterprise Mod-
elling is important. This means that in addition to the theory part or the applica-
tion of the theory in the form of a modelling language or a notation, the situation 
analysis, which is an important part of Enterprise Modelling, should be included 
as a part of the course and the modelling exercises. 

• To be able to conduct a good situation analysis, a holistic approach to modelling 
covering a number of aspects or modelling perspectives is required. For example, 
if the modelling exercise is focussed on developing a new IT system and develop-
ing UML models, it is equally important to understand the users' needs, why they 
need the IT system and how they will use it. In addition, the modelling could also 
support the development process and planning the development work.  

• The level of maturity of the students and their experience will play a significant 
role in the practice of Enterprise Modelling. The students with some work experi-
ence were better at doing situation analysis and relating modelling concepts to the 
real world or conceptualising the real world as an Enterprise Model. Enterprise 
Modelling should be a course that is offered at the later stages of an Information 
Systems or similar study. 
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• It is important to anchor the modelling or relate the modelling to a domain that 
the students are familiar with as they may not have any experience working in a 
real organisation. For example, it was helpful to use software development pro-
jects and the project group as an organisation as an example.  

• It is important to emphasise the users' perspectives as the modelling is conducted 
for the benefit of a user. Models can often become very large, although it is sel-
dom that the whole model is important for all stakeholders. Thus it may be diffi-
cult to obtain specific information from the model relevant for the specific user. 
Therefore, it is important to consider how the views of the model may be ex-
tracted as well as how they can be visualised or presented to the users.  

7 Summary 

In this paper, we have described how Masters students at a university studying Infor-
mation Systems adapt to Enterprise Modelling; expressed metaphorically, they come 
out of their UML tunnels and see the world outside. The paper describes an overview 
of the course and the observations of the course based on a modelling assignments. 
An example of the models created by the students is described. The main observation 
is that while students are able to conceptualise a situation and represent that as an 
Enterprise Model, they often lack the experience to clearly state the purpose of the 
model and therefore, lack the ability to evaluate their models appropriately. Based on 
the experiences of teaching Enterprise Modelling to Information Systems students, the 
paper also provides a set of recommendations for teachers. 

The main focus so far has been on the models created by the students and to see if 
they are able to analyse a situation and create an enterprise model that brings together 
several aspects of an enterprise. We continue to improve the curriculum and teaching 
practice based on our observations. This year, we have focused on the enterprise 
modelling process followed by the students and we plan to investigate this further 
using a questionnaire and interviews. 
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Abstract. Process mining aims to discover, enhance or check the conformance 
of activity-oriented process models from event logs. A new field of research, 
called intention mining, recently emerged. This field has the same objectives as 
process mining but specifically addresses intentional process models (processes 
focused on the reasoning behind the activities). This paper aims to highlight the 
differences between these two fields of research and illustrates the use of min-
ing techniques on a dataset of event logs, to discover an activity process model 
as well as an intentional process model. 

Keywords: process mining, intention mining, intentional process modeling. 

1 Introduction 

Tracing and analyzing activities in Information Technologies (IT) is a field that ap-
peared when the need to discover process models emerged [1]. Process mining aims 
to fill the gap between activity traces obtained from event logs and process models. 
So far, the mined process models are activity oriented models. Dowson [2] proposed a 
classification of process models into activity-oriented, product-oriented and decision-
oriented models. Activity-oriented process models concentrate on the activities and 
tasks performed in producing artifacts and their ordering. Product-oriented process 
models are concerned about the successive product transformations. Decision-
oriented process models introduce the concept of reasoning, choice and decision-
making, the processes are then seen as teleological [3,4]. [37] introduced a new  
category called intentional process models [5,52,53,54]: they take into account the 
notions of intention and strategies of the process enactment. 

Process mining techniques focus on activities, not addressing the intentional aspect of 
processes. We think that intentional models are accurate to represent the users’ ways of 
thinking and working as they capture the human reasoning behind activities. We proposed 
in [5,52,53,54] a new field of research dedicated to intentional process mining called 
intention mining, closely related to process mining but addressing only intentional process 
models. 

This paper aims to highlight the differences between process mining and intention 
mining. We will explain, for each field of research, their objectives, the representation 
and models they use and some of the mining tools already in place. Furthermore, we 
show, with the same set of event logs, how to discover an underlying process model, 
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firstly an activity-oriented process model – using process mining techniques – then an 
intentional process model – using intention mining techniques. 

This paper is organized as follows. We browse a literature overview of process 
mining and intention mining in Section 2 and 3. Then, we compare the two approach-
es by applying discovery techniques to find a process model on a predefined dataset 
of traces and discuss the results in section 4. Section 5 concludes this paper. 

2 Process Mining 

This section browses a process mining literature overview. 

2.1 Objectives 

The process mining idea has initially emerged in the software engineering field with 
Cook and Wolf [6] and applying process mining on workflow log has been proposed 
for the first time in [7]. It is able to “close” the Business Process Management (BPM) 
life-cycle that presents how a process can be managed from its definition [1], through 
a requirements phase, to its execution and improvement. However, in each lifecycle 
the requirements phase is not well supported and there is no systematic or methodical 
manner to diagnose the requirements. Indeed, when redesigning a process, many non-
serious problems, changes or crucial information of the actual process are not taken 
into account to improve the process model quality. According to [1], retrieving event 
logs containing information about the actual process allows having an insight into the 
followed process model. The event logs are recorded by the Information System (IS) 
and are generated by the actors’ interactions with the IS. Each event in process mining 
is assumed to be an activity carried out by IS actors. An activity describes a  
well-structured step in a process. Van der Aalst proposes to classify process mining 
techniques into three categories [1]: Discovery, Conformance and Enhancement. In 
addition to these three classes, we add another emerging category: Recommendation. 

• Discovery: Some techniques aim to discover process models by analyzing event 
logs. There is no a-priori information about them. For instance, event logs may be 
studied by α-algorithm [2] which automatically transforms them into a Petri net 
model presents the actors’ behaviors recorded in the event logs. 

• Conformance: Other techniques use an a priori model to check the degree of align-
ing between the actual followed process model (what actors are actually perform-
ing) and the pre-defined process model. These techniques can detect the deviations 
(about the who, what, when and where) and the model’s intensity degree. 

• Enhancement: It uses information recorded in event logs to improve and enrich the 
actual process model using methods of repair and extension. Repair has a mirror 
effect, (i.e. it tries to reshape the model to better illustrate reality). Extension al-
lows widening the process model with new aspect by cross-correlating it with log. 

• Recommendation: Some techniques aims to go a bit further about the studied 
process and use event logs to guess which activity may follow a current activity. 
[8] proposes recommendations based on URL traces. Schonenberg et al. propose 
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and experiment an approach based on recommendations which shows that the 
process performance is higher with an appropriate guided selection of activities [9]. 

2.2 Metamodels for Process Mining Results Representation 

There are several metamodels for representing activity-oriented process models, such 
as EPCs [24], declarative models, Petri Nets BPMN, etc. However in this paper, we 
select only the latter two as they seem to be the most used in Process Mining. 

Petri Nets. Petri nets are mathematical modeling languages allowing to model con-
currency and synchronization in distributed systems. They are used as a visual com-
munication aid to model the system behavior [10] and represent the process mining 
results. A Petri net is a directed graph composed of three types of components: places, 
transitions and arcs. Each place represents a possible system state; when occurring 
events or activities, transitions allow going from a place to another. Arcs maintain the 
relations between transitions and places. 

Business Process Model and Notation (BPMN). BPMN [11] is a graphical diagram to 
model business processes; it aims at providing an easy graphical way to model business 
procedures that is understandable by all business users. Furthermore, one can model 
complex business process easily and map it to other languages such as BPML (Business 
Process Modeling Language), BPEL4WS (Business Process Execution Language for 
Web Services) or UML. BPMN creates a standardized link to fill the gap between  
business process modeling and implementation procedures. It improves the possibilities 
of traditional notations by managing the complex nature of internal and business-to-
business processes interactions. 

2.3 Process Mining Algorithms 

There are various process mining algorithms that aim at discovering underlying 
processes from event logs. These event logs are the results of actors’ interactions 
during the executions of tasks in different processes and contain the information about 
actors’ behaviors, such as activities, timestamps, actors’ ID, instance of process, etc. 
We describe briefly in the following some algorithms used in process mining. 

Inference Methods. [12] compare three inference algorithms: RNet [13], Ktail [14] and 
Markov models [15] that infer process models with a tradeoff between accuracy and 
noise robustness: a) RNet is a statistical approach that characterizes current state de-
pending on the past behaviors; b) Ktail is an algorithmic approach that evaluates the 
current state according to the possible future behaviors; c) Markov is a hybrid between 
statistical and algorithmic approaches looking at the neighboring past and future beha-
viors to define the future state. Later, [16, 17] proposed techniques for concurrency 
detection and a measure to quantify the variance between behaviors and process models. 

α-Algorithm [12]. This algorithm is proposed by Van der Aalst et al. to rebuild the 
causality in the Petri-net workflow from the existent relations in the event log.  
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α-algorithm takes the event logs as input, rebuilds process models by using simple 
XOR, AND splits and joins; thereby creates the workflow nets as output. α-algorithm 
cannot handle certain constructs of workflow nets such as loops and long-term depen-
dencies. To overcome the difficulty of α-algorithm during complex situations, an 
extended algorithm has been proposed: α ++ algorithm [18] that proposes new  
relationships between event logs to handle long-term (implicit) dependencies. 

Directed Acyclic Graphs [7]. In graph theory, a directed acyclic graph is a graph that 
has no cycle. In process mining, the events can be transformed into dependency 
graphs (workflow graphs) using directed acyclic graph, representing events and their 
causal relations without loop. However, using this kind of graphs to model the 
processes is delicate as loops exist in process models. To overcome this challenge, 
this approach tries to count the tasks frequencies and then fold the graph. Neverthe-
less, the results are partially satisfying and the model does not completely match the 
real process. 

Inductive Workflow Acquisition [19, 20]. The aim of this approach is the acquisition 
of workflow models and their adaptation to changing requirements by finding the best 
Hidden Markov Models (HMMs) that reflects the process model. One can find the 
HMM by merging or splitting models. Each state of HMMs corresponds to an activity 
node. The event logs can be observed and generated into workflow nets by inductive 
learning. 

Hierarchical Clustering [21]. This algorithm separates a set of logs of a given 
process into clusters and finds the dependency graph for each log. This algorithm 
structures the clusters of event logs into a hierarchy tree. For each cluster, a workflow 
model is constructed and finally all the models are merged into a single one. 

Genetic Algorithm [22]. This algorithm provides process models (Petri nets) built on 
causal matrix (input and output dependencies for each activity). This approach tackles 
problems such as noise, incomplete data, non-free-choice constructs, hidden activities, 
concurrency, and duplicate activities. Nevertheless, it still remains a complex task as 
it requires the configuration of many parameters to deal with noise and irrelevant 
data. 

Heuristic Algorithm [23]. This approach is based on α-algorithm. It uses the likelih-
ood by calculating the frequencies of relations between the tasks (e.g. causal  
dependency, loops, etc.) and construct dependency/frequency tables and dependen-
cy/frequency graphs. This approach can detect irrelevant logs. However, like the  
Genetic algorithm, Heuristic miner needs a complex configuration phase. 

Colored Petri Nets (CPN) [24]. CPN is a graphical language for analyzing the prop-
erties of concurrent systems. CPN combines Petri nets with the CPN ML (based on 
functional programming language Standard ML). It can be used when concurrency 
and communication are crucial in the system modeling. 
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2.4 Process Mining Tools 

Many tools emerged to support the process mining techniques. Among them, we can 
mention ProM [26], CPN tools [24], EMiT [27], Disco [28]. The ProM framework is 
a pluggable framework that supports various plugins for different techniques of 
process mining such as α-algorithm and its extensions. CPN tools allow modeling and 
analyzing CPN models [24] and simulating processes to analyze and check them. In 
[29,30], the authors present a combination of CPN tools and ProM framework plugin 
implemented to improve business processes modeling. Disco allows to automatically 
map the event logs with CSV and XLS extensions to the appropriate XES or MXML 
notations which are supported by ProM and to have an insight into the process from 
event logs very quickly. It optimizes performance, controls deviations and explores 
variations. However, it is a commercial tool and does not provide information about 
the used algorithms. EMiT is able to integrate timing information using an extended 
version of α-algorithm. This tool transforms the event log of commercial systems to 
XML format and mines to find the causal relations between logs and based on that, 
rebuilds a Petri net represented in a graphical model. 

3 Intention Mining 

This section gives a literature overview of intention mining. 

3.1 Objectives 

The definition of “intention” according to [31] is: “a determination to act in a certain 
way; a concept considered as the product of attention directed to an object or know-
ledge […]”. From a psychological point of view, intention is defined as follows: “Our 
common sense psychological scheme admits of intentions as states of mind; and it also 
allows us to characterize actions as done intentionally, or with a certain intention” [32]. 
Purpose in an IS context is also essential for any organization. IS are created to fulfill 
organization needs and their functionalities and properties are defined according to the 
objectives of the organization. According to [33], an intention is “an optative”  
statement, a state or a result that is expected to be reached or maintained in the future.  

Some approaches called Intention Mining have been defined, however their analy-
sis is not based on traces of IS activities; [34]’s approach uses classification tech-
niques to classify home video content. The analysis is based on what is recorded with 
camcorders and provides categories to sort videos. They do not provide process mod-
els but some of their classification techniques could be reused in process models  
context. 

In our point of view, Intention Mining aims at extracting sequences of actors’ activi-
ties from sets of event logs to infer related actors’ intentions. A set of activities corres-
ponds to the achievement of an intention. Intention mining uses event logs as input and 
produces intentional process models. It is a field related to intentional process models. 
As for process mining techniques, Intention Mining tackles the four challenges of  
discovery, conformance, enhancement and recommendation: 
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• Discovery: Identifying the underlying actors’ intentions and strategies from the 
event logs allows defining intentional process models. 

• Conformance: Checking the conformity between a prescribed intentional model 
and its enactment allows measuring the gap between the prescriptions and what is 
actually done by users. 

• Enhancement: The conformance checking allows identifying the distance be-
tween the model and the traces, which helps to define what is wrong with the 
model (which intention is never achieved, which strategy is never used, etc.).  

• Recommendation: Using the event logs repository and the discovered intentional 
process models allows providing recommendations to IS actors at run-time, based 
on their supposed reasoning behind their activities. 

3.2 Metamodels for Intention Mining Results Representation 

Processes may be formalized in an intentional way. The common aim of goal-
modeling approaches is to model the processes according to the purpose of the ac-
tors/projects/organizations. We quote among them i* [35], KAOS [36] and Map [37]. 

KAOS. This approach proposes to specify the system and its environment by a re-
quirements model instance of a metamodel to support the goals, agents, and alternatives. 
It is based on a goals diagram where goals are related together through AND/OR  
decomposition links. KAOS uses goals to specify, analyze, negotiate, document and 
modify the systems requirements. To do so, the decompositions refine high-level goals 
identified by actors into thinner particle of goals. This refinement requires classifying 
goals according to their level of abstractions and linking the same goals at the same 
level of abstraction. This approach supports variability and have a well-structured se-
mantic but is less involved in the intentional aspect of IS actors. Furthermore, KAOS 
has a rigid task-decomposition; modeling complex intentional processes is then difficult 
[28]. 

I*. The i* framework is a modeling language that aims at analyzing IS and the environ-
ments of organizations to model processes by focusing on the relationships between ac-
tors and theirs goals. It consists in two main models: the strategic dependency model 
(SD) and the strategic rational model (SR). The SD describes external relationships be-
tween actors (called strategic actors). The SR describes the internal relationships between 
actors. The i* framework is used to model the business strategy with organizational stra-
tegic goals. i* supports actor-oriented and goal-oriented concepts. The actor-oriented 
concept allows modeling requirements of IS by concentrating on the dependencies be-
tween actors’ goals. Actors are autonomous entities with uncontrollable and non-
cognizable behaviors. They are different and independent in their ways of reasoning and 
consequently have diverse goals. i* models aim at producing a conceptual framework to 
represent the processes involving agents, i.e., software actors and software systems. i* is 
able to assess the functional or non-functional requirements of systems so it can capture 
what, how and why a software component is developed. It recommends the use of the 
notion of non-functional requirements using “soft goals” identified as evaluation criteria. 
The alternatives then contribute to different degrees of satisfaction of these goals. How-
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ever, this modeling language has an operational semantic for the tasks but not for the 
goals and it is not used to model strategic goals. i* is not designed to be a variable 
framework therefore, it does not afford a high level of flexibility.  

Map. This modeling language is an intentional process metamodel that allows formaliz-
ing flexible processes. Map supports variability for the goals and offers the possibility to 
follow different strategies by focusing on the intentional aspect when enacting methodo-
logical processes. During its enactment, a process is not limited to linear activities; ac-
tors, according to their context, have a variety of choices to execute a task. Map models 
(instances of Map metamodel) guide the actors by proposing dynamic choices according 
to their intentions. Map models can be executed non-sequentially and followed until the 
fulfillment of intentions. Thereby, map process models offer a better adaptability to the 
context of each actor. Map specifies processes in a flexible way by focusing on the in-
tentions and the different ways to fulfill them. A map model is presented as a graph 
which nodes represent intentions and edges represent strategies. An edge is defined 
between two nodes where its related strategy can be used to achieve the intended target 
node. There may be several edges entering a node representing all the strategies to fulfill 
an intention. Fulfilling a specific intention with a particular strategy is related to a  
specific guideline defining the activities to perform. This model allows describing high 
level organizational intentions. The intentional Map metamodel has been introduced in 
the IS engineering domain [37] and was validated in several works: requirement  
engineering [38], method engineering [39], and enterprise knowledge development [40].  

3.3 Intention Mining Algorithms 

In order to retrieve the intentions from the traces of actors’ activities and due to the 
variability of traces in terms of length and nature, we propose some algorithms based on 
probabilistic and statistical techniques. The probabilistic models provide the information 
about the nature of data (i.e. if the observed data is a harvest of hazard or an intended 
result). Moreover, they model the data taking into account their temporal aspect. Since 
the observed side of data could hide the latent one, the probabilistic models can also 
formalize this concealed side and extract the characteristics of both observed and latent 
data. Hidden Markov Models (HMMs) [41] seem promising to mine intentions 
[52,54](concurrency can be handled in future extensions). Hereafter, we describe some 
algorithms used in HMMs which help mining intentions. 

Viterbi Algorithm (VA) [42]. VA is commonly used to decode convolutional codes 
(to correct errors in noisy channels) and in the context of HMMs. It finds the most 
likely sequence of hidden states (Viterbi path) for a given observed sequence using 
trellis, which is a type of Finite States Machine (FSM) with states and transitions. In 
HMMs, the observations are generated by the underlying states; HMMs enable to find 
the hidden structure by estimating the parameters of observations sequences. Given an 
observed sequence, the VA uses various metrics to evaluate which path is the most 
likely one. In the context of Intention mining, the hidden states are the IS actors’ in-
tentions which generate the observations (actors activities’ sequences). To find the 
correct path, we can use a brute-force method but the complexity of computation  
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can explode with the increase of the length of observations  for the number of states 
of . Nevertheless, the VA allows to compute the Viterbi path with a complexi-
ty, which is considerably lower than . On the other hand, VA minimizes the error 
probability of states transitions by determining the most likely set of states. To infer 
the most likely set of intentions, the VA requires knowing the parameters of observa-
tions, i.e. the transition probabilities, initial probabilities of states and emission proba-
bilities. These parameters can be estimated by Maximum-Likelihood Estimation 
(MLE). The transition probabilities can be calculated by counting the average fre-
quency of states transition from one intention to another. We calculate the emission 
probabilities by counting the average apparition frequencies for a given activities 
sequence for a given intention. Thus, the VA is applicable when this information is 
available; this is possible in the case of supervised learning Moreover, the VA is  
particularly useful when activities can belong to several intentions. 

Baum-Welch Algorithm (BWA) [43]. BWA is a special kind of Generalized Expec-
tation-Maximization (GEM) algorithm [44]. In the case of unsupervised learning, the 
BWA allows computing the unknown parameters of HMMs. To do this, the BWA 
uses Forward-Backward algorithm [45]. The use of iterative algorithms such as the 
EM algorithm allows estimating the optimal solution fairly, accurately and quickly. 
As mentioned in the VA, if the parameters of observations sequences are known, the 
computation of these parameters is a simple task. Nevertheless, since in some cases 
we do not know this a priori information for the observed sequences, we cannot di-
rectly count the frequencies from data, therefore, the BWA uses Forward-Backward 
algorithm to estimate the expected frequencies. 

3.4 Intention Mining Tools 

There is no intention mining tool to our knowledge, as intention mining has not been 
applied yet to re-build intentional process models and discover goals behind activities. 
We aim to provide a tool that will implement the developed algorithms. 

4 Case Study 

In this section we illustrate our comparison with the use of process mining and inten-
tion mining techniques on the same dataset.  

4.1 Dataset 

The dataset, obtained from [46], contains the event log of claims handling in an  
insurance company. These claims are supported by two call centers in two different 
locations: Sydney and Brisbane. The log contains 46 138 events and 3 512 cases 
(claims). The incoming calls volume and average total call handling time are the same 
in the two centers. However, call center agents handle differently the incoming calls. 
The agents first handle the claims; the rest of the process is treated in the back-office 
of the insurance company. According to [46], although this dataset is synthetic with  
non-noisy event log, the α-algorithm cannot mine correctly and extract the right  
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4.3 Intention Mining Result 

In this paper, we choose the Map representation to illustrate the intentional process 
model found by intention mining. i* and KAOS will be studied further in our next 
works on intention mining. They focus on the operational level rather than the organi-
zation level and do not raise the issue of alignment [48], whereas Map allows working 
on strategic goals. As mentioned earlier in section 3.3, both VA and BWA are able to 
associate a sequence of intentions to a sequence of activities. However, these two 
algorithms need to be fed with the set of intentions, which is not the case here as this 
set is not yet defined. We then implement a new algorithm to find (a) the groups of 
strategies used by the agents of the insurance company during the claims treatments, 
and (b) the groups of intentions linked to those strategies. 

Strategies Miner Algorithm. To construct the map process model, we have to find the 
strategies that the agents of the insurance company use to fulfill their intentions. To do 
this, we define a strategy by the triplet , , , where  is the starting activity,  is 
the ending activity and  is a set of activities in between. The realization of this strate-
gy is a sequence of activities starting with , followed by a sequence of activities com-
prising all the elements in  and finishing with . We have developed two simple 
rules to organize the activities into strategies. The first rule is based on what we call a 
bottleneck activity. A bottleneck activity a is an activity for which there are at least two 
possible preceding activities, and for every possible preceding activity the transition to 
activity a occurs with a probability of 1. Of course, the initial and final activities are 
excluded from this definition. Then, a bottleneck activity can only be at the beginning of 
a strategy. The second rule is that for any strategy, there is a sequence of activities such 
that the probability of having this sequence is higher than a threshold . The first rule 
accounts for the fact that if there are compulsory activities, these activities do not 
represent different strategies. The second rule accounts for the fact that the activities 
composing a strategy have to be frequently used sequentially. Note that for some strate-
gies, the order of activities is not significant since the activities can be performed simul-
taneously or in a random order. However, the first and the last activities of the sequence 
must always be the same. Thereby, we can group the activities into strategies. We say 
that these rules define a set of strategies with parameter . The strategies miner algo-
rithm is given as follows in pseudo-code.  

Inputs: cases 
Outputs: strategies 
Begin 
 Make a strategy out of each case 
 Merge equal strategies 
 Divide strategies at the bottleneck(s) 
 Merge equal strategies 
 For each strategy {s, ,e} 
  if max ℙ( ,e|s) < β then 
   divide strategy 
   endif 
 EndFor 
End 
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Table 1 presents the strategies obtained with threshold 0.01 and 0.3. The 
column probability indicates the probability of having the corresponding strategy 
among the cases of the dataset. 

Table 1. Discovered strategies with threshold 0.01 and 0.3 

 β=0.01 β=0.3 

Strategy 
index 

Starting
activity 

Ending 
activity 

Set in 
between 

Proba-
bility 

Starting
activity 

Ending
activity 

Set in
between 

Proba- 
bility 

1 A1 A11 A3 0.0555 A1 A3 A2 0.4342 
2 A1 A11 A4 0.1045 A1 A5 A4 0.4058 
3 A1 A2 A3 0.4342 A1 A4 none 0.5103 
4 A1 A5 A4 0.4058 A11 None none 1.0000 
5 A6 A11 none 0.1392 A1 A2 none 0.4897 
6 A6 A11 A7 0.1381 A6 none none 0.8400 
7 A6 A11 A7,A8,A9,A10 0.5626 A6 A7 none 0.7007 
8 none none none none A8 A11 A9, A10 0.5626 

 
The algorithm discovers 7 strategies with 0.01 and 8 strategies using 0.3. With 0.3, we find that the first strategy begins with A1 activity (incoming 

claim), followed by A2 activity (Brisbane checks if sufficient information is availa-
ble) and ends with A3 activity (Brisbane registers claim) with a probability of 0.4342.  

We evaluated the discovered strategies with different values of  (from 0.01 to 
0.9). The adjustment of the threshold to 0.3 is justified by the two following con-
straints: (1) the lower the value of , the higher the number of activities per strategy, 
which is more interesting at the intentional level. (2)  is chosen such that no strate-
gy contains more activities than half of the total activities number (here 5,5). For in-
stance, in table 1 when 0.01, strategy 7 represents a set of six activities which is 
more than half of initial activities. Therefore, 0.3 satisfies these two constraints 
as the strategies found by this threshold are all inferior to 5.5 activities. 

The next step is to infer the intentions from these strategies. However, even if this 
algorithm is able to find the groups of strategies, for now it is not able to find the in-
tentions. In this paper, the intentions and the links between them (step b) will be de-
termined by human inference and reasoning. In the future, we will automate this step 
using ontologies of activities and natural language analysis techniques [51]. The  
results are given in next section. 

Process Modeling Using Map. Figure 2 presents the intentional Map process model 
manually built from the strategies found in Table 1 with 0.3. By inference, we 
determine intentions that can be fulfilled by strategies that have the same nature and 
we name the strategies according to the activities. 

Strategies 1, 2, 3 and 5, for instance, will be four ways to reach the same intention, 
which is Validate the claim. Strategies 1 and 2 show that there are two ways to vali-
date the claim: either by Brisbane checking or Sydney checking. Strategies 3 and 5 
correspond to the same strategies 1 and 2, as they correspond to a control activity that 
fails to validate the claim (the intention Validate the claim is not achieved). Strategy 7 
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the problems of hidden tasks (no-recorded tasks) or duplicate tasks (a process model 
with same task twice) should be overcome with an intentional modeling, where activi-
ties are of less importance with a representation on a higher level. The concept of loop 
is also usual in intentional modeling - for instance in map process models, a section 
can be enacted several times, until the intention is achieved - whereas it is often a 
difficult problem to handle in process mining. However, intention mining is not the 
answer to these process mining problems, it is only another field of mining research, 
aiming to work on another kind of process models. It will have problems on its own: 
for instance, to define concurrent and exclusive strategies to achieve the same inten-
tion will be quite a problem to solve automatically, without human-expert inference. 

5 Conclusion 

In this paper, we presented the objectives, algorithms, models and tools for process 
mining and intention mining. The developed case study showed that, on this specific 
dataset, either process mining or intention mining techniques allow discovering a 
process model. However, intention mining (for intentional process models) is a recent 
emerging research field and a lot of work is still needed to develop full algorithms. 

Our next step will be to automate the merging of strategies to define intentions and 
name them using ontologies and natural language analysis techniques. We will also 
provide recommendations using map process models and traces. 
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