
Chapter 51
Multiple Faces Tracking via Statistical
Appearance Model

Jie Hou, Yaobin Mao and Jinsheng Sun

Abstract Recently, appearance based methods have become a dominating trend
in tracking. For example, tracking-by-detection models a target with an appearance
classifier that separates it from the surrounding background. Recent advances in
multi-target tracking suggest learning an adaptive appearance affinity measure-
ment for target association. In this paper, statistical appearance model (SAM),
which characterizes facial appearance by its statistics, is developed as a novel
multiple faces tracking method. A major advantage of SAM is that the statistics is
a target-specific and scene-independent representation, which helps for further
video annotation and behavior analysis. By sharing the statistical appearance
models between different videos, we are able to improve tracking stability on
quality-degraded videos.
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51.1 Introduction

Face tracking is a useful computer vision technology in the fields of human
computer interface and video surveillance, and has been successfully applied in
video conferencing, gaming and living avatars in web applications, etc. Facial
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appearance serves an important role in our daily communications, thus tracking
human faces is usually the first step when a vision system tries to understand
human beings.

Single face tracking has been well studied by researchers. Vacchetti [1] and
Wang [2] use local interest-points matching to track 3D pose of human face. Their
methods are robust against illumination and appearance variations, but suffer from
error-prone feature matching. Zhou [3] proposed to track faces with Active
Appearance Models (AAM), which has advantages of stability and alignment
accuracy. One limitation of Zhou’s method is that AAM fitting fails when handling
large occlusions. Multiple faces problem is also common when performing video
annotation and behavior analysis in real-world applications.

In this paper, we model facial appearance with the statistics (mean and varia-
tion) of the haar-like vision features, and train each face a discriminative pre-
diction rule. An overview of statistical appearance model is shown in Fig. 51.1.
The most significant difference between statistical appearance model and tradi-
tional methods is that we split the appearance model into two individual parts:
statistical representation and prediction rule. The statistical representation is a
target-specific and scene-independent representation. For discriminability, we
learn a prediction rule that separating one face from the other faces with separa-
bility-maximum boosting (SMBoost). In our previous work [4], SMBoost shows
better classification performance than AdaBoost and its online variation on UCI
machine learning datasets, and achieves higher accuracy in tracking problems. The
major contribution of our paper is a scene-independent appearance model. By
reusing the statistical representations, we can apply the facial appearance model
trained on one video sequence to other scenes.

Fig. 51.1 � indicates that the model or the representation is target-specific, and � indicates scene-
independence. Prediction rule Aaðx1; x2Þ is used as global affinity measurement in multi-target
tracking [5, 6], and FðxÞ is used to model posterior probability PðT jxÞ in tracking-by-detection [7].
Our work in this paper is described in the left part of the figure
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51.2 Related Work

Tracking multiple targets that have complex motion traces is a challenging
computer vision task, especially considering this problem in cluttered environ-
ments. Suppose we are tracking targets fTign

i¼1 in current frame, we can relocate a
target Ti in the succeeding frame by searching for a candidate C from the scene
that has maximum posterior probability PðTijCÞ. In tracking-by-detection, the
tracker models PðTijCÞ with a binary classifier. Typically, haar-like feature and
online boosting are used to train the classifier, for this combination has been
proved to be very discriminative [8]. However, the classifier is scene-specified (see
Table 51.1), for resampling of negative samples, which Viola used for general-
izing [8], is not included.

In recent years, research on background subtraction and object detection have
brought significant improvements to target detection, and lead to a trend of
association based tracking, in which the target candidates fCjg detected in suc-
ceeding frames are associated to the targets fTig in current frame. For simple
scenes, the targets are represented with their motion models. By a precise esti-
mating of motion states (e.g., position, speed and acceleration), we can guess the
location of a target by likelihood probability P ðx; yÞjTið Þ. With that guess, we can
pair a candidate target C with the model that has maximum posterior probability
PðTijCÞ.

However, motion model based association will be defeated if a target was
absent from observation for a long time. In such situation, appearance is intro-
duced as a secondary evidence of association. Some early approaches model the
observations of a target directly with vision features of good invariance. Recently,
Huang [9] proposes perform the association in a more adaptive manner. He joins
tracklets into longer tracks by their linking probability:

PlinkðTi; TjÞ ¼ AmðTi; TjÞ AaðTi; TjÞ AðTi; TjÞ ð51:1Þ

where Ti is the target of the ith tracklet, and Am, Aa, At indicate the motion,
appearance and temporal affinities between the tracklets. The linking probability
AaðTi; TjÞ is a global appearance affinity measurement. A significant advantage of
Huang’s method is that the appearance affinity could be modeled with discrimi-
native learning. Cheng [5] suggests to represent target appearance with local image
descriptors, and use AdaBoost for feature selection. Low-supervised learning, for

Table 51.1 A comparison of appearance models

Target-specific Scene-independent

Tracking-by-detection Boosting [7] + –
MIL [11] + –

Multi-target tracking Global affinity measurement [5, 6] – –
PIRMPT [12] + –

Our method + Partly
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example, multi-instance boosting, is introduced to handle noisy data [10].
Table 51.1 is a summary of appearance models mentioned in this paper. We focus
on whether the method models PðTijCÞ directly (target-specific), and scene-
independence.

51.3 Statistical Appearance Model

In this section, we present a statistical approach to model object appearance. The key
idea of statistical appearance model is characterizing an object with the statistics of
vision features (statistical representation, SR). Statistics is not a representation of
good invariance. However, we are able to learn a discriminative prediction rule (PR)
from the statistics if the vision feature (VF) is choosing properly and learning
algorithm (LA) is carefully designed. Vision feature, statistical representation and
learning algorithm are three important aspect of statistical appearance model. We
will introduce each of them in detail.

51.3.1 Vision Feature

Various vision features has been discussed for modeling appearance, e.g., shape,
color histogram and texture (HOG) [12]. However, these features focus on
invariance of a target, and might not discriminative enough to classify very similar
targets (faces in this paper). Thus, researchers propose extracting these features on
pre-defined regions to make the feature more discriminative [5].

Another method of enhancing discriminability is exploring an over-rich weak
feature set with boosting. By combining weak classifiers of haar-like features,
Viola builds the first practical real-time face detector. Original haar-like features
that Viola used in his work are designed to capture within-patch structure patterns
(see Fig. 51.2). Babenko uses non-adjacent haar-like feature, which combines 2–4
randomly generated rectangle regions and ignore the adjacency, in their work [10].

(a) (b)Fig. 51.2 Haar-like feature.
a Within-patch haar-like
feature. b Cross-patch haar-
like feature
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51.3.2 Statistical Representation of Appearance

In this paper, we use statistical representation for characterizing facial appearance.
The statistical representation of a target includes the mean E and variation R of the
samples.

Suppose fxig is a data sequence, and the expectation of the first n samples is

denoted by E½x�ðnÞ. When there comes a new sample xnþ1, we update the expec-
tation E½x� with a learning rate c.

E½x�ðnþ1Þ ¼ ð1� cÞE½x�ðnÞ þ cx ð51:2Þ

Variance r2½x� can be updated by a subtraction of two expectations:

r2½x�ðnÞ ¼ E½x2�ðnÞ � ðE½x�ðnÞÞ2

r2½x�ðnþ1Þ ¼ ð1� cÞE½x2�ðnÞ þ cx2 � E½x�ðnþ1Þ
� �2

:
ð51:3Þ

51.3.3 Learning Algorithm

In appearance base tracking, on-line boosting is a common choice for learning the
prediction rules. Boosting chooses important features from the given feature pool,
so that the prediction rule remains simple as it covers as many features as possible.
However, the criterion function of AdaBoost (51.4) is difficult to be estimated on-
line, for both the sample set ðx; yÞf g and the decision function F change in on-line
learning paradigm [4].

F� ¼ arg minF Efðx;yÞg Lðy;FðxÞÞ½ � ð51:4Þ

In our previous work [4], a new online boosting using separability based loss
function instead of margin based loss function, is designed. The separability based
loss function characterizes the degree that the decision function F separates the
samples of class cðfðx; yÞgjy¼c from the rest ðfðx; yÞgjy¼�cÞ.

L̂ðc; L; E½x�jy¼c; R½x�jy¼cÞ; c 2 fþ1; � 1g ð51:5Þ

Separability-maximum boosting (SMBoost) maximizes separability of both
classes.

F� ¼ arg minF UðFÞ

¼ arg minF Ec Lðc; F; E½x�jy¼c; R½x�jy¼cÞ
h i ð51:6Þ

E½x� and R½x� in (51.6) denote the mean and variation of the samples, which are
well estimated by (51.2) and (51.3). Within on-line learning paradigm, it is much
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easier to optimize SMBoost (51.6), for both E½x� and R½x� are fixed when the
algorithm searching for optimal F.

51.4 Multiple Faces Tracking

Faces are similar to each other, thus finding facial appearance differences is much
more difficult than separating one face from its surrounding background. The
fundamental problem of multiple faces tracking is separating the faces from each
other. We build an association based multiple faces tracker with statistical
appearance model in the paper. The overview of our tracking framework is shown
in Fig. 51.3. Our scheme is similar with [12] except the appearance model. In our
tracker, we do not use tracklets for simplicity and real-time performance. We
associate face candidates in succeeding frame to the faces in current frame
directly. Each step in our framework is described below.

Face detection Face detection takes a new frame from the test video sequence
and applies a state-of-art face detector to it. Face detection produces face candi-
dates fCjgc

j¼1 under association.

Face classification Denote by fTigt
i¼1 the statistical representation of the faces

already known, also denote by fFiðxÞ 2 ½�1;þ1�gt
i¼1 the prediction rules, where

Fig. 51.3 System overview
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FiðxÞ separate face Ti from the rest faces. We obtain the proximity matrix P by
applying the prediction rules to the face candidates:

Pi;j ¼ PðTijCjÞ ¼
FiðCjÞ; FiðCjÞ [ 0
0; otherwise

�
ð51:7Þ

SVD pruning (optional) For face association, we need one-against-one pairing,
which requires a successful pairing satisfy

Pi;j ¼ arg maxd Pd;j ¼ arg maxd Pi;d

Thus we use the method mentioned in [13] to prune the proximity matrix P into
an orthogonal matrix.

Face association After pruning, we can associate the face candidates to the

faces by maximizing posterior probability PðTijCjÞ ¼ cPi;j .
Update statistical representation For faces that have successfully paired with

candidates in succeeding frame, we update their statistical representation with a
learning rate c.

Learning prediction rule Suppose fTigt
i¼1 are the faces that we are tracking,

we learn each face a discriminative prediction rule. When training the rule, we use
statistical representation of Ti as positive SR, and combine the statistical repre-
sentations of the rest faces as negative SR Ti ¼

P
r 6¼i

Tr.

51.5 Experiments

In this section, we first perform experiments demonstrating the effectiveness of
SAM for multiple faces tracking problems. Then, we present an experiment of
sharing statistical representation between two video sequences.

51.5.1 Tracking Multiple Faces

We first experiment our method for multiple faces tracking problems. Two test
sequences from [14] are used in our evaluation. Association fails when handling
face candidates with scaling factor larger than two. Thus we stop the association
when one of the detected faces is too large. The tracker will re-catch the faces after
scaling. Since we use a motion-free target model, our tracker is robust against
large occlusions and missing detecting, and tracks the faces stably. The tracker
may assign candidates to wrong faces when facial appearance varies too much,
e.g., laughing and rotating. In such situation, we should stop updating the statis-
tical appearance representation. And the faces will switch back when the facial
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appearance stops varying. Such failures could be reduced by rejecting sudden large
moves (Figs. 51.4, 51.5).

51.5.2 Sharing Statistical Representations Between Video
Sequences

In this experiment, we share the statistical representations when tracking human
faces on different video sequences. Sharing appearance model is useful for video
annotation and behavior analysis.

Two test video sequences are used in this experiment. Seq. nokia is a quality-
degraded video sequence captured with a Nokia smart phone, which suffers
shaking and motion blur (intentionally). Seq. samsung is captured with another
Samsung smart phone. Fig. 51.6 shows tracking result of our method on Seq.
nokia. And Fig. 51.7 presents tracking result of sharing the models. In Seq. nokia,
our tracker fails to assign the candidates to the faces on frame 500 (associating
fails), and miss one face in frame 140 and frame 300. By sharing the statistical
representation estimated on a clearer observation (Seq. samsung), the stability of
tracking result on Seq. nokia got improved, and find correct assignments on the
failure frames.

Fig. 51.4 Tracking multiple faces on Seq. face_fast [14]

Fig. 51.5 Tracking result on Seq. face_frontal

Fig. 51.6 Tracking multiple faces on Seq. nokia
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51.6 Conclusion

In this paper, a statistical appearance model, which characterizes facial appearance
with statistics, is proposed. SAM captures appearance invariance by exploring an
over-rich haar-like feature set, and trains a classifier of good discriminability using
separability-maximum booting. A novel framework using SAM is designed for
multiple faces tracking. In our framework, we are able to track faces robustly. By
sharing the statistical representations, we are able to improve tracking result on
quality-degraded video sequence.
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