
Chapter 15
A New Vision Inspired Clustering
Approach

Dequan Jin and Zhili Huang

Abstract In this paper, a new clustering approach by simulating human vision
process is presented. Human is good at detecting and segmenting objects from the
background, even when these objects have not been seen before, which are
clustering activities in fact. Since human vision shows good potential in clustering,
it inspires us that reproducing the mechanism of human vision may be a good way
of data clustering. Following this idea, we present a new clustering approach by
reproducing the three functional levels of human vision. Numeric examples show
that our approach is feasible, computationally stable, suitable to discover arbi-
trarily shaped clusters, and insensitive to noises.

Keywords Neural field theory � Clustering Analysis � Amari’s model � Stationary
solution � Dynamical system

15.1 Introduction

Clustering is primitive in human learning activities [1]. All the unsupervised
learning activities can be considered as clustering activities [2]. The most fun-
damental human clustering activity may be in human vision, for instant, in object
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detection or segmentation, which are elementary visual activities. Human vision is
highly complex. A simple visual activity may involve a lot of neuronal structures.
If we just investigate one or several ones of these structures, it may be not enough
to illustrate the visual activity. But if we consider the whole visual system that
includes most of these coupled structures, it may become too complicated to be
analyzed. Instead of considering individual neuronal structure, some investigations
on visual perception indicates a feasible way to avoid these difficulties, which
reproduce the functional levels of human vision, each of which might be struc-
turally distributed [3, 4].

In this paper, a new clustering approach is presented, by considering data as an
image and clustering them by three-level neural field system for visual perception.
Method for determining the range of excited regions in the activation distribution
of neural field is also introduced.

15.2 Levels for Human Vision

Generally speaking, the whole procedure of human vision contains three functional
levels at least, including the transfer level, the planning level, and the motor
control level.

15.2.1 Transfer Level

In this level, eyes and some low-level neuronal structures are involved. Eyes act as
sensors, whose main task is to accept the light intensity distribution and transform
them into neural signals distributions. The visual information may be subjected to
some spatial and temporal transformations in this level induced by retina and some
neuronal structures [4].

Suppose the objects are static in visual field. Then the light intensity distribu-
tion is usually presented as a static image that consists of N light points xif gN

i¼1,
which can be described as [5]

I zð Þ ¼ 1
N

XN

i¼1

d z� xið Þ ð15:1Þ

where

d z� xið Þ ¼ lim
r!0

g z; rð Þ ð15:2Þ

g z; rð Þ is a Gaussian function
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g z; rð Þ ¼ exp � zk k2

r2

 !
ð15:3Þ

The visual information I(z) may subject to some filtering effects in the transfer
level, the most significant one of which in object detection and segmentation is the
blurring effect inducing by the retina, which is usually described as the Gaussian
filtering process. Then the output neural signal distribution S zð Þ is given by

S zð Þ ¼ S z; rinð Þ ¼
Z

X
I z� z0ð Þg z; rinð Þdz0 ð15:4Þ

rin is a scale parameter that can be understood as the distance between object
and eye, or the curvature of crystalline lens [6]. If light points are too close that
under the resolution of eyes, they cannot be identified in S zð Þ individually. S zð Þ is
the output of the transfer level, as well as the input of the planning level.

15.2.2 Planning Level

In this level, the input neural signal S zð Þ would be processed by neurons. A visual
perception is presented in the form of activation distribution of these neurons.

There are many neural models in describing the activity of neurons. A popular
one of them is the Amari’s dynamical neural field [7]:

s _u z; tð Þ ¼ �u z; tð Þ þ
Z

X
w z; z0ð Þh u z0; tð Þð Þdz0 þ S zð Þ � h ð15:5Þ

The vector space X is called perceive space. s is a positive time constant. h is
the resting level parameter. The region z 2 X : u z; tð Þ[ 0f g is called excited
region, denoting the activated neurons. The excited region usually corresponds to a
perceived pattern. h uð Þ is a monotonically increasing nonlinear threshold function
satisfying that lim

u!�1
h uð Þ ¼ 0 and lim

u!þ1
h uð Þ ¼ 1, for instant, the step function. It

describes the neural field feedback of each excited point to its neighboring posi-
tions in X with an interaction strength which is determined by interaction function
w z; z0ð Þ.

Mostly, the interaction function w z; z0ð Þ is isotropic and usually written as
w z� z0ð Þ. In this case, w zð Þ is also called as the interaction kernel of the neural
field. Approximating the neurophysiologic lateral interaction among neurons, the
lateral interaction of neural field is usually assumed to be locally exciting and
globally inhibiting. One of the typical interaction kernels is the difference of
Gaussian (DoG) functions with constant inhibition, given by

w zð Þ ¼ Ag z; rð Þ � Bg z; crð Þ � hker ð15:6Þ
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where c[ 1.
There are three important types of stable solutions to system (15.5), which are

/-solution, ‘‘bubble’’-solution and 1-solution:

1. An equilibrium solution u� zð Þ is called /-solution if u� zð Þ� 0 for all z 2 X;
2. An equilibrium solution u� zð Þ is called ‘‘bubble’’-solution if u� zð Þ[ 0 for z in a

subset D � X;
3. An equilibrium solution u� zð Þ is called 1-solution if u� zð Þ[ 0 for all z 2 X.

15.2.3 Motor Control Level

Motor control level aims at sending out control signals to specific organs, for
instant, eyes, according to the neuron activity u z; tð Þ which is the output the
planning level. For different purposes, this level would have different descriptions.
For instant, in the investigation on saccadic motor planning, to control eyes to stare
at an object in visual field, let z� ¼ P

M, where P ¼
R
R

zh u� zð Þð Þdz and
M ¼

R
R

h u� zð Þð Þdz, then z� is the density center of activation distribution which
corresponds to the center of object [4].

15.3 Clustering Approach Based on Vision

Since human vision shows good potential in clustering, it is possible to find a
feasible clustering approach by simulating visual mechanisms. In this section, we
present a new clustering approach by reproducing the three levels of vision. Some
numeric examples are given to show the feasibility and advantages of our
approach.

15.3.1 Transfer Level for Clustering

In this level, the first thing is to transform data set X = xi 2 R
n : i ¼ 1; 2; . . .;Nf g,

to image which can be accepted by visual system by

I zð Þ ¼ 1
N

XN

i¼1

dðz� xiÞ ð15:7Þ

In this way, we obtain a data distribution I zð Þ.
The data distribution I zð Þ is transformed into neural input distribution S zð Þ by a

Gaussian filtering process:
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S zð Þ ¼ S z; rinð Þ ¼
Z

X
I z� z0ð Þg z; rinð Þdz0 ð15:8Þ

15.3.2 Planning Level for Clustering

The aim of this level is to discover clusters in data, i.e., produce a perception of
clusters, according to the neural signal distribution S zð Þ.

Since Amari’s model achieves successes in illustrating phenomena in visual
perception, we also employ it in the planning level for clustering, which is given
by (15.5):

s _u z; tð Þ ¼ �u z; tð Þ þ
Z

X
w z; z0ð Þh u z0; tð Þð Þdz0 þ S zð Þ � h ð15:9Þ

where X � R
n.

As soon as S zð Þ being transferred to the planning level, the neural field begins to
evolve, until the field reaches its steady state u� zð Þ. Several bubbles, i.e., excited
regions may be sustained in u� zð Þ, whose number and range generally depends on
the input S zð Þ, the kernel w zð Þ and the resting level h of the neural field. By
grouping the data located in the same connected excited region into a cluster, the
clusters of the data set X are perceived.

15.3.3 Motor Control Level for Clustering

In visual perception, the motor control level sends out control signal based on the
activation distribution u� zð Þ given by the planning level, so that people can react
based on their perception in the planning level, corresponding to outside visual
stimulus. In the motor control level, we introduce some methods to point out the
range of connected excited regions in u� zð Þ.

When a connected excited region in u� zð Þ is convex, its range is equal to the
attraction domain of a corresponding equilibrium point of the gradient dynamical
system

dz
dt
¼ ru � zð Þ ð15:10Þ

By estimating its corresponding attraction domain, we can estimate the range of a
connected excited region. A feasible way for estimating the domain of attraction of
such a system is presented in [8], which employs an iterative expansion approach.
Details can be seen in [8].
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15.4 Algorithm and Examples

On the basis of the above strategies, for a data set X ¼ xi 2 R
n : i ¼ 1; 2; . . .;Nf g,

we present a clustering approach as following:

1. Select a scale rin [ 0, and the interaction kernel w zð Þ. Compute the signal
distribution S zð Þ by (15.8);

2. Let u z; 0ð Þ ¼ �h for z 2 X. Compute the steady state u� zð Þ of system (15.9). If
there are m excited regions, take all the data points in the same connected
excited region into a cluster, denoting by Cj, j ¼ 1; 2; . . .;m. If there are
unlabeled data points, go to step 3; else, let M = m, go to step 4.

3. If the unlabeled data points locate in excited regions, then group them to the
clusters corresponding to these excited region; else, if the unlabeled data points
locate in some peaks with negative activation, group the data locating in the
same peaks into new clusters Cmþi; i ¼ 1; 2; . . .; ~m. Let M ¼ mþ ~m.

4. Let Sc ¼ Cj

� �M

j¼1, then Sc is the clustering result.

To show the feasibility of our approach, we give some numeric examples as
shown in Figs. 15.1 and 15.2. The kernel w zð Þ is given by (15.6). Parameters are
given as r ¼ 0:07; c ¼ 1:1; s ¼ 0:1, A = 1.2 and B = 0.1, hker ¼ 0:002, h = 0.02.

As shown in these examples, it can be seen that our approach has some
advantages, for instant, our approach doesn’t require the number of clusters and
specific learning step, is suitable to discover clusters with arbitrary shape. Noises
and isolated points are easy to be identified in the above results.

Since convolution is involved in Amari’s neural field, which consumes a lot of
computation, the computational time expense of this approach is high. As a result,
limited by current computer technology, this approach cannot deal with high
dimensional clustering problems efficiently. However, these Numeric examples
show that this approach has high accuracy in clustering and anti-noise ability.

Fig. 15.1 Three clusters
obtained by this approach for
three-Gaussian data set
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Moreover, these clustering results are highly close to human cognition. So this
approach shows potential especially when breakthroughs in computer technology
like quantum computer are made in future.

15.5 Conclusion

In this paper, we present a new clustering approach inspired from human vision.
By reproducing the mechanism of the three functional levels of human vision, we
present a new clustering approach. This approach is biologically plausible, robust
to noises and suitable to discover arbitrary shaped clusters. To show the feasibility
of our approach, some numeric examples are given.

Nevertheless, our approach is an attempt. Our approach is suitable for all kinds
of data sets theoretically, but it relies on a neural field which contains a convo-
lution on its right hand side, which would consume much computer time.
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