
Chapter 14
Fusion of Gray and Grads Invariant
Moments for Feather Quill Crease
Recognition

Hongwei Yue, Renhuang Wang, Jinghua Zhang and Zuihong He

Abstract In order to overcome the non-crease misjudgment of feather quill, a
novel decision fusion algorithm is proposed. An improved Radon transformation is
used to extract moment invariants of gray and grads dual-mode of target region
and singular value decomposition is provided here to obtain feature vectors,
respectively; then creases recognition is performed according to feature vectors of
the dual-mode. Finally, the final recognition result of the system is achieved by the
fusion of recognition results of the dual-mode at the decision level. Experimental
results show that this new method can overcome the limitations of single-modal
and reduce the misjudgment of non-crease effectively.

Keywords Feather quill crease � Radon transform � Decision fusion � Invariant
moment � SVD

14.1 Introduction

Badminton is a labor-intensive products with about ten detection steps from
feather selecting to finished badminton. In the whole steps, parameter extraction of
feather quill (Referred to as ‘‘FQ’’) is a key link for feather grading. Traditional
detection methods exist disadvantage as follows: manual operation, high labor
intensity, instability in sorting quality. At present, we have do some study of the
problem [1–3]. Due to slender structure of FQ with variable width, camber and
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curvature, in addition, boundary between crease of FQ and background is fuzzy,
this all lead to misdetection of the large number of good FQ. As most of FQs
without creases in actual production, detection method requires not only effective
feature extraction, but also a high degree of non-crease detection accuracy. The
machine vision in detect defects of electronics manufacturing, machinery manu-
facturing, textile, metallurgy, paper, packaging and agricultural industries has a
wide range of applications, and its detection algorithm is highly targeted does not
have the versatility [4–8].Because of the fuzzy boundary of the crease, this is a
better choice for crease extraction and recognition based on regional shapes.
Moments are often used to represent image features, such as Hu-moment [9],
Zernike-moment [10–12], etc. However, these invariant moments have huge
computation and are susceptible to noise interference.

The statistical analysis result of FQ crease shows that most of the FQ crease are
straight-line segment with regular width which is approximately perpendicular to
the radial physiological textures. In view of this feature, this paper firstly uses
local-angle Radon transform to extract moment invariants of gray and horizontal
gradient dual-mode of target region, then uses Singular Value Decomposition
(SVD) to get feature vector of the two kinds of modal to eliminate the influence of
physiological textures; secondly, according to the feature vector, two recognition
results of crease can be get; finally, based on above two recognition results, the
final recognition result of the image is achieved by the fusion of recognition results
of the dual-mode at the decision level. The results of recognition experiment show
that this method, which not only has better noise immunity ability but also reduces
the rate of misjudgment of non-crease effectively, has practical application value.

14.2 Radon Transform Descriptor

By definition the Radon transform of an image is determined by a set of projec-
tions of the image along lines taken at different angles. Let f x; yð Þ be an image.
Its Radon transform is defined by [13]:

R h; tð Þ ¼ R f x; yð Þf g ¼
Z

R2

f x; yð Þd x cos hþ y sin h� tð Þdxdy ð14:1Þ

where d tð Þ is the Dirac delta-function (d tð Þ ¼ 1 if x ¼ 0 and 0 elsewhere),
h 2 0; p½ � and. In other words, R h; tð Þ is the integral of f over the line L h; tð Þ defined
by x cos hþ y sin h ¼ t. Consequently, the Radon transform of an image is
determined by a set of projections of the image along lines taken at different
angles. An image recognition framework should allow explicit invariance under
the operations of translation, rotation, scaling. But it will be difficult to recover all
the parameters of the geometric transformations from the Radon transform [see
Eq. (14.1)]. To overcome this problem, we propose an Radon transform [14].
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Let the following transform be:

Ra ¼ R h; t; að Þ ¼
R1
�1 R h; tð Þð Þadt

Af

� �aþ 1
2

ð14:2Þ

where Af ¼
R1
�1 Rðh; tÞdt ¼

R1
�1
R1
�1 f ðx; yÞdxdy. We can show the following

properties.
Translation of a vector ~u ¼ x0; y0ð Þ : gðx; yÞ ¼ f xþ x0; yþ y0ð Þ
R gðx; yÞf g ¼ Rðh; t þ x0 cos hþ y0 sin hÞ. Substituting Eq. (14.2), we obtain:

Rg h; t; að Þ ¼
R1
�1 Rf h; t þ x0 cos hþ y0 sin hð Þ
� �a

dt

Ag

� �aþ 1
2

¼
R1
�1 Rf h; t0ð Þ
� �a

dt0

Af

� �aþ 1
2

¼ Rf h; t; að Þ

Scaling of k:
g x; yð Þ ¼ f x

k ;
y
k

� �
: Ag ¼ k2Af ;R gðx; yÞf g ¼ kRf h; t

k

� �
:: Substituting Eq. (14.2),

we obtain:

Rg h; t; að Þ ¼
R1
�1 Rf h; tð Þ
� �a

dt

Ag

� �aþ 1
2

¼
R1
�1 kRf h; t

k

� �� �a
dt

k2Af

� �aþ 1
2

¼ Rf h; t; að Þ;

Rotation by h0 : Rf h; t; að Þ ¼ Rf hþ h0; t; að Þ.
The area of image Af can be calculated using any h. To summarize, the Ra is

invariant moment under translation and scaling if the transform is normalized by a
scaling factor a a 2 Zþ; a[ 1ð Þ. A rotation of the image by an angle h0 implies a
shift of the Radon transform in the variable h0. In the next section we propose an
extension to solve this drawback.

14.3 Proposed Scheme

Taking on different values of scaling factor a [see Eq. (14.2)], matrix invariants
R ¼ R2;R3; . . .; Ra½ � can be constructed, Ri 2� i� að Þ is i order invariant moment.
In terms of matrix invariants, we particularly focus on Singular Value Decom-
position (SVD) [15] to extract algebraic features which represent intrinsic attri-
butions of an image. The SVD is defined as follows: R ¼ U

P
VT , where R is an

m 9 n real matrix, U is an m 9 m real unitary matrix, and V is an n 9 n real
unitary matrix.

P
¼ diag k1; k2; . . . kn; 0; . . .; 0ð Þ is an m 9 n diagonal matrix

containing singular values k1� k2� ; . . .; � kn [ 0: let g ¼ k1; k2; . . .; knð Þ be
invariant feature vector of an image.

Raw material for badminton usually is duck feather or goose feather with radial
physiological textures which is approximately perpendicular to FQ crease. How-
ever, using SVD can eliminate the differences of rotated image and lead to
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confusion physiological texture and creases. From Eq. (14.2), we can know Radon
transform is determined by a set of projections at angle h 2 0; p½ �. The proposed
scheme, called local-angle Radon transform (Referred to as ‘‘LR transform ‘‘), is
LR transform is determined by a set of projections at orientation angle
h 2 0�; 15�½ � [ 165�; 180�½ �. This method by reducing the angle can eliminate the
impact of physiology cal texture.

14.4 Crease Detection Algorithm

In order to improve the detection accuracy, sidelight image with side-lighting is
operated. Below is a brief summary of this algorithm. Assume getting the target
region as suspected crease sub-image fi after pretreatment. Then calculating the
LR transform of fi in gray domain and horizontal gradient domain. Combining
with SVD, we can get recognition results rgray and rgrads of gray and grads dual-
mode, respectively. Assume also a set of rgray ¼ 0; 1f g, rgrads ¼ 0; 1f g, where 0
represents crease, 1 represents non-crease. For decision level fusion is a high-level
integration with better anti-interference ability and fault tolerance and can effec-
tively reflect the different types of information for each side of the target.

After getting two recognition results rgray and rgrads of dual-mode, using deci-
sion level fusion method can obtain the final recognition result fr � fr can be

obtained by rgray and rgrads as follows: fr ¼
1; fgrayðiÞ þ rgradsðiÞ ¼ 2
0; else

�
, where 0

represents crease, 1 represents non-crease. The entire algorithm is defined as
follows:

(1) Compute LR transform of fi in gray and horizontal gradient domain.
(2) Construct matrix invariants R.
(3) Using SVD to extract invariant features gi and compute di ¼ gik k.
(4) Label rgray ¼ 0 or rgrads ¼ 0, if di [ k and 1 otherwise; k is experience value.
(5) Compute fr.

14.5 Analysis of Experimental Results

In this paper, experimental samples are collected from feather detection system,
and raw material is duck feather. The detection system through CCD camera
obtains feather image with side-lighting. Homemade feather acquisition system
and its corresponding schematic diagram are shown in Figs. 14.1 and 14.2. From
sidelight image (Fig. 14.3), we can get FQ image (Fig. 14.4) by segmentation
technique. The testing database contains 356 non-crease sub-images and 79 crease
sub-images. During the pretreatment of FQ, they have been obtained suspected
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Fig. 14.1 Acquisition
system of feather

Fig. 14.2 Side-lighting
diagram

Fig. 14.3 Sidelight image

Fig. 14.4 Feather quill
image
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crease sub-images, and have been confirmed and compared with physical objects.
Because of slender structures and camber of FQ, these sub-images have abandoned
edge in order to reduce effects of edge plus noise.

14.5.1 Comparison of Feature Vector

The experimental samples are shown in Fig. 14.5. Figure 14.5a is a non-crease
sub-image; Fig. 14.5b is crease image of FQ root by noise interference, and the
crease just only is half of the width; the crease’s width of Fig. 14.5c is smaller;
the crease of Fig. 14.5d has certain inclination and is not exactly perpendicular to
the horizontal direction. After the pretreatment of the normalized Fig. 14.5, feature
vector is obtained using Hu moment, Zernike moment, LR transform. The LR
transform is performed in gray domain and gradient domain. Projection angle
interval of LR transform is 1 degree and singular value as the recognition feature is
obtained by 2, 3, 4 order invariant moments, as shown in Table 14.1. Because of
limited space, the Table 14.1 gives only the first two singular values. As can be
seen from the table, the distinction of singular value obtained by proposed method
in gray and gradient domain is clear; and singular value obtained by Hu moment,
Zernike moment have no obvious difference. Table 14.2 shows the singular value
after the common Radon transform. Through contrasting singular value with
Table 14.1, we can know singular value get larger because of the influence of
radial physiological texture in the gray domain; and in horizontal gradient domain,
the distinction between crease and no-crease gets smaller. The results show LR
transform is more suitable for crease recognition than Radon transform.

Fig. 14.5 Experimental samples

Table 14.1 Singular value of different methods

Test image Hu moment Zernike moment LR transform

Gray Gradient

Figure 14.5a Value 1 0.1812 0.1770 0.011 0.1989
Value 2 0.0047 0.0906 0.00001 0.0002

Figure 14.5b Value 1 0.1815 0.2078 0.065 0.7104
Value 2 0.0053 0.0558 0.0001 0.0088

Figure 14.5c Value 1 0.217 0.1841 0.7988 1.5145
Value 2 0.0181 0.1808 0.0016 0.0085

Figure 14.5d Value 1 0.1886 0.2026 0.3087 0.9207
Value 2 0.0079 0.0650 0.0010 0.0044
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14.5.2 Recognition Comparison

In this paper, we use recognition rate index to measure performance for crease and
non-crease recognition fusion before and after. Table 14.3 has presented crease and
non-crease recognition rate by the LR transform. From the table, we can remark that
the crease recognition rate has declined after fusion in gray domain (hereinafter
referred to as gray-rate) and in gradient domain (hereinafter referred to as gradient-
rate); non-crease recognition rate after fusion has big improvement over the pre-
vious two. Amount of non-crease feather is far more than amount of crease feather
in the actual production, so the proposed fusion strategies to improve the non-crease
recognition rate meets the demand for industrial production.

14.6 Conclusion

This paper puts forward a new method of FQ crease recognition. It uses local-
angle Radon transform to extract invariant moment of FQ combining with SVD to
get features (singular value) which have invariance in translation and scale to
eliminate the disruption of radial physiological texture. Comparing to Hu moment
and Zernike moment, the experimental results show that this method has good
robustness and better distinguish effect. Finally decision fusion achieves high
recognition rate of non-crease. The method has some value for on-site testing with
60 ms average running time in vc++ 6.0 environment.
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