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Preface

The 2013 Chinese Intelligent Automation Conference (CIAC2013) was Sponsored
by Intelligent Automation Committee, Chinese Association of Automation and
organized by Yangzhou University in Yangzhou, Jiangsu Province, China; 23–25,
August, 2013. The objective of CIAC2013 was to provide a platform for
researchers, engineers, academicians as well as industrial professionals from all
over the world to present their research results and development activities in
Intelligent Control, Intelligent Information Processing and Intelligent Technology
and Systems. This conference provided opportunities for the delegates to exchange
new ideas and application experiences face-to-face, to establish research or
business relations and to find partners for future collaboration.

We have received more than 800 papers. The topics include adaptive control,
fuzzy control, neural network-based control, knowledge-based control, hybrid
intelligent control, learning control, evolutionary mechanism-based control, multi-
sensor integration, failure diagnosis, and reconfigurable control, etc. Engineers and
researchers from academia, industry, and government can gain an inside view of
new solutions combining ideas from multiple disciplines in the field of Intelligent
Automation. All submitted papers have been subject to a strict peer-review pro-
cess; 285 of them were selected for presentation at the conference and included in
the CIAC2013 proceedings. We believe the proceedings can provide the readers a
broad overview of the latest advances in the fields of Intelligent Automation.

CIAC2013 has been supported by many professors (see the name list of the
committees); we would like to take this opportunity to express our sincere grati-
tude and highest respect to them. At the same time, we also express our sincere
thanks for the support of every delegate.

Zengqi Sun
Chair of CIAC2013
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Chapter 1
3D Point Cloud Based Hybrid Maps
Reconstruction for Indoor Environments

Biao Zhang and Qixin Cao

Abstract In this article we investigate the problem of constructing a useful 3D
hybrid map for both human being and service robots in the indoor environments.
The objects in our laboratory include different tables, shelves, and pillar, which are
of great importance for indoor service robot. We detail the components of our map
building system and explain the essential techniques. The environment is detected
in 3D point clouds, after sophisticated methods operating on point cloud data
removing noise points and down sampling the data, we segment the data into
different clusters, estimate the posture for clusters that can be recognized from
library and replace it with VRML model we built in advance, then reconstruct
surface for which cannot be recognized. Finally the preliminary hybrid maps are
represented with the form of point cloud, VRML model and triangular meshes in
3DMapEidtor.

Keywords 3D Point cloud � Hybrid map � Indoor environment

1.1 Introduction

Autonomous service robot are playing an increasingly important role such as
moving objects and cleaning up in our everyday life, as a result they must have a
detailed perception of the indoor environments: the position of different objects,
the length and width of the wall and other important information.

Map is essential for these service robots designed to navigate around a space
with some persistent memory of the features of that space. However, high-quality
maps for robots may not be very useful to human being, people want good visual
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effects but robot need more location information. Our goal is to construct a hybrid
map useful for both robot and people, this way it can simplify man-robot com-
munication and save a lot of time. For example, [1] represents a navigation system
based on hybrid map for intelligent wheelchair.

We approach the map reconstruction problem by designing a structured system,
then we attach the system with a large database (knowledge library) prepared in
advance, in the database there are both VRML models and point cloud model
feature of objects in our building, VRML models and point cloud model are linked
correspondingly. In actual experiments we first collect point cloud data, after some
processing work we compare the segmented point clusters with objects in library,
then we estimate the posture for those objects we can recognize, for those clusters
cannot be recognized we reconstruct their surface, the final map can be imported
into 3DMapEditor for better visualization effect without losing important infor-
mation for robot navigation.

The reminder of the paper is structured as follows. The next section briefly
describes an overview of related work, followed by an architecture of our system
in Sect. 1.3. In Sect. 1.4, we present the preparation of point cloud data.
Section 1.5 presents the results of our experiment. Finally, we conclude and plan
for future work.

1.2 Related Works

For many years the field of map building with mobile robot platform have attracted
lots of researchers, many efforts have been made. But most of them focus on
localization and navigation using 2D map [2, 3], a few researchers develop
algorithm for 3D point cloud processing [4, 5]. Our system is the result of com-
bination of different algorithms and publications.

In [4], Rusu et al. investigates the problem of acquiring 3D object maps of
indoor household environments, in particular kitchens. The objects modeled in
these maps include cupboards, tables, drawers and shelves. Rusu et al. also
investigated semantic labeling of planar surfaces in indoor environments in [5].
Their proposed approach includes a processing pipeline, including geometric
mapping and learning, for processing large input datasets and for extracting rel-
evant objects useful for a personal robotic assistant. In our approach, we improve
this type of approach using larger scale scanned scenes that include multiple point
clouds taken from different positions.

In [6], Alexander et al. presents an extension to their feature based mapping
technique that includes information about the locations of horizontal surfaces such
as tables, shelves, or counters in the map. Their preliminary results are presented in
the form of a feature based map augmented with a set of 3D point clouds. We
improved the hybrid map into a map containing three kinds of data structure,
including point cloud, triangular mesh and VRML models.
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In Dr. Martin Magnusson’s doctoral thesis [7], The Normal Distribution
Transform (NDT) algorithm is explained in detail, it can serve as a registration
algorithm that uses standard optimization techniques applied to statistical models
of 3D points to determine the most probable registration between two point clouds.
We employ this algorithm to determine a rigid transformation between point cloud
data sets gathered from different positions in our lab. [7] classifies 3D data from a
laser sensor into walls, floor, ceiling, and doors, but their segmentation scheme are
very limited, we also improve it in the segmentation section.

1.3 System Overview

An overview of our reconstruction system is given in this section, mainly
including on-line process and off-line process, as well as outlier removal, point
cloud registration and segmentation, feature extraction and other components.

A more detailed diagram of the system description can be seen in Fig. 1.1. The
whole system is built on PCL (Point Cloud Library, an open project for 2D/3D
image and point cloud processing), 3DMapEditor (Developed by SJTU in China,
developed for 3D display and simulation) and other open source tools.

The first step of processing point cloud data and constructing 3D map is reg-
istration and segmentation, after that we can match different parts of point cloud
with models in our libraries built previously, the second step is to calculate the
position and rotation of all the objects, with all the information we got from steps
above it would be simple to replace the whole point cloud with 3D hybrid map
(Fig. 1.2).

The hybrid map refers to the combination of different data structure in the map,
which indicates points, triangle meshes, 3D models, geometry shapes, and so on.
Different tasks can require proper data structure from this map. For example, 3D
collision detection may need triangular meshes, and object recognition requires
geometry feature of point cloud. In our implementation the hybrid model map is
formed by 3 different types of maps:

(1) VRML model. We build 3D VRML model for featured furniture in our lab,
including different tables, pillars, and some other robots. The scale and struc-
ture is totally the same with real objects, once a point cluster is recognized as a
specific object, we can replace the point cluster with our VRML model.

(2) Triangular meshes, used for 3D collision detection, also it shows a better
visual effect than point cloud, as shown in Fig. 1.3.

(3) Point cloud, used for those environment parts like ceiling, wall, and floor.
These parts are thought of as being static or unmovable, which indicates that
they are rarely manipulated or changed. However, they provide us a lots of
useful information for indoor robots completing tasks.

In the following sections we will explain the key technique used when building
hybrid map in detail.

1 3D Point Cloud Based Hybrid Maps Reconstruction for Indoor Environments 3



1.4 Point Cloud Registration and Segmentation

In this section, we describe our approach for 3D point clouds registration, as well
as for segmenting 3D point cloud into independent clusters.

Fig. 1.1 The main frame of our map reconstruction system

Fig. 1.2 The relationship between point cloud model and VRML model, left point cloud; right
VRML model
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1.4.1 Registration

Registration is the technique of combining several datasets into a global consistent
mode, its goal is to find the relative positions and orientations of the separately
acquired views in a global coordinate framework. The main idea is to identify
corresponding points between the data sets and find a transformation that mini-
mizes the distance between corresponding points.

The specific description of our robot platform can be checked in Sect. 1.5, when
we manually drive the robot through our lab environment, we periodically stop the
robot to take 3D scans using our tilting laser scanner LMS200, also odometry
information is also logged. So from hardware system we can get a series of data set
of point cloud gathered from different positions, as well as odometry information
used as initial values in iteration of registration algorithm.

For every set of point cloud data acquired from different positions, we use NDT
algorithm [8–10] to align them together into a single point cloud model, so that
subsequent processing steps such as segmentation and object reconstruction can be
applied.

1.4.2 Segmentation

Point cloud registration will yield a complete 3D point cloud map of indoor
environment with all things together. But real environment may be filled with all
kinds of objects, such as tables, desks, robots, and so on, segmentation is to tackle
with the problem of separating different objects from each other, making it pos-
sible to recognize and replace objects in the following procedure, at the same time
reducing processing time.

Fig. 1.3 From left to right the real scene, point loud cluster, and corresponding triangular
meshes
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There are mainly two steps in this process, the first step is to separate ceiling,
floor, and walls from the rest part of the map, to do this we use the well-known
RANdom SAmple Consensus (RANSAC) method [1]. Specifically in our case the
ceiling contains the most points, so we first extract the largest horizontal plane
which contains most inliers, then we extract the second largest plane at approxi-
mately the position of the floor. In this process, only horizontal planes (which can
be distinguished inside RANSAC algorithm) are considered. If one estimated
plane is not horizontal, it would be trimmed from original point cloud, then we
seek for the next largest plane, this way we can save a lot of computation time.
Once we found the horizontal plane, we check its average coordinate of z-axis to
decide if the result is right, the extracted ceiling and floor can be seen in Fig. 1.4.
Then we estimate all the vertical planes which represent walls from the rest points,
before moving to step two, all the inliers of the ceiling, floor, and walls are all
trimmed.

Step two aims at separating objects in the room from each other, we use
Euclidean clustering method to realize it. The main thought is to use a Kd-tree
structure for finding the nearest neighbors, the detailed algorithmic steps for that
would be from [11]. The clustering step serves 3 purposes: (1) to remove small
individual clusters with points less than threshold value (in our work the threshold
is set to 800); (2) to separate multiple objects from different position which dis-
tance larger than threshold value; (3) to reduce processing time. The clusters with
sufficient points are saved into separate files for further purpose. The number and
position of clusters is also sent to mapping system.

We use Viewpoint Feature Histogram (VFH) feature [12] to compare objects
with models in our knowledge library, in our preliminary experiment the knowl-
edge library contains 15 different objects including desks, tables, cupboards,
shelves, robots, and so on. Those clusters can be recognized will be registered to
the reference model, and get the position and angle values. Replace objects from
point cloud to VRML model is the final step before we get the hybrid map, the
point cloud map and triangular mesh can be loaded directly without changing their
position, the position and rotation of VRML models has already been calculated.
Finally we save these three kinds of map according to XML file format for
3DMapEditor to load in and check out.

Fig. 1.4 The two largest plane components extracted from point cloud data set, the ceiling plane
is on the left and floor on the right, the positions where we gather data are marked with red
number from 1 to 10
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1.5 Experimental Results

In this section, we provide an overview of our robot platform, describe our data
collecting process, display the environment we mapped and our result hybrid map.

1.5.1 Robot Platform

The robot used in our experiment is mainly composed by a modified mobile base
from our soccer robot, a SICK LMS-200 for data collection, a motor used for
rotating LRF to get data of 360�, and a laptop computer for calculation, processing
and display. The robot is also equipped with a panoramic digital camera, even
though not used in this work, in our future work we may integrate these two
sensors (LRF and camera) together.

1.5.2 Data Collection

The robot was manually driven through our building, it was stopped at some
certain places to record the odometry and point cloud data, while moving to the
next place it would process the data collected from last position, saving lots of
time.

The scans were taken from 10 different positions (7 of them are shown in
Fig. 1.5) through this journey, position 1, 2, 6 were located in the corridor while
position 2–5 were chosen in the hall, position 8–10 were chosen in a room. We
tried to make scan spots distribute evenly so that different objects would end with
the same detail, but still some objects have denser coverage than other areas. The
elementary point cloud map after registration is displayed in Fig. 1.6.

Fig. 1.5 The layout of our experiment environment, the positions where we gather data are
marked with red spots and are numbered from 1 to 7
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1.5.3 Hybrid Map

The data recorded from our robot platform contains approximately 3 million
points. We tests our mapping algorithm on that point cloud data set, the inter-
mediate result can be seen in Fig. 1.7 while the final hybrid map shown in Fig. 1.8.

In Fig. 1.7, the ceiling section is removed to achieve better perspective view,
different sections are colored distinctly. The walls, floor, tables can be seen clearly
from each other, almost all objects are separate successfully.

Fig. 1.6 The registration outcome of point data sets from 10 positions. The complete point cloud
map is in the middle, with red lines lead from their registered locations to their original form in
the surrounding area

Fig. 1.7 The segmentation
result of point data sets,
ceiling area is removed to get
a clear perspective. Different
clusters are rendered
distinctly. For example, walls
are in argent and blue, floor is
colored in reddish brown
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We performed a qualitative analysis of the hybrid map. The whole point cloud
map of the SiYuan building’s 1st floor is more than 100 MB, after down sampling
the map become a little more than 31 MB without apparent reduce in accuracy.
After constructing hybrid map, the final result map is approximately 10 MB,
which can be used in most mobile robots with moderate memory, and also
achieves a better visual effect.

1.6 Conclusions

We have presented a comprehensive system for constructing 3D hybrid map based
on 3D point clouds and explained the key methods used to achieve that. Our hybrid
map contains 3 components: (1) a point cloud map which contains the fixed parts
of indoor environment with pragmatic value (such as walls, ceilings and floor). (2)
a VRML model map which is composed by the VRML model built in advance. (3)
a triangular mesh map. The point cloud map is built through extracting planar
regions in the original dataset, and provide pragmatic information for mobile
robots. After that step, point cloud clusters will be compared with models in our
knowledge base, if a point cloud cluster is recognized as an object, its pose will be
estimated and it will be replaced with VRML model. Triangular mesh serves for
3D collision detection and path planning.

Fig. 1.8 The final hybrid map loaded in 3DMapEditor, as is shown in the map, point cloud,
triangular mesh and VRML model are all displayed together
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Chapter 2
Efficient Discriminative K-SVD for Facial
Expression Recognition

Weifeng Liu, Caifeng Song and Yanjiang Wang

Abstract Dictionary learning has attracted growing intention for its prominent
performance in many computer vision applications including facial expression
recognition (FER). Discriminative K-SVD (D-KSVD) is one of conventional
dictionary learning methods, which can effectively unify dictionary learning and
classifier. However, the computation is huge when applying D-KSVD directly on
Gabor features which has high dimension. To tackle this problem, we employ
random projection on Gabor features and then put the reduced features into
D-KSVD schema to obtain sparse representation and dictionary. To evaluate the
performance, we implement the proposed method for FER on JAFFE database. We
also employ support vector machine (SVM) on the sparse codes for FER.
Experimental results show that the computation is reduced a lot with little per-
formance lost.

Keywords Facial expression recognition � Sparse representation � K-SVD �
Discriminative K-SVD � Random projection � Gabor

2.1 Introduction

In recent years, many new technical methods have been exploited for face rec-
ognition and facial expression recognition [1–4]. Sparse representation based
classification has been performed well in facial expression recognition which
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exploits sparse coding to approximate an input expression image by a sparse linear
combination of samples from an over-complete dictionary. In particular, dictionary
leaning, which aims to learn a small dictionary including few atoms from huge
amounts of original information, has achieved many successful applications
including audio and vision data processing [5, 6], image analysis [7–9] and cer-
tainly facial expression recognition [10]. And K-SVD [11] is state-of-the-art
dictionary learning method.

Discriminative K-SVD algorithm [12, 13] extends basic K-SVD algorithm by
incorporating the linear classifier into K-SVD algorithm and finally unifies the
representation power and discriminate ability to train the dictionary and classifier
simultaneously. D-KSVD algorithm has been proven effective and efficiency in
image classification. In [10], Liu etc. utilize D-KSVD algorithm working on Gabor
feature in facial expression recognition which significantly boosts the perfor-
mance. However, the high dimension of facial features will cost a lot of learning
time.

On the other hand, random projection (RP) [14, 15] can project original high-
dimensional data onto a low-dimensional subspace using a random matrix. And
Johnson–Lindenstrauss (JL) lemma [16] identifies that RP can preserve the dis-
tance between two points. In this paper, we introduce random projection as a
preprocessing for feature selection and then incorporate the reduced dimensional
feature into D-KSVD framework. As a result, the proposed method can effectively
reduce the computation and then save the training time significantly with only a
little lost of performance. Finally, we carefully construct the experiments on
JAFFE dataset [25]. Experimental results demonstrate the superiority of the pro-
posed method.

We also employ SVM on the sparse codes for FER. The verified experiments
achieved the approximate results with D-KSVD algorithm.

The rest of this paper is arranged as follows. Section 2.2 introduces discrimi-
nate K-SVD algorithm in detail. Section 2.3 describes the method of random
projection. Section 2.4 presents the experiment result and analysis. Finally, we
conclude with discussion in Sect. 2.5.

2.2 Discriminative K-SVD for Facial Expression
Recognition

2.2.1 Sparse Representation of Facial Expression Images

The basic idea of sparse representation [2–4] is using the over-complete dictionary
to replace the traditional orthogonal basis and then finding the best linear com-
bination of several atoms to represent a signal. Figure 2.1 shows the decomposi-
tion of a facial expression image using sparse representation.

12 W. Liu et al.



As showed in Fig. 2.1, an expression can be decomposed as the linear com-
bination of the expressions in dictionary. The coefficient corresponds to the weight
of each facial expression images in dictionary.

The mathematical model can be represented as:

y ¼ DX: ð2:1Þ

X indicates the sparse coefficients. According to compressive sensing theory
[17], the problem can be transformed to solve the minimum l1-norm problem as.

min jjXjj1 s:t: y ¼ AX 2 Rm: ð2:2Þ

Various algorithm including L1-magic, OMP algorithm [18] etc. can be used to
solve (2). Define di Xð Þ as the coefficients of the ith class. The minimum error can
be as the criteria to judge the belongings of this expression.

min n ¼ jjy� Ddi Xð Þjj2 ð2:3Þ

2.2.2 Discriminative K-SVD Algorithm

Discriminative K-SVD [7, 12, 13] is the extension of K-SVD combining the
representation power of K-SVD and discriminate ability of linear classifier.

K-SVD algorithm [11] tackles the drawbacks of sparse representation through
learning a small-scale dictionary from the given training samples and preserving
the representation power of the original dictionary. The algorithm can be achieved
by the followed problem.

min jj
D;X

Y � DXjj22 s:t: jjXjj0 � T ð2:4Þ

where Y denote the training samples and T is a fixed sparsity factor. The algorithm
works well in image denosing and reconstruction. But it is restricted in image
classification without considering discrimination ability.

Fig. 2.1 The decomposition schematic of facial expression

2 Efficient Discriminative K-SVD for Facial Expression Recognition 13



A linear predictive classifier will introduced to make the dictionary optimal for
classification. The linear classifier Q X;W ; að Þ ¼ WT X þ a can be replaced by the
followed optimal problem:

W ; a½ � ¼ arg min
W ;a

jjQ�WT X � ajj2 þ rjjW jj2 ð2:5Þ

Set a ¼ 0. An objective function for learning a dictionary with representation
power and classification ability can be defined as the following optimal problem:

min
D;W ;X

jjY � DXjj2 þ bjjQ�WT Xjj2 þ rjjW jj2 s:t: jjXjj0� T ð2:6Þ

In order to learn the dictionary D and W simultaneously, drop the regularization
penalty term rjjW jj2 and convert the problem into the following equation:

min
D;W ;X

jj Y
ffiffiffi

b
p

Q

� �

� D
ffiffiffi

b
p

W

� �

Xjj2 s:t: Xk k0� T ð2:7Þ

where Q is label information. Set b ¼ 1, (2.7) can be converted to:

min jj~Y �
X

~di~xijj ¼ min
~dk ;~xk

jj ~Y �
X

k 6¼i
~di~xi

� �

� ~dk~xkjjF ¼ min
~dk ;~xk

jj~Ek � ~dk~xkjjF

ð2:8Þ

where ~Y ¼ Y
Q

� �

; ~D ¼ D
W

� �

; ~dk indicate the kth atom of the dictionary ~D and

~xk is the corresponded coefficient.
At testing phrase, the label of the test image can be obtained through the

product between linear classifier W and the sparse coefficient a.

label ¼ W � a ð2:9Þ

The maximum of label can be viewed as the class of the test image.

2.3 Random Projection

There exist many dimensionality reduction algorithms [19–22] which project the
data into a reduced subspace to reinforce the discriminate capability. RP (random
projection) [14, 15] has been applied widely in dimension reduction. The principle
of RP is very simple and easy to implement. The central idea is aroused by
Johnson-Linderstrauss lemma [16]: Given an image matrix C which contains
N points in d-dimensional vector space, the matrix can be projected to a lower-
dimensional space while the distance between two points is preserved.

~Ck�N ¼ Rk�d � Cd�N ð2:10Þ
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The transformed matrix R has many formats. In this paper, we select the sparse
projection matrix proposed by Achlioptas [23].

R rij ¼ z
� �

¼
1=6 z ¼

ffiffiffi

3
p

2=3 z ¼ 0
1=6 z ¼ �

ffiffiffi

3
p

8

<

:

ð2:11Þ

This distribution reduces the computational time to calculate R � C. Random
vectors are sufficiently approximate to orthogonal [24], so we can use the sparse
random matrix directly.

The proposed efficient D-KSVD based on random projection for facial
expression recognition can be described in table:

The proposed efficient D-KSVD algorithm for FER

Input: The training facial images and test facial image
Output: The label of the test facial images
Step 1 Extract the feature of facial expression images
Step 2 Reduce the dimension of the feature using random projection
Step 3 Learn the dictionary D and classifier W adopting D-KSVD algorithm
Step 4 Find the sparse coefficients a of the test sample y exploit OMP algorithm
Step 5 The label of test sample can be obtained finally.
Step 6 The coefficient X of step 3 and a of step 5 as the training sample and testing samples

separately would be sent to SVM for classifying

2.4 Experimental Results and Analysis

A series of experiments of discriminative K-SVD with RP are performed on the
JAFFE database [25]. JAFFE database contains 213 expression images in total
including seven classes of expressions (Angry, Disgust, Fear, Happy, Sad, Surprise
and Neutral) of ten Japanese women, which each expression has two to four
images.

We use the cropped and normalized face expression images of 120*96 pixels.
The images are split into two groups which one contains 70 images as test sample,
and the others as training sample.

2.4.1 Experiments Analysis of Efficient D-KSVD Algorithm

The role of feature [26] is not neglected and various features have been applied in
facial expression recognition. Three features including gray-scale feature, LBP
feature [27] and Gabor feature [28] have been selected. The original dimensions
are 11520, 512, 11520*4 for gray feature, LBP and Gabor feature respectively.

2 Efficient Discriminative K-SVD for Facial Expression Recognition 15



Then the experiments based on discriminative K-SVD perform on the features
respectively in different reduced dimensions using random projection. Each image
can be separately projected into eighty-dimensions, sixty-dimensions, fifty-
dimensions, thirty-dimensions, twenty-dimensions, ten-dimensions and five-
dimensions. At last, the contrast of the recognition results between the original
data and dimensionality reduction data is given as shown in Fig. 2.2a–c. While the
comparison of training time is presented in Fig. 2.2d.

From Fig 2.2a–c, it can be seen that the recognition rates remain comparable
until the dimension reduced to ten dimensional. On the other hand, in (d),
the training time is decreased significantly after dimensional reduction. In addition,
the performance is not only determined by the classifier, but also the extracted
feature. The recognition results of D-KSVD algorithm with Gabor feature per-
forms best in the three features.

As showed in (c), On the whole, fixing the number of atoms, the results keep
steady until the dimension drops to a lower number such as five dimensions. On
the other hand, fixing the dimensions, the results show a rising trend with the
number of atoms increasing, but it will remain unchanged basically when the
atoms reaches a certain number.
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Fig. 2.2 Contrasts of performance and training time between original data and the data after
dimensional reduction a Gray feature, b LBP feature, c Gabor feature, d Contrasts of training
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2.4.2 Verification Experiments Using SVM

The training coefficient X and the testing coefficient a as the training feature and
the testing feature separately would be classified using SVM algorithm. The
classified accuracy would be presented in Fig. 2.3.

As shown from the table, the performance using SVM is in line with that using
D-KSVD algorithm. The overall trend is declined with the reduction of dimen-
sions. However, the accuracy after dimension reduction still remains unchanged
basically if the reasonable and appropriate dimension is selected.

2.5 Conclusion and Future Work

An efficient discriminative K-SVD algorithm for dictionary learning is proposed
for facial expression recognition. Particularly, dimensionality reduction uses ran-
dom projection acted on a series of features (gray, LBP, Gabor) which are
extracted from the facial expression images. Then the features after dimensionality
reduction are used to train the small-size dictionary and classification simulta-
neously. Finally, the dictionary and classification are implemented for facial
expression recognition system. Experimental results demonstrate that the training
time can be greatly reduced with little performance lost after dimension reduction
using RP.
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Chapter 3
An Improved RANSAC Algorithm
of Color Image Stitching

Weijie Huang and Xiaowei Han

Abstract Image mosaic is a technique being used to stitch multiple images
together to form a stitched image with higher resolution and large field of view.
This paper presents an improved RANSAC algorithm of color image mosaic.
Image mosaic mainly comprises two steps, namely image registration and image
fusion. This algorithm comprises main modules, such as Harris corner detection,
NCC rough matching, improved RANSAC exaction, estimating the projection
transformation matrix, projection transformation, image smoothing. The improved
RANSAC for feature points exaction based on statistical regularities can greatly
support the real time of the algorithm. The experimental results show that the
algorithm presented is fast and effective.

Keywords Image mosaic � Feature point detection � Improved RANSAC exac-
tion � Projection transformation � Image smoothing

3.1 Introduction

As the images captured with the camera will contain less information than what
can be observed by the human eye, image mosaic technique combines two or more
images that are partly overlapped to form a high resolution image [1]. Widely used
in digital video compression, motion control, virtual reality technique, remote
sensing image processing [2] and medical image analysis, image mosaic technique

W. Huang (&) � X. Han
School of Information and Engineering, Shenyang University,
Shenyang, China
e-mail: huang1987515@126.com

X. Han
e-mail: hxw69@163.com

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_3, � Springer-Verlag Berlin Heidelberg 2013

21



has become a hotspot in photo graphics, computer vision, image processing and
computer graphics.

Image mosaic mainly comprises two steps, namely image registration and
image fusion. Image registration is the most difficult and critical procedure that not
only extracts feature points from images, but also searches correct matching
points. Generally, feature points detection includes many methods, such as Harris
feature points, KLT feature points, Susan feature points, SIFT feature points, Surf
points and other methods.

In recent years, researchers have done a lot in the image mosaic technology.
Richard Szeliski proposes a panoramic image mosaic algorithm, based on motion,
which calculates geometric transformations between images [3, 4]. The result
achieves image registration and image smoothing. Document [5] puts forward a
new image mosaic technology, which uses a rotation matrix to represent the
relationship between the mosaic images. This method improves the clarity of the
image mosaic. Compared with the foreigners, in China image mosaic technology
starts late, but the development is fast. Sun Jiaguang, Liu Qiang and Qi Chi, in
Tsinghua University, raise a cylindrical panorama method by tracing texture
feature between adjacent frames [6, 7]. The precision of this algorithm is high but
it also needs too much computation. In the image mosaic algorithms, RANSAC
exaction is an important step [8], and this step is poor real-time. This paper
presents an improved RANSAC algorithm based on statistical regularities [9, 10]
of feature points. In this method, some mismatching points existing in no over-
lapping regions will be rejected [11] to support the real time.

3.2 Image Mosaic

3.2.1 Harris Feature Point Detection

The Harris operator which is based on the characteristics of the signal point
extraction is proposed by C. Harris and M.J. Stephens. It has some features, such
as simple calculation, uniform extraction, stable operator, and so on.

(1) Each point on the left frame and the right frame is filtered by the improved
horizontal and vertical difference operators.

l ¼ Ix2 IxIy
IxIy Iy2

� �

ð3:1Þ

Ix2 ¼ Ix � Ix ð3:2Þ

Iy2 ¼ Iy � Iy ð3:3Þ

(2) Use Gaussian filter to filter the four parameters of l, then get the new l. The
discrete Gaussian function is:
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Gauss ¼ exp � x2 þ y2ð Þ
2r2

� �

ð3:4Þ

(3) Calculate the tensor of feature point:

cim ¼
I2
x � I2

y � IxIy

� �2

I2
x þ I2

y

ð3:5Þ

(4) Finally, when the cim meet the threshold and the point is local maximum
point, the feature point is found.

3.2.2 Normalized Cross Correlation Method

The feature points extracted by Harris operator may be mismatched, so it must be
dealt with the matching method. Normalized cross correlation method (NCC) is a
classical algorithm which calculates the cross-correlation value between the
template image (Left) and the matching image (Right).

(1) 5 neighborhoods of the feature points in two images are filtered by the
smoothing operator.

(2) By using the result of 1, a normalized cross-correlation matrix is raised. Let
the size of the search image S be M �M and the size of the template T be
M � N. M;N both are the pixels and M is larger than N. Let template T move
on the image S. Si;j is the area covered by template T in the image S. i; j are the
coordinates of the top left corner in the Si;j. The measure function measures the
similarity between the search image and templates.

R i; jð Þ ¼

P

M

m¼1

P

N

n¼1
Si;j m; nð ÞT

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

M

m¼1

P

N

n¼1
Si;j m; nð Þ � S

i;j
h i2

s

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

M

m¼1

P

N

n¼1
T m; nð Þ � T
	 
2

s ð3:6Þ

(3) On basis of the normalized cross-correlation matrix, the maximum values of
the feature points are calculated.

(4) By using the result of 3, the initial matched points are found.
(5) Cycle to calculate all the feature points.

3.2.3 The Improved RANSAC Exaction

Random sample consensus (RANSAC) algorithm is able to match the feature
points with noise and it has good robustness. As few feature points are in no
overlapping areas and there are obvious differences between no overlapping areas
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and overlapping areas, the improved RANSAC exaction can easily remove the no
overlapping areas based on statistical regularities of feature points.

(1) The whole image is divided into eight pieces. Count the number of the feature
points in every region. The result shows that more numbers of feature points
are in the overlapping areas while fewer feature points are in no overlapping
areas. The no overlapping areas are removed while the overlapping areas are
preserved by the number of feature points.

(2) In the preserved areas, four pairs of feature points are randomly selected.
(3) Set the number of model consistent points to zero.
(4) Select points from x1; y1ð Þ x2; y2ð Þ. . . x3; y3ð Þ and x01; y

0
1

� �

x02; y
0
2

� �

. . . x0n; y
0
n

� �

.

Point xi; yið Þ and Point x0i; y
0
i

� �

make the projection transformation produce
support points. According to the projection transformation model,
a11; a12; b1; a21; a22; b2 are calculated.

d xi; yið Þ; x00i ; y
00
i

� �� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � x00ið Þ2þ yi � y00ið Þ2
q

\T ð3:7Þ

If (3.7) is right, the number of consistent points adds one.
(5) If the number of consistent points is greater than a given threshold value

Nt(10 %), this model will be the best model. Otherwise, the process repeats
from steps 1–3.

3.2.4 Image Smoothing

In order to eliminate the obvious edge, a linear transition method which is often
used in the overlapping areas is proposed in this paper. The pixel value of the
overlapping area can be calculated according to Eq. (3.8).

W ¼ k �WLþ 1� kð Þ �WR ð3:8Þ

where, k is the weighted average coefficient 0 \ k \ 1ð Þ. In the overlapping area
of the image portion, along the left to the right k becomes 1 to 0.

k ¼ d1

d1 þ d2
ð3:9Þ

d1; d2 are the distances from the matched point to the left boundary and the right
boundary in the overlapping region.
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3.3 Simulation Results Analysis

Experimental hardware platform is a PC, which contains 2.93 GHz CPU and
2.00 GB memory. The software platform is Matlab R2009a/Simulink, which is
system simulation platform.

In this method, main modules are feature point detection, NCC feature points
coarse matching, RANSAC feature points matching, projection transformation,
image smoothing (Fig. 3.1).

Original images are shown in (Figs. 3.2, 3.3).
NCC is shown in (Fig. 3.4).
The result of improved RANSAC method is shown in (Fig. 3.5).
From the above experiment, Improved RANSAC method, which removes the

outliers, can greatly support the real time. At the same time, calculating parameters
of projection matrix are prepared for projection transformation. Image smoothing
eliminates the verge.

The result of image smoothing is shown as follows (Fig. 3.6).
Comparing excluding outliers and including outliers are shown in (Table 3.1).

Fig. 3.2 Left image

Fig. 3.3 Right image
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Fig. 3.4 Ncc result

Fig. 3.6 Image smoothing

Fig. 3.5 Improved RANSAC exaction
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3.4 Conclusions

This paper proposes an improved RANSAC algorithm of color image mosaic. It
suits different times and different camera angles. Harris corner detection, NCC
angle point rough match, improved RANSAC exaction, estimating the projection
transformation matrix, projection transformation, image smoothing are the main
modules of the algorithm. The improved RANSAC algorithm is based on statis-
tical regularities of feature points. In this method, some mismatching points exists
in never overlapping regions will be rejected to support the real time.
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Table 3.1 Improvement results

Including outliers Excluding outliers

The number of feature points 54 42
Algorithm time 2.507894 s 0.672846 s
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Chapter 4
Target Tracking Algorithm Based
on Visual Perception Mechanism

Peng Lu, Shilei Huang, Chi Liu, Daoren Yuan and Yafei Lou

Abstract A method based on visual perception mechanism is proposed for
solving the problem of target tracking. The tracking of target can be achieved in
stability. In this paper, the algorithm use neural responses as the visual features.
Firstly, the receptive field of cells in primary visual cortex is obtained from natural
images. Then the neurons response of background image and video image
sequences can be received and calculated the difference, and the difference is
compared with dynamic threshold, the target can be detected in this way. Finally,
the target tracking can be realized by iterative. Many categories experiment results
show that this method improve accuracy and robustness of the tracking algorithm
in condition of time-real.

Keywords Target tracking � Visual perception � Overcomplete set � Neural
responses

4.1 Introduction

There are a lot of target tracking methods, which are divided into region-based,
feature-based, deformable template-based and model-based generally [1], Among
them, the typical algorithm include Camshift [2, 3] and SIFT [4, 5], and so on.

The sparse coding model of complete basis requires the orthogonal basis
functions [6]. It does not reflect the internal structure and characteristics of images,
and also have less sparsity [7]. Overcomplete model more in line with the
mechanism of visual feature extraction, and has a good sparse approximation
performance [8, 9]. However, the asymmetry of the input space and encode space
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increases the difficulty of the sparse decomposition and the model solution
[10, 11].

For the above problems, we use the energy-based models method for solving
the overcomplete model, and use the response coefficient matrix instead of the
base function matrix for expressing visual features to solve difficulties of the
sparse decomposition and the model solution.

4.2 Overcomplete Sparse Coding Model

The sparse coding model is:

I ¼
X

m

i¼1

AiSi þ N ð4:1Þ

where I is a n dimensional natural image, Ai is a basis function with n dimensional
vector, N is a Gaussian noise, si is the response coefficient, m is the number of
basis functions. If m ¼ n, formula (4.1) is a sparse coding model of complete basis,
if m [ n, s is a redundant matrix, then formula (4.1) is transformed into over-
complete spare coding model.

We assume that W is receptive field, A ¼ W�1 in condition of the model of
complete basis. However, A is a redundant matrix in case of the model of over-
complete basis, so it is very difficult to solve A.

To solve the above problems, we use the logarithm of probability density
function to define the energy-based models, as following formula (4.2):

log p xð Þ ¼
X

m

k¼1

akG wT
k x

� �

þ Z w1; . . .;wn; a1; . . .anð Þ ð4:2Þ

where x is a single sample data, n is the dimension of sample data, m is the number
of receptive fields, the vector wk ¼ wk1; . . .;wknð Þ is constrained to the unit norm,
Z is the normalization constant of wi and ai, G is the metric function of the sparsity
of neurons response s, and ai are estimated following with wi.

In overcomplete basis case, solving the normalization constant Z is very dif-
ficult. Therefore, we adopt the score matching to estimate the receptive field. Let
us introduce score function which is defined by the gradient of logarithm of
probability density function:

w x; W ; a1; . . .; amð Þ ¼ rx log p x; wð Þ ¼
X

m

k¼1

akwkg wT
k x

� �

ð4:3Þ

where g is the first-order partial derivative of G.
We used the distance square of score function between parameter model and

sample data to get the objective function:
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~J ¼
X

m

k¼1

ak
1
T

X

T

t¼1

g0 wT
k x tð Þ

� �

þ 1
2

X

m

j;k¼1

ajakwT
j wk

1
T

X

T

t¼1

g wT
k x tð Þ

� �

g wT
j x tð Þ

� �

ð4:4Þ

where x 1ð Þ; x 2ð Þ; . . .; x Tð Þ are T samples.
By the above analysis, the solution process of the receptive field can be sum-

marized as follows: looking for W to promote the objective function to minimize.
We used the gradient descent algorithm to make the objective function

minimization:

W t þ 1ð Þ ¼ W tð Þ � g tð Þ o~J

oW
ð4:5Þ

where g tð Þ is the learning rate, which changes with time or iteration times.
The algorithm 1 is the learning process of overcomplete set W .
Algorithm 1: Learning of overcomplete set algorithm
Input: Sample images
Output: Overcomplete set W
Steps:

1. Random sampling to the sample images for obtains the training samples;
2. Whiten the samples by the principal component analysis (PCA) method, and

project them into whitenization space;
3. Selected the initial vector Ws, and initialize it to the unit vector, set the error

threshold e;
4. Update W according to the formula (4.5), and normalize the unit vector,

meanwhile update parameter a;
5. If norm DWð Þ� e, stop iteration, otherwise, return to step 4;
6. Stop learning, project the learning result Ws back into the original image space,

then get the overcomplete set W :

4.3 Target Tracking Algorithm Based on the Visual
Perception

Based on visual sparse and competitive response characteristics, only a small
amount of neurons is activated to portray the internal structure of images and priori
properties [12, 13]. We selected N neurons which have larger response as the
visual feature representation of images as shown in Fig. 4.1.

We assume the difference of neurons responds between video sequence image
and background image is as follows:
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h ¼ svi � sgi

�

�

�

� ð4:6Þ

where svi is the response of ith video sequence image patch, where sgi is the
response of ith background image patch.

The dynamic threshold is as follows:

d ¼ 1
n

X

n

i¼1

svi � sgi

�

�

�

� ð4:7Þ

The target tracking algorithm (TTA) is as follows:
Algorithm 2: Target tracking algorithm
Input: Video sequence image and background image
Output: The results of moving target tracking
Steps:

1. Sequential sampling to the video sequence image and background image;
2. Whiten the samples by the principal component analysis (PCA) method;
3. Calculate the neural responses of the video sequence image and background

image with the formula s ¼ Wx, and take the same number of N largest nerve
responses;

4. Calculate the difference h of the neural responses of video sequence image
patches and background image patches in the same location, and compared it
with the dynamic threshold d, if h [ d, output the results of the perception,
otherwise, no further treatment;

5. Display the recognition results of the target;
6. Then enter the following frame of video sequence, return to step 1.

Flow chart of TTA is shown in the Fig. 4.2.
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Fig. 4.1 Feature extraction of image visual. a The response of neurons caused by image. b The
representation of visual feature
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4.4 Experiment

4.4.1 Learning of Overcomplete Set

Experimental environment: software system-matlab7.0, operating system-Win-
dows XP, CPU-1.86 GHz, memory-1 GB, image resolution-512*512.

Experimental process: Firstly, we select 10 video sequence images and use the
16*16 sliding space sub windows for sampling each image randomly, then we get
5000 16*16 pixels sampling patchess from one image, and 256*50000 sampling
data sets from 10 images, and then preprocess the sampling data sets, which is
using the PCA method to centralize and whiten the images, and reduce the
dimension to 128. The data sets of 128*50000 is dedicated to the input of over-
complete set training. Finally, a overcomplete set representation with 512 recep-
tive fields is estimated based on the energy-based models and the result is shown in
Fig. 4.3.
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4.4.2 Target Tracking

From left to right and top to bottom, we use the 16*16 sliding space sub windows
for sampling each image, and get 1024 pixels sampling patches from one image.

We designed experiments for simple background, target scale change, partial
block and complete block. Results of tracking are shown in Figs. 4.4, 4.5, 4.6, and
4.7.

Figure 4.5, the scale and shape of target were changing in the vision.
Figures 4.6 and 4.7, the target just passed behind different and similar objects in
condition of the partial and complete block, so inter-class change occurs in
tracking process.

frame 502                    frame 512                    frame 529            frame 542

Fig. 4.4 Tracking result of the simple background

frame 140                       frame 165     frame 180                        frame 205

Fig. 4.5 Tracking result of the target scale change

frame 30              frame 40                 frame 50 frame 60

Fig. 4.6 Tracking result of the partial block
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In order to verify the validity of TTA, we compared with the typical SIFT and
Camshift on the robustness, accuracy and real-time.

4.4.3 Analysis of Results

As can be seen in Figs. 4.4, 4.5, 4.6, and 4.7, TTA which was based on visual
perception mechanism achieved tracking of target stably in condition of the block
and target scale change. In the Table 4.1, error tracking frames include the false
discovery and false judge non-target: the false alarm and missed alarm, the TTA
algorithm improves the accuracy of target tracking compared with SIFT and
Camshift. It can be seen from the Table 4.2, the time-consume of TTA algorithm
is less than the SIFT, and more than the classic Camshift slightly, but to meet the
real-time requirement.

frame 40 frame 45 frame 48 frame 55

Fig. 4.7 Tracking result of the complete block

Table 4.1 The statistics results of three algorithms

Video
sequences
(frame)

Right
tracking
(frame)

False discover
target (frame)

False judge
non-target
(frame)

Wrong
tracking
(frame)

Recognition
(%)

TTA 898 840 26 32 58 93.5
SIFT 898 663 124 111 235 73.8
Camshift 898 564 159 175 334 62.8

Table 4.2 Time-consume comparison of three algorithms

Video sequence (frame) Time-consume of one frame (ms) Total time (ms)

TTA 898 31.2 28017.6
SIFT 898 53.7 48222.6
Camshift 898 18.3 16343.4
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4.5 Conclusion

By simulating visual perception mechanism, we established a new kind of target
tracking algorithm TTA, and its accuracy and robustness have been improved.
TTA algorithm achieved tracking of target stably when occurred scale change of
target and block interference, and also target deformation and inter-class exchange
at the same time. The furthermore work is we will take further research combined
with high-level visual semantics, such as attention and learning mechanism.
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Chapter 5
Positioning Tropical Cyclone Center
in a Single Satellite Image Using Vector
Field Analysis

Jinfeng Yang and Haoren Wang

Abstract Tropical cyclone (TC) center location or eye fix is the first and inevitable
procedure in TC forecasting, but mostly done manually in practice. Here we present
a novel and objective method to locate TC center by compensating conventional
pattern matching and vector field analysis methods together. The experimental
results show satisfactory results in comparison with the best track data from the
China Meteorological Administration especially when the spiral patterns of TC are
well structured. Our method being introduced, TC forecasters can fix TC eye
objectively and easily from data of all kinds of meteorological satellites.

Keywords Typhoon � Location � Ridge � Gradient field � Equiangular � Spiral

5.1 Introduction

A tropical cyclone (TC) is a low-pressure system with a warm core that forms over
tropical and subtropical waters [1]. In TC forecasting, it is the most basic problem
that accurate and timely TC center located from all kinds of remote sensed data.
Typically, a majority of attempts to fix TC eyefall into two categories: pattern
matching (PM) and vector field analysis (VFA) [2].

Briefly speaking, PM is to define a model for TC with and eye and then match it
with image data in computer under some criterion. Different PM approaches
mainly vary in different models, such as [3–5]. Though intelligent searching
algorithms can be introduced to low calculating time [6], time-honored pattern
matching method is becoming time-consuming as the models are getting more
complicated and the spatial resolution increasing.

J. Yang (&) � H. Wang
Tianjin Key Lab for Advanced Signal Processing, Civil Aviation University of China,
Tianjin, P.O.Box 9 People’s Republic of China
e-mail: jfyang@cauc.edu.cn

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_5, � Springer-Verlag Berlin Heidelberg 2013

37



In VFA, the first step is to construct vector field from consecutive images [2].
Next step is to analyze the vector field to find a TC center, including algebraic
analysis (AA) and structural analysis. The idea of AA is to decompose a vector
field into a sum of solenoidal and irrotational components [7]. Singular point or
critical point can be considered as the eye of TC, such as in [8, 9]. Structural
analysis, proposed in [2, 10], is a geometric analysis method. Since the vectors in
field are rotated and expanded to sectors which seemed like flashlights and the
method employs a voting schema, we would like to name this unique algorithm as
rotated flashlight voting (RFV). It takes use of the geometric feature of spiral that
the angle between radial and tangent lines of log spiral is always constant. RFV is
fast and performs well in noise tolerance. However, there is an assumption that in
the step of vector field construction that the movement of TC is rigid motion. In
this scenario, RFV can show performance only when data with high temporal
resolution are available.

To the best of our knowledge, we find that both PR and VFA methods have
their advantages and disadvantages. If they can be combined together, PR and
VFA would compensate each other. In this study, we developed a schema to make
the two kinds of methods into one. The proposed method is capable of locating TC
center from any data source without taking temporal resolution into account,
which is convenient for forecasters to fix the TC eye fast, accurately, and
objectively.

5.2 Methodology

5.2.1 About Logarithmic Spiral Model

In this sub-section, we described the features of logarithmic spiral—the model of
our schema. Logarithmic Spiral is defined in polar coordinate as:

q hð Þ ¼ a:ebh ¼ a:eh cot a ð5:1Þ

where a, b and a are TC-specified parameters. As can be seen in Fig. 5.1, the value
of b equals to:

b ¼ h� u ¼ p
2
� a: ð5:2Þ

There is a feature of log spiral that the value of a in every point of the spiral is
always identical. This can be proved as follows.

tan c ¼ dy

dx
¼ dy

dx

�

dx

dh
¼ q0 hð Þ tan hþ q hð Þ

q0 hð Þ � q hð Þ tan h
: ð5:3Þ

And, as seen in Fig. 5.1 that, c ¼ aþ h, then,
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tan a ¼ tan c� hð Þ ¼ tan c� tan h
1þ tan c tan h

: ð5:4Þ

Then, substituting formula (5.3) into formula (5.4) yields

tan a ¼ q hð Þ
q0 hð Þ : ð5:5Þ

And then, substituting formula (5.1) into formula (5.5) yields

tan a ¼ a:ebh

ab:ebh
¼ 1

b
: ð5:6Þ

So the logarithmic spiral is also named equiangular spiral. Then it is obvious
that b is also a constant, according to formula (5.2). This feature will be helpful our
schema.

5.2.2 Steps

5.2.2.1 Preprocess

As we know, clouds are usually colder than the underlying sea surface, continent
or other backgrounds. Colder brightness temperatures correspond with higher
grayscales of IR images [11]. In this paper, we first extracted the cloud mass in
image by threshold. In such a way, brighter pixels were retained and the rest were
assigned the value zero. Then the extracted image was cropped for shortening time
cost. We then applied histogram equalization on the image to enhance the contrast.
The average filtering was applied in this step to eliminate Gaussian noise. After
preprocessing, the noise involved was reduced while preserving the details.

Fig. 5.1 Parameters of a
spiral flow, where is the angle
between the radial line and
the tangent line of the spiral,
b is the angle between the
radial line and the
perpendicular of tangent line
(gradient of the spiral), c is
the angle of tangent line, and
u represents the direction of
gradient
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5.2.2.2 Construct Vector Field in a Single Image

In our algorithm, we would like to construct vector field in a single image rather
than a sequence of images. The spiral features give clues to fix eye of TC, whether
the eye is recognizable or not. Therefore, the vector field we got shall be related to
the spiral trend of cloud instead of motion trend. As we know, an image can be
considered as a scalar field. The question turns out to be how to construct vector
field from a scalar field. In vector calculus, the gradient of a scalar field is a vector
field. The gradient is defined as:

rf x; yð Þ ¼ Gx Gy

� �T¼ of

ox

of

oy

� �T

; ð5:7Þ

u x; yð Þ ¼ tan�1 Gy

�

G
x

� 	

; ð5:8Þ

where f x; yð Þ represents the gray-scale image. Thus, we tried gradient operator on
the image that we had previously preprocessed. And then the gradient field was
averaged. However, after these procedures, the gradient field we got was full of
unordered and disorganized vectors which would be helpless in TC eye fixing. So
far, the gap between scalar field and vector field is still remaining. The problem is
then how to filter out the noise in the gradient field.

Inspired by the concept in [12, 13], we found that the pixel values of
2-dimensional imagery could be viewed as z-axis values in 3-dimensional space. It
is very similar to a mountain, and we call it a cloud mountain, illustrated in Fig. 5 2.
Also, as we know, the pixel value in IR imagery is a function of temperature, which
is related to the cloud height. The trend of circulating cloud looks like mountain
crest which can tell the range of a mountain. To extract the venation of a cloud
mountain, in this paper, we determined the candidate ridge points [13] by analyzing
the local maxima. If a point is a ridge point, the point will be local maxima along the
gradient direction formula (5.8). The contrary of this happens when it is a valley
point. We selected the points that were relative maxima to the gradient direction as
valid points. In this manner, the gradients which are local maxima are filtered as
valid gradients. Then helpful information about the circulating trend was extracted
while useless noises were abandoned at the same time. In addition, the number of
vectors to be processed is reduced which makes the algorithm more efficient in
time. The gap had been filled out so that a feasible vector field was obtained.

5.2.2.3 Analyze the Vector Field to Locate the Center

Since a vector field was obtained in the last step, we could then employ the RFV
[10] (Fig. 5.3). In [10], to offset the effect of noise and rounding errors of motion
field estimation, sector span r and a small tolerance angle r+ is introduced, and
another parameter á is brought into control the distance of influence.
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Actually, the vector field we got in previous procedure is a gradient field.
Moreover, the vector field used in the RFV algorithm [10] is a directional field.
Since the direction field is, in principle, perpendicular to the gradients [13], here is
a question that can the rotation step in RFV algorithm be canceled.

The RFV algorithm is based on the property of logarithmic spiral that the angle
between its tangent in any point and the corresponding radial is always a constant
as a (see formula (5.6) and Fig. 5.1). The parameter a controls the directions of
vectors in the field with respect to the radials. And the optimal rotation angle is
p� a with a unknown in practical situation. If the rotation step in RFV is can-
celed, then a ¼ p=2, cot a ¼ 0, the logarithmic spiral will degenerate to a circle.
However, it is obvious that not every TC spiral feature is circular. Therefore,
a ¼ p=2 is not enough, which means the gradients need to be rotated more than 90�.
In this paper, different from the solution in work [10], we tackled this problem with
another procedure that we canceled the rotation at first and verified the candidate
centers at last.

As mentioned in [2], for TC eye fix in northern hemisphere, typically varies
form 100� to 102�. Therefore, in [10], the optimal a is set to 101�, with r+ of at

Fig. 5.2 3D view of a TC,
the values on z-axis are the
grayscales of image which
are related to the cloud
height. It looks like a
mountain composed by cloud

Fig. 5.3 The rotated flashlight voting (RFV) algorithm, a construct vector field first, b rotate
every vector at a same angle, c expand the rotated vectors to sectors to vote for the center
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least 2� to make sure sectors from fields in all the typical cases are wide enough to
cover the center. This solution is sound in typical spiral cases while some TCs
have symmetrical circular structure in maturity period [10]. In our method, instead
of rotating the gradient vectors, we enlarged the span of sectors by increasing the
value of r to make sure both typical and untypical TC centers were covered. And
parameter r+ is canceled for simplification. The real center should be among the
most covered points or the most voted ones. Thus, we determined that the pixels
whose numbers of voting tickets were among the top 1/m in all, m is a human-
specified parameter, as the candidate centers. Note that, in all candidate pixels, if a
pixel is the real center of TC, the angle between every valid gradient and the
corresponding radial should be totally identical (see formula (5.2) and Fig. 5.1). In
practice, these angles should be approximately the same. In other words, the sum
of the variances of angle ß should be the smallest (see formula (5.2) and Fig. 5.1).
The real center is defined as:

Creal ¼ arg
|{z}

c

min
X

i
Var hc

i � ui













� 	

n o

; ð5:9Þ

where Creal is the position of the real center, {c} represents the set of candidate
centers, i depicts every pixel of valid gradients, hc

i means the polar angle from
candidate center c to pixel i, and ui means the angle of valid gradient in position i.

5.3 Experimental Results

The data used in our experiment was IR-images derived from FengYun-3A and
FengYun-3B with 1 km spatial resolution. Due to higher spatial resolution, images
from polar-orbiting satellites are favorable for our scheme. In our experiments, 8
IR-images related to TC Muifa (August 5-7, 2011) were chosen for testing the
proposed algorithm, see Table 5.1. The best track data of the CMA (China
Meteorological Administration) is linearly interpolated to evaluate the proposed
locating method.

Since our data was low in temporal resolution, the track in Fig. 5 4 is a little
discontinuous and unsmooth. However, it is shown that the track of our method is
in general similar with the observed track. The mean absolute error for our
examples was found as 0.28� in latitude and 0.24� in longitude respectively. It
must be pointed out that the presented method is theoretically well performed in
condition that bare bones of TC is equality in pitch. Thus, the accuracy of the
presented algorithm is mainly affected by the symmetry of the TC. In other words,
it depends on how well structured the TC is. Another factor relating to accuracy
are the value of parameter r in RFV [10]. In our work, r was set to p

4, which could
be optimized by some hit and trial experiments in future work.
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5.4 Conclusion

In summary, we proposed a novel algorithm for TC center locating by making the
pattern matching and vector field analysis methods combined together and com-
pensated each other. By the concept of cloud mountain, we obtained valid gradient
vectors that are also ridge or valley points from a single satellite IR image which is
a scalar field, so that gradient field related to the mountain trend would be feasible
for analyzing TC center. And we verified the candidate centers afterwards
according to the equal pitch property of log-spiral and circle instead of rotating the
gradient vectors more at first, so that the robustness of our algorithm to different
TC life period is enhanced without so much extra calculation. In this way, the
proposed method benefits from both sides and can be used in images from solar
orbiting without taking temporal resolution into account. However, one of the
limitations of this technique is its inability to handle the case where the field is
viewed orthographically but not directly from the top [10]. And further work will

Table 5.1 Experimental result for verifying our proposed algorithm

Universal time Satellite
brand

CMA
Lat (�)

CMA
Lon (�)

Our
Lat (�)

Our
Lon (�)

Error
Lat (�)

Error
Lon (�)

08050550 FY3A 25.69 127.31 25.86 127.12 0.17 -0.19
08051235 FY3B 26.05 126.84 25.65 126.66 -0.4 -0.18
08060530 FY3B 28.42 125.24 28.79 125.72 0.37 0.48
08060840 FY3A 28.90 125.02 28.52 124.77 -0.38 -0.25
08061020 FY3A 29.15 124.91 28.87 124.59 -0.28 -0.32
08061220 FY3B 29.46 124.78 29.58 124.89 0.12 0.11
08070820 FY3A 33.91 123.94 33.49 124.12 -0.42 0.18
08071000 FY3A 34.27 123.83 34.33 124.03 0.06 0.20

Fig. 5.4 Comparison of our
proposed method and the best
track data from CMA
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be required to test more TCs of different structure and different period of life cycle
before operational application.
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Chapter 6
Target Extraction Study on the Vision
System of Apple Picking Robot

XinWen Cheng and XueQiang Shi

Abstract This paper studied the color images of mature apple in natural
environment, there is a general distinction between mature apple’s color and the
background. Apple and background distributed in different area of color space.
According to this characteristic, this paper proposed an object extraction algorithm
based on sample color space. First we construct the sample color space in L*a*b*
space by using apple samples’ image and using mathematical morphology to
optimized it. Then recognised the apple target according to the sample color space.
For the small target of depth of field and serious keep out targets, we make them
into binarized images and use morphology structure element again to processing
them. At last we got the ideal segmentation effect with high recognition rate.

Keywords Image segmentation � Sample color space � Binarization � Mathe-
matical morphology

6.1 Introduction

China is the world’s largest producer of apple and occupied an important position
of fruit production in the world. However, our apple picking is still artificial
completed, efficiency is very low. Using computer vision to detect and recognize
apple in natural scene of image can realize its automatic picking. Image
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segmentation is one of the crucial steps. So this paper studies the apple image’s
segmentation of natural conditions and provides fast complete object segmentation
method for subsequent robot visual identification and automatic picking. At
present, there are many people study on the color image segmentation at home and
abroad. In traditional image target recognition, image will often directly make into
binary and extract the object. For example Niu xi-quan etc., [1] make the color
mature apple image under natural scene into gray image, then segment into binary
images through threshold. Finally using mathematical morphology filter to remove
high frequency noise. That segmentation method fully avoid human intervention
and fast.

However the use of gray image lost a lot of useful image information. For the apple
image with complex background, it cannot achieve the ideal effect with directly
binarization. Using multi-threshold segmentation was easy to cause target and
background segmenting into a single tablet that can not recognise of target [2].
Clusteringalgorithm and stochastic model algorithm are difficult to meet the real-time
effects because of the complex computation and cost of processing time [3].

According to the characteristic that the apple target have obvious difference
with the background apple on color, we carry on the research from color space.
First we establish a apple sample color space and then segment the apple image
according to the sample space. For the small target of depth of field and serious
keep out targets, we use morphology to process recogise them and got the ideal
segmentation result.

6.2 Color Space System

In the design principle of chromatology, there are some common color spaces like
RGB, HSV, YCb, L*a*b* and so on. In this paper we mainly introduced the RGB
and L*a*b* color space involved first. RGB color space is established according to
the low of trichromatic theory and one of the basic color spaces. It corresponding a
cube of cartesian coordinate system. RGB represent the three axes respectively. As
shown in Fig. 6.1: When RGB took 0 is origin of coordinates is black, all take the
maximum means white.

Fig. 6.1 RGB color space
diagram
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L*a*b* model is one of the two color spaces recommended by the international
lighting committee in order to uniform color difference evaluation method and its
advantage is luminance component separation. We can use the space distance to
present the differences of two colors. In L*a*b* space, L*means luminance, its
value is 0–100. a* present red and green and their change. The positive value of a*
means red and negative means green, ranging from -60 to 60. b* means the
change from yellow to blue, positive of b*means yellow and negative means blue.
Ranging from -60 to 60. Show as Fig. 6.2. The transformation formulas from
RGB space to L*a*b* space is [4]:

L� ¼ 116ð0:299Rþ 0:587Gþ 0:114BÞ1=3 � 16 ð6:1Þ

a� ¼ 500½1:006ð0:607Rþ 0:174Gþ 0:201BÞ1=3

� ð0:299Rþ 0:587Gþ 0:114BÞ1=3�
ð6:2Þ

b� ¼ 200½ð0:299Rþ 0:587Gþ 0:114BÞ1=3

� 0:846ð0:066Gþ 1:117BÞ1=3�
ð6:3Þ

In L*a*b* color space, a* and b* have nothing to do with the brightness of the
component. We can weaken the radial and shade’s influence of segmentation
results in natural environment and use the two component to build apple sample
color space.

Fig. 6.2 L*a*b* color space
a*b* diagram
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6.3 Building Apple Sample Color Space

6.3.1 Sample Collection

Taking many mature apple pictures from apple orchard with a digital camera,
cutting out mature apple areas

Taking the same variety of mature apple pictures bought back from market in
all sorts of natural light and background conditions like early morning, noon,
evening, sunny and cloudy with ground, leaves or weeds.

6.3.2 Building Sample Space

Building an 120� 120 two-dimensional zero array A 120½ � 120½ �, then transforming
the apple sample color image collected from RGB color space to L*a*b* space.
Using array A to count the number pixel (i, j) of sample appeared in space a*b*
(L* is ignored). If pixel (i, j) appears one time, then Aði; jÞ corresponding increases
one. At last we can got the 2D color distribution density array of sample. Selecting
an appropriate threshold value depending on how many the samples are. Proba-
bility value which pixels appears less than threshold will be assigned to zero.
Finally the pixel set in a*b* space corresponding by the non zero array is the apple
sample color space. In order to reduce the random error and noise on the influence
of sample color space and improve the recognition accuracy, we optimized the
color space with the morphology: The statistical array can take as a two dimen-
sional image after threshold processing, Zero remain unchanged, nonzero namely
assignment is 1, Two-dimensional array becomes a binary map. Mathematical
morphology open operation and closed operation are made on the binary image,
we can eliminate holes, saws and small gaps so as to reduce the error noise,
accidental pixels and edge transition pixels’ impact on the results of the sample
space. Finally the pixel sets in a*b* space corresponded by the binary image is the
apple sample color space.

6.4 Mathematical Morphology

The mentioned mathematical morphology above introducted as follows:
The most basic operations of mathematical morphology are corrosion and

inflation [5]. Corrosion: supposing P is input elements, Q is structure elements.
Q correds P, which shows P � Q. As follows:

P� Q ¼ x : Qþ x Pf g ð6:4Þ
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If Q is regarded as a template, P�Q composes of all points that can be filled into
the interial template of P when they are in the processing of translation template.

Inflution is the dual operation of corrosion. The follow is the definition that Q
influts P:

P}Q ¼ [ Pþ q : q 2 Qf g ð6:5Þ

The Morphological opening and closing operation are different combinations of
corrosion and inflation. The image Q is used for the opening operation of image P,
which is represented as PsQ.

P}Q ¼ P� Qð Þ }Q¼ [ Q þ x : Qþ x Pf g ð6:6Þ

There are two functions of the opening operation. First, the disk is applied in the
opening operation so that the internal edge can be polished. In additional, the
discal rounding can get the low pass filtering effect.

Closing operation is the dual operation of opening, and is defined that inflution is
processed before corrosion. P�Q means that Q is used in the closing operation of P.

P�Q ¼ P}Bð Þ � B ð6:7Þ

The closing operation can remove foraminule and concave department of
images and fill in small gaps or hole of target interior. It also can lap an short
intermittent to product the connectivity.

6.5 Apple Target Recognition Test

6.5.1 Experimental Design and Realization

Transforming the apple color image of natural environment into a L*a*b* space.
Inquiring the apple color image’s pixels at the sample color space constructed, the
pixels are perceived as apple target’s pixesl if they can be found in sample space,
otherwise, the background. Then we realized the apple target recognition and
segmentation. In practice, we selected apple color image pixels’ seven areas for
statistics judgment.

Transforming the apple color image of natural environment into L*a*b* space,
treating a*b* pixels array as S 120½ � 120½ �, if more than half of the pixels in seven-
neighbourhood of S i; jð Þ can found in sample color space, S i; jð Þ can be treat as
apple pixel, otherwise treat as the background pixel. Such processing can effec-
tively inhibit noise influence on the result and can distinguish apple target edge
pixels resultful. Programming to realize the above algorithm and experiment.

We took 500 mature apple images in the natural environment with all kinds of
lighting conditions using a digital camera and constructed the apple sample color
space. Then extracting apple from the image of natural environment conditions.
Part of the division examples and results as is shown in Table 6.1.
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6.5.2 Analysis

From the above a series of processing results we can see that, the algorithm used in
this paper can achieve full recognition of the same depth of field and uncovered
goals. It can also inhibit the influence of the light on the result. The vision of far
depth of field cannot be completely identify and differentiate because of that color
is the sole identify factor in sample color space. In the practical production, the far
apple targets cannot be picked by the picking robot in one time and they are small
areas in pictures. So we treated the far apples as background. We use morphology
on the basis of color sample space algorithm to process the images with small
target. We choose a quarter of apple’s radius in close shot as the structural ele-
ment’s radius to remove the small target at the same time do not affecting the apple
target recognition with close shot. Show as Table 6.1, row four, column five. After
morphology processing we also know target can be recognized if the apple targets
are partial covered by leaves and petioles meanwhile apples’ area contain the
obstruction area image. However, if contour lines of apple targets are covered by
leave or branches, integrity of target recognition will be affected. Show as
Table 6.1, row three, column five. This result also to provide a reference for robot
design avoiding of the branches and obstacles, reducing the damage of apple tree,
and improving the service life of the machine.

6.6 Result

The algorithm based on the apple sample color space proposed and optimized with
morphology in this paper is suitable for apple’s segmentation when the mature
apple and background have obvious difference. The segmentation effect is
remarkable. This algorithm can also inhibit the affect of light to the result.

When the contour line of the apple was covered by the branches, the apple
target can be incompletely recognized. This paper also treat the deep small target
objects as background, such processing considered the actual production situation
and also increased the efficiency of target segmentation.

For the apple target can not complete recognized with partial covered, in
production we can use different positions of photography and multiple picking
method. The algorithm in this paper has important meaning for production
practice.

Acknowledgments Nature Science Foundation of Hubei Province (2011CDB353).
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Chapter 7
The Research on the Method of Traffic
Area Dynamic Division and Optimization

Yirong Guo, Baotian Dong and Lei Wu

Abstract Based on the Temporal and spatial variation characteristics of traffic
flow, this paper puts forward the traffic area dynamic division method and how to
realize the merger and separation of nodes in the control area, as well as inter-
regional automatic combination and split. First, according to the traffic relevance
and traffic similarity between adjacent intersections in the traffic area, the appli-
cation of clustering analysis method, the traffic area is divided into some dynamic
control zones. Then, application node shrinkage method is to determine the key
nodes of the control zone, and relying on the fuzzy cognitive map is to analyze the
direct and indirect influence of the key nodes and the other nodes in the control
zone. Finally, according to the traffic flow state changes forms: basic remains the
same, crowded diffusion and crowded subsided, respectively, is corresponding to
the dynamic changes of the control zones: remains unchanged, expansion com-
bination and shrinkage decomposition, in order to achieve the merger and sepa-
ration of the nodes in the control zone, as well as inter-regional automatic
combination and split.

Keywords Traffic engineering � Dynamic division � Merger and separation �
Fuzzy cognitive map � Control zone
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7.1 Introduction

At present, about the traffic control zone dynamic division, at abroad it was studied
mainly from the degree of coupling, gravity, coordination coefficient [1], grading
system classification technique [2], etc., while in domestic it was studied mainly
from the angle of traffic flow, distance, cycle, etc. [3]. And the application of cycle
is used to determine the changes of merger coefficient in SCATS system [4], in
order to judge whether the control zone is merged.

In this paper, first according to traffic relevance and traffic similarity between
adjacent intersections in the traffic area, it is divided into several traffic zones of
strong internal relevance and similar traffic characteristics. Then, in order to make the
control area adapt to the constant change of the traffic flow, according to the traffic
flow state changes forms: basic remains the same, crowded diffusion and crowded
subsided, respectively, is corresponding to the dynamic changes of the control zones:
fine tuning, expansion combination and shrinkage decomposition, which achieve the
merger and separation of the nodes in the control zone, as well as inter-regional
automatic combination and split, thus can ease traffic congestion effectively.

7.2 Traffic Area Dynamic Division

Traffic zone is a set of nodes or lines with a certain traffic correlation degree and
traffic similarity, which changes along with the time, correlation degree and
similarity changes. It reflects the traffic characteristics of the spatial and temporal
changes about the urban road network.

7.2.1 Traffic Correlation Degree

Traffic correlation degree reflects traffic correlation characteristic between nodes.
Traffic correlation characteristic is represented by IT, which refers to associated
with the degree of traffic parameters between nodes. The calculation of sections
relevance between adjacent intersections, using Whitson improved model is [5]:

IT ¼
1

n� 1
n � Qmax

P

n

i¼1
Qi

� 1

0

B

B

@

1

C

C

A

1
1þ t

ð7:1Þ

n is from upstream intersection traffic flow into branch number; Qi is from the
upstream intersection traffic flow into the first i branch; Qmax is from upstream
intersection traffic flow into the maximum; t is the average travel time between two
intersections, unit: min, equals to the intersection spacing D divided by the average
vehicle speed V.
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7.2.2 Degree of Traffic Similarity

Degree of traffic similarity reflects the traffic similarity between nodes. It is repre-
sented by IC, which refers to the degree of traffic parameters similarity between each
node. Calculation between adjacent intersection traffic similarity, can be used to
represent by the cosine of the angle between the adjacent intersection of state vector.

Among them, the node state vector is available saturation X, cycle T and flow
Q to express. For the node vi and vj, the state vector is X = (Xi, Ti, Qi) and y = (Xj,
Tj, Qj) respectively, so the degree of traffic similarity IC is:

IC ¼ cos h ¼ x; y

xj j; yj j ð7:2Þ

7.2.3 Control Area Division

Fuzzy C-Means Algorithm (FCMA) is a typical kind of Fuzzy clustering Algo-
rithm. According to the calculation of each group membership degree of data to
determine the set of data belong to a certain degree of clustering, this will be
multidimensional data space of discrete data to classify [6]. The specific method of
calculation is not presented in this paper because of space limitations.

Using fuzzy C-means clustering analysis method based on the values of sections
relevance and the traffic similarity carries on the control area division. Traffic area as
shown in Fig. 7.1 can be divided into five control zone, as shown in Fig. 7.2. The
relevance between the control zones is much smaller compared to the control zone
associated with the node. The node number of control zone is 1at least.

In Fig. 7.1, the arc refers to association impact strength between the nodes.
One-way line represents the direction of the association impact strength is far
stronger than another direction, whichever takes the greater value. Two-way line
shows that between the two directions of association impact strength is consistent.
No arc indicates that it is not connected between the intersections.

A1 A3

A2

A4

A5 A6

A7

A9

A8

A13 A10

A11

A14

A12

A15

Fig. 7.1 Traffic area between nodes association diagram
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7.3 Determine Key Nodes Within the Control Zone

Urban traffic network can be mapped a complex weighted network [7], namely:
intersection corresponds to the node, the road corresponds to the edge, the vehicles
on the road encountered impedance corresponds to the weight of the edge.

7.3.1 Road Impedance Function

At present more popular and use a wide range of road impedance function is that
U.S. Bureau of Public Roads is based on a large number of sections to carry out a
survey and regression analysis to get BPR function model. The basic form of this
model is:

t ¼ t0ð1þ aðq=cÞbÞ ð7:3Þ

t is road impedance; Q is road traffic volume; t0 is free flow travel time; c is road
capacity; a, b is a regression coefficient, recommended value a = 0.15, b = 4.

7.3.2 Average Path Length

In the Complex weighted urban traffic network, the length of the shortest path
between two intersection nodes vi and vj is dij, which is defined as the connection
between the two intersections weight minimum path length. The average path
length L is the average length of the shortest path between all intersections.

L ¼
X

i;j2V

dij �
2

NðN � 1Þ ð7:4Þ

N is the number of nodes, V is the set of nodes.

A1 A3

A2

A4

A5

A9

A10

A11

A14

A12

A15

A7

A8

A6

A13

Fig. 7.2 Traffic area divided into control zones
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7.3.3 Node Important Degree

Definition 1 Complex network node important degree is the reciprocal of the
product of network node numbers and average shortest path.

The definition can get the following formula:

o ¼ 1
N � L

¼ N � 1
2
P

i;j2V
dij

ð7:5Þ

q is node important degree, and other parameters are the same meaning as above.
Obviously, 0 \ q B 1, when complex network only one node, we take the

maximum value 1.
According to the weight of the road network, namely, road impedance, the use

of node shrinkage method, calculates the degree of each node importance within
the control zone, so as to determine the key nodes in the control zone. For each
control zone in Fig. 7.2, separately calculated node importance, it can be con-
cluded that the A3 and A12 is the key node of its control zone, while A7 and A8
node importance is equivalent, A13 node importance is 1.

7.4 Dynamic Adjustment and Optimization of the Control
Zones

Because the network traffic flow is constantly changing, and traffic control also
alters the original crowded state, control zone can’t be fixed, as well as its control
range is also in constant change. Therefore, we need make the appropriate
adjustment according to the traffic flow change trend.

7.4.1 Merger and Separation of Nodes in the Control Zone

In order to determine influence degree of the direct correlation and indirect cor-
relation between the nodes, the theory of fuzzy cognitive map is introduced. Bart
Kosko proposed a fusion Zade fuzzy set concept and Alexrod cognitive map of the
soft computing method on the basis of classical cognitive map, which is fuzzy
cognitive map (FCM).

Definition 2 In a control zone of the road network, the node set S = {1,2,…, n} is
the finite set, for S, there are two different nodes i, j, if the two nodes are connected
and Wij = 0, then called i to j have directly associated with the impact, denoted by
i ? j.
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Definition 3 In a control zone of the road network, the node set S = {1,2,…, n} is
the finite set, for S, there are two different nodes i, j, if there are different node k1,
k2,…, k(m-1) [ S/(i, j), make i ? k1, k1 ? k2,…, k(m-1) ? j established, then i
through the directed chain e1 = \ i, k1 [ , e2 = \ k1, k2 [ ,…, em = \ k(m-1),
j [ to j have indirectly associated impact, denoted by i ?\ e1, e2,…, em [? j.

In order to get comprehensive associated impacts, the direct correlation clas-
sified to the indirect association will be considered together. Namely, make each
node in the control zone join their associated link, and set the wii = 1, therefore,
i ? j is equivalent to the link i ?\ e1, e2 [? j, where e1 = \ i, i [ , e2 = \ i,
j [ , via link \ e1, e2 [ , i to j of the associated weights is:

W 0ij e1;e2h i
�

� ¼ wiiwij ¼ wij ð7:6Þ

If there are m links in the road network of the control zone to make the node
i associated to j (i = j), the associated weights of the links are respectively:

W 0ð1Þij ;W 0ð2Þij ; . . .;W
0ðmÞ
ij ð7:7Þ

So, comprehensive associated impact of node i to j:

Aði; jÞ ¼
X

m

m¼1

W 0ðmÞij ð7:8Þ

Thus, it can not only describe the node i through the different link to j associ-
ated impact strength, but also can determine i to j of comprehensive associated
impact strength. Setting the threshold value k is i to j of comprehensive associated
impact strength, and realize the merger and separation of the nodes in the control
zone.

Reference the concept of the ‘‘Merger Index’’ in SCATS system, each signal
cycle should be carried out once the merger index calculation. First identify the
key node of control zones in each signal cycle, and calculate comprehensive
associated impact strength of the key nodes and other nodes. If the associated
impact strength is greater than the threshold value, then the ‘‘Merger Index’’ value
plus 1, conversely, the ‘‘Merger Index’’ value minus 1. If the ‘‘merger index’’ is
accumulated to 3, then this several intersections should be combined with coor-
dination control; If the ‘‘merger index’’ is 0, then there is no need to combine
together to control this several intersections, should be separated to control alone
or to merge with other nodes coordination control. Adjustment process of nodes
within the control zone is shown in Fig. 7.3.
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7.4.2 Automatic Combination and Split Between the Control
Zones

Automatic combination and split between the Control zones is adjusted and
optimized on the basis of the original traffic area division. According to the spread
of congestion and subside, for boundary intersections and sections between the
control zones, by calculating traffic similarity and correlation degree of boundary
intersection with adjacent intersection, the ‘‘merger index’’ is used to judge
whether combination and split.

The boundary type of control zones (a) is shown in Fig. 7.4, for (a) provisions:

1. When two boundary intersections of the two control zone need to merge
intersection B, respectively calculate traffic similarity of the intersection B and
two boundary intersections to make a comparison, if the traffic similarity of
control zone A’s boundary intersection is larger than intersection B’s, then B is
merged into the control zone A; Conversely, B is merged into control zone C.

2. Calculating traffic similarity of the intersection B and connected intersection
within the combined control zone A, if the associated impact degree is less than
the threshold value and ‘‘merge index’’ is equal to 0, then intersection B will be
separated from control zone A, considering whether automatic combination
with other neighboring control zones. If the ‘‘merge index’’ of intersection B

Identify key nodes

Calculate the key nodes 
and other nodes 

associated impact 
strength

> λ

“ Merger Index ”  
+ 1

Y

N

“ Merger Index ”
value is 0

“ Merger Index ” value 
-1

“ Merger Index ”
value is 3

“ Merger Index ”
value is 0

N

Y

N

Correlation intersection 
merger 

original merger 
intersection split

Y

N

Prepare for  the next 
cycle to determine the 

key node 

Y

value

Fig. 7.3 Adjustment process chart of nodes within the control zone
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and the intersections within the adjacent control zone C is also equal to 0, then
intersection B will become an independent control zone, implements a single
point of control.

The boundary type of control zones (b) is shown in Fig. 7.4, for (b) provisions:

1. When two boundary intersections of the two control zone need to be merged,
calculated traffic correlation degree of the two boundary intersections, then
respectively compared with the minimum value of the associated degrees of
adjacent intersections in the control zone A and C, if the minimum value of the
control zone A is much closer to the correlation degree of the two boundary
intersections, then C’s boundary intersection D is merged into A; conversely,
A’s boundary intersection is merged into C.

control zone 

(a)

(b)

A
control zone 

C
Intersection 

B

control zone
A

contro lzone CIntersection
D

Fig. 7.4 Boundary type of control zones (a), (b)
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2. Calculating traffic similarity of the intersection D and connected intersection
within the combined control zone A, if the associated impact degree is less than
the threshold value and ‘‘merge index’’ is equal to 0, then intersection D will be
separated from control zone A, considering whether automatic combination
with other neighboring control zones. If the intersection D is adjusted to control
zone A because of congestion diffusion, so the intersection will be pulled back
to the original control zone C.

So, in accordance with the rules of the merger and split, due to the crowded
diffusion, original control zone can automatically extended combination, and as
congestion is gradually dissipated, the extended control zone will gradually be
shrunk to the original control zone.

7.5 Conclusion

Previous traffic zone division methods can’t provide timely and effective decision-
making basis for the management and control of the road network congestion.
Based on the temporal and spatial variation characteristics of traffic flow, appli-
cation of fuzzy theory, puts forward the traffic area dynamic division method and
how to realize the merger and separation of nodes in the control area, as well as
inter-regional automatic combination and split. The method is updated in real time
to adjust and optimize the control zone, so as to make it adapt to the change of
traffic flow, and can effectively alleviate traffic congestion.
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Chapter 8
Multiclass Vehicle Detection Based
on Learning Method

Zhiming Qian, Jiakuan Yang and Lianxin Duan

Abstract This paper presents a real time vehicle detection framework using
learning method. This framework combines offline multiclass support vector
machine and online boosting method for vehicle detection. Compare to tradition
approaches, the proposed method can robust deal with multiclass vehicles and
unfamiliar environment. Experiments with the city vehicle database are used to
evaluate this method. The experimental results demonstrate the consistent
robustness and efficiency of the proposed method.

Keywords Vehicle detection � Support vector machine � Online boosting

8.1 Introduction

The application of computer vision technology to traffic detecting and information
collecting is an important subject in intelligent transportation systems, and video
vehicle detection is the basic parts. Efficient and robust detection of vehicles from
a video sequence has important application value in the machine vision. In recent
years, tremendous efforts have been made in the field of vehicle detection to
improve detection effectiveness [1–3].

In general, video vehicle detection can be divided into two categories: the
learning-based approaches and the appearance-based approaches. Based on how
the learning takes place over time, the learning-based approaches can be catego-
rized as offline learning and online learning. Offline methods require all the
training data to be available from the beginning of learning process. These kinds of
algorithms try to produce results which are consistent with all the collected data
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samples. On the other hand, in online learning is more consistent with how the
human learns and provides the machine with the ability to learn continuously and
adapt all the time to its inputs. The effectiveness of a vehicle detection system
employing offline training typically relies on large amount of training data. The
quality and quantity of the training data certainly determine the detection capa-
bility of the system. In order to resolve the problem, the online learning methods
have been an area of great recent interest in the vehicle detection.

There are some online learning methods to detect vehicle which have obtained
good results [4, 5]. However, these methods have some insufficient as follows:
(1) These methods can not deal with multiple class patterns. In real world, the
vehicle type is various. Using single modular to detect multiclass vehicles will
result in efficiency reduction. (2) Due to online learning method natural defects,
such as the drift problem emerged when reusing video images to update the
classifier, which also will lead to detection rate reduction.

To solve these problems, some researchers have presented many new methods.
Saffari et al. [6] presented online multiclass learning method which can deal with
multiple class information in the real-time environment. Grabner and Bischof [7]
presented online multiple instance learning method to solve the drift problem.
These methods haves obtain better results in some experiments.

Offline learning strategies which means the entire training set at once which
eases optimization and yields good results. In contrast, online learning strategies
which means suitable for video data and environmental change. In this paper, we
presented a simple and effective multiclass vehicle detection frameworks. It
combines with the advantage of multiclass support vector machine (SVM) and
online boosting method. The proposed method has the following characteristics: It
can detect different vehicle classes in real-time environment efficiently; it just
needs less time for training or learning in advance.

8.2 The Proposed Method

Given an input of a video sequence taken from a moving vehicle, system outputs a
types and locations of the vehicles in the images. The system contains two main
components: the vehicle classification and vehicle detection. In the vehicle
classification, offline SVM algorithm is used to categorize classes of vehicles and
create the training sample sequences for the online learning. In the vehicle
detection, online learning algorithm is employed to detect the positions of
the vehicles by learning the train sample set. Finally, System uses the new clas-
sifiers which are created by online learning to achieve the multiclass vehicles
detection task. A general overview of the system framework can be seen in
Fig. 8.1. The dashed part is completed during the initial training process of online
classifiers.
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8.2.1 Vehicle Classification

In vehicle classification phrase, we use multiclass SVM method in the LibSVM [8]
to achieve vehicle classification. LibSVM is a useful library for SVM. It is
currently one of the most widely used SVM software. LibSVM uses the one-
against-one approach for multiclass learning problems [9]. If k is the number
of classes, then k(k-1)/2 classifiers are constructed and each one trains data from
two classes. For training data from the ith and the jth classes, LibSVM solve the
following two-class classification problem:

min
xij;bij;nij

1
2

xij
� �T

xij þ C
X

t

ðnijÞt ð8:1Þ

xij
� �T

/ xtð Þ þ bij� 1� nij
t ; nij

t � 0; xt in the ith class

xij
� �T

/ xtð Þ þ bij� nij
t � 1; nij

t � 0; xt in the jth class

(

ð8:2Þ

After classifiers are constructed, use the ‘‘Max Wins’’ voting strategy doing the

future testing: if sign xijð ÞT/ xð Þ þ bijÞ
� �

say x is in the ith class, then the vote for

the ith class is added by one. Otherwise, the jth is increased by one. Then we
predict x is in the class with the largest vote.

Fig. 8.1 The system framework of our method
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8.2.2 Vehicle Detection

Boosting is one of the best and thus one of the mostly applied methods in vehicle
detection. Boosting for vehicle detection as described in the previous section most
works offline. Hence, all training samples must be given in advance, which is not
the case for video vehicle detection. Since for online learning each sample is
discarded directly after an update all steps have to be online. In this paper, we use
Grabner et al.’s online boosting method creating vehicle detector.

The main steps of online learning are briefly described below.
A selector sn(x) can be considered a set of M weak classifiers

h1 xð Þ; . . .; hM xð Þf g that are related to a subset of features Fn ¼ f1; . . .; fM xð Þf g,
where F is the full feature pool. At each time the selector sn(x) selects the best
weak hypothesis according to the estimated training error.

To start the learning process a fixed set of N selectors s1; . . .; sn is initialized
randomly. Whenever a new training sample (x, y) arrives the selectors are updated.
These updates are performed with respect to the importance weight k of the current
sample, which is initialized with k = 1.

To update the selector sn first all weak classifiers hn;m xð Þ are estimated by
evaluating the feature fn;m on the sample image x and the corresponding errors:

en;m ¼
kwrong

n;m

kcorr
n;m þ kwrong

n;m

ð8:3Þ

are computed. The weightsù kcorr
n;m and kwrong

n;m are estimated from the correctly and
wrongly classified examples seen so far. Then, the selector sn selects the weak
classifier hn;mþ with the smallest error en ¼ en;mþ, where mþ ¼ argminm en;m

� �

:

sn xð Þ ¼ hn;mþ xð Þ ð8:4Þ

According to the error en the voting weight an and the importance weight k are
updated:

an ¼
1
2

ln
1� en

en

� �

ð8:5Þ

k ¼
k

1
2ð1� enÞ

snðxÞ ¼ y

k
1

2en
otherwise

8

>

>

<

>

>

:

ð8:6Þ

The importance weight k is passed to the next selector snþ1. In order to increase
the diversity of the classifier pool Fn and to adapt to changes in the environment
the worst weak classifier hn;m�, where m� ¼ argmaxm en;m

� �

, is replaced by a
classifier randomly chosen from the feature pool F.
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Finally, a strong classifier is computed by a linear combination of N selectors:

H xð Þ ¼ sign
X

N

n¼1

an � sn xð Þ
 !

ð8:7Þ

After all online classifiers are constructed, we also use the ‘‘Max Wins’’ voting
strategy doing the vehicle classification.

8.3 Experiments

In the training phrase, the data set is the image segmentation data, where each class
is a vehicle type collected from a 32 9 16 region of a vehicle image. There are
four classes to classify: motorcycle, bus, truck, and car. The training set consists of
1000 samples per class while the size of the test set is 400 samples per class. Some
training images from all classes are shown in Fig. 8.2. In the test phrase, if all the
classifiers obtain detection results, the detection result will be considered to
include in the detection rate; if all the classifiers do not obtain detection results or
the detection results give the incorrect classification, the detection result will be
considered to include in the error rate. We make a comparison of detection rate
and error rate with offline SVM multiclass classifiers and online boosting multi-
class classifiers using the test dataset. The detection results are shown in Table 8.1.
It clearly shows that our method performs better than SVM multiclass learning.

Fig. 8.2 A subset of the training samples for the four classes

Table 8.1 Detection results on test dataset

Classifier SVM
detection rate

SVM
error rate

Final
detection rate

Final
error rate

Motocycle 71 36 92 13
Bus 85 21 98 4
Truck 78 31 96 8
Car 82 27 96 6
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More significantly, we create online multiclass classifiers which are suitable for
video sequence with small training samples. Some detection results in the video
sequences are shown in Fig. 8.3.

We test our system on several video sequences, which consists of more than ten
minutes of RGB video taken on city highways during the day. The sequences
consist of 150 frames images per class. Table 8.2 shows the results for our
detection system, and Fig. 8.4 shows the average detection errors of four classes on
the video sequences.

Fig. 8.3 Some detection results in the experimental sequences

Table 8.2 Detection results on video dataset

Classifier Detected vehicles Vehicles not detected

Motocycle 14 3
Bus 16 1
Truck 12 0
Car 31 2

Fig. 8.4 Average detection error on video sequences

68 Z. Qian et al.



8.4 Conclusion

We have proposed a real-time vision framework that detects multiclass vehicles in
videos. The framework employs a combination of multi-class SVM and online
boosting method to analyze the video images. Our framework is able to run in real
time with simple, low-cost hardware. Our experimental results demonstrate
effective, multiclass vehicle detection in real traffic environments by applying the
proposed approach. If new classes of vehicles or unfamiliar environments are
encountered, the proposed framework can adapt itself to the changes and detect
vehicles successfully.
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Chapter 9
An Object-Level Approach Improved
by Quadtree to Dynamic Monitoring
of Mining Area Expansion

Liang Huang, Yuanmin Fang, Xiaoqing Zuo and Xueqin Yu

Abstract An object-level approach improved by quadtree to dynamic monitoring
of mining area expansion is proposed. In order to improve the efficiency and
quality of objects acquired from high spatial resolution remote sensing image,
multi-scale segmentation combined with quadtree segmentation is used to obtain
objects of multitemporal remote sensing images; Then object-oriented image
analysis method which takes into account the spatial relationship between ground
objects is used in multitemporal remote sensing images to extract mining infor-
mation respectively; Finally, overlay is use in mining areas extraction respectively,
and Inter-erase operation is used to obtain result of mining expansion. Experiments
are carried out in remote sensing images from a certain phosphate area of Anning,
and the results prove that method was proposed in this paper is feasible and
effective.

Keywords Mining area expansion �Dynamic monitoring �Quadtree segmentation �
Orient-object �Multi-scale segmentation

9.1 Introduction

The mineral resources are important natural resources; it is an essential material
basis for the development of social production. Mineral resources belong to the
non-renewable resources, and reserves are limited. Over the years, the development
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and utilization of mineral resources in China is relatively extensive, some unrea-
sonable exploitations and utilizations, illegal disordered mining and neglect of the
mining area ecological environment are serious. These lead to not only the loss of
mineral resources, waste and destruction, but pollution of ecological environment
around mining and huge life and production losses of the surrounding folks.

There are two main methods to dynamic monitoring the mining development
and expansion: (1) field survey; (2) mining expansion dynamic monitoring based
on multitemporal remote sensing images. The field survey method can get high
accurate monitoring results, but it needs a lot of manpower, especially for complex
terrain and large areas of mining. Because remote sensing have many character-
istics, such as macroscopic, dynamic, fast and objective, it provides a new tech-
nical method for monitoring the change of mine environmental [1]. There are three
ways for dynamic monitoring the mining expansion in multitemporal remote
sensing images: (1) visual interpretation; (2) pixel-based change detection method;
(3) object-level change detection method. Although visual interpretation method
can obtain higher monitoring accuracy, but it relies on the expertise and interpret
experience of interpretation personnel, and it takes a lot of time and energy, so the
timeliness of the information can not be guaranteed. In the past, the low or middle
resolution remote sensing images are main image data sources of dynamic mon-
itoring of mining area expansion. Pixel-based change detection method is the main
method of change detection based on low or middle resolution remote sensing
images; changes are identified by comparing two images that are acquired on the
same geographical area at two different times pixel by pixel. Such pixel-based
change detection technique is usually divided into three main technological pro-
cesses: (1) pre-processing; (2) generating a different image by comparing two
registered and corrected images pixel by pixel. (3) Analyzing the different image
to divide the pixel points into change points or no change points [2]. There are
several methods to obtain the difference image, such as image difference method,
image ratio method, CVA (Change Vector Analysis) [3–5] and difference method
used after transforming the Multitemporal images by PCA (Principle Component
Analysis), ICA (Independent Component Analysis) and KICA (Kernel Indepen-
dent Component Analysis) [6]. Unsupervised change detection on remote sensing
images based on Bayesian theory [7] or MRF (Markov Random Field) [8] are the
main methods for processing the difference image. With the successful launch of a
new generation of high spatial resolution remote sensing satellite, the space
structure and surface texture of target ground objects can be more clearly
expressed, more sophisticated internal composition of ground objects can be dis-
tinguished, the edge information of the ground objects can be seen clearly in the
high spatial resolution remote sensing images, so the high spatial resolution remote
sensing image becomes the condition and basis of effective mining area expansion
dynamic monitoring. It is limited to use pixel-based change detection method to
dynamic monitor mining area expansion on high spatial resolution remote sensing
image, because there are low separability of each class, huge computation and
ambiguity of ‘‘change’’ [9]. In order to solve the problems, the object-level change
detection method came into being and widely used. Walter (2004) proposed a
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remote sensing image change detection methods based on object-oriented classi-
fication. The method classifies objects instead of pixels [10]; Jovanović et al. [11]
presented a new method which used object-oriented image analysis techniques for
land cover change detection; Bovolo [12] presented a novel multilevel parcel-
based approach to detect change in very high resolution multitemporal images;
YOU [13] proposed a multi-scale optimization of SAR change detection method,
the method used multi-scale segmentation to generate parcels of two images, then
cross-entropy was used to calculate the degree of difference between the parcels
and obtain the change region. Objects are as units in object-level change detection
method, so the intrinsic object size and shape characteristics can be used fully, the
separability between the change domain and no change domain can be improved,
and so do separability between different ground objects. But acquisition of the
objects becomes the difficulty. Now lake of an universal and high precision
segmentation algorithm for high spatial resolution remote sensing image is the
bottleneck. Comprehensive consideration of the pros and cons of the above
methods, An object-level approach improved by quadtree to dynamic monitoring
of mining area expansion is proposed. It takes advantage of flexible blocking and
high compression ratio of quadtree segmentation [14], it combined with the multi-
scale segmentation is used to generate the image objects; Then object-oriented
image analysis method which takes into account the spatial relationship between
ground objects is used in multitemporal remote sensing images to extract and
classify mining information respectively, and the results can be obtained; Finally
the mining expansion results can be got by compare the classification results.

9.2 Dynamic Monitoring of Mining Area Expansion

9.2.1 Proposed Method Scheme

With the continuous improvement of spatial resolution, difficulty in high spatial
resolution remote sensing image automatic disposal increases. Mass data and
complex details not only make pixel-based change detection inapplicable, but
increase difficulty of object-level change detection. Because traditional image
segmentation can hardly be used in high spatial resolution remote sensing images
directly. In order to solve the problem, an object-level change detection approach
improved by quadtree is proposed in this paper. First, preprocessing (radiation
correction, geometry correction, image filtering and image registration) is used in
two remote sensing images (T1 and T2) acquired on the same geographical area at
different times; Second, quadtree segmentation is used in T1 and T2 respectively
to obtain original objects, on that basis, multi-scale segmentation is used in T1 and
T2 respectively to obtain final image objects; Then, object-oriented image analysis
method which takes account the spatial relationship between ground objects is
used respectively for image objects classification, meanwhile mining and other
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ground object classes can be extracted; finally, results of mining area expansion
are obtained through comparing and analyzing results of classification and
extraction. The specific process is shown in Fig. 9.1.

9.2.2 Data Source

Two remote sensing images from a certain phosphate area and surrounding areas
of Anning are used as date source in experiments. One image (T1) with a spatial
resolution of 2.5 m is acquired by the SPOT-5 satellite in 2005, shown as
Fig. 9.3a, another (T2) with a spatial resolution of 0.1 m is acquired by photo
plane in 2011, shown as Fig. 9.4a. Quality of data is good, and radiation correction
and geometric precision correction were carried out in images.

9.2.3 Object-Level Change Detection Method

Remote sensing image classification, thematic information extraction and target
recognition are main researches of object-level remote sensing image analysis
method, but there is very little research on remote sensing image change detection.
With continuous improvement of resolution of remote sensing image, object-level
change detection has become one of main development trends in the remote
sensing image change detection [15]. Image segmentation and change regions
extraction are key technologies of object-level change detection method.

T1 Remote Sensing 
image

Co-registration

T2 Aerial image

Image Filtering

Quadtree based 
segmentation

Quadtree based 
segmentation

Pre-processing

Multi-scale 
segmentation

T2 Classification 
Results

T1 Classification 
Results

Object Oriented 
image processing

Object Oriented 
image processing

Classification 
Results Comparison

Change-detection 
Results

Multi-scale 
segmentation

Fig. 9.1 General scheme of
the proposed approach
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9.2.3.1 Image Segmentation

Image segmentation means that specific regions of interest are extracted from
remote sensing image, and it is the basis of automatically extracting ground objects
with computer, expressing and measuring ground objects. So, Image segmentation
becomes one of main research contents of object-level change detection method.
At present, multi-scale segmentation algorithm developed in eCognition by
Definiens in Germany is the most widely used segmentation algorithm. The
algorithm has advantage of that it can reduce average heterogeneity and also
increase object homogeneous in more image objects. But it also has some short-
comings, for example, original objects are formed slowly, this can affect overall
segmentation efficiency, and inappropriate segmentation scale can cause broken
segmentation and over-segmentation. To solve problem of efficiency, quadtree
segmentation in remote sensing image is introduced as pre-segmentation in this
paper. Quadtree segmentation method is image segmentation algorithm based on
uniformity detection. In the algorithm image is expressed as a quadtree, and the
original image is expressed as root. In the tree, each tree node has 4 child nodes
except leaf nodes, the 4 child nodes mean subblocks in 4 quadrant of original
image or image block. The basic idea behind it that an image is subdivided into
4 regions, if a region meets consistency standard, segmentation should be stopped
in it; else segmentation is done until each sub-region meets consistency standard.
The advantage of this method is high flexibility and fast computation speed [16].

In the paper, quadtree segmentation was first used in image to obtain original
objects, then multi-scale segmentation was used after the first segmentation, and
finally image objects were obtained. To compare efficiencies and qualities of
multi-scale segmentation algorithm combined with quadtree segmentation and
traditional multi-scale segmentation algorithm, experiments were carried out in
local image (Fig. 9.2a). In experiments, segmentation scale was chosen as 100.
The run time of multi-scale segmentation algorithm combined with quadtree
segmentation was 1067.124 s, run times of quadtree segmentation and multi-scale
segmentation were 42.282 s and 1024.842 s; but run time of traditional multi-scale
segmentation algorithm was 1665.208 s. Results of multi-scale segmentation
algorithm combined with quadtree segmentation and multi-scale segmentation
algorithm were shown respectively in Fig. 9.2b, c. The results of experiments
proved that efficiency of multi-scale segmentation algorithm combined with
quadtree segmentation was improved and segmentation quality could meet
requirement of subsequent change regions detection.

9.2.3.2 Change Region Extraction

There are two change region extraction methods: one is post-classification
comparison; another is extracting after direct comparison between objects. Because
of different data source and huge data, direct computing can not be implemented
effectively between region objects using current algorithms. Post-classification
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comparison depends on high-precision classification results, however high-
precision classification results are often difficult to obtain. So, now efficiency of
post-classification comparison is still much higher than efficiency of direct com-
parison between mass objects. To obtain high-precision classification results,
object-oriented image analysis method which takes into account the spatial rela-
tionship between ground objects is used in T1 and T2 for images classification. The
results are shown in Figs. 9.3 and 9.4, Figs. 9.3a and 9.4a are the results including
mining, vegetation and water. The following classification strategies were carried
out in two different temporal images:

(1) Vegetation and water: First of all, NDVI was used to differentiate vegetation areas
and nonvegetated areas, in this step water was recognized as vegetation; and then,
Mean Blue was used to separate water from vegetation areas through spectrum
difference between vegetation and water. For example, NDVI was chosen as
(-0.9, 0) to differentiate vegetation areas (include water) and nonvegetated
areas, Mean Blue [ 100 was set to separate water from vegetation areas.

Fig. 9.2 Image segmentation: a original image; b results of multi-scale segmentation algorithm
combined with quadtree segmentation; c results of multi-scale segmentation

Fig. 9.3 Classification results of T1 image: a T1 image; b mine include vegetation; c mine
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(2) Road network: Part of roads was difficult to extract in remote sensing image
T1 for that resolutions of remote sensing images T1 and T2 are different, so
only the main roads would be extracted in images (T1 and T2). In order to best
use the road long/width ratio, and taking into account that the spectral char-
acteristics of the roads, bare ground and mining are similar, firstly the roads
segmented were merged artificially, and then road network was extracted by
road long/width ratio.

(3) Bare land and mining area: Because the spectrum, shape and texture of bare
land and some mining areas were extremely similar, mining areas were dif-
ficult to extract only by spectrum, texture and geometric feature. In the paper,
the spatial relationship between ground objects was introduced to mining
extraction. Mean Red, Mean Green and Mean blue of greater than 230 were set
to extract some mining areas for that Mean Red, Mean Green and Mean Blue
of phosphorite were greater than 230; relationship with adjacent objects of
mining was used to separate from areas, in which spectrum of mining and bare
land were similar. For example, according to distance relations in ‘‘Relations
to Neighbor Objects’’, Distance to Mine lot of greater than 30 pixels was set
to extract mining in T1 through classification. Semi-automatic or human-
interactive method was used to extract through classification in mining areas,
whose spectrum, shape and texture were similar to them of bare land. The
relationship of coincidence boundary in all directions of vegetation or water
and mining was used to extract vegetation and mineral bath from mining areas.
For example, mineral bath and vegetation in mining areas were extracted as
mining by border relationship in ‘‘Relations to Neighbor Objects’’ through
setting Border to Mine lot of greater than 0 pixel and Border to Vegetation/
Water of less than 0 pixel.

After the classification results of T1 and T2 were obtained, overlay (Fig. 9.5a)
was implemented in the output mining areas of T1 and T2 using Arcgis9.3. Then
results (Fig. 9.5b) of mining area expansion were acquired through inter-erase.

Fig. 9.4 Classification results of T2 image: a T2 image; b mine include vegetation and water;
c mine
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9.2.3.3 Results Analysis

Mining areas are acquired through analyzing the results of mining information
extraction in T1 and T2 respectively. There are two mining areas in research area
of 2005, and areas of them are 69078.125 m2 and 673218.750 m2. Mining of 2011
has an area of 1114850.481 m2. Expansion area of 455341.964 m2 is acquired
from 2005 to 2011 through inter-erase, two mining areas of 2005 reduce
69078.125 m2 and 13710.230 m2 respectively (Fig. 9.5b). As Fig. 9.5c shows,
expansion area is main forest in 2005, and mining area expansion destroys local
forest. However, mining reduction area is forest, which was mining before;
Figs. 9.3b and 9.4b show that exploited mining are gradually transformed into
vegetation.

9.3 Conclusion

Greatly improve the efficiency of the high spatial resolution remote sensing image
segmentation by quadtree segmentation combined with multi-scale segmentation
methods. The object-oriented image analysis method which takes into account the
spatial relationship between ground objects can take full advantage of various kind
of spatial relationship has greatly improved the accuracy of the mining classifi-
cation and extraction. In the basis of the two, mining information were separately
extracted, then the mine information of multitemporal remote sensing images were
processed by inter-erase, and finally the mining expansion results were obtained.
The expansion results prove that method was proposed in this paper is feasible and
effective. Because of different objects with same spectrum, the capability of
applying remote sensing images on mining classification is reduced. Due to
interference of different objects with same spectrum, part of the misclassification

Fig. 9.5 Change analysis: a mining area overlay of T1 image and T2 image; b mining area
expansion and subduction; c expansion area overlay of T1 image
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occurred. But correct the misclassification is difficult to achieve a fully automated,
partially corrected using a semi-automatic way, and thus how to better automatic
extract the mining information need to be further study.
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Chapter 10
Heuristic Optimization Algorithms
for Solving MRMPT

Chunhua Meng, Hongguo Wang, Zengzhen Shao and Yanhui Ding

Abstract Multi-vehicle ride matching problem with transfers (MRMPT) studies
how to match passengers as much as possible to vehicles at the basis of MRMP
which has no transfer mechanism. The passengers in this problem are classified
according to their needs. The first-level passengers have been matched in the basic
MRMP. And what we are solving is matching the second-level passengers in
MRMPT. To improve the riding rate, a heuristic algorithm based on ant optimi-
zation for the MRMPT is proposed. The algorithm is divided into three steps:
Finding starting and ending sets; optimizing the routes by ant optimization; Tri-
ming the vehicle routes. Simulation experiment shows that the algorithm can
achieve riding rate of 80 %. The results show clealy that the algorithm can find the
matching routes with high efficiency and low cost.

Keywords MRMPT � Heuristic algorithm � Transfers � Passengers classification

10.1 Introduction

Traffic congestion has always been a big problem for many countries. In order to
deal with the problem of traffic congestion, the ‘‘free-rider’’ phenomenon came
into being. There are some carpool information publishing platforms for travellers
selecting vehicles to ride on the internet. But these are mere simple selecting
artificially. Thus it is vital to research on the algorithm about vehicle ride matching
problem.

Transfers and passengers classification have seldom been addressed in the lit-
erature on multi-vehicle ride matching problem. References [1–3] studied the PDP
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problem with transfers. Sophie N [4] proposed a solution of dial-a-ride problem
based on the heterogeneous users. Hame [5] solved single-vehicle dial-a-ride
problem using an adaptive insertion algorithm. There are also many literatures that
solve routing problems using ant algorithm [6, 7], which showed that the ant
algorithm has a better ability to find excellent routings. Shao et al. [8] proposed a
two-stage clustering algorithm to solve the static MRMP with time windows.
Based on this framwork, we studied MRMPT increasing trasfers and passengers
classification mechanism.

10.2 MRMPT Model with Passengers’ Classification

10.2.1 Description of the Problem

Within a region, a car fleet F consisting of m vehicles, can provide riding pas-
sengers on the basis of their own travel needs. And there are n passengers. The
brand, spare capacity and travel speed of the vehicles are different. Vehicles
information and needs information are certain and constant. The up and off stations
of the vehicles and passengers are certain and have corresponding fixed time
windows. The object is matching the n passengers as much as possible to the
m vehicles. This is the basic MRMP problem.

In this work, MRMPT with passengers’ classification considers different pri-
ority of passengers. Passengers are divided into two levels. The first level of
passengers belongs to the basic multi-vehicle matching problem areas. The second
hierarchical passengers can transfer and have no strict time window constraints.
What we are to solve is finding routes for the second hierarchical passengers based
on the vehicles’ routes with the first hierarchical passengers. The transfer points
which are in the set of intersections of the previous vehicle routes are not fixed.
Thus, it won’t produce inflexibility because of the increase of fixed transfer points.

10.2.2 Problem Formalization and Symbol Definitions

Assume that the number of the intersections of the vehicle routes k. The number of
passengers of the first priority is n-d. Thus, the remaining quantity having second
priority passengers is d. Let F be vehicle set: F ¼ 1; 2; . . .;mf g; P be passengers
set: P ¼ 1; 2; . . .; nf g; D be the second level passengers set: D ¼ 1; 2; . . .; df g.

Assuming F + as set of vehicles’ up points, F - as set of vehicles’ off
points, P+ as set of passengers’ up points, P- as set of passengers’ off points, V as
the set of all points on the path. Tr as set of all routing crosspoints:
Tr ¼ 1; 2; ::; kf g;

82 C. Meng et al.



Defining the remaining capacity of the vehicle kðk 2 FÞ as Qk, The Traveling
time that vehicle k required from point i to point j as tk

ij.
FT is the number of transfer points; Td is time loss resulting from transfering.

10.2.2.1 Objective Function

The objective is to improving the riding rate, and then reducing total costs
(including costs from transfering).

max
X

j2F

X

x2S

X

y2V

X j
x;y ð10:1Þ

min
X

j2F

ðfcj þ
X

Uj

u¼1

acj � s j
u � q j

xu�1
Þ þ

X

m2D

FT � Td ð10:2Þ

A binary variable X j
x;y is assigned ti each arc \ i, j [ and vehicle j, so that X j

x;y

is 1 if vehicle j travels through arc (i, j), and otherwise is 0. x; y 2 V; x 6¼ y; j 2 F.
fcj is the fixed costs of vehicle j. The variable cost is acj � s j

u � q j
xl�1

. acj is the

costs that vehicle j increases one unit goods in every unit mileage. s j
u is the

distance between station xu and xu-1. q j
xu�1

is the goods capacity when arriving at
station xu

10.2.2.2 Constraints

(a) Time windows constraints

T j
x � lx; x 2 P; j 2 F ð10:3Þ

T j
x � Ti

x � Td; x 2 D; i; j 2 F ð10:4Þ

(b) Vehicle capacity constraint

qj
x ¼ initqj; x 2 Fþ; j 2 F ð10:5Þ

qj
x ¼ initqj; x 2 F�; j 2 F ð10:6Þ

qj
x � Qj; x 2 P; j 2 F ð10:7Þ
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(c) Visit order constraint

Tj
x þ RTx � Tj0

mþnþx; x 2 Nþ; j; j0 2 F ð10:8Þ

(d) Trasfer times constraint

FT � r ð10:9Þ

10.3 Heuristic Optimization Algorithm Based on Ant
Colony for MRMPT

The ant colony algorithm is a randomized algorithm for solving complex com-
binatorial optimization problems. Bullnheimer [9] showed that the ants algorithm
is competitive when compared with other metaheuristics such as Tabu Search,
Simulated Annealing and Neural networks.The most important two parts in the
ants—pheromone updating stragety and selecting stragety, will be discussed in
detail later in the paper.

The flow of the algorithm based on ant colony is shown in Fig. 10.1
This three-step in looking for every customer point of transfer route is serial, in

order to prevent confusion between routes.

10.3.1 Step 1: Finding Out the Starting and Ending Sets

Let s be start point of the new passenger, e be end point. Assuming starting set as
S: Si1; Si2;......:Sik

� �

, ending set as E: ei1;ei2;......:eik

� �

. i 2 P, k 2 F. When finding S
and E, we used a distance clustering. Seting a proper parameter d. Let’s see how to
find S as an example. With start point as the center, finding all points that in the
distance of d with s in the original routes net. These points can be added to S. In
the same way, we can find the set E.

Step1
Finding out starting and 
ending sets with the start 

and end points as the 
center 

Step 2

Using ant algorithm 

to find the optimal 

routes from starting 

set to ending set

Step 3

Trimming the 

optimal routes

Fig. 10.1 Algorithm processes
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10.3.2 Step 2: The Ant Colony Algorithm to Find
the Optimal Transfer Route

S can be regarded as the anthill in the ants colony, and E is regarded as the food
source. The original routes of the vehicles are the routes net of the new problem.
Ants forage on the routes net from S to E. And in the end, we can find an optimal
routes of all ants. In the process, These factors must be considered: time window of
the vehicles and their passengers on the vehicle, the capacity constraint of the
vehicles.

10.3.2.1 One-Way Ants

The algorithm is shown in the following steps;

One-way ant colony algorithm steps
Initialization
Structuring pheromones matrix, and the same number m ants are placed on the every point in the

starting set S;
Repeat

Repeat
From a starting point in the S, ants move to the next point according to the transition

rules, and the point was added to the corresponding ant’s taboo table;
If transfer times reach r, the ant will die;
If the ant reaches any point of the ending set E, recording the route and update the

optimal solution. Then enter the next starting point for optimization;
Until all ants complete their foraging;
According to pheromone amending rules, update pheromone of the path;

Until meet the constraint of the max iterations Nc;

The optimum of the ants is the least time instead of shortest distance. This is
because that in the routes net composed of vehicles the speed is not constant. This
paper presents two kinds of ant colony optimization algorithm and compares them
with each other. One kind is one-way ants in which all ants start at starting set and
end at ending set. The other kind is two-way ants in which part of ants start at
starting set and end at ending set and other parts start at ending set and end at
starting set.
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10.3.2.2 Two-Ant Colony

The steps are as follows:

10.3.2.3 Pheromone Updating and Transition Probabilities

In the ant colony algorithm, the pheromone updating and the transition probability
of ant’s path selection are essential. When selecting routes ants refer to the time
instead of distance. So the pheromone update strategy as well as transition prob-
abilities are improved. The improvement is given by the following method:

(a) Pheromone updating

Two factors should be taken into account when selecting route: transfer times
and travel time. The updating rule is given according to the two factors.

The increasing pheromone is as follows:

DR ¼ Rk
n� f

n

� �a1

ð1þ 1
ffiffiffiffiffiffi

tb1
p Þ

• k is the importance of selecting vehicles, mainly determined comprehensively
according to the remaining capacity as well as the time window of the vehicle.
The general value of 0.8–1.2;

• n is the maximum number of transfers
• f is the transfer times that the current trip need;
• a1 is the coefficient that transfer times influence on path selection;
• t is travel time that the ant required;
• beta1 is the coefficient of travel time influence on the path selection.

Two-ant ant colony algorithm steps
Initialization
Structing pheromones matrix, and an equal number m/2 ants were placed on the starting set S and

the ending set E point;
Repeat

Repeat
From a starting point in the S or in the E, ants move to the next point according to the

transition rules, and the point was added to the corresponding ant’s taboo table;
If transfer times reach r, the ant will die;
If any ants from S encounter the ants from E or the ant reach its food source, recording

the routes and update the optimal solution. And According to pheromone amending rules,
updating pheromone of the path
Until all ants complete their for aging, or there are no path to go;

Until meet a number of iterations Nc bound;
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When ants complete foraging, pheromone strength on the path that ants don’t
pass will gradually weakened as time goes by. The dissipation rate of the phero-
mone is q = 10–30 %. After some time, there will be a certain degree of pher-
omone dissipation on all the routes.

Pheromone update formula is as follows:

Rnew ¼
ð1� qÞRold þDR;

ð1� qÞRold;

(

(b) Transition probabilities

In the foraging process, ants can’t select the path they have travelled. So the
taboo table Tk that ants can’t travel for every ant can be established.

pijðkÞ ¼
Ra

ij � gb
ij

P

h 62k

Ra
ih � gb

ih

; j 62k

0; Others

8

<

:

• P ij (k) is the probability that the kth ant chooses the edge (i, j)
• R ij is the strength of the edge (i, j) of the pheromone
• eta ij is the visibility of the edge (i, j) � ij = 1/t ij

10.3.3 Step 3: Trimming the Optimal Routes

Trimming the optimal routes that ant colony algorithm found is matching the up
and down station to the original routes of the vehicles. For example, let s and e be
the passenger’s up and down station. Ant colony algorithm’s optimal route
is: \ r1-r2-r3-r4-r5-r6-r7 (transfer)-r8-r9. [. That is r1 and r9 aren’t nec-
essarily s and e. If route \ r1-r2-r3-r4-r5-r6-r7 (transfer) [ belongs to
vehicle i, and route \ r7 (transfer) -r8-r9[[ belongs to vehicle j, the passenger
needs to ride vehicle i first and then transfers to vehicle j to reach the destination.
Assuming that the start and end station of the passenger are fixed, the vehicles
have to trim their routes to carry the passenger on condition that they don’t change
the original passengers’ up and down station.

When trimming, we do insertion sort for the vehicle’s route. The needs of first-
level passengers have to be noticed. The trimmed routes must meet first-level
passengers’ up and down stations and their time windows.

Fisrt, Find out the vehicle that include the subroutes before the first transfer
point. Then add the up station s of the new passenger to the vehicle’s route. The
method is: Find out the passengers’ points in the vehicle’s route before the first
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transfer point. Put these passengers’ points and transfer points in a list. The insert
the up station s into the list. Then sort the list to find the order of the minimum
cost. After the sorting, insert the intermediate node into the order to get the new
route of the vehicle. For example, the orginal route of the ith vehicle is \ i1-i2-

r1-r2-r3-r4-r5-r6-r7-i3-i4 [. The trimming route is \ i1-i2-s-r1-r2-r3-

r4-r5-r6-r7-i3-i4 [ (the underline part is the subpath of the new passenger).
For the last transfer point, using the same method, insert the off station e to the

route of the vehicle that include the subroute behind the last transfer point. For
example, The original route of the jth vehicle is : \ j1-r7-r8-r9-j2-j3-j4-j5-

j6 [, the trimming route is \ j1- r7-r8-r9-j2-e-j2-j3-j4-j5-j6 [.
For the middle transfer points, only consider if the transfer cost influence the

passengers’ time windows.
In this way, a final route of the new passenger is acquired: \ s-r1-r2-r3-r4-

r5-r6-r7 (transfer) -r8-r9-j2-e [.

10.4 Experimental Results Show

The experimental data is based on the experimental data and results of literature
[8]. Assuming that there are m = 10 vehicles that can provide riding service, and
there are 30 first-level passengers. In the first-stage matching, 28 passengers have
been riden. Based on the data, adding a second-level passenger at a time. Five
s-level passengers are added in series. The contents of the experiment include:
finding the optimal transfer routes and the comparison between the two kinds of
ant algorithm.

10.4.1 Parameter Settings

The experiment parameter settings are shown in Table 10.1.
The distance parameter d is the first quartile of the distance between the points

in the database, which is actual distance instead of straight-line distance.

Table 10.1 Parameters set

Parameter name Parameter values Parameter name Parameter values

d 150 a 1 0.8
m 15 b 1 2
q 0.15 k (0.8–1.2)
a 0.8 f 1
b 0.5 Nc 20
TL 30

88 C. Meng et al.



10.4.2 Analysis of Experimental Results

Experimental results are shown in Tables 10.2 and 10.3.
As can be seen from Table 10.2, the results of one-way and two-way ant colony

optimization are the same, which is largely due to the reason that the number of
ants in the ant colony parameters and the number of iterations are set sufficiently
large enough to find the optimal transfer path for ants colony every time. However,
one-way ant colony which used less running time is more efficient than two-way.

Table 10.3 shows that the 32th passenger has no solution, which is because the
transfer times are limited. And even if the transfer times are not limited, it doesn’t
meet the time window constraint of the 8th vehicle.

Figure 10.2 describes the transfer route of passenger 31, whose up station is 20,
down station is 58. The optimum transfer route by ant algorithm is \ 17, 16, 15,
33, 23, 35, 36, 42, 56 [. And from the ant algorithm, we can know the passenger
need ride vehicle 9 first and then ride transfer at station 36 to ride vehicle 8.
Because the up and down station of passengers are fixed, we need trim the routes
of vehicle 8 and vehicle 9 to carry the passenger 31.

The final route of the passenger 31 is \ 20, 17, 16, 15, 33, 23, 35, 36, 42, 56,
57, 58 [. For vehicle 9, the route before carrying passenger 31 is \ 5, 18, 17, 16,
15, 33, 23, 35, 36, 37, 38, 39 [, and after trimming, the route is \ 5, 18, 19, 20,

Table 10.2 Performance comparison between one-way ant colony and two-way ant colony

Passenger
num

One-way /Two-way
optimal solution

Oneway /
two-way transfer times

One-way /two-way
running time (in s)

31 17, 16, 15, 33, 23, 35, 36, 42, 56/
17, 16, 15, 33, 23, 35, 36, 42, 56

1/1 528/
495

32 8, 13, 35, 36, 42/
8, 13, 35, 36, 42

2/2 1860/
1320

33 26, 31, 51/
26, 31, 51

0 2690/
2360

34 12, 36, 42, 56, 57, 59, 60, 61, 64, 80/
12, 36, 42, 56, 57, 59, 60, 61, 64, 80

1/1 2960/
2255

35 26, 31, 51, 91, 90, 79/
26, 31, 51, 91, 90, 79

1/1 2771/
1990

Table 10.3 Second level customer path fine-tuning after solution

Passenger
num

Passengers’ solution routes Transfer
points

Vehicles
ridden

Total
cost

31 20, 16, 33, 36, 42, 58 36 9–8 5430
32 No solution
33 6, 17, 24, 26, 31, 74, 75, 102 No 4 5534
34 13, 36, 42, 41, 58, 59, 61, 64, 80, 82 64 8–3 5892
35 27, 24, 26, 31, 51, 91, 90, 79 51 4–10 5690

10 Heuristic Optimization Algorithms for Solving MRMPT 89



17, 16, 15, 33, 23, 35, 36, 37, 38, 39 [. For vehicle 8, the route before carring
passenger 31 is \ 12, 36, 42, 56, 57, 59, 60, 61, 64 [, and after trimming, the
route is \ 12, 36, 42, 56, 57, 59, 60, 61, 64 [.

10.5 Conclusion

This paper researched on the MRMP with transfers and passengers’ classification.
And the three-step solution based on ants algorithm is proposed: finding starting
and ending set; ant algorithm optimization; trimming the routes. Finally, the
experiment showed that the algorithm can solve the second matching problem, and
has better effect. However, some passengers can’t be matched, which is due to the
time window and capacity constraints of the vehicles and the first-level passengers.
For the future research, two aspects can be considered: (1) The MRMP model this
paper proposed is still in static stage. In future work, we consider adding the
influence of the traffic flow to realize dynamic MRMP. (2) The parameters com-
binations in the algorithm are to be further improved. A large number of experi-
ments is required to optimize the algorithm.
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Fig. 10.2 Transfer path of passenger 31
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Chapter 11
A Delay-Based Analysis of Multiple
Bottleneck Links of End-to-End Paths
in the Internet

Jingang Liu, Wei Peng, Yonglei Yang and Zhijian Huang

Abstract Measurement and analysis of bottleneck links play an important role in
improving the network quality of service (QoS) and preventing network attacks in
the Internet. Existing methods usually treat the link with the smallest available
bandwidth or the largest delay as the bottleneck link, without considering multiple
bottleneck links in an end-to-end path. In this paper, we propose a new approach to
measure and analyze bottleneck links based on path delay. We design a parallel
active measurement framework to measure the path delays of many destinations
simultaneously. Then an algorithm to identify multiple bottleneck links is pro-
posed using the Ward data clustering method. Experiments are conducted to test
the algorithm by measuring 10 different destinations in the Internet for 14 days.
Using the proposed approach, we have found that bottleneck links are mainly few
constant links which are in the intermediate of end-to-end paths or near the des-
tinations. Furthermore, the results have shown that the number of intra-domain
bottleneck links takes a large portion in most cases, which hints that the perfor-
mance of end-to-end paths may be greatly influenced by iBGP routing. Besides,
the results have also demonstrated that the intercontinental links in an anonymous
system (AS) incline to be bottleneck links in end-to-end paths.

Keywords Bottleneck link � Delay � Network measurement � Data clustering

11.1 Introduction

With the rapid development of the Internet, a variety of network applications have
emerged and people’s life is heavily depended on the Internet. Network perfor-
mance has become one important problem for the Internet Service Providers (ISPs)
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and researchers. Bottleneck links represent the handicaps that prevent the
improvement of network performance. It has become an important research topic
on how to detect and eliminate them.

Currently, the most widely-used methods use available bandwidth in the mea-
surement and analysis of bottleneck links [1, 2]. The available bandwidths of links
in an end-to-end path are estimated using active probing method and the link with
the smallest available bandwidth is identified as the bottleneck link normally.
Typical software tools include Bfind [3] and Pathneck [4]. In [5], a detection
algorithm is proposed based on statistical methods to detect the presence of bot-
tleneck links by examining strong frequencies in aggregate data traffic. It needs
multiple monitoring points and assumes that the traffic through the bottleneck link
is dominated by packets with a common size, thus its applicability is limited. In [6],
a statistical model for packet transmission probability is proposed to detect network
bottleneck links. The method is based on the assumption of having knowledge
about network structure. There are few approaches on measurement and analysis of
bottleneck links using network delays.

Some work have been done on measuring and analysis of the characteristics of
network delays [7–9]. In this paper, we focus on the study of the bottleneck links
determined by network delays. By this study, we can find out bottleneck links
more accurately and the impact of network delays. A link in an end-to-end path
becomes a bottleneck link if it satisfies the following two conditions:

(1) The link delay should be larger than a threshold value. In other words, the link
delay should be large enough to influence the network performance;

(2) The link delay is obviously greater than most of other links in the path.

There may be more than one bottleneck link in an end-to-end path. In previous
research work, the link with the maximal delay is usually considered as the bot-
tleneck link and only one bottleneck link is checked. In [10], the authors analyze
the characteristics of link delays along some end-to-end paths located among some
servers which are deployed in the Internet for measurement. In [11], the raw giant
data samples authorized by CAIDA [12] are studied. The former identifies bot-
tleneck links by calculating the largest link delay on the path. It does not solve the
problem of multiple delay bottlenecks in an end-to-end path. The later identifies
delay bottlenecks using predefined delay ranges. It has the ability to identify
multiple delay bottlenecks in an end-to-end path. However, there lacks a delay
range which is commonly accepted as criteria of bottleneck links.

To identify multiple bottleneck links in an end-to-end path simultaneously, we
propose a new approach using data clustering methods. Specifically, we use the
WARD clustering method [13, 14] to analyze the link delay data and the links
within the group with the largest delays are identified as bottleneck links. To
gather data to test the method, we measure link delays in the Internet using an
improved traceroute program which probes many destinations parallely. The
experimental results have shown that the proposed method can accurately locate
multiple delay bottlenecks in most cases. Besides, we find that a large portion of
bottleneck links are distributed in the middle of paths or near the destinations. And
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bottleneck links may come from intra-domain links which locate in the interior of
some autonomous systems (ASes), which suggests that the routing performance of
some transit ASes has great impact on the quality of service (QoS) of the Internet.

The rest of the paper is organized as follows. We describe the measurement
method and the method of identifying and analysis of multiple bottleneck links in
Sect. 11.2. Experiment settings and experimental results are shown in Sect. 11.3.
We conclude the paper in Sect. 11.4.

11.2 Measurement and Analysis Method of Bottleneck
Links

11.2.1 Basic Idea

An end-to-end path is composed of many hops normally, as shown in Fig. 11.1.
The source, the destination and intermediate routers on the path are called

network nodes, denoted as ai, i = 0, 1…n. The links between adjacent network
nodes are denoted as li, i = 1, 2…n. Because of route changing, different nodes
may appear in the i-th hop, leading to different values of ai. The end-to-end path is
denoted as (a0, a1 … an). The delay from the source a0 to the i-th hop is denoted as
Di and di is the delay of link li, i = 1, 2…n. Thus, we have D0 = 0, di = Di -

Di-1, i = 1, 2…n.
The change of link delay in an end-to-end path exhibits a non-linear pattern

usually (see Fig. 11.2). We define the delay bottleneck as the link which satisfies
the following conditions:

(1) Assume the link delay is di, di[DT, where DT is the bottleneck threshold. In
other words, the delay of a bottleneck link must be high above a threshold
value;

(2) The delay of a bottleneck link should be greater than the delay of a non-
bottleneck link significantly.

Src-a0
a1 aia2 an-1

Dst- an

d1

l1

d2

l2

di
li

dn-1

ln-1

dn

ln

Di

Fig. 11.1 Illustration of an end-to-end path
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11.2.2 Measurement of Path Delay

To measure the link delays in an end-to-end path, we design and implement a
parallel active probing tool based on traceroute, called OPtraceroute. It is based on
OpenMP [15] parallel computing package and SOCKET networking library.
Figure 11.3 describes the details of OPtraceroute.

Comparing to traditional traceroute, the characteristics of OPtraceroute are as
following:

(1) OPtraceroute parallely sends and receives different TTL ICMP packets from
intermediate routers of end-to-end path based on OpenMP, it is not like tra-
ditional traceroute which sends the next TTL ICMP packets until it receives
the respond of the last. In OPtraceroute, each group of the ICMP probing
packet takes up one thread. According to the CPU performance of the source,

Fig. 11.2 Delay bottlenecks
in an end-to-end path

Input: the IP address of destination

Output: (a0, a1 …an)and Di , i = 1,2…n

1 set the value of OpenMP environment variable NUM_THREADS

2 for TTL = j, j=1, 2,…, 32 do
3 parallelly send ICMP_ECHO packet with TTL = k, j k (NUM_THREADS+j) ;

4 parallelly receive ICMP_REPLY packet from ak , record the IP address of ak and RTT as: 

2×Dk ;

5 if the time for receiving ICMP_REPLY packet from ak is out,

then repeatedly send ICMP_ECHO packet with TTL = k, until repeat time exceeds 3;

if repeat time exceeds 3, then ak is unreachable;

6 if the IP address of ak equal to the destination IP address then break
7 stop probing and output (a0, a1 …an), Di , i = 1,2…n

• •

Fig. 11.3 OPtraceroute process

96 J. Liu et al.



the number of threads supported is also different, the maximum threads as:
NUM_THREADS 9 the numbers of destinations. This method can effectively
shorten detection period.

(2) The traditional traceroute with the same TTL detects 3 times. OPtraceroute
detects only once, unless timeout for the response of intermediate route,
reduces duplication detection.

(3) OPtraceroute could not use UDP packet, but ICMP, and save the result to text
for analysis.

11.2.3 Method to Identify Multiple Bottleneck Links

11.2.3.1 WARD Data Clustering Method

Clustering analysis is a mathematical method to study and analyze the relationship
and regularity of data. The WARD data method is a clustering analysis method
based on the concept of distance which measures a kind of fuzzy similarity
relation. The algorithm is described as follows [13].

The set X which includes n samples is divided into k categories: G1, G2,…, Gm,
t = k; Xi

(m) is the i-th element of Gm, the number of the elements of Gm is nm,
i = 1, 2,…, nm; �X mð Þ is the average value of the elements in Gm; the sum of square
deviation of the elements in Gm is:

Sm ¼
X

ni

i�1

XðmÞi � �XðmÞ
� �0

XðmÞi � �XðmÞ
� �

ð11:1Þ

Let Gpq be the combination of Gp and Gq and their sums of square deviation are
Spq, Sp and Sq, respectively. We define the distance of Gp and Gq as:

D2
pq ¼ Spq � Sp � Sq ¼

npnq

npþq

�X pð Þ � �X qð Þ
� �0

�X pð Þ � �X qð Þ
� �

ð11:2Þ

From (11.2), we get the distance matrix as:

R kð Þ ¼

D2
12 D2

13 � � � D2
1k

0 D2
23 � � � D2

2k

..

. ..
. ..

. ..
.

0 0 0 D2
k�1ð Þk

0

B

B

B

@

1

C

C

C

A

ð11:3Þ

In the matrix R(k), we can find the minimum distance Dxy
2 , and then we merge Gx

and Gy to get Gxy. R(k) would be reduced to a (k-1)-order matrix. The above
procedure is repeated until the required order is reached.
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11.2.3.2 Identify Bottleneck Links Using WARD Method

We analyze the data obtained through OPtraceroute using the WARD method and
identify multiple bottleneck links in end-to-end paths. The specific procedure is
stated as follows:

Step 1: Data pre-processing. Ideally, the delays of links in an end-to-end path
should grow monotonically. Formally, we have d1 \ d2 \ � � �\ dn where n is the
hop number. But in real measurement data, there may be di \ dj when i [ j. Thus,
we need to correct such data to make the delays of links to grow monotonically
and the procedure is illustrated as follows:

(1) Take the average of di for 10 continuous measurements, i = 1, 2, …, n. The
end-to-end path (a0, a1 … an) of 10 measurements must keep the same. If the
end-to-end path in the m-th measurement changes, we take the average of di

for the previous m - 1 measurements, 1 \ m \ 10.
(2) If di+1 \ di, i = 1, 2, …, n-1, then let di = di+1 so that the delays of links

grow monotonically.

Step 2: Identify bottleneck links. We cluster the corrected data using the
WARD method until the maximal delay value dmax is clustered into one group.
Then the links in the group are considered as bottleneck links.

11.2.4 Analysis of Bottleneck Links

11.2.4.1 Relationship of Bottleneck Links and Autonomous System

After identifying multiple bottleneck links, an interesting question is to know how
the bottleneck links distribute in the Internet. Specifically, we hope to know
whether the bottleneck links are inter-domain links or not. By analyzing the ratio
of inter-AS and intra-AS bottleneck links, we can find whether the performance of
the Internet is mainly affected by links between ASes.

Firstly, we get the mapping of IP addresses to AS numbers from the data of
Routeviews [16]. Then we know a bottleneck link belongs to the category of inter-AS
or intra-AS links by comparing the AS numbers of two end-points of the link. Similar
to the approach in [4], we classify the link li into one of the following three categories:

(1) Inter0-AS link. The link li is an inter0-AS link if the two end-points of the link
do not belong to the same AS.

(2) Inter1-AS link. The link li is an inter1-AS link if both two end-points of the
link belong to the same AS and it is adjacent to an inter0-AS link. In this case,
li appears to be one hop away from the link where AS number changes, but it
might be an intercontinental link or an international link.

(3) Intra-AS link. Other links which end-points belong to the same ASes are intra-
AS links.
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11.2.4.2 Relationship of Bottleneck Links and Geographical Location

The delay of end-to-end path is composed of transmission delay, propagation
delay, processing delay and queuing delay [6]. Wherein, propagation delay is
related to the cable length and the velocity of electrical signals. We hope to
analyze the influence of propagation delay on the delay of end-to-end path through
the relationship of bottleneck links and geographical locations.

We use the data set GeoIPCountryWhois [17] to map IP addresses to geo-
graphical locations. By comparing the country code of end-points of bottleneck
links, we obtain the relationship of bottleneck links and geographical locations,
and then analyze the distribution characteristics of bottleneck links in geographical
space.

11.3 Experiments and Analysis

11.3.1 Data Collection

In the experiments, we run OPtraceroute on a host in Tianjing to measure the paths
of destinations selected from 10 different domains, as described in Table 11.1. We
probe each of them every 30 s for 14 days from August 13, 2012. The parameter
NUM_THREADS is set to 8.

The delay threshold DT is set as 50 ms (micro-seconds). When the delay from
the source to the destination Dn is less than DT, there are no bottleneck links in the
end-to-end path.

We try to collect 381540 sets of probing data for 10 destinations in the
experiments and 350433 effective data sets are obtained based on the response of
destinations. The destinations and intermediate hops locate in 30 ASes, 16
countries or regions.

Table 11.1 Destination IP
addresses

Id Location IP address

1 Abuja, Nigeria 41.78.83.94
2 Seoul, South Korea 58.229.14.62
3 Israel 62.219.189.149
4 Barbados 69.80.55.6
5 Madrid, Spain 80.38.204.121
6 Russian Federation 87.226.230.250
7 New York, USA 216.213.16.22
8 Marseille, France 217.16.0.2
9 Taiwan, China 220.128.6.126
10 Lhasa, China 219.151.32.2
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Only 23.2 % probings of Marseille are successful. From 2012/8/23 13:29:20 to
2012/8/26 15:6:20, the destination IP address can be reached. But in other time, the
last-hop which can be probed is always 86.79.0.22. We guess that it fails due to
certain routing events.

11.3.2 Result Analysis

11.3.2.1 Identification of Multiple Bottleneck Links

Using the proposed method, we get identification results of bottleneck links. The
average numbers of bottleneck links are shown in Table 11.2. From the table, we
can see that the average number takes the lowest value for Seoul (Id = 2), Taiwan
(Id = 9) and Lhasa (Id = 10), while Abuja (Id = 1), Barbados (Id = 4) and
Madrid (Id = 5) have the highest average bottleneck link numbers. Figure 11.4a
shows the variation of bottleneck link numbers for the location 3 (Israel). It shows
that the number varies between 1 and 4 mainly.

11.3.2.2 Distribution of Bottleneck Links in End-to-End Paths

By checking the entrance and exit IP addresses of bottleneck links, we find that the
bottleneck links keep constant in most measurements. Take the IP address

Table 11.2 Average number of bottleneck links

Id 1 2 3 4 5 6 7 8 9 10

Ave. number 2.7 0.58 1.85 2 2.29 1.92 1.42 1.87 0.52 0.1

Fig. 11.4 Variation of bottleneck link numbers and frequency histogram of reference locations
for location 3 (Israel)
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62.219.189.149 as an example. In the measurements, 23 links have been classified
as bottleneck links. The sum of occurrence of bottleneck links is 10102. The first 6
bottleneck links in Table 11.3 appear for 7854 times. In other words, about 26 %
bottleneck links take the ratio of 77 % of all occurrence.

To study the distribution of bottleneck links in end-to-end paths, we define the
reference location of a bottleneck link as follows. If a bottleneck links is the i-th
hop in an end-to-end path of length n, then its reference location is computed as i/n,
denoted by RH(i, n). Obviously, the value of RH(i, n) is in [0, 1]. The larger value of
RH(i, n), the closer the bottleneck link is to the destination. By calculating the
reference locations of all bottleneck links, we find that the bottleneck links mainly
locate at few hops which are in the middle of end-to-end paths or near the desti-
nations. Take the IP address 62.219.189.149 (location 3, Israel) as an example.
Figure 11.4b shows the frequency histogram of reference locations of bottleneck
links for the destination. The main bottleneck links for location 3 are shown in
Table 11.3. From the table, we can see that the link (202.97.53.218, 202.97.51.186)
appears as a bottleneck link mostly.

11.3.2.3 Distribution of Bottleneck Links Among ASes

Using the mapping from IP addresses to AS numbers, we examine the distribution
of bottleneck links in the inter-domain routing systems. The top sub-figure in
Fig. 11.5 shows the distribution of bottleneck links in measurements of the 10
destinations across the three categories in Sect. 11.2.4.1. It shows that bottleneck
links in the measurements of New York and Marseille occur mostly as intra-AS
links although we give a conservative definition of intra-AS link. We further relax
the definition of inter1-AS as two hops away from the link where AS number
changes, as shown in the bottom sub-figure. We can see that there is a great change
in Id 7, 8 and all of the bottleneck links rarely occur as the type of inter1-AS link.
We guess that bottleneck links often occur as inter-AS links or close to inter-AS
links.

Through analyzing identification results in the experiments, except the mea-
surements of Seoul, Taiwan and Lhasa, there is one bottleneck link in AS 4134
which appears at least in other 7 measurements. It locates at Beijing and often
occurs at one or two hop away from the link where AS number changes. By more

Table 11.3 Statistics of the main bottleneck links for location 3 (Israel)

Link Id Entrance IP address Exit IP address Occurrence number (ratio)

1 202.97.53.218 202.97.51.186 3292 (33 %)
2 77.67.71.101 89.149.180.226 1262 (12 %)
3 202.97.53.214 202.97.52.186 984 (9.7 %)
4 218.30.54.70 89.149.182.226 900 (8.9 %)
5 77.67.71.101 89.149.186.42 775 (7.7 %)
6 202.97.53.218 202.97.51.62 641 (6.3 %)
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accurate inquiry to these bottleneck links [18], we find that they are the interna-
tional exits of AS 4134 backbone.

In the measurements of Seoul and Taiwan, the international exits of AS 4134
are mainly at Guangzhou and Shanghai. There are no end-to-end paths passing
through Beijing. The bottleneck links are almost outside of AS 4134.

For Lhasa, links on end-to-end paths locate in the same AS 4134, and the delay
from the source to the destination is almost always less than 50 ms. It seems that
the network performance inside AS 4134 is good in our measurements.

In summary, the international exits of AS 4134 at Beijing are performance bot-
tleneck when accessing foreign Internet sites. The reason may be due to iBGP
routing strategies or a large amount of data traverse through these international exits.

11.4 Conclusion

In this paper, we have designed a parallel active measurement framework to
actively measure the path delays of many destinations simultaneously and an
algorithm to identify multiple bottleneck links has been proposed. The experi-
mental results show that the proposed approach can fast, accurately obtain path
delays and locate multiple bottleneck links. Meanwhile, we have found that bot-
tleneck links are mainly few constant links. The number of intra-domain

Fig. 11.5 Distribution of bottleneck links among ASes
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bottleneck links takes a large portion in most cases, which hints that the perfor-
mance of end-to-end paths may be greatly influenced by iBGP routing. The
intercontinental links in an anonymous system incline to be bottleneck links in
end-to-end paths.

Due to the limitation of the experimental data, we could not fully investigate the
relationship of bottleneck links with geographical location and ASes. Many issues
require further study by increasing the experimental scale. They include studying the
stability of bottleneck links, the impact of routing change on bottleneck links. We
also hope to improve the data clustering method in identifying multiple bottleneck
links, for example, using better data clustering method for different types of paths.
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Chapter 12
Hand Segmentation Based on Skin Tone
and Motion Detection with Complex
Backgrounds

Xintao Li, Can Tang, Chun Gong, Sheng Cheng and Jianwei Zhang

Abstract Hand Segmentation is the first problem need to be solved in hand
recognition system. Currently, most hand gesture recognition system is based on
simple background, or requests the recognizer on glove in special color, which
gives human–computer interaction some restrictions. This paper researches the
gesture segmentation technology based on complex backgrounds, and gives a
method combined with skin tone detection and motion detection. By experiments
on the images captured by home security robot, this method can get accurate hand
segmentation of all the images. This paper lays the foundation of gesture recog-
nition on the home security robots.

Keywords Complex background � Hand segmentation � Skin color � Motion
detection � Home security robot

12.1 Introduction

Gesture is a natural and intuitive interpersonal communication mode, therefore, in
the field of human–computer interaction, Gesture recognition is the hot research
topic, gesture recognition based on sequences (images) is the indispensable key
technology of the new generation of human–computer interaction. Realize gesture
recognition system need to solve the three important problems [1]: gesture seg-
mentation, gesture analysis and gesture recognition. With the influence of complex
of background and environment light, in the gesture recognition method based on
monocular vision, how to division out gesture region is always a difficulty, many
researchers used the method of limiting the gesture image, for example, use the
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pure black or white wall, simplified background by dressed in the dark black
clothing, or require people to wear special color gloves for outstanding hands area,
etc. however, These methods increased the limitation of human–computer inter-
action, destroy the system availability and user-friendliness.

This paper mainly studies the gesture segmentation method within complex
background, it segments hand Based on Skin Tone and Motion Detection. First,
segment skin areas from complex background use skin color model. Then, get the
moving regions by motion detection and filter the still skin areas in the background
by mask the skin areas and moving regions. Last, get the accurate hand area by
masking the moving hand areas and skin areas.

12.2 Skin Segmentation

The purpose of skin segmentation [2] is to separate the skin areas from the
complex background, skin segmentation need to select appropriate color space and
establish skin model. This paper uses the Gaussian skin model based on YCbCr
color space.

YCbCr color space [3] can separate the luminance and chrominance of the
image, Y component indicate the brightness of the pixel, Cb and Cr components
called chrominance, Cb indicates blue component, Cr indicates red component,
Color in this color space can be gathered in a very small range. YCbCr color space
can full disclosure skin of body, and can maximum eliminate the influence of
brightness, so reduce the number of dimensions of color space and reduce the
computational complexity. We usually need to convert the RGB color space to
YCbCr color space, the transformation formula as follows:

Y
Cb
Cr

2

4

3

5 ¼
0:299 0:587 0:114
�0:169 0:331 0:500
0:500 �0:419 0:081

2

4

3

5

R
G
B

2

4

3

5 ð12:1Þ

Gaussian model [4] mainly use the principles of statistics, it believes random
samples which conform to the normal distribution also meet Gaussian distribution
such as skin color. The mathematical expression of Gaussian distribution is simple,
intuitive, and is a normal model which research deeper in principle of Statistics.
Gaussian model constitute a continuous data information by calculating the
probability of pixel value and get a probability graph of skin color, then complete
color confirmation by the probability of skin color. Gaussian can express as N(m,
C), m is mean value, C is covariance matrix.

m ¼ E xf g; x ¼ Cr;Cbð ÞT ð12:2Þ

C ¼ E x� mð Þ x� mð ÞT
� �

ð12:3Þ

By the experimental statistics, Mean and covariance matrix respectively as:
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m ¼ 150:3179; 117:1057ð ÞT ð12:4Þ

C ¼ 250:2594 18:2077
18:2077 149:6103

� �

ð12:5Þ

By the Gaussian skin color model establish in advance, the probability of any
pixel belongs to the skin can be calculated by the following formula:

PðCr;CbÞ ¼ exp �0:5ðx� mÞT C�1ðx� mÞ
� �

ð12:6Þ

Compute the skin color likelihood of all the pixels in the detected image, and
get the maximum of skin color likelihood, then use the skin color likelihood of all
the pixel divide the maximum skin color likelihood, we get the probability of the
pixel belongs to the skin color. The image composed by skin color probability of
all the pixel is called color likelihood image, in the color likelihood image, we set
a threshold, when the pixel value greater than the threshold, we can confirm the
pixel is skin pixel, then we can get the segmentation skin image. At last, corrode
and dilate skin color detection result image, some skin like small areas can be
eliminated. The results are shown as Fig. 12.1.

12.3 Motion Detection

The purpose of motion detection is to extract the changed area in the sequence
images from the background. The effective segmentation of the moving regions is
essential to the later processing of target classification, tracking and behavior
understanding. However, because of the dynamic changes of background image,
for example, influence by the weather, illumination and shadow, make the motion
detection to be a very difficult work. Commonly used motion detection methods
are Background Subtraction [5, 6], Temporal Difference [7] and Optical Flow [8].

In the hands waved process, hands is a motion area, therefore, we can eliminate
the disturbance of color like regions in the static background by motion infor-
mation. Based on the efficiency of algorithm consideration, this paper uses the
method of Temporal Difference for motion detection. Temporal Difference (also

Fig. 12.1 Skin segmentation a original image, b result of skin segmentation, c corrosion and
expansion results
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called Adjacent frame Difference) method extract the moving area by temporal
difference based on pixel in continuous image sequence and threshold. Temporal
Difference has strong adaptability for dynamic environment. The shortcoming of
this method is can’t detect the overlap part of the moving object, caused incom-
plete of the moving object, and produce empty in the internal of the moving object.
In order to solve the problems, this paper selects the discontinuous and frames
which have obvious movement for difference, as shown in Fig. 12.2.

From the results above, we can see that motion detection not only detected the
moving hand region, but also detected the body and head movement, these
movement are not we need, so in order to exactly segment moving hand region, we
need to further remove the useless areas.

12.4 Hand Segmentation

To perform the mission of hand segmentation three phases are introduced.

12.4.1 Skin Color Mask

Mask the motion detect result and skin color detect result, here we use and
operation, by this step, we can effectively remove the moving non-skin regions,
include body and other moving objects in the image, get the moving skin color
regions. The results of this step are shown in Figs. 12.3 and 12.4.

12.4.2 Motion Mask

From the results of Sect. 12.4.1, we can see that, the results of masked motion
regions and skin color regions contain the moving face regions, so we need to
further eliminate these regions. By analyzing the results of the first step, we get the

Fig. 12.2 Motion detection a frame 1, b frame 10, c motion detection results
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conclusion that again masks the moving skin regions can eliminate the face skin
regions. The result of this step is shown as Fig. 12.5.

12.4.3 Hand Region Extraction

From the results of Sect. 12.4.2, we can see that, skin like regions in the back-
ground and face regions are completely eliminated. But both of the two hands are
saved. Obviously, again masks the results of motion mask and skin detection, we
can get the signal hand region in the current image. The results of this step are
shown as Figs. 12.6 and 12.7.

Fig. 12.3 Skin color mask (1) a motion detection result, b skin detection result (1), c mask result
(1)

Fig. 12.4 Skin color mask (2) a motion detection result, b skin detection result (2) c mask result
(2)

Fig. 12.5 Motion mask a skin color mask result (1), b skin color mask result (2), c motion mask
result
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12.5 Experiments

In order to check the validity of the method proposed in this paper, we use the
surveillance camera in the home security robot shooting different environment of
videos, select different video frames for experiments, at the same time, use this
method to hand wave direction recognition of the home security robot. From the
results, this method achieve recognition rate of 90 %, which greatly improving the
interactive performance of the home security robot. Some hand region segmen-
tation results are shown as Fig. 12.8a–e are original images, f–j are corresponding
hand region segmentation results.

Fig. 12.6 Hand region extraction (1) a skin color detect result (1), b motion mask result, c hand
segmentation result (1)

Fig. 12.7 Hand region extraction (2) a skin color detect result (2), b motion mask result, c hand
segmentation result (2)

Fig. 12.8 Hand region segmentation results
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12.6 Conclusion

This paper aims at the difficulties of hand region segmentation with complex
background, uses a method combined with Skin Tone and Motion Detection,
realize accurate hand region segmentation from coarse to fine. First, use the
Gaussian skin color model based on YCbCr color space to detect skin region.
Then, detect motion from two discontinuous image frames, eliminate non-skin
moving regions by skin mask and eliminate face skin regions by motion mask.
In the end, again mask the results of motion mask and skin regions, accurately
segment out the hand region in the current image. Through the results of the
experiments, this method can better segment hand regions under different complex
backgrounds, achieve accurate hand wave direction recognition, greatly enhance
interactive performance of the home security robot.
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Chapter 13
Local Reconstruction and Dissimilarity
Preserving Semi-Supervised
Dimensionality Reduction

Feng Li, Zhengqun Wang, Zhongxia Zhou and Wei Xue

Abstract In this paper, a semi-supervised dimensionality reduction algorithm for
feature extraction, named LRDPSSDR, is proposed by combining local recon-
struction with dissimilarity preserving. It focuses on local and global structure
based on labeled and unlabeled samples in learning process. It sets the edge
weights of adjacency graph by minimizing the local reconstruction error and
preserves local geometric structure of samples. Besides, the dissimilarity between
samples is represented by maximizing global scatter matrix so that the global
manifold structure can be preserved well. Comprehensive comparison and
extensive experiments demonstrate the effectiveness of LRDPSSDR.

Keywords Local reconstruction � Dissimilarity preserving � Semi-supervised
dimensionality reduction � Face recognition

13.1 Introduction

Face recognition has become one of the most challenging problems in the appli-
cation of pattern recognition. Face image is a high dimension vector, so numerous
dimension reduction techniques have been proposed over the past few decades [1],
in Principal component analysis (PCA) [2] and Linear discriminant analysis
(LDA) [3] are widely used. Both PCA and LDA assume feature space lie on a
linearly embedded manifold and aim at preserving global structure. However,
many researches have shown that the face images possibly reside on a nonlinear
submanifold [4]. When using PCA and LDA for dimensionality reduction, they
will fail to discover the intrinsic dimension of image space.
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By contrast, manifold learning considers the local information of samples,
aiming to directly discover the globally nonlinear structure. The most important
manifold learning algorithms include isometric feature mapping (Isomap) [5],
locally linear embedding (LLE) [6], and Laplacian eigenmap (LE) [7]. Though
these methods are appropriate for representation of nonlinear structure, they are
implemented restrictedly on training samples and can not show explicit maps on
new testing samples in recognition. Therefore, locality preserving projection (LPP)
[8] is proposed, but it only can focus on the local information of training samples.
To remedy this deficiency, unsupervised discriminant analysis (UDP) [9] is
introduced, which can consider the local structure as well as global structure of
samples. However, it only uses unlabeled data. Therefore, semi-supervised
methods to deal with insufficient labeled data could be learned. It can be directly
applied in the whole input space, while the out-of-sample problem can be effec-
tively solved.

This paper simultaneously investigates two issues. First, How to extract the
effective discriminant feature by using labeled samples? Second, How to minimize
local scatter matrix and maximize global scatter matrix simultaneity, to preserve
the local and global structure information?

The rest of this paper is organized as follows. In Sect. 13.2, we give the details
of LRDPSSDR. The experimental results based on two commonly used face
databases demonstrate the effectiveness and robustness of proposed method in
Sect. 13.3. Finally, the conclusions are summarized in Sect. 13.4.

13.2 Locally Reconstruction and Dissimilarity Preserving
Semi-Supervised Dimensionality Reduction

13.2.1 Local Reconstruction Error

Suppose X ¼ x1; x2; . . .; xl; xlþ 1; . . .; xlþ u½ � be a set of training samples that include
l labeled samples and u unlabeled samples, belonging to c classes. For each
sample, we find its k nearest neighbors NkðxiÞ from X, where NkðxiÞ is the index set
of the k nearest neighbors of xi. To preserve local structure, design following
objective function:

JðaÞ ¼
X

lþ u

i¼ 1

xi �
X

j:xj 2 NkðxiÞ
Cijxj

�

�

�

�

�

�

�

�

�

�

�

�

2

ð13:1Þ

where �k k denotes the Euclidean norm, with two constraints:

(1)
P

j
Cij ¼ 1, i ¼ 1; 2; . . .; l þ u

(2) Cij ¼ 0, if xj does not belong to the set of k nearest neighbors of xi.
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Given samples in low-dimensional linear embedding space as follows:

X

lþ u

i¼ 1

yi �
X
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ð13:2Þ

where trð�Þis the notation of trace. Local scatter matrix is defined as follows:

SL ¼ XMXT ð13:3Þ

where M ¼ ðI� CÞTðI� CÞ, I is an ðlþ uÞ � ðlþ uÞ identity matrix, and matrix
C is calculated by LLE [6] algorithm.

With above two constraints, the local reconstruction weight is invariant to
rotation, rescaling, and translation. So, it can preserve local structure of samples.

13.2.2 Dissimilarity Preserving

Let X ¼ x1; x2; . . .; xl; xlþ 1; . . .; xlþ u½ � be a matrix and each column is a training
samples, belonging to c classes. Represent any xi in term of its projection sequence
GðxiÞ, coefficient vector Wðxi;GðxiÞÞ, and residue Rðxi;GðxiÞÞ. Suppose GðxiÞ ¼
gi1; gi2; . . .; gid½ � are the eigenvectors corresponding to the first d largest eigen-

values in PCA. Thus, each image can be represented as a linear combination:

x̂i ¼ wi1gi1 þ wi2gi2 þ � � �widgid ð13:4Þ

where x̂i denotes the approximation of xi, and the residue Rðxi;GðxiÞÞ is given by

Rðxi;GðxiÞÞ ¼ xi � ðwi1gi1 þ wi2gi2 þ � � �widgidÞ ¼ xi �
X

d

j¼1

wijgij ð13:5Þ

When x1 is projected on projection sequence Gðx2Þ of x2, noting the corre-
sponding coefficient vector Wðx1;Gðx2ÞÞ and residue Rðx1;Gðx2ÞÞ. Based on above
factor, we can design the dissimilarity measure as follows:

uðx1; x2Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nDRðx1; x2Þ þ ð1� nÞDWðx1; x2Þ
p

ð13:6Þ
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where n 2 0; 1½ � indicates the relative importance of the residue and the corre-
sponding coefficients, when both are projected onto the projection sequence Gðx2Þ
of x2, we have

DRðx1; x2Þ ¼ Rðx1;Gðx2ÞÞ � Rðx2;Gðx2ÞÞk k2 ð13:7Þ

where DRðx1; x2Þ is the difference between the residues of x1 and x2, and
DWðx1; x2Þ compares their corresponding coefficients, which is represented as:

DWðx1; x2Þ ¼ Wðx1;Gðx2ÞÞ �Wðx2;Gðx2ÞÞk k2 ð13:8Þ

Define the objective function of dissimilarity preserving as follows:

X

lþu

i¼1

X

lþu

j¼1

ðyi � yjÞ2Hij ð13:9Þ

where Hij is the dissimilarity weight matrix, and Hij ¼ uðxi; xjÞ.

1
2

X

lþu

i¼1

X

lþu

j¼1

ðyi � yjÞ
2

Hij ¼
1
2

X

lþu

i¼1

X

lþu

j¼1

ðWT xi �WT xjÞ
2

Hij ¼WT 1
2

X

lþu

i¼1

X

lþu

j¼1

xi � xj

� �

xi � xj

� �T
HijW

¼WT 1
2

X

lþu

i¼1

X

lþu

j¼1

xix
T
i Hij þ

X

lþu

i¼1

X

lþu

j¼1

xjx
T
j Hij � 2

X

lþu

i¼1

X

lþu

j¼1

xix
T
j Hij

 !

W

¼WT XDXT � XHXT
� �

W ¼WT SNW

ð13:10Þ

Further, the global scatter matrix is defined as follows:

SN ¼ XLXT ð13:11Þ

where
P

j
Hij is a diagonal matrix, L ¼ D�H is a Laplacian matrix.

As a result, by maximizing the global scatter matrix can make the nearby
samples of the same class become as compact as possible and simultaneously the
nearby samples belonging to different classes become as far as possible.

13.2.3 The Algorithm of LRDPSSDR

According to above detail analysis, we have two scatter matrices based on labeled
data and unlabeled data. Associated them with Fish criterion, a semi-supervised
learning method will be derived. Design the objective function as follows:

Wopt ¼ arg max
w

WTðSb þ bSNÞW
WTðSt þ aSLÞW

¼ arg max
w

WTðSb þ bXLXTÞW
WTðSt þ aXMXTÞW

ð13:12Þ
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where a; b[ 0 are the regularization parameters. The optimization problem
solution of formula (13.12) could obtain by following eigen-equation:

ðSb þ bXLXTÞW ¼ kðSt þ aXMXTÞW ð13:13Þ

Based on above discussion, the proposed algorithm LRDPSSDR is briefly stated as
below:
Step 1: For the given training data set, use PCA for dimensionality reduction.
Step 2: Calculate within-class scatter matrix Sb and total scatter matrix St for
labeled data.
Step 3: Construct local scatter matrix SLusing formula (13.3) and global scatter

matrix SN using formula (13.11).
Step 4: The optimal transformation matrix W is formed by the d eigenvectors
corresponding to the first d largest non-zero eigen-value of formula (13.13).
Step 5: Project the training data set onto the optimal projection vectors obtained in
Step 4, and then use the nearest neighbor classifiers for classification.

13.3 Experiments

In this section, we investigate the performance of our algorithm for face recog-
nition and compare it with PCA, LDA, LPP, and UDP. The KNN classifier is used.
The regularization parameters are set as a ¼ b ¼ 0:1; n ¼ 0:5.

13.3.1 Experiment on the Yale Dataset

The database consists of 165 face images of 15 individuals. These images are
taken under different lighting condition and different facial expression. All images
are gray scale and normalized to a resolution of 100 9 80 pixels. In the experi-
ment, we select the first five images from each individual to form the training
samples and the remaining six images as testing samples. Some typical images are
shown in Fig. 13.1.

Figure 13.2 show that the recognition rate of LRDPSSDR method has signifi-
cantly improvement compared to other four algorithms with the increase in the
number of projection axis dimension. The projection axis dimension from 20 to 75
stages, the recognition rate tends stable. It can achieve a maximum value when
projection axis dimension reach 55.

Table 13.1 gives the maximum recognition rate of five algorithms. It is not
difficult to see that our method is the best according to Table 13.1 and Fig. 13.2.
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Fig. 13.1 Sample images for one individual in the YALE database

Fig. 13.2 Comparison of
recognition rate on YALE
database

Table 13.1 Comparison on top accuracy

Algorithms PCA LDA LPP UDP LRDPSSDR

Recognition rate (%) 92.22 83.33 85.86 92.22 95.56
Dimension 35 75 40 70 55

Table 13.2 Comparison on top accuracy

Algorithms PCA LDA LPP UDP LRDPSSDR

Recognition rate (%) 62.98 58.81 61.19 64.52 70.71
Dimension 110 140 160 160 140
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13.3.2 Experiment on the AR Dataset

The database consists of 3120 face images 120 individuals. These face images are
captured under varying facial expressions, lighting conditions and occlusions. The
size of every face image is gray scale and normalized to a resolution of 50 9 40
pixels. In the experiment, we select the first seven images from each individual to
form the training samples and next seven images (most are covered) as testing
samples. Some typical images are shown in Fig. 13.3.

From Fig. 13.4, we can see first that the proposed LRDPSSDR method out-
performs PCA, LDA, LPP and UDP, and second that our method is more robust in
different lighting conditions and various facial expressions. With the projection
axis dimension increase, the recognition rate raises from 30 to 140 stages. It can
achieve a maximum value when projection axis dimension is 140.

Table 13.2 shows the maximum recognition rate of five algorithms. It is
obvious that our method is better than other methods, so the effectiveness and
robustness of LRDPSSDR is further verified.

Fig. 13.3 Part of the sample images for one individual in the AR database

Fig. 13.4 Comparison of
recognition rate on AR
database
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13.4 Conclusion

In this paper, we present a semi-supervised learning algorithm LRDPSSDR for
dimension reduction, which can make use of both labeled and unlabeled data. The
algorithm is realized based on both local reconstruction error and dissimilarity
preserving, which not only preserves the intraclass compactness and the interclass
separability, but also describes local and global structure of samples.

Acknowledgments We wish to thank the National Science Foundation of China under Grant
No. 61175111, and the Natural Science Foundation of the Jiangsu Higher Education Institutions
of China under Grant No. 10KJB510027 for supporting this work.
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Chapter 14
Fusion of Gray and Grads Invariant
Moments for Feather Quill Crease
Recognition

Hongwei Yue, Renhuang Wang, Jinghua Zhang and Zuihong He

Abstract In order to overcome the non-crease misjudgment of feather quill, a
novel decision fusion algorithm is proposed. An improved Radon transformation is
used to extract moment invariants of gray and grads dual-mode of target region
and singular value decomposition is provided here to obtain feature vectors,
respectively; then creases recognition is performed according to feature vectors of
the dual-mode. Finally, the final recognition result of the system is achieved by the
fusion of recognition results of the dual-mode at the decision level. Experimental
results show that this new method can overcome the limitations of single-modal
and reduce the misjudgment of non-crease effectively.

Keywords Feather quill crease � Radon transform � Decision fusion � Invariant
moment � SVD

14.1 Introduction

Badminton is a labor-intensive products with about ten detection steps from
feather selecting to finished badminton. In the whole steps, parameter extraction of
feather quill (Referred to as ‘‘FQ’’) is a key link for feather grading. Traditional
detection methods exist disadvantage as follows: manual operation, high labor
intensity, instability in sorting quality. At present, we have do some study of the
problem [1–3]. Due to slender structure of FQ with variable width, camber and
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curvature, in addition, boundary between crease of FQ and background is fuzzy,
this all lead to misdetection of the large number of good FQ. As most of FQs
without creases in actual production, detection method requires not only effective
feature extraction, but also a high degree of non-crease detection accuracy. The
machine vision in detect defects of electronics manufacturing, machinery manu-
facturing, textile, metallurgy, paper, packaging and agricultural industries has a
wide range of applications, and its detection algorithm is highly targeted does not
have the versatility [4–8].Because of the fuzzy boundary of the crease, this is a
better choice for crease extraction and recognition based on regional shapes.
Moments are often used to represent image features, such as Hu-moment [9],
Zernike-moment [10–12], etc. However, these invariant moments have huge
computation and are susceptible to noise interference.

The statistical analysis result of FQ crease shows that most of the FQ crease are
straight-line segment with regular width which is approximately perpendicular to
the radial physiological textures. In view of this feature, this paper firstly uses
local-angle Radon transform to extract moment invariants of gray and horizontal
gradient dual-mode of target region, then uses Singular Value Decomposition
(SVD) to get feature vector of the two kinds of modal to eliminate the influence of
physiological textures; secondly, according to the feature vector, two recognition
results of crease can be get; finally, based on above two recognition results, the
final recognition result of the image is achieved by the fusion of recognition results
of the dual-mode at the decision level. The results of recognition experiment show
that this method, which not only has better noise immunity ability but also reduces
the rate of misjudgment of non-crease effectively, has practical application value.

14.2 Radon Transform Descriptor

By definition the Radon transform of an image is determined by a set of projec-
tions of the image along lines taken at different angles. Let f x; yð Þ be an image.
Its Radon transform is defined by [13]:

R h; tð Þ ¼ R f x; yð Þf g ¼
Z

R2

f x; yð Þd x cos hþ y sin h� tð Þdxdy ð14:1Þ

where d tð Þ is the Dirac delta-function (d tð Þ ¼ 1 if x ¼ 0 and 0 elsewhere),
h 2 0; p½ � and. In other words, R h; tð Þ is the integral of f over the line L h; tð Þ defined
by x cos hþ y sin h ¼ t. Consequently, the Radon transform of an image is
determined by a set of projections of the image along lines taken at different
angles. An image recognition framework should allow explicit invariance under
the operations of translation, rotation, scaling. But it will be difficult to recover all
the parameters of the geometric transformations from the Radon transform [see
Eq. (14.1)]. To overcome this problem, we propose an Radon transform [14].
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Let the following transform be:

Ra ¼ R h; t; að Þ ¼
R1
�1 R h; tð Þð Þadt

Af

� �
aþ 1

2

ð14:2Þ

where Af ¼
R1
�1 Rðh; tÞdt ¼

R1
�1
R1
�1 f ðx; yÞdxdy. We can show the following

properties.
Translation of a vector ~u ¼ x0; y0ð Þ : gðx; yÞ ¼ f xþ x0; yþ y0ð Þ
R gðx; yÞf g ¼ Rðh; t þ x0 cos hþ y0 sin hÞ. Substituting Eq. (14.2), we obtain:

Rg h; t; að Þ ¼
R1
�1 Rf h; t þ x0 cos hþ y0 sin hð Þ
� �a

dt

Ag

� �
aþ 1

2

¼
R1
�1 Rf h; t0ð Þ
� �a

dt0

Af

� �
aþ 1

2

¼ Rf h; t; að Þ

Scaling of k:
g x; yð Þ ¼ f x

k ;
y
k

� �

: Ag ¼ k2Af ;R gðx; yÞf g ¼ kRf h; t
k

� �

:: Substituting Eq. (14.2),
we obtain:

Rg h; t; að Þ ¼
R1
�1 Rf h; tð Þ
� �a

dt

Ag

� �
aþ 1

2

¼
R1
�1 kRf h; t

k

� �� �a
dt

k2Af

� �

aþ 1
2

¼ Rf h; t; að Þ;

Rotation by h0 : Rf h; t; að Þ ¼ Rf hþ h0; t; að Þ.
The area of image Af can be calculated using any h. To summarize, the Ra is

invariant moment under translation and scaling if the transform is normalized by a
scaling factor a a 2 Zþ; a[ 1ð Þ. A rotation of the image by an angle h0 implies a
shift of the Radon transform in the variable h0. In the next section we propose an
extension to solve this drawback.

14.3 Proposed Scheme

Taking on different values of scaling factor a [see Eq. (14.2)], matrix invariants
R ¼ R2;R3; . . .; Ra½ � can be constructed, Ri 2� i� að Þ is i order invariant moment.
In terms of matrix invariants, we particularly focus on Singular Value Decom-
position (SVD) [15] to extract algebraic features which represent intrinsic attri-
butions of an image. The SVD is defined as follows: R ¼ U

P

VT , where R is an
m 9 n real matrix, U is an m 9 m real unitary matrix, and V is an n 9 n real
unitary matrix.

P

¼ diag k1; k2; . . . kn; 0; . . .; 0ð Þ is an m 9 n diagonal matrix
containing singular values k1� k2� ; . . .; � kn [ 0: let g ¼ k1; k2; . . .; knð Þ be
invariant feature vector of an image.

Raw material for badminton usually is duck feather or goose feather with radial
physiological textures which is approximately perpendicular to FQ crease. How-
ever, using SVD can eliminate the differences of rotated image and lead to
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confusion physiological texture and creases. From Eq. (14.2), we can know Radon
transform is determined by a set of projections at angle h 2 0; p½ �. The proposed
scheme, called local-angle Radon transform (Referred to as ‘‘LR transform ‘‘), is
LR transform is determined by a set of projections at orientation angle
h 2 0�; 15�½ � [ 165�; 180�½ �. This method by reducing the angle can eliminate the
impact of physiology cal texture.

14.4 Crease Detection Algorithm

In order to improve the detection accuracy, sidelight image with side-lighting is
operated. Below is a brief summary of this algorithm. Assume getting the target
region as suspected crease sub-image fi after pretreatment. Then calculating the
LR transform of fi in gray domain and horizontal gradient domain. Combining
with SVD, we can get recognition results rgray and rgrads of gray and grads dual-
mode, respectively. Assume also a set of rgray ¼ 0; 1f g, rgrads ¼ 0; 1f g, where 0
represents crease, 1 represents non-crease. For decision level fusion is a high-level
integration with better anti-interference ability and fault tolerance and can effec-
tively reflect the different types of information for each side of the target.

After getting two recognition results rgray and rgrads of dual-mode, using deci-
sion level fusion method can obtain the final recognition result fr � fr can be

obtained by rgray and rgrads as follows: fr ¼
1; fgrayðiÞ þ rgradsðiÞ ¼ 2
0; else

�

, where 0

represents crease, 1 represents non-crease. The entire algorithm is defined as
follows:

(1) Compute LR transform of fi in gray and horizontal gradient domain.
(2) Construct matrix invariants R.
(3) Using SVD to extract invariant features gi and compute di ¼ gik k.
(4) Label rgray ¼ 0 or rgrads ¼ 0, if di [ k and 1 otherwise; k is experience value.
(5) Compute fr.

14.5 Analysis of Experimental Results

In this paper, experimental samples are collected from feather detection system,
and raw material is duck feather. The detection system through CCD camera
obtains feather image with side-lighting. Homemade feather acquisition system
and its corresponding schematic diagram are shown in Figs. 14.1 and 14.2. From
sidelight image (Fig. 14.3), we can get FQ image (Fig. 14.4) by segmentation
technique. The testing database contains 356 non-crease sub-images and 79 crease
sub-images. During the pretreatment of FQ, they have been obtained suspected
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Fig. 14.1 Acquisition
system of feather

Fig. 14.2 Side-lighting
diagram

Fig. 14.3 Sidelight image

Fig. 14.4 Feather quill
image
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crease sub-images, and have been confirmed and compared with physical objects.
Because of slender structures and camber of FQ, these sub-images have abandoned
edge in order to reduce effects of edge plus noise.

14.5.1 Comparison of Feature Vector

The experimental samples are shown in Fig. 14.5. Figure 14.5a is a non-crease
sub-image; Fig. 14.5b is crease image of FQ root by noise interference, and the
crease just only is half of the width; the crease’s width of Fig. 14.5c is smaller;
the crease of Fig. 14.5d has certain inclination and is not exactly perpendicular to
the horizontal direction. After the pretreatment of the normalized Fig. 14.5, feature
vector is obtained using Hu moment, Zernike moment, LR transform. The LR
transform is performed in gray domain and gradient domain. Projection angle
interval of LR transform is 1 degree and singular value as the recognition feature is
obtained by 2, 3, 4 order invariant moments, as shown in Table 14.1. Because of
limited space, the Table 14.1 gives only the first two singular values. As can be
seen from the table, the distinction of singular value obtained by proposed method
in gray and gradient domain is clear; and singular value obtained by Hu moment,
Zernike moment have no obvious difference. Table 14.2 shows the singular value
after the common Radon transform. Through contrasting singular value with
Table 14.1, we can know singular value get larger because of the influence of
radial physiological texture in the gray domain; and in horizontal gradient domain,
the distinction between crease and no-crease gets smaller. The results show LR
transform is more suitable for crease recognition than Radon transform.

Fig. 14.5 Experimental samples

Table 14.1 Singular value of different methods

Test image Hu moment Zernike moment LR transform

Gray Gradient

Figure 14.5a Value 1 0.1812 0.1770 0.011 0.1989
Value 2 0.0047 0.0906 0.00001 0.0002

Figure 14.5b Value 1 0.1815 0.2078 0.065 0.7104
Value 2 0.0053 0.0558 0.0001 0.0088

Figure 14.5c Value 1 0.217 0.1841 0.7988 1.5145
Value 2 0.0181 0.1808 0.0016 0.0085

Figure 14.5d Value 1 0.1886 0.2026 0.3087 0.9207
Value 2 0.0079 0.0650 0.0010 0.0044
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14.5.2 Recognition Comparison

In this paper, we use recognition rate index to measure performance for crease and
non-crease recognition fusion before and after. Table 14.3 has presented crease and
non-crease recognition rate by the LR transform. From the table, we can remark that
the crease recognition rate has declined after fusion in gray domain (hereinafter
referred to as gray-rate) and in gradient domain (hereinafter referred to as gradient-
rate); non-crease recognition rate after fusion has big improvement over the pre-
vious two. Amount of non-crease feather is far more than amount of crease feather
in the actual production, so the proposed fusion strategies to improve the non-crease
recognition rate meets the demand for industrial production.

14.6 Conclusion

This paper puts forward a new method of FQ crease recognition. It uses local-
angle Radon transform to extract invariant moment of FQ combining with SVD to
get features (singular value) which have invariance in translation and scale to
eliminate the disruption of radial physiological texture. Comparing to Hu moment
and Zernike moment, the experimental results show that this method has good
robustness and better distinguish effect. Finally decision fusion achieves high
recognition rate of non-crease. The method has some value for on-site testing with
60 ms average running time in vc++ 6.0 environment.
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Chapter 15
A New Vision Inspired Clustering
Approach

Dequan Jin and Zhili Huang

Abstract In this paper, a new clustering approach by simulating human vision
process is presented. Human is good at detecting and segmenting objects from the
background, even when these objects have not been seen before, which are
clustering activities in fact. Since human vision shows good potential in clustering,
it inspires us that reproducing the mechanism of human vision may be a good way
of data clustering. Following this idea, we present a new clustering approach by
reproducing the three functional levels of human vision. Numeric examples show
that our approach is feasible, computationally stable, suitable to discover arbi-
trarily shaped clusters, and insensitive to noises.

Keywords Neural field theory � Clustering Analysis � Amari’s model � Stationary
solution � Dynamical system

15.1 Introduction

Clustering is primitive in human learning activities [1]. All the unsupervised
learning activities can be considered as clustering activities [2]. The most fun-
damental human clustering activity may be in human vision, for instant, in object
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detection or segmentation, which are elementary visual activities. Human vision is
highly complex. A simple visual activity may involve a lot of neuronal structures.
If we just investigate one or several ones of these structures, it may be not enough
to illustrate the visual activity. But if we consider the whole visual system that
includes most of these coupled structures, it may become too complicated to be
analyzed. Instead of considering individual neuronal structure, some investigations
on visual perception indicates a feasible way to avoid these difficulties, which
reproduce the functional levels of human vision, each of which might be struc-
turally distributed [3, 4].

In this paper, a new clustering approach is presented, by considering data as an
image and clustering them by three-level neural field system for visual perception.
Method for determining the range of excited regions in the activation distribution
of neural field is also introduced.

15.2 Levels for Human Vision

Generally speaking, the whole procedure of human vision contains three functional
levels at least, including the transfer level, the planning level, and the motor
control level.

15.2.1 Transfer Level

In this level, eyes and some low-level neuronal structures are involved. Eyes act as
sensors, whose main task is to accept the light intensity distribution and transform
them into neural signals distributions. The visual information may be subjected to
some spatial and temporal transformations in this level induced by retina and some
neuronal structures [4].

Suppose the objects are static in visual field. Then the light intensity distribu-
tion is usually presented as a static image that consists of N light points xif gN

i¼1,
which can be described as [5]

I zð Þ ¼ 1
N

X

N

i¼1

d z� xið Þ ð15:1Þ

where

d z� xið Þ ¼ lim
r!0

g z; rð Þ ð15:2Þ

g z; rð Þ is a Gaussian function
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g z; rð Þ ¼ exp � zk k2

r2

 !

ð15:3Þ

The visual information I(z) may subject to some filtering effects in the transfer
level, the most significant one of which in object detection and segmentation is the
blurring effect inducing by the retina, which is usually described as the Gaussian
filtering process. Then the output neural signal distribution S zð Þ is given by

S zð Þ ¼ S z; rinð Þ ¼
Z

X
I z� z0ð Þg z; rinð Þdz0 ð15:4Þ

rin is a scale parameter that can be understood as the distance between object
and eye, or the curvature of crystalline lens [6]. If light points are too close that
under the resolution of eyes, they cannot be identified in S zð Þ individually. S zð Þ is
the output of the transfer level, as well as the input of the planning level.

15.2.2 Planning Level

In this level, the input neural signal S zð Þ would be processed by neurons. A visual
perception is presented in the form of activation distribution of these neurons.

There are many neural models in describing the activity of neurons. A popular
one of them is the Amari’s dynamical neural field [7]:

s _u z; tð Þ ¼ �u z; tð Þ þ
Z

X
w z; z0ð Þh u z0; tð Þð Þdz0 þ S zð Þ � h ð15:5Þ

The vector space X is called perceive space. s is a positive time constant. h is
the resting level parameter. The region z 2 X : u z; tð Þ[ 0f g is called excited
region, denoting the activated neurons. The excited region usually corresponds to a
perceived pattern. h uð Þ is a monotonically increasing nonlinear threshold function
satisfying that lim

u!�1
h uð Þ ¼ 0 and lim

u!þ1
h uð Þ ¼ 1, for instant, the step function. It

describes the neural field feedback of each excited point to its neighboring posi-
tions in X with an interaction strength which is determined by interaction function
w z; z0ð Þ.

Mostly, the interaction function w z; z0ð Þ is isotropic and usually written as
w z� z0ð Þ. In this case, w zð Þ is also called as the interaction kernel of the neural
field. Approximating the neurophysiologic lateral interaction among neurons, the
lateral interaction of neural field is usually assumed to be locally exciting and
globally inhibiting. One of the typical interaction kernels is the difference of
Gaussian (DoG) functions with constant inhibition, given by

w zð Þ ¼ Ag z; rð Þ � Bg z; crð Þ � hker ð15:6Þ
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where c[ 1.
There are three important types of stable solutions to system (15.5), which are

/-solution, ‘‘bubble’’-solution and 1-solution:

1. An equilibrium solution u� zð Þ is called /-solution if u� zð Þ� 0 for all z 2 X;
2. An equilibrium solution u� zð Þ is called ‘‘bubble’’-solution if u� zð Þ[ 0 for z in a

subset D � X;
3. An equilibrium solution u� zð Þ is called 1-solution if u� zð Þ[ 0 for all z 2 X.

15.2.3 Motor Control Level

Motor control level aims at sending out control signals to specific organs, for
instant, eyes, according to the neuron activity u z; tð Þ which is the output the
planning level. For different purposes, this level would have different descriptions.
For instant, in the investigation on saccadic motor planning, to control eyes to stare
at an object in visual field, let z� ¼ P

M, where P ¼
R

R
zh u� zð Þð Þdz and

M ¼
R

R
h u� zð Þð Þdz, then z� is the density center of activation distribution which

corresponds to the center of object [4].

15.3 Clustering Approach Based on Vision

Since human vision shows good potential in clustering, it is possible to find a
feasible clustering approach by simulating visual mechanisms. In this section, we
present a new clustering approach by reproducing the three levels of vision. Some
numeric examples are given to show the feasibility and advantages of our
approach.

15.3.1 Transfer Level for Clustering

In this level, the first thing is to transform data set X = xi 2 R
n : i ¼ 1; 2; . . .;Nf g,

to image which can be accepted by visual system by

I zð Þ ¼ 1
N

X

N

i¼1

dðz� xiÞ ð15:7Þ

In this way, we obtain a data distribution I zð Þ.
The data distribution I zð Þ is transformed into neural input distribution S zð Þ by a

Gaussian filtering process:
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S zð Þ ¼ S z; rinð Þ ¼
Z

X
I z� z0ð Þg z; rinð Þdz0 ð15:8Þ

15.3.2 Planning Level for Clustering

The aim of this level is to discover clusters in data, i.e., produce a perception of
clusters, according to the neural signal distribution S zð Þ.

Since Amari’s model achieves successes in illustrating phenomena in visual
perception, we also employ it in the planning level for clustering, which is given
by (15.5):

s _u z; tð Þ ¼ �u z; tð Þ þ
Z

X
w z; z0ð Þh u z0; tð Þð Þdz0 þ S zð Þ � h ð15:9Þ

where X � R
n.

As soon as S zð Þ being transferred to the planning level, the neural field begins to
evolve, until the field reaches its steady state u� zð Þ. Several bubbles, i.e., excited
regions may be sustained in u� zð Þ, whose number and range generally depends on
the input S zð Þ, the kernel w zð Þ and the resting level h of the neural field. By
grouping the data located in the same connected excited region into a cluster, the
clusters of the data set X are perceived.

15.3.3 Motor Control Level for Clustering

In visual perception, the motor control level sends out control signal based on the
activation distribution u� zð Þ given by the planning level, so that people can react
based on their perception in the planning level, corresponding to outside visual
stimulus. In the motor control level, we introduce some methods to point out the
range of connected excited regions in u� zð Þ.

When a connected excited region in u� zð Þ is convex, its range is equal to the
attraction domain of a corresponding equilibrium point of the gradient dynamical
system

dz
dt
¼ ru � zð Þ ð15:10Þ

By estimating its corresponding attraction domain, we can estimate the range of a
connected excited region. A feasible way for estimating the domain of attraction of
such a system is presented in [8], which employs an iterative expansion approach.
Details can be seen in [8].
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15.4 Algorithm and Examples

On the basis of the above strategies, for a data set X ¼ xi 2 R
n : i ¼ 1; 2; . . .;Nf g,

we present a clustering approach as following:

1. Select a scale rin [ 0, and the interaction kernel w zð Þ. Compute the signal
distribution S zð Þ by (15.8);

2. Let u z; 0ð Þ ¼ �h for z 2 X. Compute the steady state u� zð Þ of system (15.9). If
there are m excited regions, take all the data points in the same connected
excited region into a cluster, denoting by Cj, j ¼ 1; 2; . . .;m. If there are
unlabeled data points, go to step 3; else, let M = m, go to step 4.

3. If the unlabeled data points locate in excited regions, then group them to the
clusters corresponding to these excited region; else, if the unlabeled data points
locate in some peaks with negative activation, group the data locating in the
same peaks into new clusters Cmþi; i ¼ 1; 2; . . .; ~m. Let M ¼ mþ ~m.

4. Let Sc ¼ Cj

� �M

j¼1, then Sc is the clustering result.

To show the feasibility of our approach, we give some numeric examples as
shown in Figs. 15.1 and 15.2. The kernel w zð Þ is given by (15.6). Parameters are
given as r ¼ 0:07; c ¼ 1:1; s ¼ 0:1, A = 1.2 and B = 0.1, hker ¼ 0:002, h = 0.02.

As shown in these examples, it can be seen that our approach has some
advantages, for instant, our approach doesn’t require the number of clusters and
specific learning step, is suitable to discover clusters with arbitrary shape. Noises
and isolated points are easy to be identified in the above results.

Since convolution is involved in Amari’s neural field, which consumes a lot of
computation, the computational time expense of this approach is high. As a result,
limited by current computer technology, this approach cannot deal with high
dimensional clustering problems efficiently. However, these Numeric examples
show that this approach has high accuracy in clustering and anti-noise ability.

Fig. 15.1 Three clusters
obtained by this approach for
three-Gaussian data set
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Moreover, these clustering results are highly close to human cognition. So this
approach shows potential especially when breakthroughs in computer technology
like quantum computer are made in future.

15.5 Conclusion

In this paper, we present a new clustering approach inspired from human vision.
By reproducing the mechanism of the three functional levels of human vision, we
present a new clustering approach. This approach is biologically plausible, robust
to noises and suitable to discover arbitrary shaped clusters. To show the feasibility
of our approach, some numeric examples are given.

Nevertheless, our approach is an attempt. Our approach is suitable for all kinds
of data sets theoretically, but it relies on a neural field which contains a convo-
lution on its right hand side, which would consume much computer time.
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Chapter 16
Multiclass Vehicle Tracking Based
on Local Feature

Zhiming Qian, Jiakuan Yang and Lianxin Duan

Abstract This paper presents a real time multiclass vehicle tracking method. The
method uses a combination of machine learning and feature analysis to track the
vehicles on the road. Multiclass SVM are trained using train samples to achieve
detection and classification of vehicles in video sequences of traffic scenes. The
detection results provide the system used for tracking. Each class vehicle is tracked
by SIFT method. Experimental results from highway scenes are provided which
demonstrate the effectiveness of the method.

Keywords Vehicle detection � Vehicle tracking � Feature analysis

16.1 Introduction

Video based intelligent transportation systems (ITS) are getting large attention as
an attractive field, not only because they are easy to install and operate, but also
because they have the potential to provide a much richer description about vehicle.
As the basic parts, tracking of vehicle is a fundamental problem in ITS. For this
task, we need to first detect the vehicle and segment them from the video images,
and then track them across different frames while maintaining the correct
identities.

Robust tracking of vehicles on the road based on video is a challenging
problem. Roads are dynamic environments, with the illumination and background
changes. The sizes and the locations of vehicles on the road are diverse. There is
high variability in the appearance of vehicles with viewpoint, illumination, and
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possible articulation. Moreover, partial occlusion of vehicles of interest by other
vehicles or objects on the road is also an important factor influencing tracking.

For the last two decades researchers have spend quality time to develop dif-
ferent methods that can be applied in the field of video based vehicle tracking [1–
6]. The existing tracking approaches may be classified into four major categories:

1. Region based method: this method subtracts image frame containing vehicles
from the background frame which is then further processed to obtain vehicle
regions (blobs). Then these vehicle regions are tracked. It can work well in free
flowing traffic conditions, but the disadvantage is that it has difficulty in handling
shadows and occlusion.

2. Active contour based method: this method represents vehicle by bounding
contour of the object and dynamically update it during the tracking. The advantage
of active contour tracking over region-based tracking is the reduced computational
complexity. But the disadvantage of the method is their inability to accurately
track the occluded vehicles and tracking need to be initialized on each vehicle
separately to handle occlusion better.

3. Feature based method: this method extracts suitable features from the vehicle
regions and these features are processed to track the vehicles correctly. The
method has low complexity and also can handle occlusions well. The disadvantage
is the recognition rate of vehicles using two-dimensional image features is low,
and the problem that which set of sub features belong to one object is complex.

4. Model based method: this method tracks vehicle by matching a projected
model to the image data. The advantages of model based vehicle tracking is it is
robust to interference between nearby images and also be applied to vehicle
classification. But the method has high computational cost and they need detailed
geometric object model to achieve high tracking accuracy.

In real world, the vehicle type is various. Comparing the strategy that all
vehicles are categorized as single class, multiclass vehicle tracking have great
practical significance and applicable value great practical importance. In this
paper, a method for video multiclass vehicles tracking is introduced. The proposed
method has the following characteristics: (1) It has multiclass vehicles detection
ability; (2) It can track multiclass vehicles accurately in real-time environment.
The proposed method in this paper has been validated with video vehicle
sequences from real-world traffic scenes.

16.2 The Proposed Method

16.2.1 Overall Structure

Given an input of a video sequence taken from roadway vehicles, system first
outputs the types and locations of the vehicles in the images, then a feature
information description of the detected vehicles is obtained, and finally this
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description is used to match the detected vehicles in the next frame. The frame-
work contains three main processes: vehicle detection, vehicle classification, and
vehicle tracking. A general overview of the system flowchart can be seen in
Fig. 16.1.

16.2.2 Vehicle Detection and Classification

In order to achieve vehicle detection and classification task, multiclass SVM is
employed to our framework. The SVM has been introduced as one of the most
efficient learning algorithms in computer vision. To be useful, the task of vehicle
classification should categorize vehicles into a sufficiently large number of classes.
However as the number of class increases, the processing time required also

Fig. 16.1 Flowchart of multiclass vehicle tracking
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increases. Therefore, a simple classification method is needed which can quickly
categorize vehicles at a coarse level. Based on the application, further classifica-
tion can be done. In the paper, we use the ‘‘one against one’’ method in the
LIBSVM [7] to learn Haar wavelet features for vehicle classification.

The one-against-one method constructs an SVM for every pair of classes by
training it to discriminate the two classes. If k is the number of classes, then
k (k - 1)/2 classifiers are constructed and each one trains data from two classes.
The decision function for class pair ij is defined by

fij xð Þ ¼ / xð Þ � wij
� �

þ bij ð16:1Þ

It is found by solving the following optimization problem:

min
1
2

wij
�

�

�

�

2þC
X

n

nij
n ð16:2Þ

/ xnð Þ � wij þ bij� 1� nij
t ; nij

t � 0; xt in the ith class

/ xnð Þ � wij þ bij� nij
t � 1; nij

t � 0; xt in the jth class

(

ð16:3Þ

Finally, the ‘‘max wins’’ voting strategy is used to determine the class of a test
pattern in this approach.

16.2.3 SIFT Feature Analysis

SIFT (Scale Invariant Feature Transform) is a well-established local feature
descriptors, which was proposed in 1999 by Lowe [8]. Duo to SIFT feature
descriptor is invariant to uniform scaling, orientation, and partially invariant to
affine distortion and illumination changes, it has been widely applied to object
tracking and image matching. For multiclass vehicle tracking, we need a kind of
feature which can describe different vehicles accurately, the SIFT feature is very
suitable in the circumstance. Main process of the SIFT algorithm is as follows:

Interest points for SIFT features correspond to local extrema of difference-of-
Gaussian filters at different scales. Given a Gaussian-blurred image described as
the formula

L x; y; rð Þ ¼ G x; y; rð Þ � I x; yð Þ ð16:4Þ

where L is the scale space of an 2D image, I (x, y) is the gray value of input image
in the coordinates (x, y), G (x, y, r) is a variable scale Gaussian, whose result of
convolving an image with a difference-of-Gaussian filter is given by

D x; y; rð Þ ¼ L x; y; krð Þ � L x; y; rð Þ ð16:5Þ

which is just be different from the Gaussian-blurred images at scales r and kr.
Interest points are identified as local maxima or minima of the DoG images across
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scales. Each pixel in the DoG images is compared to its 8 neighbors at the same
scale, plus the 9 corresponding neighbors at neighboring scales. If the pixel is a
local maximum or minimum, it is selected as a candidate feature point. Remove
the low contrast candidate points and eliminated the edge response, then use
Hessian matrix to compute the principal curvatures and eliminate these feature
points that have a ratio between the principal curvatures greater than the ratio.

Finally, an orientation histogram was formed from the gradient orientations of
sample points within a 4 9 4 region with 8 orientations around the feature point in
order to get an orientation assignment. So the descriptor of SIFT that was used is
4 9 4 9 8 = 128 dimensions.

16.2.4 Feature Matching and Updating

For each vehicle detected from multiclass detection framework, extract SIFT
feature and establish vehicle information database (VID). The VID consists of four
parts: vehicle class, vehicle number, vehicle location (rectangle coordinates) and
SIFT feature point descriptor (feature priority, feature point coordinate, orientation
and scale), each vehicle detected from multiclass detection framework is tracked in
a new video frame sequences by separately comparing its feature point with the
same class vehicle from the VID. The Euclidean distance is introduced as a
similarity measurement of feature characters.

Suppose Ni as the feature number of the current vehicle matching the ith vehicle
of the VID, N as the total feature number of the current vehicle, the matching rate
between the current vehicle and the ith vehicle of the VID can be defined as
Pi = Ni/N. Set the threshold T for the matching parameters. When Pi is greater
than T, the current vehicle is considered equivalent to matching the ith vehicle.
Supposing that Mj is the number of the jth class vehicle of the VID,
{Pij (j = 1, …, Mj)} is the matching results of the current vehicle and all vehicles
of the VID with the same class, and n is the number of elements in the set {Pij

|Pij [ T, j = 1, …, Mj}. When n = 1, the ith vehicle is matching with the jth
vehicle of the VID with the same class; when n [ 1, we select max (pi) as the
matching result.

The VID stores the data of vehicle which appears in the recent video sequences.
It needs to be updated after one frame, input the current vehicle data and delete the
data of the long term unmatched vehicle. We set a feature priority for each feature
point of the VID in the vehicle information update process.

Suppose Rij as the feature priority of the jth feature point of the ith vehicle, the
specific update process is as following:

(1) Add new vehicle: if the current vehicle is not matching all the vehicle of
VID with the same class, this vehicle will be considered as a new vehicle, add its
information into the VID, and set its feature priority of all feature points R = Rmax.

(2) Update feature priority: if the current vehicle matches the ith vehicle of the
VID, the information of the ith vehicle will be update, set the feature priority of
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these matching feature points Rij = Rmax, and use new coordinate of these
matching feature points to replace original coordinate. In addition, the feature
priority of unmatched feature points between the current vehicle and the ith
vehicle is replaced with Rij = Rij - 1, the new feature points of unmatched feature
is added into the VID. After all matches of the current frame are finished, if there
are no matching vehicles to be found from the VID, all the feature priority of these
vehicles will be replace with Rij = Rij - 1. When a frame image is completely
processed, the feature point whose feature priority is equal to zero will be removed
from the VID.

(3) Delete vehicle: When a frame image is completely processed, the vehicle
whose feature priority of feature point meets the following condition will be
deleted from the VID.

R1 þ R2 þ � � � þ RAll\h ð16:6Þ

16.3 Experiment

We consider the samples from a profile viewpoint for vehicles, and all video
sequences which are achieved a frame rate of about 20 fps were generated by
shooting around Chuxiong city under highways conditions. All our experiments
shown below on a standard PC (Intel Core2 Duo E7500 2.93 GHz with 2 GB
RAM). Set the threshold h = 0.2, Rmax = 5, the number of class C = 4 (motor-
cycle, bus, truck, and car).

In the training phrase, the data set is the image segmentation data, where each
class is a vehicle type collected from a 32 9 16 region of a vehicle image. The
training set consists of 1000 samples per class. Some training images are shown in
Fig. 16.2. In the tracking test, if the classifiers obtain detection result which gives
the desired location and identifier, the result will be considered as the correct
tracking in current frame, otherwise the result will be considered as the incorrect
tracking in current frame. Since there are no suitable methods to compare the

Fig. 16.2 A subset of the training samples for the four classes
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multiclass tracking effect, we just test our method on test data. Table 16.1 shows
the tracking results for our method. Some tracking results in the video sequences
are shown in Fig. 16.3.

16.4 Conclusion

We have proposed a real-time vision framework that tracks multiclass vehicles in
video sequences. The method by analyzing the SIFT feature of detected vehicles to
achieve vehicle tracking. The method is able to run in real time with simple, low-
cost hardware. Our experimental results demonstrate effective, multiclass vehicle
tracking in real traffic environments by applying the proposed method. If new
classes of vehicles or unfamiliar environments are encountered, the proposed
method can adapt itself to the changes and track vehicles successfully.
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Chapter 17
Simulating Virtual Plants Based
on Genetic Algorithm and L-Systems

Weilong Ding, Chen Hu and Yuanwei Zhu

Abstract As an effective technique to dynamically simulate the morphological
development of plants, L-system is widely used in the field of plant modeling and
visualization. It is a key step to obtain the axiom, the productions, and theirs
parameters before simulating a special target. Usually, it is difficult to get those
parameters and rules. In order to avoid the blindness and low efficiency in the mod-
eling process, we proposed an automatic algorithm to simulate the images of virtual
plant based on Genetic Algorithm and L-systems in this article. The relative tech-
niques of our methods, such as the encoded mode of genetic individuals, the design of
the primary population, the design strategies of genetic operations, and the design of
evaluation function of fitness are introduced in details. The results demonstrate the
algorithm’s capability of modeling various plants and ease of use by novice users.

Keywords L-system � Genetic algorithm � Plant morphology � Simulation

17.1 Introduction

Virtual plant [1, 2] now has become a hotspot in the field of computer graphics,
agronomy, etc., and attracted many computer scientists, botanists and mathemati-
cians devoting themselves to this field. The research scope of virtual plant may
includes: individual plants modeling [3], functional-structural plant modeling [4–7],
forest modeling [8] etc. Using an appropriate morphological development model to
generate virtual plants is a key step for the process-based model. L-system is a widely
used model among the many existing morphological development models [9].
However, when using the L-system to model virtual plant, we need to pre-determine
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the rule parameters required by the model, such as the axiom and production rules.
Usually it is quite difficult and quite time-consuming to obtain these rules and
parameters for modeling the specified plant shape. For novice users, they may be
blind and inefficient to obtain the rule parameters of L-system with a manual way. In
order to improve the efficiency of the plant simulation, it is essential to study how to
obtain the parameters and rules for axiom and productions.

In recent years, genetic algorithms and gene expression programming tech-
nology have been applied to solve a series of complex problems, and achieved
good results, such as combinatorial optimization, production scheduling, automatic
control, and artificial life. Since the 1990s, many scholars try to use genetic
algorithm and gene programming to extract the rules and parameters of the
L-system model, in order to improve the relevance and efficiency of virtual sim-
ulation. For example, Jacob [10], Ochoa [11], Mock [12], Hornby and Pollack [13]
study how to evolving parameter-less, bracketed D0L-systems, as these are suited
to the most general evolutionary methods [14]. However, they do not involve in
context sensitive, stochastic and timed L-systems. Kokai [15], Traler [16], Bian
et al. [17], and Venter and Hardy [18] limit themselves to evolving parametric
L-system to simulate different plant shapes. Moreover, to keep the bracket balance
of bracketed L-system, the operators of mutation, selection, and crossover have
many limitations, thus the variety of individuals are limited. For example, the
operation of mutation can not be applied to the symbols ‘[’ and ‘]’. The crossover
points can only in the scope between ‘[’ and ‘]’. The evaluation function of fitness
for some works are simplistic or limited to highly specific domains [8]. And some
researches are only to obtain several of types and shapes of plant images, so they
don’t have the fitness function in the realization process of the genetic algorithms.
Thus the superior individuals which form the new population have to be chosen
manually in each evolution process according to aesthetic standard for a next
iteration. In terms of search efficiency, however, there are great limitations existed
in such selection methods which are based on visual impression [14].

Although considerable works have been conducted in the field of virtual plant
modeling based on Genetic Algorithm, many of them are still at the primary stage,
and need to be improved with respect to various aspects, as we mentioned above.
So in this study, an automatic algorithm to simulate the images of virtual plant
based on Genetic Algorithm and L-systems is proposed, so as to avoid the
blindness and low efficiency in the modeling process.

17.2 Related Techniques

17.2.1 L-Systems

L-system is a string rewriting system. It can be used to describe the occurrence and
growth processes of plant morphology. The essence of it is a string rewriting
system, which uses an axiom and a set of productions to generate a string by finite
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recursive operations, and the string can be interpreted as the structure of a plant.
L-system is suitable for describing morphologic architectures of plants. By the
persistent efforts of many scholars, L-system has been successfully applied to a
variety of occasions [9].

17.2.2 Genetic Algorithm

Genetic Algorithm (GA) is a search heuristic that simulating natural evolution
process, which can be used to generate useful solutions on optimization and
searching problems. It generates solutions to optimization problems using tech-
niques inspired by natural evolution, such as inheritance, mutation, selection, and
crossover. The core content includes individual coding, the initial population
setting, the fitness function design, genetic operation design and parameter setting,
etc. As one of the effective methods in optimization theory, genetic algorithm has
applied in a series of complex optimization problems and achieved good results.

17.3 The Process to Modeling Specific Plants Based on GA

17.3.1 Coding Scheme and Population Initialization

The symbol encoded is one of the more commonly used encoding. As we men-
tioned above, L-system is a string rewriting system, and its axiom and productions
are composed by a number of characters. According to the characteristics of the
characters in L-system production rules, and taking into account the efficiency and
convenience of the crossover and mutation operations, we design the Gemini body
coding scheme. A chromosome consists of two sub-chromosomes. One sub-
chromosome is used to encode a string without brackets, and another chromosome
is used to encode the brackets string. The start number of the gene is from 0. In a
chromosome, if a gene whose value equals -1, it will not be displayed in the
phenotype, and we call it ‘‘recessive gene’’. In the process of encoding, the value
of the recessive gene is set to -1, and the dominant gene is set to a non-negative
integer. The individual’s phenotype is determined by a non-negative dominant
gene. When decoding the a chromosome into a production string, we just need to
fill the gene string after removed ‘‘recessive gene’’ into the bracket string
successively. And then according to the defined relationship between the integers
and the characters, a chromosome is mapped to a sequence of characters.
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17.3.2 Initial Population

The quality of the initial population is one of the key factors affecting the results of
genetic algorithm. The generation of individual consists of two parts: L-system
productions and the number of iterations. Taking into account the two aspects of
the individuals generated with high fitness and the diversity of the gene, the initial
population is divided into two parts: based on preset individuals generate part, the
proportion is 75 %; randomly generated part, the proportion is 25 %. The maxi-
mum depth of brackets in the string corresponding to the chromosome is two
layers. Randomly generated initial population will increase the diversity of the
population, but will also lead to lower population fitness. In the initialization of the
population, this article uses a predefined individual generation method. The pre-
defined individuals in initial population are generated by changing each character
in benchmark production, including four operations: insert a character; delete a
character; replace a character; maintain the character unchanged. Using the above
two methods to generate the two sub-populations, merge the two sub-populations
as the initial population of the genetic algorithm.

17.3.3 Genetic Operators

The selection operator uses the method of random selection without replacement
and elitist strategy. This method is to select a certain number of individuals from
the population, in which choose the best individual into offspring populations.
Repeat the operations until the new population size reaches the same size as the
original population. This method can guarantee the best fitness individual and
some individuals which fitness are higher than the average fitness is saved in the
population of the middle of the process.

The cross strategy we used in this paper is one-point crossover. The crossover
operator will lead to the traditional chromosome brackets illegal match. In this
section, for the character sub-chromosome in a randomized crossover point for
switching operations and for the bracket sub-chromosome exchange the bracket
module. In this step, although it will not cause the brackets do not match, will still
generate meaningless brackets, for example ‘‘[-]’’.

In this paper, the mutation operator changes the number of iteration and chro-
mosome. In the string chromosome, mutation operator only changes the single
character. In the bracket chromosome will change the two brackets. As the crossover
operator, mutation operator will not generate the brackets do not match, but will
generate meaningless brackets.
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17.3.4 Repair Mechanism

In this paper, we use crossover and mutation operators transform the string sub-
chromosome and the brackets sub-chromosome. Although it can avoid brackets do
not match, but will still generate meaningless brackets. Therefore, we use the
repair mechanism to delete meaningless brackets and invalid characters. The repair
mechanism to correct the meaningless brackets and invalid characters is given
shown in Table 17.1.

17.3.5 Fitness Function Design

In genetic algorithm, fitness is the only standard to evaluate individual to guide the
direction of genetic evolution. The essence of fitness function is to calculate the
similarity between two tree structures. Considering the characteristics of the three-
dimensional tree structure, this paper presents a similarity calculation method
based on the particle size of three-dimensional tree structure. The tree structure is
firstly divided into thick, medium and thin three particle size by the algorithm:
similar in outline, topology and internal node. Surrounding the tree structure with
the parabolic and it will reflect the different of the tree’s outlines. Then get the
similarity of the tree’s topology can be calculated by comparing the relationship of
the nodes in the tree. After that, it will gain the similarity of the internal space can
be calculated by calculating the minimum space distance based on the topology
relation. Finally, the similarity between the two tree structures can be calculated by
combining the outline similarity, the topological similarity and the internal space
similarity, as shown in Formula 17.1.

Table 17.1 Illegal style and relative repair mechanism

Illegal style Examples Repair mechanism

Empty brackets or only direction
control symbols

[], [-/&] Delete the substring with the
bracket border.

Two adjacent control characters, the
control characters in opposite
directions offset each other

- ? F Remove the offset control characters

A plurality of consecutive identical
control characters

&&&& F Same control characters can only have
four successively adjacent

The end of the string is a control
character

Of F& Remove the control characters at the
end of the string

The end of the string in the brackets
is a control character

[F&] Remove the control characters at the
end of the string
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similarity T1;T2ð Þ ¼ a � similar global T1;T2ð Þ þ b � similar inner T1;T2ð Þ
þ c � similar topology T1; T2ð Þ

ð17:1Þ

simular global T1, T2ð Þ ¼ 1� d1� d2j j
d1þ d2

ð17:2Þ

similar inner T1, T2ð Þ ¼ 1
3
� 1� total dist x

total x

� �

þ 1
3
� 1� total dist y

total y

� �

þ 1
3
� 1� total dist z

total z

� �

ð17:3Þ

similar topo log y T1; T2ð Þ ¼ dist child

numChild T1þ num Child T2
ð17:4Þ

Here, a, b and c are correction coefficient, and satisfy a ? b ? c = 1. In the
function Similar_global(T1, T2), d1 and d2 respectively represent the parabola
focal length corresponding to the two graphical tree. In function Similar_inner(T1,
T2) total_dist_x, total_dist_y, total_dist_z, total_x, total_y, total_z respectively
represent the cumulative distance and cumulative value of the T1 and T2 between
the nodes in the X, Y, Z direction. dist_child, numChild_T1, numChild_T2 in
function Similar_topology(T1, T2) respectively represent the difference between
the number of a node in the same topological location of T1 and T2 and the
accumulated valued of the number of node children.

17.4 Experiments and Results

The algorithms are written in c++ language with the OpenGL library, and it is
implemented on a PC with Pentium IV 1.83 GHz CPU, 1.5 GB RAM. The
detailed process of our algorithm is shown in Fig. 17.1.

Here we simulate the topological structure of a tree described in Fig. 17.2 in
order to test and verify the proposed algorithm. The parameters used in the
algorithm are shown in Table 17.2. In the experiment, we can measure the mor-
phological parameters of the target tree. And then, our algorithm is used to evolve
the initial population. After one hundred times iteration, we can get an excellent
individual, as shown in Fig. 17.3. Ordinarily, optimal individuals can be obtained
after one hundred times’ iteration. The experiment results show that our method
can not only simulate the special plant shape, but also simulate various plant
shapes.
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Fig. 17.2 Target tree to be
simulated

Start

Initialize the population 

Output the optimal result

End 

Yes

No 

Extract the structural characteristics 
of target plants

Define the benchmark production

Calculate the similarity of the  
topological structure 

Calculate the similarity of the outline

Decoding and draw graphics 

Calculate the fitness value

Calculate the similarity of the internal space

Result is OK? 

Genetic Operations (including

selection, crossover,mutation, etc) 

Fig. 17.1 The detailed process to automatically obtain L-system rules
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17.5 Conclusions

To simplify the modeling processes and improve the simulating speed when we
employ L-systems to describe the topological strucuter, we present here an
intelligent algorithm to simulate the images of virtual plant based on Genetic
Algorithm and L-systems. It has been proved in practice that our method is fea-
sible and valid. In the future studies, we will discuss the following topics: (1) how
to increase the amount of individuals which are accord with L-system; (2) how to

Table 17.2 Parameters used in the algorithm

Items Values

Population size 30
Termination conditions Fitness value C 0.85
Maximum evolutionary times 100
Maximum length of chromosome Variable
The maximum number of character ‘‘F’’ in a chromosome 20
The number of iterations Variable
Mutation rate for the number of iterations 0.01
1-point crossover rate 0.8
Mutation rate for string sub-chromosome 0.01
Mutation rate for bracket sub-chromosome 0.005
Character selected rate 0.4
Rate of removing the brackets 0.3
Rate of adding brackets brackets 0.4
Rate of moving brackets 0.3

Fig. 17.3 Simulated result of
a 3D tree
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increase the variety of individuals under the condition that the individuals suit to
the rule of L-system; (3) How to compare the similarity of trees is the premise of
designing individual fitness function.
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Chapter 18
Shrinkage Common Spatial Pattern
for Feature Extraction in Brain-Computer
Interface

Yu Zhang, Jing Jin, Bei Wang and Xingyu Wang

Abstract Common spatial pattern (CSP) has been one of the most popular
methods for EEG feature extraction in brain-computer interface (BCI) application.
Although the CSP usually provides good discriminant features for classification, it
is also known to be sensitive to overfitting and noise. This study introduces a
shrinkage technique to regularize estimation of the covariance matrices in the CSP
and hence a novel shrinkage CSP (SCSP) method, which could effectively alle-
viate the effects of small training sample size and unbalanced data on classifica-
tion. The proposed SCSP is validated on feature extraction of P300 that has been
widely adopted for BCI development. Classification accuracies are evaluated by
using linear discriminant analysis (LDA) with experimental EEG data from seven
subjects. The results indicate that the proposed SCSP extracts more effective
features that yield higher classification accuracy than that by the traditional CSP.

Keywords Brain-computer interface (BCI) � Common spatial pattern (CSP) �
Electroencephalogram (EEG) � P300 � Shrinkage

18.1 Introduction

A brain-computer interface (BCI) is communication technique establishing a direct
connection between human brain and computer or external device without nerve
and muscle function [1]. According to different types of task paradigms, the BCI
system can be developed based on various specific electroencephalogram (EEG)
patterns typically including P300, steady-state visual evoked potential (SSVEP)
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and event-related (de)synchronization (ERD/ERS). One of the key problems for an
improved BCI is how to extract effective features that reflect the EEG pattern
actually for the subsequent classification.

Due to the volume conduction, EEG pattern recorded from the scalp usually is
of a poor spatial resolution. As an effective method for feature extraction, common
spatial pattern (CSP) has been widely applied to spatial filtering of various EEG
patterns for BCI applications [2–5]. The CSP usually give highly discriminative
features resulting in good classification performance, whereas it is also known to
be overfitting when insufficient sample set or unbalanced sample set are available,
which specially happens for P300 classification [5]. To overcome the drawback,
this study introduces a shrinkage CSP (SCSP) method, in which the shrinkage
technique [6] is adopted to regularize the covariance matrices in the CSP towards
the true ones. The proposed SCSP method is validated on the P300 data recorded
from seven subjects. An accuracy comparison is implemented among the linear
discriminant analysis (LDA) classification without spatial filtering, with the CSP
and with the proposed SCSP. The superior classification accuracy implies that the
proposed SCSP is more effective to extract EEG features in the case of small
sample size and unbalanced set.

18.2 SCSP for Feature Extraction

18.2.1 Common Spatial Pattern (CSP)

CSP is one of the most popular method for EEG feature extraction, which aims at
learning spatial filters w to maximize the variance of one class while minimize the
variance of another class as the following Rayleigh quotient:

JðwÞ ¼ wTR1w

wTR2w
; ð18:1Þ

where R1 is the spatial covariance matrix for class 1 and R2 for class 2. Assume we
are given two sets of EEG data X1;i 2 R

M�K and X2;i 2 R
M�K (M channels 9

K points) from i-th trial (i = 1, 2,…,N) corresponding to the two classes, and both
X1;i and X2;i have been centered. The i-th covariance matrices of the class 1 and
class 2 are calculated from, respectively:

R1;i ¼ X1;iX
T
1;i; R2;i ¼ X2;iX

T
2;i: ð18:2Þ

The R1 and R2 can then be obtained by:

R1 ¼
1

N1

X

N1

i¼1

R1;i; R2 ¼
1

N2

X

N2

i¼1

R2;i: ð18:3Þ
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where N1 and N2 denote the numbers of trials in classes 1 and 2, respectively.
Since the J(w) will not change by rescaling of w, the CSP optimization problem
described in Eq. (18.1) can be rewritten as:

max
w

wTR1w s:t:wTR2w ¼ 1: ð18:4Þ

The corresponding Lagrangian is:

Lðk;wÞ ¼ wTR1w� kðwTR2w� 1Þ: ð18:5Þ

By setting the derivative of L with respect to w to zero, we obtain:

oL

ow
¼ 2wTR1 � 2kwR ¼ 0

) R1w ¼ kR2w:

ð18:6Þ

The eigenvectors in Eq. (18.6) can be solved from a generalized eigenvalue
problem. The optimal spatial filters are then derived by retaining the eigenvectors
corresponding to the largest D eigenvalues. Assume ~W 2 R

M�D is a matrix con-
sisting of the optimal spatial filters. The features extracted by ~W from EEG data
X 2 R

M�K are given by:

Y ¼ ~W
T
X: ð18:7Þ

The features Y 2 R
D�K provide the optimal discrimination between the two

classes in the least-squares sense.

18.2.2 Shrinkage CSP (SCSP)

Although the CSP usually gives good results for EEG feature extraction, it may be
overfitting to small sample size and unbalanced data. This happens particularly for
P300 feature extraction. To solve such problem, this study introduces a regularized
CSP based on a shrinkage technique [6] to improve the discriminability of
extracted features and hence the performance of EEG classification.

Recently, regularization technique has been increasingly applied to improve
covariance matrix estimation in feature extraction and classification [7, 8]. The
covariance matrix corresponding to the i-th trial of class c can be typically reg-
ularized as:

~Rc;i ¼ ð1� kc;iÞRc;i þ kc;ivc;iI; ð18:8Þ

where kc;i is the regularization parameter and vc;i denotes the average eigenvalue
trðRc;iÞ=K of Rc;i. The regularization parameter kc;i is usually selected by using
cross-validation. However, the cross-validation procedure is time-consuming and
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may be not applicable for small sample size. Instead of cross-validation, we
estimate the regularization parameter automatically and quickly according to the
shrinkage technique [6] for each covariance matrix by:

k�c;i ¼
Nc

ðNc � 1Þ2

PM
m;n¼1 varkðzc;i;m;nðkÞÞ

P

m6¼n
s2

c;i;m;n þ
P

m
ðsc;i;m;m � vc;iÞ2

; ð18:9Þ

where Nc is the number of trials in class c, sc;i;m;n denotes the element in the m-th
row and n-th column of covariance matrix ~Rc;i, and zc;i;m;nðkÞ is computed as:

zc;i;m;nðkÞ ¼ ððxc;i;kÞm � ðlc;iÞmÞððxc;i;kÞn � ðlc;iÞnÞ; ð18:10Þ

with ðxc;i;kÞm being the element in the m-th row and k-th column of data Xc;i 2M�K

and ðlc;iÞm being the element in the m-th row of mean column vector computed
from Xc;i.

18.3 EEG Acquisition

In this study, the proposed SCSP method is validated on the classification of P300
that has been relatively more popular for BCI development.

Seven healthy subjects (S1–S7, aged from 24 to 49) with normal or corrected-
to-normal vision participated in this experiment. During the experiment, the
subjects were seated to a comfortable chair 60 cm from a standard 17 in. LCD
monitor (1280 9 1024 screen resolution) in a shielded room.

Figure 18.1 illustrates the P300 experimental paradigm. The experimental
layout contained eight arrow directions on a black screen to simulate a wheelchair
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Fig. 18.1 Experimental layout (a) and channel configuration (b)
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control, and intensified arrows were adopted as stimuli. Each subject completed
two experimental sessions, each of which consisted of eight runs corresponding to
each of the eight direction commands. In each run, a target cue was first presented
for 1000 ms in the middle of the layout followed by five flash blocks. Subjects
were asked to focus on the cued arrows and silently count the number of times they
were intensified. In each flash block, eight arrow stimuli were intensified randomly
on the corresponding eight directions for once, respectively, with 100 ms pre-
sentation duration and 80 ms inter-stimulus interval (ISI). That is, a total of 640
trials (80 targets and 560 non-targets) data were recorded from each subject.

18.4 Results

To evaluate the effectiveness of the extracted features, classification accuracy was
compared among the LDA classification without spatial filtering, with the ordinary
CSP and with the proposed SCSP. For each subject, half data were randomly
selected from the 640 trials data for training classifier, while the remaining half for
testing classifier. Figure 18.2 depicts the P300 classification accuracies obtained
by the LDA method, the CSP ? LDA method and the SCSP ? LDA method for
the seven subjects with various numbers of trials average. The results show that the
SCSP ? LDA method outperformed both the LDA method and CSP ? LDA
method for S2, S3, S5 and S7, while achieving comparable accuracies with those
of the CSP ? LDA method for S1, S4 and S6. Table 18.1 presents the statistical
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Fig. 18.2 Classification accuracies derived by the LDA, CSP ? LDA and SCSP ? LDA using
various numbers of trials for the seven subjects, respectively
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analysis (paired t test) results of accuracy difference among the three methods. The
SCSP ? LDA method achieved significantly higher classification accuracy than
the LDA method while the difference between the CSP ? LDA method and LDA
method is not significant. Furthermore, the SCSP ? LDA method outperformed
significantly the CSP ? LDA method when using number of trials larger than two,
which indicates that the regularized covariance matrices with shrinkage technique
did improve the P300 classification accuracy.

A comparison of the most discriminative information was carried out between
the features extracted by the CSP and the proposed SCSP. Figure 18.3 shows the
most discriminative features obtained from S7 evaluated by the squared pointwise
biserial correlation coefficients (r2-values) [8]. The SCSP accurately extracted the
more effective feature at 280 ms (associated to the P300 component) and prevent
the disturbance from other non-associated components, compared with the tradi-
tional CSP.

The aforementioned results provide an evidence for the effectiveness of the
proposed SCSP on feature extraction in the case of small sample size and unbal-
anced data.

18.5 Conclusions

This study proposed a shrinkage common spatial pattern (SCSP) method for EEG
feature extraction in BCI application. The covariance matrices were regularized by
the shrinkage whose parameters were automatically and quickly estimated, which

Table 18.1 Statistical analysis for the classification accuracy difference among the three
methods

Method comparison Number of trials

1 2 3 4 5

CSP ? LDA versus LDA p = 0.266 p = 0.083 p = 0.087 p = 0.104 p = 0.124
SCSP ? LDA versus LDA p \ 0.05 p \ 0.05 p \ 0.01 p \ 0.005 p \ 0.01
SCSP ? LDA versus CSP ? LDA p = 0.092 p = 0.11 p \ 0.05 p \ 0.05 p \ 0.05

0

0.02

0.04

Temporal point
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

SCSP

CSP

Fig. 18.3 Comparison of the most discriminative information (r2-values) between the CSP and
the SCSP. The 6th temporal point corresponds to 280 ms
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prevented overfitting to small sample size and unbalanced data. From experimental
analysis with real EEG data of seven subjects, the proposed SCSP method
extracted more effective features resulting in higher classification accuracy com-
pared with the traditional CSP.
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Chapter 19
Detection of Overtaking Vehicles
in a Highway

Song Pan and Huaping Liu

Abstract In this paper, some challenges of detection of overtaking cars in a
highway are reviewed. Based on this analysis, we propose an overtaking vehicle
detection method based on the computation of a symmetry function. Our approach
defines a new symmetry function. Although the near distant vehicles usually do
not show strong symmetry, we can also use this function to detect it locations. The
proposed approach has been evaluated using some practical traffic scenes.

Keywords Vehicle detection � Computer vision � Symmetry

19.1 Introduction

Visual detection is one of the most challenging issues in computer vision. A lot of
solutions and system realizations have been proposed which cover many appli-
cations, such as surveillance and security systems.

Currently, overtaking vehicle detection has become an important component of
on-board driver assistance system. It can be used to alert the driver about driving
conditions, possible collision with other vehicles, or trigger the automatic control
of the vehicle for collision avoidance and mitigation. Overtaking vehicle detection
based on active sensors such as laser, radar, and sonar has several drawbacks due
to sensor interferences between different vehicles in a limited space. Passive
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sensor-based detection approaches, such as vision-based methods, are becoming
widely used due to their low cost and less interferences between vehicles [1].

In vision-based overtaking vehicle detection systems, a single camera is usually
mounted on the host vehicle to capture rear-view image sequences. Various
approaches have been proposed to detect moving vehicles assuming dynamic
background. These methods can be classified into two main categories: appear-
ance-based and motion-based. Recently, the relative motion information obtained
via the calculation of optical flow becomes an important cue for detecting moving
allows detection to be robust to camera shocks. Most of the corresponding research
[1–7] belong to this class. However, the motion features are not oblivious when the
vehicle is far from the home vehicle. In addition, optical flow approaches are very
time-consuming and not very suitable for practical applications. To tackle these
problems, we propose an overtaking vehicle detection method based on the
computation of a symmetry function. Our approach defines a new symmetry
function. Although the near distant vehicles usually do not show strong symmetry,
we can also use this function to detect it locations.

The rest of the paper is as follows: The problem description is given in Sect.
19.2. An overview of the proposed approach is provide in Sect. 19.3. Section 19.4
focuses on the detection algorithm. The Kalman filtering technology is introduced
in Sect. 19.5. Section 19.6 gives some experimental results. Finally, Sect. 19.7
gives some conclusions.

19.2 Problem Description

The considered scenario is constituted by a car with a camera mounted on the rear of
the vehicle and looking outside. In order to exclude parts of the scene which are
useless for the considered task, like the sky, the camera optical axis is pointed down;
the angle made by the optical axis with the ground plane is set according to the height
of the car and the maximum distance from the vehicle to be considered [4].

The system must be able to identify possible dangerous situations like a car
approaching from the back or beginning an overtaking maneuver. The objective of
this project is to use a camera on the side mirror to detect the passing or overtaking
vehicles. Compared with detection the rear of vehicles, this project provide the
following new challenges:

(1) The head of vehicles is more complex than the rear.
(2) Vehicle should be firstly detected in long distance. Even it is detected, there is

very little feature information can be extracted, which makes the feature-based
tracking very difficult. See Figs. 19.1 and 19.2 for some examples.

(3) The shape of the vehicle is irregular when it is near our vehicle. See Fig. 19.3
for an example.

In the following we will first introduce the whole algorithm framework and then
give an illustrious of the computation of the symmetry function.
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19.3 Detection Framework

The proposed detection framework for consists of the following four stages:

(1) pre-processing;
(2) symmetry function calculation;
(3) peaks searching in the symmetry function;
(4) pixels clustering.

The corresponding flowchart of the whole algorithm is shown in Fig. 19.4.

Fig. 19.1 Left Frame 1; Right frame 100

Fig. 19.2 Left Frame 200; Right frame 240

Fig. 19.3 Left Frame 244; Right frame 250
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During the pre-processing stage, we binarized the image using a prescribed
threshold th. This work can eliminate most of the noises (Fig. 19.5). Figures 19.6,
19.7, 19.8, 19.9 shows some of the examples. Figure 19.6 corresponds a far dis-
tance case, the right of Fig. 19.6 is the binarized image. As a comparison, we show
the corresponding horizonal and vertical edge images, respectively, in Fig. 19.7. It
is obvious that the binarized image is more appropriate for detection than the edge
images. Also, Figs. 19.8 and 19.9 corresponds to a middle-distant vehicle.

19.4 Detection Algorithm

In this section, we focus on the symmetry detection. Symmetry has been studied
extensively in computer vision since it is a useful principle for object detection.
For the rear parts of most vehicles, the symmetry property is very common. When

Fig. 19.4 The detection
framework

Fig. 19.5 Computation time: Left Sequence 1; Right sequence 2
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the symmetry of objects in 2-D images is considered, most researchers focus their
interest and attention on the intensity symmetry and have proposed several
methods regarding the detection of symmetry axes [2]. However, the symmetry
will not by always obvious for the cases of overtaking vehicle detection. Therefore
a carefully designed symmetry function is required. To detect the overtaking
vehicle in the image, we use a window whose width is W to detect the symmetrical
objects. The symmetry function Sym[i] for every column i can be obtained as
follows:

Fig. 19.6 Example of pre-processing 1

Fig. 19.7 Example of pre-processing 2

Fig. 19.8 Example of pre-processing 3
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where WIDTH and HEIGHT are the width and height of the considered image,
respectively. pBinary represents the binarized image array.

In general, if there are vehicles in the image, there will be obvious peaks in the
symmetry functions. Figures 19.10, 19.11, 19.12 and 19.13 provide some exam-
ples. From these examples, we can see that if the vehicle is far from the home

Fig. 19.9 Example of pre-processing 4

Fig. 19.10 Frame 100
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vehicle, it is small and shows strong symmetry. On the other hand, when the
vehicle is near the home vehicle and is overtaking, it is usually not symmetry
because we can see its side. However, even in this case, the symmetry function has

Fig. 19.11 Frame 300

Fig. 19.12 Frame 400

Fig. 19.13 Frame 489
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an obvious peak in the neighborhood of the location of the vehicle. Therefore we
can still use the symmetry function to approximately locate the vehicle.

After obtaining the symmetry function Sym[i], we can search its peaks to locate
the position of the vehicle. The following step is to obtain the exact detection
bounding box. To this end, we need to cluster the surrounding pixels near the
symmetrical axis to form the bounding box. In this stage, we again use the
symmetry information. That is to say, only those pixels which satisfy the sym-
metry property are clustered.

19.5 Kalman Filtering

To obtain more exact results, we used the Kalman filter to refine the detection
results. To this end, we construct the following state space model

x½k þ 1� ¼ Ax½k� þ Bw½k� ð19:1Þ

where x[k] is the state vector which contains the height, width of the detection
rectangle, and w[k] is the disturbance. The measurement equation is

z½k� ¼ Cx½k� þ Dv½k� ð19:2Þ

According to the Kalman filter theory, we can get the following recursive
algorithm

�x½k þ 1� ¼ Ax̂½k�
�P½k þ 1� ¼ AP½k�AT þ Q

K½k þ 1� ¼ �P½k þ 1�HTðK�P½k þ 1�HT þ RÞ�1

x̂½k þ 1� ¼ �x½k þ 1� þ K½k þ 1�ðz½k þ 1� � C�x½k þ 1�Þ
P½k þ 1� ¼ ðI � K½k þ 1�CÞ�P½k�

ð19:3Þ

where Q and R are the covariance matrices of the noises w[k] and v[k], respec-
tively. For more details on Kalman filter, please refer to [8].

19.6 Experimental Results

We fixed a video camera on the left window of the host vehicle to capture the rear-
view image sequences. The proposed algorithm has been implemented on a IBM
PC T42 and tested on image sequence acquired from a car on different situations.
The video was digitized using a sample rate of 30 frames per second. The size of
each frame is 640*480. The digitized image sequences contain various cases.
Though we made a lot of experiments, due to the page limitation, we can only
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include very few of them in this paper. Here, we report the detection results for
two sequences. Sequence 1 contains 302 images and Sequence 2 contains 525
image. The commutation time costs are plotted in Fig. 19.5. From them we can see
that the computation time is always between 17 and 35 ms and can satisfy the real
time requirements.

The detection results are also rather satisfied, here we list some detection results
in Figs. 19.14 and 19.15. Further, we can see the detection algorithm is rather
robust to the location of the vehicle and the lane marks.

19.7 Conclusions

In this paper, the problem of detection of approaching car is addressed using a
novel approach which is based on the computation of symmetry information. The
proposed approach has several important and interesting features:

(1) When the object is far from the home vehicle, the symmetry is very strong and
therefore the detection results are rather satisfied;

(2) When the object is approaching or overtaking, it is near the home vehicle. In
this case, the symmetry is not strong. However, using our proposed symmetry
function, we can also find a peak in the corresponding position. So we can
locate the approximated position of the vehicle. Further, by properly clustering
the surrounding pixels which satisfying the symmetry property, we can get
satisfactory detection box.

In summary, the superior performance achieved in our experiments including
difficult cases demonstrates the power of the new approach. These techniques also
apply to effective integration of different modules of a practical vision system.

Fig. 19.14 Detection results of frame 92, 100, 200 and 280

Fig. 19.15 Detection results of frame 300, 400, 489 and 495
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Chapter 20
A Generalized Gamma Distributed CFAR
Algorithm for Layover and Shadow
Detection in InSAR Images

Xianxiang Qin, Huanxin Zou, Shilin Zhou and Yun Ren

Abstract In this paper, a novel CFAR algorithm is proposed for layover and
shadow detection in Interferometric synthetic aperture radar (InSAR) images.
Firstly, the generalized gamma distribution (GUD) is employed for statistical
modeling of the InSAR image. Moreover, a CFAR algorithm for detecting both the
layover and shadow is proposed, of which the analytical expressions of two
thresholds are presented. Finally, the effectiveness of the GUD and the proposed
CFAR algorithm are validated with a real InSAR image.

Keywords Interferometric synthetic aperture radar (InSAR) � Layover � Shadow �
Constant false alarm rate (CFAR) detection � Generalized gamma distribution

20.1 Introduction

Interferometric synthetic aperture radar (InSAR) is an important technique which
may be used for obtaining the high quality Digital Elevation Model (DEM) [1].
The terrain height can be accurately determined by exploiting the phase difference
between the echoes of two antennas of the interferometer. However, Due to the
existence of the layover and shadow phenomena in the InSAR images, this
technique may become unavailable. In the past decades, many researches have
been carried out for solving the problems from these phenomena [2–4], of which a
special one is to locate the layover and shadow areas in the SAR images.

The constant false alarm rate (CFAR) detection is an important algorithm that
has been widely used in many fields as targets detection, edge detection and so on
[5], and may be employed for the layover and shadow detection. One of the most
important factors of CFAR algorithm is to determine an accurate probability
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density function (PDF) of the background. Recently, some studies have been car-
ried out on the statistical modeling of the multilook SAR interferograms and InSAR
coherence magnitude [6, 7]. Heretofore, however, as far as we know, less study has
been carried out on the statistical modeling of clutter in the InSAR images.

The generalized gamma distribution (GUD) is a versatile empirical distribution
that has been successfully employed for statistical modeling of SAR images [8]. In
this paper, we try to describe the statistics characteristics of clutter in the InSAR
image with the GUD. A CFAR algorithm for detecting both layover and shadow
areas in InSAR images is designed. To evaluate the performance of the proposed
algorithm, a real InSAR image from the TerraSAR-X system is employed.

The paper is organized as follows. The layover and shadow phenomena in the
InSAR images are introduced in Sect. 20.2. Section 20.3 describes the GUD and it
parameter estimation as well as the proposed CFAR algorithm for detecting the
layover and shadow areas. The experiments are given in Sect. 20.4. We give the
conclusion in Sect. 20.5.

20.2 Layover and Shadow in InSAR Images

With the two acquisitions of the InSAR system, noted as S1 ¼ S1j j exp ju1ð Þ and
S2 ¼ S2j j exp ju2ð Þ respectively, the interferogram is obtained as

S ¼ S1 � S�2 ¼ S1j j S2j j exp j u1 � u2ð Þð Þ ð20:1Þ

where the superscript ‘‘*’’ is the complex conjugate operation. Generally,
according to the phase difference u1 � u2 as well as the parameters of orbit and
imaging sensor, the height of the target can be calculated.

Due to the geometric relation of SAR imaging, layover and shadow are ubiq-
uitous phenomenon in SAR images especially in areas with abrupt change like
mountain and urban areas [4]. Figure 20.1 demonstrates the geometry of inter-
ferometric system in presence of layover and shadow. The layover phenomenon
occurs when echoes from different patches of terrain map to the same range-
azimuth resolution cell, like A1 and A2 map to RA, or B1, B2 and B3 to RB in
Fig. 20.1. The shadow shows up in areas where no radar signal can reach and then
only the noise can be received. Accordingly, without special procession, these
phenomena would lead to unavailable information of the terrain height.

20.3 Generalized Gamma Distributed CFAR

20.3.1 GUD and its Estimation

The GUD was proposed by Stacy and has been widely applied in many fields [9].
A new GUD which generalizes Stacy’s model is given by Li et al. [8]
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f xð Þ ¼ vj jjj

rC jð Þ
x

r

� �jv�1
exp �j

x

r

� �vn o

; r; vj j; j; x [ 0 ð20:2Þ

where r, v and j are the scale, power and shape parameters respectively. This
distribution is a versatile model that has many well-known distributions including
the Rayleigh, Exponential, Weibull, gamma and inverse gamma distributions as
special cases and the Log-normal distribution a limiting case [8].

The method of log-cumulants (MoLC) is a feasible parameter estimation for
GUD, which estimates parameters by solving a system of equations of log-
cumulants statistics [8, 10]. The first three log-cumulants of GUD can be obtained
as j1 ¼ ln rþ W jð Þ � ln jð Þ=v, j2 ¼ W 1; jð Þ=v2 and j3 ¼ W 2; jð Þ=v3 respec-
tively, where W xð Þ ¼ d=dxð Þ log C xð Þ and W n; xð Þ ¼ dn=dxnð ÞW xð Þ refer the dig-
amma function and the n-th order polygamma function respectively. In practice,
the log-cumulants are replaced by the corresponding empirical ones [10].

20.3.2 CFAR Algorithm

The CFAR algorithm performs target detection by comparing the test pixel to a
threshold obtained from the statistics of the background [5, 11]. Generally, The
CFAR algorithm is used for detecting ‘‘bright targets’’ whose amplitudes are larger

than the background. For a desired false alarm rate (FAR) P 1ð Þ
fa , the threshold T1 for

detecting bright targets can be obtained from [5]

P 1ð Þ
fa ¼

Z 1

T1

f xð Þdx ¼ 1� F T1ð Þ; ð20:3Þ

where f(x) is the probability density function (PDF) and F(x) is the corresponding
cumulative distribution function (CDF). For the case that the targets are generally

darker than the clutter, with a desired FAR P 2ð Þ
fa , the threshold T2 of CFAR

algorithm can be obtained from
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ShadowLayover
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A2

B1

B2
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RA RB

SAR AttennaFig. 20.1 Illustration of the
geometry of interferometric
system in presence of layover
and shadow
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P 2ð Þ
fa ¼

Z T2

�1
f xð Þdx ¼ F T2ð Þ: ð20:4Þ

The test pixels that larger than T1 are treated as bright targets and that smaller
than T2 are treated as dark targets. Figure 20.2 gives the illustration of the CFAR
algorithm for detecting both bright and dark targets.

With the GUD for modeling the background in the CFAR algorithm, the
thresholds for detecting bright and dark targets, noted as T1 and T2, can be derived
as (20.5) [12] and (20.6), respectively.

T1 ¼
r 1=jð ÞC�1 1� P 1ð Þ

fa ; j
� �h i1=v

v [ 0

r 1=jð ÞC�1 P 1ð Þ
fa ; j

� �h i1=v
v\0

8

>

<

>

:

; ð20:5Þ

T2 ¼
r 1=jð ÞC�1 P 2ð Þ

fa ; j
� �h i1=v

v [ 0

r 1=jð ÞC�1 1� P 2ð Þ
fa ; j

� �h i1=v
v\0

8

>

<

>

:

; ð20:6Þ

where C�1 x; að Þ is the inverse incomplete gamma function, namely the inverse
function of the incomplete gamma function C x; að Þ which is defined as [13]

C x; að Þ ¼ 1
C að Þ

Z x

0
ta�1 exp �tð Þdt; a; x [ 0: ð20:7Þ

In the InSAR images, as layover areas correspond to signals from many dif-
ferent terrain patches, they are usually stronger than the background and can be
seen as bright targets. However, as influenced by the speckle, some pixels of
layover may be smaller than the background. Similarly, shadow areas are generally
darker than the background for no signal can reach the corresponding areas. Some
shadow pixels may be larger than the background due to the existence of speckle.
Therefore, to reduce the influence from speckle, the morphological method [14]
including close and open operations is applied. Figure 20.3 illustrates the flow
chart of the proposed CFAR algorithm for the layover and shadow areas detection.

(1)
faP

x

P

( )f x

1T0 2T

(2)
faP

Fig. 20.2 Illustration of
CFAR algorithm
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To compress the dynamic range of the interferogram amplitude, the square-root-
amplitude (SRA) of InSAR image is obtained.

20.4 Experimental Results and Analysis

20.4.1 Experimental Data

In the experiments, two VV-polarized X-band amplitude TerraSAR-X images of
1200 9 1200 pixels from the same mountain area of Hong Kong, noted as image 1
and image 2 and shown in Fig. 20.4a, b respectively, are employed. The resolution
of the images is 1.9 m in range and 3.3 m in azimuth. The SRA of InSAR image is
shown in Fig. 20.4c, which is generated according to (20.1). It can be seen form
Fig. 20.4c that there are some layover and shadow areas in the mountain area.

20.4.2 Statistical Modeling Results for Coherent Image

The GUD is applied to model the SRA of InSAR image. For comparison, the
classical Weibull [11] and KA [8] distributions are adopted. The parameters of
these distributions are estimated by the MoLC. Figure 20.5 demonstrates the
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Fig. 20.3 Flow chart of the proposed CFAR algorithm

Fig. 20.4 Experimental images a image 1, b image 2, c SRA of InSAR image

20 A Generalized Gamma Distributed CFAR Algorithm 177



fitting results of the estimated PDFs to the histogram of the SRA of InSAR
image. Figure 20.5a, b give the results in the linear and semilogarithmic scale
respectively.

It can be seen that the histogram of SRA of InSAR image shows a sharp peak
and a heavy tail. The KA distribution especially the Weibull distribution diverges
from the histogram obviously. In comparison, the GUD fits the histogram well. To
compare these results quantitatively, the Kolmogorov-Smirnov (KS) distance [15]
is used, of which a smaller value indicates a better fitting result. The KS distances
are calculated as 0.0959, 0.0745 and 0.0070 for the Weibull, KA and GU distri-
bution to the histogram, respectively. This fact indicates that the GUD provides a
best fitting result to the histogram compared with the two classical distributions.

20.4.3 Detection Results and Analysis

The desired Pfa is an important factor of CFAR detection algorithm, of which a
larger one would lead to a higher actual detection rate while a higher actual false
alarm rate simultaneously. Generally, the values of most background pixels are
low, which are much closer to that of shadow pixels than to that of layover pixels.
Therefore, the desired Pfa for detecting shadow should be larger than that for
detecting layover.

In practice, in order to avoid the case that the layover or shadow areas are
treated as the normal ones as possible, a large false alarm rate is usually allowed.
Consequently, in the experiments, the Pfa for detecting the layover and shadow are
given empirically as 0.05 and 0.15, respectively. The results of the layover and
shadow detection according to (20.5) and (20.6) are presented in Fig. 20.6a, b
respectively. The bright pixels in Fig. 20.6 indicate the positions of the layover or
shadow areas. Figure 20.6c gives the detection results for both layover and shadow
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Fig. 20.5 Fitting results of estimated PDFs to histogram. a Fitting results in linear scale, b fitting
results in semilogarithmic scale
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areas in the same image where the brown, blue and green pixels represent the
layover, shadow and the normal areas respectively.

From Figs. 20.6 and 20.4c we can see that most of the layover and shadow
areas have been detected. However, there are many holes in the detected areas, so
are many isolated false alarm points distributing in the images especially for the
shadow detection. As analyzed before, this fact is mainly because of the influence
of the speckle. To solve this problem, the morphological method of ‘‘close
operation ? open operation’’ [13] is applied on the results above. Then the obtain
layover and shadow detection are shown in Fig. 20.7a, b respectively.
+Figure 20.7c gives the final detection results in the same manner of Fig. 20.6c.

Comparing the results in Figs. 20.6 and 20.7, we can see that the many holes in
the detected areas have been filled and numerous isolated false alarm points have
been removed by the morphological method. The layover and shadow detection
have been improved seriously. Generally, it is difficult to evaluate the performance
of layover and shadow detection algorithm accurately due to the difficulty of
obtaining precise location information of the corresponding areas. Therefore, we
evaluate the proposed algorithm by comparing the original InSAR image and
detection results visually. Figure 20.7 shows that the detected layover regions are
mainly located at slopes faced to the SAR platform and the shadow areas locate
after the mountain. These results are in accordance with the geometry of inter-
ferometric system as analyzed in Fig. 20.1. Besides, the detected results are
consistent with that seen from the original image (Fig. 20.4c) too.

Fig. 20.6 Layover and shadow detection by CFAR algorithm. a Layover detection, b shadow
detection, c layover and shadow detection

Fig. 20.7 Layover and shadow detection after morphological processing. a Layover detection,
b shadow detection, c layover and shadow detection
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20.5 Conclusion

In this paper, we employ the GUD for the empirical statistical modeling of square-
root-amplitude of InSAR image. Besides, a CFAR algorithm for layover and
shadow detection with GUD for background is developed. The statistical modeling
experimental result on a real InSAR image has shown the advantage of the GUD
comparing with the Weibull and KA distributions. Furthermore, the experimental
results for layover and shadow detection have validated the proposed CFAR
algorithm.
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Chapter 21
Error Concealment via Best Matching
Block Selection Strategy

Chen Yao, Lijuan Hong and Yunfei Cheng

Abstract In this paper, we propose a new error concealment method based on
best matching block selection strategy, which is implemented under a Bayesian
probabilistic framework. Best selected image block is forwarded to a block-based
bilateral filter for restoring missing pixels, while operates in block wise manner.
During the Bayesian framework, a non-local spatial correlation is introduced in
block selection. Meanwhile, a Markov Random Field Prior is built as an image
prior model. Finally, experimental results show favorable results of proposed
algorithm against traditional methods.

Keywords Error concealment � Block selection � Bayesian � Bilateral filter

21.1 Introduction

Transmission of video streams over error-prone channels is susceptible to packet
loss due to congestion, fluctuation and error propagation caused by video com-
pression. Error concealment is refers to the technique that recovers the corrupted
image or video received from error-prone channel. Error concealment methods
often make use of spatial and temporal correlation to alleviate the negative effect
of packet loss, and can be regarded as post-processing stage of the decoder to fight
against channel impairment without incurring overhead on the encoder side.

Error concealment methods are usually categorized into temporal error con-
cealment (TEC) approaches and spatial error concealment (SEC) approaches.
Basically, the TEC [1–4], methods replace corrupted block by the corresponding
block in previous frame. In this case, motion vector (MV) is used for motion
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compensation. Boundary matching algorithm (BMA) [5] uses the sum of absolute
differences (SAD) as a criterion finding lost block MV. Except BMA algorithm,
others resort to estimation (ME) for reconstructing MV [6]. The computational
complexity of these TEC approaches is high because of the ME step. Therefore,
some fast algorithms using fast ME or constraining search range are proposed [4],
[7]. Furthermore, the MVs of neighboring blocks correctly received are interpo-
lated instead of performing ME [8].

Spatial error concealment methods primarily utilize spatial correlation of pixels
to restore missing pixels. SEC methods in the transform domain are also proposed
in [9–11], an adaptive spatial interpolation is proposed in [12]. The method pro-
posed in [13] uses spatial direction vectors extracted from edge, which is applied
to recover missing pixels. The projection-onto-convex-set (POCS) [14] and fuzzy
logic reasoning based methods [15] are also proposed. Furthermore, in [16],
alternative projection is used in recovering the corrupted image blocks. A different
SEC based on best neighborhood matching (BNM) approach is proposed in [17],
which exploits block wise similarities within image to recover the missing block.
The algorithm in [17] is implemented in H264 JM reference software. Unlike
previous parallel methods, [18] introduced a sequential recovery mechanism
together with an orientation adaptive interpolation scheme derived from pixel wise
statistical model.

In this paper, inspired by forerunners in [19–22], we present a new bilateral
spatial error concealment based on best block selection scheme. The image data in
the corrupted region are replaced by weighted average of neighboring blocks in a
local searching window. The recovery result relies on non-corrupted image data.
Especially, we try to pick out a best matching block through a Bayesian rule in a
local search window. Obviously, it is not a traditional weighting average scheme.
We assume that isotropic region has better similarity in image. Therefore,
Bayesian rule is used to select isotropic block instead of looping all the blocks in
search window. After block selection, a block-based bilateral filer is implemented
to recover current missing pixels.

In the rest part of this paper, the BBF and SI-BBF will be reviewed and
introduced in Sect. 21.2. Abound experimental results are provided in Sect. 21.3.
And finally, Sect. 21.4 concludes the paper.

21.2 Proposed Algorithm

In this section, the Bayesian formulation framework and block-based bilateral
filter are introduced.
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21.2.1 Bayesian Framework for Best Block Selection

Given current missing block Pi in local search window, we can get block number
n through setting block size and size of search window. A non-local search win-
dow is utilized. We formulate block selection problem in a Bayesian framework as
follows.

arg max p Pt Pi;Pk;Phjð Þ
t2Xm; k2 1; ...; n�1f g; h2 1; ...; m�1f g

¼ arg max p Pi;Pk;Phj Ptjð Þp Ptð Þ=p Pi;Pk;Phð Þ
/ arg max p Pt Pijð Þp Pt Pkjð Þp Pt Phjð Þp Ptð Þ:

ð21:1Þ

where, i is missing block index. t is matching block index. Xm is matching block
set. k is block index in local search window. h is block index in non-local search
window. n is block number of local window. m is block number of no-local
window. The Bayesian posterior probability can be factorized into block likeli-
hoods and model prior probability.

21.2.2 Non-Local Likelihood Formulation

Inspired by [22], we formulate all the likelihood using non-local-mean block wise
Gaussian description. All the likelihood definitions are denoted as follows,

p Pt Pijð Þ / 1
Z ið Þ exp �

Pi � Ptk k2
Gr

h2

( )

p Pt Pkjð Þ / 1
Z kð Þ exp �

Pk � Ptk k2
Gr

h2

( )

p Pt Phjð Þ / 1
Z hð Þ exp �

Ph � Ptk k2
Gr

h2

( )

;

ð21:2Þ

where, the parameter h controls the decay of exponential function. Gr is model
Gaussian variance. Z is normalizing factor. It is given by

Z ið Þ ¼
X

t2Xm

exp �
Pi � Ptk k2

Gr

h2

( )

Z kð Þ ¼
X

k2 1; ...; n�1f g
exp �

Pk � Ptk k2
Gr

h2

( )

Z hð Þ ¼
X

h2 1; ...; m�1f g
exp �

Ph � Ptk k2
Gr

h2

( )

:

ð21:3Þ
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We can use this non-local likelihood to measure the similarity between current
block and searching block. Obviously, the searching block is more similar to
current block if the computed likelihood is bigger. Here, Non-Local likelihood is
used to model correlation between different blocks in the Bayesian framework.
The introduction of Non-Local likelihood model is served as a key factor in the
problem solving of block selection.

21.2.3 Prior Model

The selection of prior model is very important to the final results in a Bayesian
framework. To maintain spatial and color coherence, we use a Markov Random
Field (MRF) model, which asserts that the conditional probability of a pixel only
depends on its neighborhood. In this paper, we use a Gaussian MRF to model
image prior. This is characterized by the following local conditional probability
density function:

p Ptð Þ /
Y

N

1
ffiffiffiffiffiffiffiffiffiffi

2prc
p exp �

Pt � Pt Nð Þ
� �2

r2
c

8

>

<

>

:

9

>

=

>

;

: ð21:4Þ

where, PtðNÞ is the mean of neighborhood of block Pt, N denotes neighborhood

block index and rc is the covariance matrix of Pt � PtðNÞ. Prior probability can be
computed by the marginalization of local conditional probability.

21.2.4 MAP Solving

An estimate for posterior p Pt Pi;Pk;Phjð Þ is found by finding the MAP estimate
using the Iterated Conditional Modes (ICM) algorithm. The converged estimate
represents a local optimization in the posterior formulation. Importantly, a good
initialization of unknown random variables is necessary to ensure that the con-
verged result is close to the global optimization. A multi-resolution scheme is
incorporated into the algorithm. Final result is more likely to converge to the
global maximum.

21.2.5 Block-based Bilateral Filtering

After best block selection, a block-based bilateral filter (BBF) is applied. For easy
description and denotation, we use gray-scale image as an example throughout the

184 C. Yao et al.



paper, however, error concealment algorithm of color image can be understood
analogously by replacing a single image pixel with a triplets of RGB or YUV.

The classical bilateral filter is defined by

I
0

i ¼
1

P

j2Ni

Wj

X

j2Ni

W ðjÞS �W
ðjÞ
R � Ij; ð21:5Þ

Where, i, j are the pixel indexes. Ni defines a neighboring pixel index of i. Wj is
normalized weight factor, which is given by

Wj ¼ W ðjÞS �W
ðjÞ
R ; ð21:6Þ

where, WS ¼ Grs i� jk kð Þ is temporal (spatial in case of images) weights with
Gaussian kernel Grs and variance rs, which measures the geometric distance
between i and j. WR ¼ Grr Ii � Ij

�

�

�

�

� �

is radiometric weights with Gaussian kernel
Grr and variance rr, which measures the radiometric distance between I and j. Ij is
pixel gray intensity. BBF algorithm extends Ij to gray intensity matrix of image
block, which is formulated as

B
0

k ¼
1

P

l2Nk

Wl

X

j2NK

W ðlÞS �W
ðlÞ
R � Pt: ð21:7Þ

where, k, l are block indexes. WS ¼ Grs k � lk kð Þ and WR ¼ Grr Bk � Ptk kð Þ.
Understandably, BBF is a natural extension of bilateral filter from operating in
pixel-wise manner to block-wise manner. B

0
k is the final recovered block. Pt is the

selected matching block.

21.3 Experiments

In this section, we demonstrate the error concealment results of the proposed
algorithm while providing its comparisons with some other error concealment
algorithm. Reconstruction results under different block loss rate are shown in
Fig. 21.1. We set h as block loss rate with 8 9 8 block size. Particularly, we
consider three typical block loss rates h � f25 %; 50 %; 10 %g. h � 10 % rep-
resents mixed random block loss. h � 25 %; 50 % are isolated block loss. Dif-
ferent error patterns are shown in Fig. 21.1a, c and e respectively. Error-concealed
images are shown in Fig. 21.1b, d and f respectively.

Table 21.1 illuminates the PSNR results as compared to [14, 17, 19] for Lena
image under various block-loss conditions. It can be seen that we achieve highest
PSNR gain over previous algorithm. Subjective results shown in Fig. 21.1 also
indicate that corrupted image processed by our method has good visual quality.
We attribute the improvement of PSNR to the use of best block selection scheme.
The corrupted block can be well reconstructed by the most similar non-corrupted
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Fig. 21.1 Experimental results. a Corrupted Lena image (with 25 % block loss). b Recovered
image of (a). c Corrupted Lena image (with 50 % block loss). d Recovered image of (c).
e Corrupted Lena image (with mixed 10 % random block loss). f Recovered image of (e)
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block. As compared to previous error concealment algorithm [14, 17, 19], our
algorithm obtains both objective and subjective improvement. And our algorithm
imposing no restrict on input image (such as block loss rate, size of lost block or no
missing block on image boundary) and does not need preprocessing. And our error
concealment method does not depend on parameter adjustment either.

21.4 Conclusion

In this paper, we present a novel error concealment algorithm built on best block
selection strategy. We build a Bayesian framework through introducing non-local
likelihoods and MRF prior. Finally, best selected block is forwarded into block-
based bilateral filter. Experiments demonstrate the effectiveness and efficiency of
block selection based error concealment algorithm.

Acknowledgments This work was supported by Science and Technology Innovation Founda-
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Chapter 22
Preliminary Evaluation of Classification
Complexity Measures on Imbalanced Data

Yan Xing, Hao Cai, Yanguang Cai, Ole Hejlesen and Egon Toft

Abstract Classification complexity measures play an important role in classifier
selection and are primarily designed for balanced data. Focusing on binary clas-
sification, this paper proposes a novel methodology to evaluate their validity on
imbalanced data. The twelve complexity measures composed by Ho are evaluated
on synthetic imbalanced data sets with various probability distributions, various
boundary shapes and various data skewness. The experimental results demonstrate
that most of the complexity measures are statistically changeable as data skewness
varies. They need to be revised and improved for imbalanced data.

Keywords Data complexity � Imbalanced data � Classification

22.1 Introduction

Choosing a suitable and efficient classification method is critical for the success of
a classification task. Since the performance of a classifier is strongly data-
dependent, how to select the right classifier is a challenge [1]. Given a data set, the
classical approach is the trial-and-error strategy, where diverse classifiers are tried
and the one with the highest accuracy is accepted. However, the trial and error
procedure is clueless, arbitrary and computationally expensive [2, 3]. An alter-
native solution is to estimate the complexity measures of the data and then use the
measurements to guide selecting classifiers before learning [4]. Since the com-
plexity measures describe the sources of classification difficulties, the procedure of
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classifier selection is intellectual, goal-directed and computationally inexpensive.
A variety of classification complexity measures have been proposed and suc-
cessfully adopted in choosing classification algorithms for balanced data, among
which those composed by Ho are the most common [2, 4].

Classification of imbalanced data is required in many domains and choosing the
right classifier is more difficult [5]. For imbalanced data, the real sources of
classification difficulty become ambiguous because of the skewed class distribu-
tion. To keep the validity of complexity-based classifier selection for imbalanced
data, the instructive significance of the complexity measures should be statistically
unchanged for various data skewness. In other words, the complexity measures
should be statistically unvaried when the skewness of an imbalanced data set
changes. Thus the measurements can grasp the real sources of classification dif-
ficulty and their guidance to classifier selection is significant.

Since most of the existing measures of classification complexity are primarily
designed for balanced data, their effectiveness for imbalanced data should be
investigated in. Focusing on binary classification, this paper proposes a method-
ology to evaluate the complexity measures on imbalanced data. In the following
sections, Ho’s complexity measures are reviewed and the limitations are indicated
in Sect. 22.2. Then the evaluation methodology is proposed and several key issues
are discussed in Sect. 22.3. After that, the experimental results are shown and
analyzed in Sect. 22.4. Finally the work is summarized in Sect. 22.5.

22.2 Classification Complexity Measures

Classification complexity is defined as the degree of difficulty to learn classifiers
from a data set, and is quantified with the complexity measures. The performances
of classifiers are strongly data dependent, and the main sources causing classifi-
cation difficulties include class ambiguity, boundary complexity, sample sparsity,
feature space dimensionality, and etc. [2].

Basing on the previous work of other researchers, Ho and her colleagues
composed a set of twelve complexity measures to guide classifier selection for
binary classification [2, 4]. These complexity measures are listed in Table 22.1 and
can be grouped into three categories [2].

• Measures of overlaps in feature values from different classes: this category
consists of F1, F2, F3 and F4. The former three assess class overlap from the
view of single feature dimension, while the F4 evaluates the overall overlap.

• Measures of class separability: this category includes L1, L2, N1, N2 and N3.
The former two assess the linear separability of data and the rest evaluate class
identifiability.

• Measures of geometry, topology, and density of manifolds: this category
includes L3, N4 and T1. L3 and N4 evaluate the boundary nonlinearity, while
T1 describes the class spread.
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The above complexity measures have been used to guide the dynamic selection
of classifiers for certain classification tasks with balanced data [6, 7]. For imbal-
anced data, the effectiveness of these measures is damaged and the existing work
focuses on improving some of them or design new ones [8]. As far as we know, no
work has been done to investigate in whether and how the complexity measures
changes as the data skewness varies. To remedy the weakness, this paper proposes
a novel methodology of evaluating the effectiveness of Ho’s complexity measures
for imbalanced data.

22.3 Evaluation Methodology

In this section, the main idea of evaluating complexity measures on imbalanced
data is proposed and several key issues are discussed.

22.3.1 Main Idea

To obtain comprehensive and veracious results, it is required to evaluate the
complexity measures on data sets with various probability distributions and
boundary shapes under different data skewness. However, real data sets satisfying
the above requirements are hard to be available. Therefore synthetic data are
adopted. The main idea of the evaluation methodology is illustrated in Fig. 22.1.

From Fig. 22.1, it can be seen that the procedure of evaluating the complexity
measures on imbalanced data consists of the following five steps.

Table 22.1 Data complexity
measures for classification

Notation Complexity measuresa

F1 Maximum Fisher’s discriminant ratio
F2 Volume of overlap region
F3 Maximum (individual) feature efficiency
F4 Collective feature efficiency
L1 Minimized sum of error distance by linear

programming
L2 Error rate of linear classifier by LP
N1 Fraction of points on class boundary
N2 Ratio of average intra/inter class NN distance
N3 Error rate of 1NN classifier
L3 Nonlinearity of linear classifier by LP
N4 Nonlinearity of 1NN classifier
T1 Fraction of points with associated adherence

subsets retained
a Formulae and algorithms used to estimate these measures can
be referred in [2]
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1. Configuration: set the probability distribution (uniform distribution, normal
distribution or composite) and boundary shape (linear, nonlinear or overlap).

2. Generation: generate the artificial data and create a data pool.
3. Sampling: given a certain data skewness (one of the eleven scales), produce

imbalanced data through random sampling from the above data pool.
4. Estimation: calculate the 12 complexity measures.
5. Analysis: analyze the effectiveness of the complexity measures through F-test.

To avoid random errors, giving a probability distribution, a boundary shape and
a value of skewness, the steps of sampling and estimation are repeated twenty
times and the final results are the averages.

22.3.2 Key Issues

In the evaluation procedure illustrated in Fig. 22.1, there are four key issues to be
discussed.

1. Probability distribution: For the synthetic data, there are four explanatory
variables (x1, x2, x3, x4) and one binary response variable (y). The four
explanatory variables follow one of the three probability distributions listed in
Table 22.2, where l and r2 are the mean and the variance of the normal
distribution respectively, while a and b are the lower and the upper bounds of
the uniform distribution respectively. The response variable y is the class label
and its value is decided by one of the decision functions listed in Table 22.3.

2. Boundary shape: Generally data can be linearly classified, nonlinearly classi-
fied or overlapped. The three kinds of boundary shapes and the involving
decision functions are listed in Table 22.3.

Fig. 22.1 Evaluation
procedure
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3. Data skewness: Supposing the positive class is the rare class to be interested in,
data skewness is defined as the fraction of the negative samples. The eleven
scales are 50, 60, 70, 75, 80, 85, 90, 94, 96, 98 and 99 %. The sample size of the
positive class decreases as the data skewness increases.

4. Effectiveness evaluation: To evaluate whether a complexity measure changes as
the data skewness various, the eleven values (actually each of them is the
average of 20 runs) of the measure, which are relating to the eleven skewness
scales, are checked to be the same or not through a single-factor F-test [9].
Given the significance level (a), if the values are tested to be the same, the
measure is statistically unchanged as the skewness varies. Otherwise, the
measure changes as the skewness varies, and then the instructive significance of
the measure in classifier selection is no longer valid.

22.4 Evaluation Experiment

In this section, a simulation experiment is performed to evaluate the effectiveness
of Ho’s complexity measures under various data skewness.

22.4.1 Experimental Configuration

The evaluation experiment is performed according to the procedure proposed in
Sect. 22.3. In the configuration step, the normal distribution is Nð0; 1Þ and the
uniform distribution is Uð�3;þ3Þ. A data pool consists of one million samples
with one of the three probability distributions and one of the three boundary

Table 22.2 Probability
distribution of explanatory
variables

Probability distribution Formulae

Normal distribution X ¼\x1; x2; x3; x4 [ �IID Nðl;r2Þ
Uniform distribution X ¼\x1; x2; x3; x4 [ �IID Uða; bÞ
Composite distribution \x1; x3 [ �IID Nðl;r2Þ

\x2; x4 [ �IID Uða; bÞ

8

<

:

Table 22.3 Boundary shapes
and the relating decision
functions

Boundary shape Decision function

Linear x1 þ 4x2 [ 0
Nonlinear x2

1 � 4x2 [ 0
Overlap x1x2 [ 0
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shapes. Therefore there are nine data pools created in step 2. From one data pool,
11 9 20 imbalanced data sets are produced using the eleven scales of data
skewness. Thus there are 1980 unbalanced data sets produced in the sampling step,
each of which consists of 10,000 samples. The algorithms of the data generation,
the complexity measure estimation and the one-factor F-test (a ¼ 5 %) are
implemented with Java language, R package and the data complexity library [10].

Fig. 22.2 Classification complexity measures under various data skewness. a F1 under various
skewness, b F2 under various skewness, c L1 under various skewness, d N3 under various
skewness, e L3 under various skewness, f T1 under various skewness

194 Y. Xing et al.



22.4.2 Experimental Results

Due to the limitation of space, only some of the experimental results, such as the
values of complexity measures of F1, F2, L1, N3, L3 and T1 under various data
skewness, are shown in Fig. 22.2.

Looking into Fig. 22.2, it can be seen that as the data skewness increases from
50 to 99 %, the values of F2, L1 and T1 decreases, while the values of N3 and L3
increases. Only the values of F1 remain virtually unchanged.

Performing F-test on all the twelve complexity measures, it can be obtained that
only F1 is statistically unchanged as the data skewness increases. The other eleven
measures are statistically changeable as the data skewness varies. Therefore, the
effectiveness of most of Ho’s complexity measures becomes invalid for imbal-
anced data. They need to be revised and improved when being used to guide
classifier selection for imbalanced data.

22.5 Conclusion

The classification complexity measures can grasp the sources of classification
difficulties and thus play an important role in classifier selection. However, their
instructive significance will be damaged by the skewed class distributions. To
assess the validity of Ho’s complexity measures on imbalanced data, a novel
methodology is proposed to evaluate whether the complexity measures change
under different data skewness. The experimental results demonstrate that most of
Ho’s complexity measures need to be revised and improved for imbalanced data.

The further work of this study is to evaluate the obtained conclusions on real
world imbalanced data.
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Chapter 23
A Real-Time Tracking Algorithm Based
on Gray Distribution and Distance Kernel
Space

Weixing Li, Yating Xiao, Feng Pan and Kai Zhou

Abstract The application of the traditional Camshift algorithm, which exhibits a
good tracking performance in case of the obvious color characters, meanwhile, is
limited in the target tracking in the color space. A fast tracking algorithm based on
gray value distribution and distance kernel space is proposed. A 1.5D gray histogram
method is designed to describe the model of moving object, which improves the
reduction of computation for the back projection and real-time tracking perfor-
mance. Moreover, a distance kernel function, describing the object weights, is
constructed so as to handle the background disturbance and occlusion problem.
Experiment results demonstrate the efficiency of proposed algorithm, that it can
achieve a fast object tracking and resist background disturbance in some level.

Keywords Object � Tracking � Spatial histogram � Kernel space � Camshift

23.1 Introduction

Moving object tracking has been extensively used in intelligent video surveillance,
intelligent transportation, human–computer interaction and virtual reality technol-
ogy [1–3], and has become one of the research hotspots in pattern recognition,
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computer technology and machine vision field. Many scholars have proposed a
variety of object tracking algorithm and theirs related application, Funkunaga [4]
proposed Meanshift algorithm, with the advantages of no parameters and fast
matching, which is widely applied to the object tracking. However, this algorithm
cannot automatically update the model in the process of tracking the target, which
leads to tracking failure when the target size changes too much. To solve the
problem, Comaniciu et al. [5] proposed Camshift algorithm, which is an application
of Meanshift algorithm in continuous image sequence. The algorithm is a kind of
tracking method based on HSV color space feature, firstly it finds out the position
and sizeof the moving target in video, secondly using the position and size initializes
the search window to find out the position and size of the moving target in the next
frame, then repeat this process and realize the goal of continuous object tracking.

Since Camshift algorithm is based on HSV color space feature, and color
feature has a strong clustering, this algorithm performs well when the target has
the obvious color feature. However, the data of color feature is often in large
quantities which would influence the real-time performance. At the same time,
when target and background has the similar color or target occlusion, the algorithm
performs not so well.

Based on Camshift algorithm, this paper proposed a fast tracking algorithm
based on gray value distribution and distance kernel space. In gray space, the
calculated quantities of object tracking can be greatly reduced and the real-time
ability improved. The second part reviewed the process of Camshift algorithm,
while the third part proposed a 1.5D histogram and the distance kernel function to
solve background disturbance and occlusion problems. Lastly, by comparing to
Meanshift algorithm and partial filter algorithm, we verified the feasibility of the
algorithm proposed in this paper.

23.2 Process of Camshift Algorithm

Both Meanshift algorithm and Camshift algorithm are based on maximum gradient
descent target optimization method. Camshift algorithm used the gradient of a
density function, which is in adynamic variation distribution, to estimate the
parameters. It always uses the HSV color space, as the color feature having a
strong clustering ability, Camshift algorithm perform well in object tracking when
the target owns obvious color feature. Camshift algorithm realizes through query
mode, hence it has high real-time performance, small memory occupancy and suit
to the embedded systems.

Camshift algorithm mainly includes the following parts. Firstly, establish the
probability distribution of the target template, and calculate the back-projection
view. Secondly, iteration tracking calculate by using Meanshift algorithm. Thirdly,
self-adaptively adjust the tracking window. Follow is the main process of the
algorithm.
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1. Select the target search window in the color probability distribution drawing.
2. Calculate the zero-order moment and the centroid of the search window.
3. Move the center of search area to the centroid with the size not change, then

judge whether the centroid is convergence or not, in another words, whether the
change of the centroid is less than a given threshold or not.

4. Repeat step two and three until the centroid is convergence.
5. Return the spindle direction and length of the search result and output the

search result.

23.3 Fast Tracking Algorithm Based on Gray Value
Distribution and Distance Kernel Space

23.3.1 Establish the 1.5D Histogram

Histogram is an important parameter in express target characteristics, which has
the strong capacity of resisting disturbance of target rotation and occlusion.
Meanwhile it loses the spatial information of the target. Birchfield [6] integrated
histogram with image spatial information of the gray distribution and put forward
second-order histogram. Due to the change of the gray distribution of the moving
object region is mainly in vertical, and the distribution is uniform in horizontal,
this paper purposed a 1.5D histogram, which defined as below.

hð1:5Þu ðnu; lu; r
2
uÞ ¼ f ðnu; lu; r

2
uÞ

u ¼ 0; . . .L� 1
ð23:1Þ

where, nu is the pixel number in bth bins, lu and ru
2 are the mean and variance of

pixel (x, y) at y-axis in bth bins, L is the number of histogram intervals. Similarity
measurement at y-axis of each bin defined as below.

kðy; lu; r
2
uÞ ¼ exp � 1

2
y� lu

ru

� �2
" #

ð23:2Þ

23.3.2 Design the Distance Kernel Space

When target has been disturbed by similar background or occlusion, the pixels
beside the target candidate region are the most vulnerable. To reduce the weight of
those pixels, define the distance kernel function K (x, y, T) in line with detective
target position T (xc, yc, w, h) as below.
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Kðx; y; TÞ ¼ exp � 1
2
ðx� xcÞ2

ðh=2Þ2
þ ðy� ycÞ2

ðw=2Þ2

" #( )

ð23:3Þ

In which, (x, y) is the pixel in target candidate region. The further (x, y) is apart
from (xc, yc), the smaller the value of K (x, y, T).

23.3.3 Establish the Back-Projection Views

To any point p (x, y, T) in target candidate region H (xc, yc, w, h), define its
similarity measurement with the template as follow.

BackMapðx; y; uÞ ¼ q̂ uð Þk y; lu; r
2
u

� �

K x; y; Tð Þ

¼ q̂ðuÞ exp � 1
2

y�lu
ru

� �2
� 	

exp � 1
2
ðx�xcÞ2

ðh=2Þ2 þ
ðy�ycÞ2

ðw=2Þ2
h in o

¼ q̂ðuÞ exp � 1
2
ðx�xcÞ2

ðh=2Þ2 þ
ðy�ycÞ2

ðw=2Þ2 þ
ðy�luÞ

r2
u

2h in o

ð23:4Þ

Besides query q̂ðuÞ, BackMapðx; y; uÞ has combined the distribution of the
target candidate region at y-axis with the distance kernel function, which lead
the weight of pixels deviating the center too much reduced. BackMapðx; y; uÞ is the
back-projection view, where the higher the pixel value, the more likely it belong to
the target (Fig. 23.1).

23.3.4 Determine the Target Status Information

The paper determines the target position by its first-order moment, and amends the
target frame size by local maximization Bhattacharyya coefficients [7, 8].

23.3.4.1 Calculate the Target Center Position

With target back-projection view, we can calculate the target first-order moment
and centroid x1

c ; y
1
c

� �

by Eq. (23.5) and obtain a new target region H x1
c ; y

1
c ;w; h

� �

.
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23.3.4.2 Amend the Target Frame Size

Although Camshift algorithm can adaptively adjust the target frame size based on
HSV space, it performs not well for gray image. To solve this problem, we amend
the target frame size by local maximization Bhattacharyya coefficients.

Assume

H x1
c ; y

1
c ;w; h

� �

;H x1
c ; y

1
c ;wþ aw; hþ bh

� �

;H x1
c ; y

1
c ;w� aw; h� bh

� �

are the original, expanded and shrunk regions of the target. In the paper, we set
a ¼ b ¼ 0:1, and calculate their probability distribution p̂o; p̂b; p̂s, q p̂o; q̂½ �;
q p̂b; q̂

 �

; q p̂s; q̂½ � as below.

Fig. 23.1 Back-projection views of different spatial histogram
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Thus, we obtain the update strategy of (w, h) as below.

w; hð Þ ¼
wþ aw; hþ bhð Þ if q p̂o; q̂½ �[ 1� kð Þ � q p̂o; q̂½ �
w� aw; h� bhð Þ if q p̂o; q̂½ �[ 1þ kð Þ � q p̂o; q̂½ �
w; hð Þ else

8

<

:

ð23:7Þ

Besides, to prevent the divergence of the target window in actual running, we
restrict the range of target window size (w, h) as below.

w ¼ wo if w
wo

[ 1þ gð Þ � w
wo

\ 1� gð Þ
w else




ð23:8Þ

where k; g 2 0; 1½ �, and we set k ¼ 0:2; g ¼ 0:2.

23.4 Experimental Results

We compared the performance of those tracking algorithms by test results on the
hardware platform of Intel(R) Core(TM) 2 CPU T5500 @ 1.66 GHz processor
with 1 GB memory where videos were captured at 25 frames/s and 320 9 240
resolution. The test mainly tracked the upper part of the objects. Figure 23.2a is
the results of Meanshift algorithm based on gray image, and the maximum iter-
ations I = 10. Figure 23.2b is the results of particle filter based on gray image, and
the particle number N = 10. Figure 23.2c is the results of the fast tracking algo-
rithm proposed in this paper. Table 23.1 lists the runtimes of those three algo-
rithms at the same test samples.

From the experiments results, the proposed method tracked the target through
the look-up table, which not only has higher real-time ability than other two
algorithms but also can adaptively adjust the target frame size based on the target
movement. In conclusion, the fast tracking algorithm based on gray distribution
and distance kernel space proposed in the paper can successfully track the target
meanwhile consider the real-time ability of the system in the condition of good
target gray statistical characteristics.
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Fig. 23.2 Tracking results of three algorithm from left to right, the frame numbers are 1, 11, 21,
31, 41, and 51, respectively. a The result of Meanshift algorithm based on gray image, b the
result of particle filter based on gray image, c the result of the fast tracking algorithm in this paper
proposed
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23.5 Conclusions

Based on Camshift algorithm, the paper proposed a 1.5D histogram to express
target gray features, and it solve the problem of Camshift algorithm low tracking
precision in gray space. To reduce the influence of background disturbance and
occlusion to target, we purposed distance kernel function. The experiments results
indicate that our algorithm has a higher real-time ability than some common used
algorithms.
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Meanshift 20.451
Particle filter 54.062
Fast tracking proposed in the paper 5.126
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Chapter 24
Laplacian Regularized D-Optimal Design
for Remote Sensing Image Classification

Kang Liu and Xu Qian

Abstract Obtaining training sample for remote sensing image classification is time
consuming and expensive especially for relatively inaccessible locations. There-
fore, determining which unlabeled samples would be the most informative if they
were labeled and used as training samples is the most delicate phase. Particularly,
we consider the problem of active learning in remote sensing image classification.
However, Classical optimal experimental design approaches are based on least
square errors over the labeled samples only. They fail to take into account the
unlabeled samples. In this paper, a manifold learning technique which is performed
in the sample space by using graph Laplacian is applied to reflect the underlying
geometry of the sample. By minimizing the least square error with respect to the
optimal classifier, we can select the most representative and discriminative sample
for labeling. The effectiveness of the proposed method is evaluated by comparing it
with other active learning techniques existing in the literature. Experimental results
on data set confirmed the effectiveness of the proposed technique.

Keywords Active learning � Graph laplacian � Hyperspectral imagery � Machine
learning

24.1 Introduction

Recent advances in remote sensing technology have made remote sensing image,
such as hyperspectral imagery, with hundreds of narrow contiguous bands more
widely available. Thus, the image can reveal subtle differences in the spectral of
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land cover classes which appear similar when viewed by previous sensors [1].
Because of the very high dimensionality of the image, supervised methods need to
collect a large set of labeled samples to estimate parameters for classifiers. But, it
is very expensive and time consuming to obtain labeled samples. Therefore,
defining an efficient training set is the most delicate phase for the success of
remote sensing image classification. There is need for a procedure that builds
training set as small as possible and selects samples that are important for the
quality of the prediction. This kind of procedure is known in the machine learning
literature as active learning. In the active learning framework, it aims at building
efficient training sets by iteratively improving the performance through sampling.
Active learning becomes effective when confronted to problems dealing with large
amounts of sample. Nonetheless, applications in remote sensing are rare [2].

The focus of this paper is on remote sensing image classification using few
labeled samples. There are two popular groups of active learning algorithms in
machine learning literature. One group of algorithms select the most uncertain
sample based on the distance to the decision hyperplanes with SVM. The closer to
the decision boundary a sample is, the more uncertainty its classification is. In [3],
Tuia et al. presented two batch-mode active learning techniques for multiclass
remote sensing image classification problems. Another group chooses the repre-
sentative sample which can optimize expected measures. In statistics, the problem
of selecting samples to label is typically referred to as experimental design [4]. The
research of optimal experimental design (OED) is concerned with the design of
experiments which are expected to minimize variance of classification model.
The classic optimal experimental design techniques consist of A-optimal design,
D-optimal design, and E-optimal design in which they select samples to minimize
the confidence region for the model parameters. Recently, Yu et al. [5] has pro-
posed Transductive Experimental Design (TED) with both sequential and convex
optimization. The TED technique selects sample to minimize the average pre-
dictive variance of the labeled function on pre-defined dataset which yielded
impressive results on experiments.

However, above algorithms only consider the labeled sample, but ignore
unlabeled sample. Recently, many researchers have considered the manifold
learning which the sample is drawn from sampling a probability distribution that
near to a sub-manifold of the ambient space. In order to exploit the underlying
manifold structure, many manifold learning algorithms have been proposed, such
as Locally Linear Embedding (LLE) [6], ISOMAP [7], and Laplacian Eigenmap
[8]. The most important part of the manifold learning is locally invariant [9], it
shows that the nearby samples have the similar labels.

In this paper, we proposed a new active learning algorithm for remote sensing
image classification which benefits from recent progresses on optimal experi-
mental design. Unlike traditional experimental design techniques, the loss function
of our algorithm is defined on both labeled and unlabeled samples. It is essentially
based on a graph-based learning algorithm that introduce a locality preserving into
the standard least square error based loss function. The new loss function aims to
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find a classifier that is locally as smooth as possible. According to the defined
function, we can select the representative samples to user for labeling.

The rest of the paper is organized as follows: in Sect. 24.2, we provide a brief
review of the related work. Our manifold learning algorithm is introduced in
Sect. 24.3. The experimental results are presented in Sect. 24.4. Finally, we pro-
vide the concluding remarks and suggestions for future work in Sect. 24.5.

24.2 Related Work

24.2.1 Active Learning

A general active learner can be modeled as a quintuple (G, Q, S, L, and U) [10].
G is a classifier, which is trained on the labeled samples in the training set L. Q is a
query function used to select the most informative samples from an unlabeled
sample pool U. S is a supervisor who can assign the true class label to the selected
samples from U. Initially, the training set L has few labeled samples to train the
classifier G. After that, the query function Q is used to select a set of samples from
the unlabeled pool U, and the supervisor S assigns a class label to each of them.
Then, these new labeled samples are included into L, and the classifier G is
retrained using the updated training set. The closed loop of querying and retraining
continues for some predefined iterations or until a stop criterion is satisfied.

24.2.2 Optimal Experimental Design

Optimal Experimental Design considers learning a linear function:

y ¼ wT xþ e ð24:1Þ

where y is the observation, x is the independent variable, w is the weight vector,
and e is observation error e�N 0; r2ð Þð Þ. Suppose we have a set of labeled samples
z1; y1ð Þ; . . .; zk; ykð Þ, where yi is the label of zi. Thus, the maximum likelihood

estimate for the weight vector (w) is obtained by minimizing the sum squared error

SSEðwÞ ¼
X

k

i¼ 1

wT zi � yi

� �2 ð24:2Þ

Let Z ¼ ðz1; z2; . . .; zkÞT and y ¼ ðy1; y2; . . .; ykÞT . The optimal solution is

ŵ ¼ ZZT
� ��1

Zy ð24:3Þ
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It can be proved that ŵ has a zero mean and a covariance matrix given by
r2H�1

sse , where Hsse is the Hessian of SSEðwÞ.

Hsse ¼
o2SSE wð Þ

ow2

� �

¼
X

k

i¼ 1

ziz
T
i

 !

¼ ZZT ð24:4Þ

The optimal experimental design formulates the optimization problem by
minimizing some measurement of estimation error derived from H�1

sse . The three
usual measures are the trace of H�1

sse , determinant of H�1
sse , and maximum eigen-

value of H�1
sse . Many works on OED can be found in [5–11].

24.3 Laplacian Regularized Active Learning algorithm

24.3.1 Laplacian Regularized D-Optimal Experimental
Design

Traditional experimental design makes use of only labeled samples, while
neglecting the large amount of unlabeled samples. Laplacian Regularized Least
Squares makes use of both labeled and unlabeled samples to explore the intrinsic
geometry structure among the samples [12]. It satisfies the locally invariant idea,
which assumes that if two samples xi and xj are sufficiently close to each other,
then their labels f xið Þ and f xj

� �

are close as well [13]. Suppose there are k samples
from m samples are labeled. Let W be a similarity matrix. Thus, the new loss
function is defined as follows

RRS wð Þ ¼
X

k

i¼ 1

f zið Þ � yið Þ2þ k
X

m

i; j¼ 1

f xið Þ � f xj

� �� �2
Wij þ b wk k2 ð24:5Þ

Where k� 0 and b� 0 are the regularization parameters. yi is the label of zi.
In the loss function, the symmetric weights Wij incurs a heavy penalty when
neighboring samples are mapped far apart.

In order to model the manifold structure, we construct a nearest neighbour
graph G. For each sample xi, we find its nearest neighbors and put an weight
between xi and its neighbours. There are many choices of the similarity matrix.
A common definition is as follows

Wij ¼
exp �

xi � xj

�

�

�

�

2

r2

 !

xi 2 N xj

� �

or xj 2 N xið Þ

0

8

>

>

<

>

>

:

ð24:6Þ
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By using the similarity matrix, the graph Laplacian is defined as L ¼ D�W
where D is a diagonal degree matrix, it is given by Dii ¼

P

j Wij. It reflects the
intrinsic geometry of the samples. Therefore, the optimal solution of (24.5) is
given as follows

ŵ ¼ ZZT þ kXLXT þ bI
� ��1

Zy ð24:7Þ

Let S ¼ ZZT þ kXLXT þ bIð Þ, the covariance matrix of ŵ is

cov ŵð Þ ¼ cov S�1Zy
� �

¼ r2S�1ZZT S�1

¼ r2S�1 S� kXLXT � bI
� �

S�1

� r2 S�1 � S�1 kXLXT þ bI
� �

S�1
� �

ð24:8Þ

where I is an n� n identity matrix.
According to previous discussion, the Laplacian regularized least square has

made use of both labeled and unlabeled sample to estimate a linear fitting function
that considering the intrinsic geometrical structure among the samples. A optimal
design is to choose a subset Z � X which simultaneously minimizes the confi-
dence region for ŵ and the predictive variance of f xð Þ.

In this paper, we apply D-optimality to select the most informative samples
due to its connection to the confidence region for the parameters. Since the
regularization parameters are usually set to be very small, we have

S�1 � S�1 kXLXT þ bI
� �

S�1
�

�

�

� � S�1
�

�

�

� ð24:9Þ

where 	j j denote the determinant. So the smaller is, the smaller is the size of the
covariance matrix.

24.3.2 Optimization Scheme

In the following, we describe a sequential construction of Laplacian regularized
D-optimal designs. Let Sk be the hessian of RRS wð Þ after k points are selected.

Sk ¼ ZkZT
k þ kXLXT þ bI ð24:10Þ

where Zk ¼ z1; z2; . . .; zkð Þ. It is to show that the graph Laplacian is positive semi-
definite. Therefore, Sk is positive definite and invertible. The first sample is
selected such that z1zT

1 þ kXLXT þ bI
�

�

�

� is maximized. Suppose k samples have
been selected. Thus, the k þ 1ð Þ-th sample is selected such that is maximized
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zkþ 1 ¼ arg max
z2X�Zk

Sk þ zzT
�

�

�

�

¼ arg max
z2X�Zk

zT S�1
k z

ð24:11Þ

Once the k þ 1ð Þ-th sample is selected, the inverse of Skþ 1 can be updated on
the inverse of Sk, by using the Sherman-Morrison formula [14]

S�1
kþ 1 ¼ Sk þ zkþ 1zT

kþ 1

� ��1

¼ S�1
k �

S�1
k zkþ 1zT

kþ 1S�1
k

1þ zT
kþ 1S�1

k zkþ 1

ð24:12Þ

It does not need to compute the matrix determinant and inverse. Instead, at each
iteration we select a new sample such that zT S�1

k z is maximized and the inverse of
Sk can be efficiently updated.

24.4 Experiments

The data set is Hyperspectral image. It is a 220-bands AVIRIS image taken over
Indiana’s Indian Pine test site in June 1992. The image is 145� 145 pixels,
contains 16 classes representing different crops, and a total of 10,366 labeled
pixels. This image is a classical benchmark to validate model accuracy and con-
stitutes a very challenging classification problem because of the strong mixture of
the class signatures. Twenty water absorption channels were removed prior to
analysis. In the experiment, classes with less than 100 labeled pixels were
removed, resulting thus in a 13 classes classification problem with 10,266 labeled
pixels. Among the available labeled pixels, 7,000 were used for the training and
candidate sets. Each experiment starts with pixels (ten per class). As for the
previous image, the remaining 3,266 pixels have been used to test the general-
ization capabilities.

To assess the effectiveness of the proposed technique, we compared it with
three other methods: ( 1) the random sampling (RS); (2) the margin sampling and
angle based diversity (MS ? ABD); (3) the multiclass-level uncertainty (MCLU).
For the hyperspectral data set, initially only 130 labeled samples were included in
the training set and 20 samples were selected at each iteration of active learning.
The whole process was iterated until the satisfied result achieved. The active
learning process runs 20 trials to reduce the random effect on the results.
Figure 24.1 shows the average overall classification accuracies and error reduction
provided by different methods versus the number of samples included in the
training set at different iterations for the hyperspectral data set. From the figure, we
can see that the proposed active learning method always resulted in higher clas-
sification accuracy than the other methods.
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From the Fig. 24.1a, we can see that the proposed active learning technique
resulted in higher classification accuracy than the other techniques. Furthermore,
for hyperspectral data set, the proposed technique yielded an accuracy of 90.326 %
with only 1,700 labeled samples, while using the full pool as training set which is
consist of 7,000 samples, we obtained an accuracy of 91.186 %. It is worth noting
that the proposed technique is effective. From the previous iterations, we can see
from the figures that the improvement of the proposed method was faster than the
other techniques. From the Fig. 24.1b, we can find that, in the previous step, the
kappa coefficient of the RS approach that the samples were good for the classifier
is higher than the MS approach. But, after some iteration, the improvement of the
MS approach is better than the RS method. However, the proposed technique is
always higher than the other techniques. It shows that the proposed technique is
well suited to the dataset.

Figure 24.2 shows the average classification accuracy gain. From the Fig. 24.2a,
the accuracy gain is similar with each other since the techniques are both based on
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Fig. 24.1 a The classification accuracy and b kappa over 20 trials runs provided by the proposed,
the MCLU, the MS ? ABD, and the RS methods for the hyperspectral data set
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Fig. 24.2 The classification accuracy gain over 20 trials runs provided by the proposed, the
MS ? ABD, and the MCLU methods for the hyperspectral data set
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the distance to the hyperplanes. In another figure, since the training data set reached
1,450, the proposed method can efficiently reflect the intrinsic geometry of the
sample space, the accuracy gain increased more than the others until convergence.
It is worth noting that, even if the increase of accuracy is limited on the considered
data set, we have improvements at all iterations of the active learning process.

24.5 Conclusion

In this paper, we have presented a novel active learning technique for solving
classification problem with manifold structure. Using techniques from optimal
experimental design, we select those samples such that the size of the covariance
matrix of the estimated coefficients is minimized. To empirically assess the
effectiveness of the proposed method, we compared it with other three active
learning techniques using hyperspectral remote sensing image data set. In this
comparison, we observed that the proposed method provided higher accuracy than
those achieved by some of the most effective techniques presented in the literature.
In this paper, we use—optimality criterion to measure the size of the covariance
matrix of the coefficients. It is interesting to explore application domains where
our proposed algorithm can yield good results.
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Chapter 25
Speaker Tracking Based on Audio-Visual
Fusion with Unknown Noise

Jie Cao, Jun Li and Wei Li

Abstract In order to meet the high precision, strong robust demands of speaker
tracking system, this paper proposed a new Particle filter algorithm with unknown
noise statistic characteristics. The proposed algorithm estimate and correct the
statistic characteristics of the unknown noise on-line by improved Sage-Husa
estimator, and produce optimal distribution function with unscented Kalman filter.
Finally, it realized speaker tracking problem based on audio-visual fusion in the
framework of the new algorithm. Experiment results show that the method pro-
posed in this paper has enhanced the accuracy and robustness of speaker tracking
system.
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25.1 Introduction

With the rapid development of intelligent robot, teleconference and intelligent
meeting scheduler system, the technique of speaker localization and tracking in
intelligent environment is attracting more and more attention, which is the base of
follow-up study of automatic recording, analysis and querying, as well as identity
verification. The traditional methods of speaker localization and tracking includes
sound source localization (SSL) based on microphone array [1] and face tracking
based on computer vision [2]. But now, these single-modal approaches cannot meet
the demands of high precision and strong robustness. According to the mechanism of
human brain apperceiving the world, researchers study speaker tracking problem
based on multi-information fusion technology and have achieved very good results.

Reference [3] describes an audio-visual 3-D person tracker that uses face
detector as the visual front-end and fuses detections from multiple views to obtain
the 3-D location of the person’s head. If a speaker is active, the audio localization
results are matched to the closest video track and continued to be tracked. If there
is no match with the video tracks, the audio track is tracked separately. The results
indicate that though the video face detection yields consistent results, the fusion of
audio localization information does not perform well. In fact, with the addition of
audio information the results are worse than the video-only results.

Reference [4] presents a probabilistic method for audio-visual (AV) speaker
tracking, using an uncalibrated wide-angle camera and a microphone array. The
algorithm fuses 2-D object shape and audio information via importance particle
filters, allowing for the asymmetrical integration of AV information in a way that
efficiently exploits the complementary features of each modality.

Reference [5] presents an interesting particle filtering framework which
incorporates the audio and visual detections into the particle filtering framework.
However, the tracking framework presented in [5] does not correspond to a 3-D
tracker. The camera views are stitched to obtain a panoramic view of the room in
which subjects are tracked. An advantage of this system is that the cameras need
not be accurately calibrated. However, this setup places restriction on the positions
that the subjects can occupy and is difficult to generalize to new scenes especially
when a large number of people participate in meetings and lectures.

Although these study obtained very good results, but all of them were under the
hypothesis of noise statistical characteristics was known accurately. In most sit-
uations, accurate system noise statistic characteristics cannot obtain in advance,
which is a bottleneck technology. In order to overcome this difficulty, this paper
proposed an adaptive Particle Filtering algorithm. The main idea of the proposed
method in this paper is that use improved Sage-Husa suboptimal unbiased maxi-
mum posteriori (MAP) recursively estimate system noise covariance. Combined
with UKF method, system noise statistic characteristics can be estimated and
corrected online. Thus, the proposal distribution function containing latest
observing information is obtained, which improve the accuracy of speaker motion
model and tracking accuracy of system, as well as the anti-jamming ability of
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system. At last, speaker tracking based on audio-visual information fusion is
achieved under this new algorithm framework.

25.2 The Principle Algorithm

25.2.1 Standard Particle Filter Algorithm

The particle filter (PF) is an alternative Bayesian approach that performs sequential
Monte Carlo (SMC) estimation. It supports nonlinear and non-Gaussian state-space
models and hence is suitable for solving the localization problem. In this approach,
no particular model is assigned to the posterior density function (PDF). PF repre-
sents the required PDF by a set of random sampled particles with associated weights.
Normally, the thought of standard particle filter is that using a series of random

sample vðiÞk and the corresponding weights xðiÞk to represent the posterior probability
density or filtering probability density of the speaker’s position [6]:

p vkjYkð Þ ¼
X

N

i¼1

xðiÞk d vk � vðiÞk

� �

ð25:1Þ

In order to calculate conveniently, standard particle filter algorithm uses state
transfer function p vkjvk�1ð Þ as the important probability density function. Com-
bining with the system state equation to generate random sampling particles

vi
k

� �N

i¼1, and uses the beam energy output p vðiÞk

� �

as the likelihood function. The

particle weights can be calculated as:

xðiÞk / xðiÞk�1

p YkjvðiÞk

� �

p vðiÞk jvk�1

� �

q vðiÞk jv1:k�1; Yk

� � ð25:2Þ

¼ xðiÞk�1p vðiÞk

� �

ð25:3Þ

The minimum variance estimation of speaker’s position vk can be expressed as:

v̂k ¼
X

N

i¼1

vðiÞk xðiÞk ð25:4Þ

Although the method that using the state transfer function as important sam-
pling function is easy to carry out, but it did not add the latest measurement
information into the proposal distribution function. It is easy to cause matching
error of the system model after multiple iterative. And finally, particle weights
come to degenerate, and the precision of filter estimation will reduce and even
disable [7].
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25.2.2 UKF Algorithm

In order to resolve nonlinear filtering problem, Refs. [8, 9] proposed an unscented
Kalman filter (UKF) method based on the unscented transformation. The specific
algorithm just as follows:

(1) For a given x̂k�1jk�1 and Pk�1jk�1, using the method of U transformation to
acquire the value of one state step prediction x̂kjk�1 and the covariance matrix
Pkjk�1 of forecast error.
� Calculate the point of Sigma: vi

k�1jk�1; i ¼ 0; 1; 2; . . .; 2n

v0
k�1jk�1 ¼ x̂k�1jk�1

vi
k�1jk�1 ¼ x̂k�1jk�1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nþ kð ÞPk�1jk�1

q
� �

i
; i ¼ 1; 2; . . .; n

vi
k�1jk�1 ¼ x̂k�1jk�1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nþ kð ÞPk�1jk�1

q
� �

i
; i ¼ nþ 1; nþ 2; . . .; 2n

8

>

>

>

>

<

>

>

>

>

:

25:5

` Calculating Sigma point vi
kjk; i ¼ 0; 1; 2; . . .; 2n; through the spread of the

state evolution equation, namely:

vi
k ¼ f vi

k�1jk�1

� �

x̂kjk�1 ¼
X

2n

i¼0

Wm
i vi

k

Pkjk�1 ¼
X

2n

i¼0

Wc
i vi

k � x̂kjk�1

� �

vi
k � x̂kjk�1

� �TþQk�1

8

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

:

ð25:6Þ

(2) Computing Sigma points by the spread of the measuring information.
� Computing Sigma points x̂kjk�1 and Pkjk�1 through the spread of the mea-
surement equation as follows:

v0
k ¼ x̂k�1jk�1

vi
k ¼ x̂kjk�1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nþ kð ÞPk�1jk�1

q
� �

i
; i ¼ 1; 2; . . .; n

vi
k ¼ x̂kjk�1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nþ kð ÞPk�1jk�1

q
� �

i
; i ¼ nþ 1; nþ 2; . . .; 2n

8

>

>

>

>

<

>

>

>

>

:

ð25:7Þ
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` Calculate the output of the one step prediction value:

yi
k ¼ h vi

k

� �

; i ¼ 0; 1; 2; . . .; 2n

ŷkjk�1 ¼
P

2n

i¼0
Wm

i yi
k

Py ¼
P

2n

i¼0
Wc

i yi
k � ŷkjk�1

� �

yi
k � ŷkjk�1

� �TþRk

Pxy ¼
P

2n

i¼0
Wc

i vi
k � x̂kjk�1

� �

vi
k � x̂kjk�1

� �T

8

>

>

>

>

>

>

>

>

>
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>

>

>

>

>

>

>

>

>

:

ð25:8Þ

(3) After getting the new measurement information, then filtering the updating as
follows:

x̂kjk ¼ x̂kjk�1 þKk yk � ŷkjk�1

� �

Kk ¼ PxyP�1
y

Pkjk ¼ Pkjk�1 �KkP�1
y KT

k

8

>

<

>

:

ð25:9Þ

where Kk stands for filtering gain matrix.

25.2.3 Statistic Characteristics Estimation of System Noise

According to the description of literature [10], we can get the estimation of the
statistical characteristics of system noise based on Sage-Husa estimator. Just as
follows:

q̂k ¼
1
k

X

k

j¼1

x̂jjk � Uj�1x̂j�1jk
	 


ð25:10Þ

Q̂k ¼
1
k

X

k

j¼1

x̂jjk � Uj�1x̂j�1jk � q̂k

	 


� x̂jjk � Uj�1x̂j�1jk � q̂k

	 
T ð25:11Þ

The effective method to overcome the weights degradation problem of particle
filtering algorithm is that to enhance the correctional ability of the latest measure-
ments. Therefore, in the noise estimating stage, this paper assigned different weights
to the latest measurement information and past information. Just as follows:

q̂k ¼ 1� dk�1ð Þq̂k�1 þ dk�1 x̂kjk � Ukx̂k�1jk�1

	 


ð25:12Þ

Q̂k ¼ 1� dk�1ð ÞQ̂k�1 þ dk�1 KkvkvT
k KT

k þ Pkjk � UkPk�1jk�1U
T
k

	 


ð25:13Þ

where dk�1 ¼ 1� bð Þ
�

1� bk
� �

; j ¼ 0; 1; . . .; k � 1: b is called as the forgetting
factor, according to experience value in the related research, usually the range of
the value of b is 0.95 \ b \ 0.99.
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25.3 Speaker Tracking Based on Audio-Visual Fusion

25.3.1 Motion Modeling

Speaker representations and state-spaces defined either on the image plane or in 3-D
space are sensible choices. In our case, we have chosen a subspace of transforma-
tions comprising translation Tx; Ty. Furthermore, a second-order auto-regressive
dynamical model is defined by xt ¼ xt; xt�1ð ÞT , and xt ¼ Tx

t ; Ty
t

� �

, the dynamical
model is defined by xt ¼ Axt�1 þ Bwt, where A;B are the parameters of the model,
and w is process noise with unknown statistical characteristics.

25.3.2 Visual Observations Model

The observation model assumes that shapes are embedded in clutter. Edge-based
measurements are computed along L normal lines to a hypothesized contour,
resulting in a vector of candidate positions for each line, yl

t ¼ vl
m

� �

relative to the

point lying on the contour vl
0. With some usual assumptions, the observation

likelihood for L normal lines can be expressed as

p yvid
t jxt

� �

/
Y

L

l¼1

p yl
tjxt

� �

/
Y

L

l¼1

max K; exp � jjv̂
l
m � vl

0jj
2r2

� 
� 


ð25:14Þ

where v̂l
m is the nearest edge detected on the lth line, and K is a constant introduced

when no edges are detected.

25.3.3 Audio Observation Model

In general, audio localization methods rely on estimation of the delay between the
time of arrival of a signal on a pair of microphones. We define the vector of
theoretical time delays associated with a 3-D location x as s1:M; x ¼ sm; xf g ffi sx,
where sm; x is the delay (in samples) between the microphone in pair m,

sm;x ¼
jjx�Mm

1 jj � jjx�Mm
2 jj

� �

fs
c

ð25:15Þ

where Mm
1 and Mm

2 are the locations of microphones in pair m, and fs is the sam-
pling frequency. In practice, each time delay estimate ŝm

t is calculated from the
generalized cross-correlation (GCC) [11]. A phase transform (PHAT) is applied to
improve the robustness to reverberation, and the GCC is interpolated to achieve
sub-sample precision (details in [12]). Then, given an vector ŝt ffi ŝm

t

� �

of
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observed time delay estimates, the distribution of the observation given a speaker
at location x can be modeled as p ŝtjsxð Þ ¼ N sx;Rxð Þ, where Rx is the covariance
matrix, chosen to be independent of location. The location estimate can then be
defined according to the maximum likelihood (ML) criterion as
x̂ ¼ arg max p ŝtjsxð Þ. The location estimate for each frame is found by a dynamic
search over p ŝtjsxð Þ. The localization estimate for each frame is found by a
dynamic search over p ŝtjsxð Þ through a uniform grid of room locations. To
eliminate low confidence values, estimates whose likelihood falls below that of a
uniform distribution are labeled as silence, meaning the audio observations contain
discontinuities. To synchronize frame rates, multiple audio frames are merged by
selecting only the ML location across frames.

25.3.4 Audio-Visual Fusion

Assuming independence, we define it xtð Þ ¼ it Tx
t ;T

y
t

� �

¼ N ut;Rtð Þ. The mean

ut ¼ ðuTx

t ; u
Ty

t Þconsists of the project 3-D audio estimate onto the image plane
C x̂tð Þ and the unit scale. The covariance matrix Rt is diagonal, with translation
components proportional to the mean head size in the training set, and with scaling
component equal to the variance in scale of head sizes. In case of silence, no IS
function exists, so the filter draws samples only from the dynamical model. The
importance function is also used for the audio-based observation likelihood,

p yaud
t jxt

� �

/ it xtð Þ ð25:16Þ

in case there is audio, and it is a fixed constant otherwise. Then observations are
combined in a standard approach,

p ytjxtð Þ ¼ p yvid
t jxt

� �

p yaud
t jxt

� �

ð25:17Þ

25.4 Experimental Analysis

25.4.1 Experimental Setup

Audio-visual recording were made in a meeting room with one wide-angle camera
on a wall and an 8-microphone array on the table (Fig. 25.1). Video was captured
at 25 fps, while audio was recorded at 16 kHz, with features estimated at 62.5 fps.
Images were processed in CIF format, so a human head is about 20 � 35 pixels
(1 pixel � 8 mm). Parameters for the visual tracker (dynamics and observations)
have been kept fixed for all experiments.
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25.4.2 Results Analysis

In order to give a comprehensive evaluation of the proposed method, here we carry
out three experiments separately: single speaker tracking based on simple back-
ground; speaker tracking under visual clutter environment in meeting experiment.
The tracking results were compared comprehensively between proposed method
and literature [5] method. The tracking results just as Figs. 25.2, 25.3, 25.4, 25.5,
25.6 and 25.7.

8-microphone

camera
White board

Conference table

Fig. 25.1 Meeting room

Fig. 25.2 Scene 1: Tracking results in simple background
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The tracking results indicate that the proposed method and literature [5] method
both maintaining a good tracking precision in simple experiment scene, we can get
these from Figs. 25.3 and 25.6. But Figs. 25.4, 25.5 and 25.7 show that the pro-
posed method maintained a good tracking stability, because the proposed method
in this paper estimate the noise statistical characteristics online, and the influence
of environmental noise disturbance is small.
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Fig. 25.3 RMSE of x
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Fig. 25.5 Scene 2: Tracking results under visual clutter
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25.5 Conclusion

According to the speaker tracking problem, this paper proposed a kind of nonlinear
filtering method with unknown statistical properties. Through the improved Sage-
Husa estimator to estimate the system noise statistical properties online, and fuse
the estimated information into the propose distribution function by the UKF
method, effectively improve the system’s overall filtering precision. At last, this
paper realized speaker tracking problem based on audio and visual fusion in the
new algorithm framework, and achieved good tracking performance.
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Chapter 26
The Analysis of Epidemic Disease
Propagation in Competition Environment

Mingsheng Hu, Suimin Jia, Qiaoling Chen, Zhijuan Jia and Liu Hong

Abstract An autonomous SIRS epidemic model of two competitive species is
established in this paper, in which One kind of disease can survive and have the
chance of cross-infection, not only the disease of the cross-infection but also the
additional disease death rates are considered in this model, through the analysis of
this kind of model, we can gain the threshold value condition of the stability of
equilibrium. Even more it can see the global stability of the model through sim-
ulation number value.

Keywords SIRS � Local asymptotic stability � Global asymptotic stability �
Numerical simulation

26.1 Introduction

The epidemic disaster has historically been the enemy of human health and the
different harmful biological viruses is huge threat to human health.

For nearly 20 years, the research progress of epidemic disaster prevention is
quickly in the international, many mathematical model is used to the analysis
variety of infectious diseases. Much of the these mathematical model apply to
study the general laws of epidemic’s. It is based on the characteristics of popu-
lation growth, the occurrence of the disease, development of law, and the relevant
social factors such as infectious diseases, established the mathematical models to
reflect the dynamic characteristics. By qualitative and quantitative analysis and
numerical simulation of the model to display the process of the disease, and reveal
the epidemic law, it predicts change and development trends, analyze the causes of
disease epidemic and key factors, seeking its prevention and control of the optimal
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strategy which provide a theoretical basis and quantitative basis for people to
formulate a prevention strategy, but also some investigate about such as plague,
measles, malaria, tuberculosis, AIDS, and many other specific diseases. Currently
theoretical analysis of the mathematical model based on epidemic disease, has
been more extensive studies [1–10], but as an important means of model testing
and prediction. Computer simulation not only improve hazard early warning and
emergency decision support level but also enhance the overall prevention and
control of major urban infectious diseases and other emergencies which play an
important role, it can find the simple solution put the complex abstract theoretical
into easily understand numerical sequence or graphical presentate and make the
number of huge parameter filtering and dynamic process simulation into possible.

A species in nature can not exist in isolation. it always exist interaction with
other due to competition for food, resources and space, so to consider the inter-
action of two or more populations is very important in the infectious disease
model, most of the work is for prey system [1–4], as for the competitive system,
some scholars have also studies [1, 5, 6]. An autonomous SIRS epidemic model of
two competitive species is established in this paper, in which One kind of disease
can exist and have the chance of cross-infection, not only the disease of the cross-
infection but also the additional disease death rates are considered in this model,
through the analysis of this kind of model, we can gain whenever the stability of
equilibrium of the threshold value. And through numerical simulation, more
intuitive to see the model of global stability.

26.2 Model Establishment

Let us consider the following SIRS infectious disease model

_N1 ¼ r1 1� N1

K1

� �

N1 � aN1N2

_S1 ¼ b1 �
a1N1r1

K1

� �

N1 � d1 þ 1� a1ð ÞN1r1

K1

� �

S1 � aN2S1 � S1 b11I1 þ b12I2ð Þ þ d1R1

_I1 ¼ S1 b11I1 þ b12I2ð Þ � c1I1 � d1 þ 1� a1ð ÞN1r1

K1

� �

I1 � aN2I1

_R1 ¼ c1I1 � d1 þ 1� a1ð ÞN1r1

K1

� �

R1 � d1R1 � aN2R1

_N2 ¼ kaN1N2 � d2N2

_S2 ¼ kaN1N2 � S2 b21I1 þ b22I2ð Þ þ d2R2 � d2S2 � nN1S2

_I2 ¼ S2 b21I1 þ b22I2ð Þ � d2I2 � c2I2 � nN1I2

_R2 ¼ c2I2 � d2R2 � d2R2 � nN1R2
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ð26:1Þ
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Here b1 � a1N1r1
K1

� �

, d1 þ 1� a1ð Þ N1r1
K1

h i

is the births and deaths of the prey. The

total predation rate is aN1N2, and the conversion rate is denoted by k, bii is
intraspecific infection rate, ci is the removal rate. n is interspecific competition
factor, and di is the rate constant for the recovery becoming susceptible and di is
the death rate of the predator. bij is lnterspecific infection rate.

We put Ni ¼ Si þ Ii þ Riði ¼ 1; 2Þ, in this model (26.1) that leads to the fol-
lowing set of differential equations:

_N1 ¼ rið1�
N1

K1
Þ � aN2

� �

N1

_I1 ¼ b11I1 þ b12I2ð ÞðN1 � I1 � R1Þ � c1I1 � d1 þ ð1� a1Þ
r1N1

K1

� �

I1 � aN2I1

_R1 ¼ c1I1 � d1 þ ð1� a1Þ
r1N1

K1

� �

R1 � aN2R1 � d1R1

_N2 ¼ kaN1 � d2ð ÞN2

_I2 ¼ b21I1 þ b22I2ð ÞðN2 � I2 � R2Þ � d2I2 � c2I2 � nN2I2

_R2 ¼ c2I2 � d2R2 � d2R2 � nN1R2
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:

ð26:2Þ

By examining (26.2) on each boundary surface, we can show that the region D ¼
I1;R1;N1; I2;R2;N2ð ÞT 0� Ii; 0�Ri; I1 þ R1�N1�K1; I2 þ R2�N2j

� 	

is positiv-
ely invariant with respect to the model. System (26.2) is not have analytical solution.
We make use of MATLAB obtain the system (26.2)’s numerical solution.

From Fig. 26.1 we can get conclusion of that: with the growth of the time
N1;N2; I1; I2;R1;R2 will tend to be stable.

26.3 Equilibrium Points and Their Stability

Let us consider a basic predator–prey model

_N1 ¼ r1 1� N1

K1

� �

N1 � aN1N2 ¼ r1 1� N1

K1

� �

� aN2N1

� �

_N2 ¼ kaN1N2 � d2N2 ¼ kaN1 � d2ð ÞN2

ð26:3Þ

which is the modification of the classic Lotka–Volterra equations with density-
dependent logistic growth of the prey. This model was formulated and explained
by Pielou [7]. The total predation rate is aN1N2, and the feeding efficiency in
turning predation into new predators is k, N1E;N2Eð Þ is the non-negative equilibria
of the system.
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Theorem 1 In the system of (26.3):

if N1ð0Þ[ 0 and d2=ðkaK1Þ\1, or N1ð0Þ[ 0 and N2ð0Þ ¼ 0, then N1 ! K1,

N2 ! 0, as t!1, if N1ð0Þ[ 0, N2ð0Þ[ 0, and d2=kaK1
\1. Then N1 ! N1E ¼

d2=ka; N2 ! N2E ¼ r1 1� d2=kaK1

� �

.

a as t!1.

The following results are used later in this paper.
Consider the systems:

_x ¼ f t; xð Þ ð26:4Þ

_y ¼ g yð Þ ð26:5Þ

where f and g are continuous and locally Lipschitz in x in Rn and solutions exist
for all positive time. Eq. (26.4) is called asymptotically autonomous with limit
Eq. (26.5) if f ðxÞ ! gðxÞ as t!1 uniformly for x in Rn:

Lemma 1 [8] Let e be a locally asymptotically stable equilibrium of (26.5) and x
be the x-limit set of a forward bounded solution xðtÞ of (26.4). If x contains a
point y0 such that the solution of (26.5) with yð0Þ ¼ y0 converges to e as t!1;
then x ¼ feg; i.e. xðtÞ ! e, as t!1.

Corollary 1 If solutions of system (26.4) are bounded and the equilibrium e of the
limit system (26.5) is globally asymptotically stable, then any solution xðtÞof
system (26.4) satisfies xðtÞ ! e as t!1.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
0

10

20

30

40

50

60

70

80
N1

N2

I1
I2

R1

R2

Fig. 26.1 Numerical
simulation of the epidemic
model in competition
environment
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26.3.1 Equilibrium Points and Their Stability

The non-negative equilibria of the system (26.2) are :

P0 ¼ ð0; 0; 0; 0; 0; 0Þ;P1 ¼ ð0; 0;K10; 0; 0Þ

P2 ¼
K1ðb1 � r1a1Þð1� 1

R0
Þ

c1 þ b1 � r1a1
;

K1c1ð1� 1
R0
Þ

c1 þ b1 � r1a1
;K1; 0; 0; 0

 !

P3 ¼ ð0; 0;N1E; 0; 0;N2EÞ;P4 ¼ ð0; 0;N1E; I2E;R2E;N2EÞ:

where

R0 ¼
b11K1

c1 þ b1 � r1a1
;N1E ¼

d2

ka
;N2E ¼

r1ð1� d2
kaK1
Þ

a
;

I2E ¼
N2Eðd2 þ d2 þ nN1EÞð1� 1

R2
Þ

c2 þ d2 þ d2 þ nN1E
;R2E ¼

c2N2Eð1� 1
R2
Þ

c2 þ d2 þ d2 þ nN1E
;

R1 ¼
b11N1E

c1 þ d1 þ ð1� a1Þr1d2=kaK þ aN2E

Theorem 2 The system (26.2) has the following conclusion:

(1) P0 is globally asymptotically stable in X1.
(2) if d2

kaK1
� 1;R0� 1;P1 is globally asymptotically stable in X2.

(3) if d2
kaK1
� 1;R0 [ 1;P2 is globally asymptotically stable in X3.

(4) if d2
kaK1

\1;R1� 1;R2� 1;P3 is globally asymptotically stable in X4.

(5) if d2
kaK1

\1;R1� 1;R2 [ 1;P4 is globally asymptotically stable in X5.

Where:

X1 ¼ I1;R1;N1; I2;R2;N2ð ÞT 0� Ii; 0�Ri; I1 þ R1�N1�K1; I2 þ R2�N2;N1ð0Þ ¼ 0j
� 	

X2 ¼ I1;R1;N1; I2;R2;N2ð ÞT 0� Ii; 0�Ri; I1 þ R1�N1�K1; I2 þ R2�N2;N1ð0Þ[ 0j
� 	

X3 ¼ I1;R1;N1; I2;R2;N2ð ÞT 0� Ii; 0�Ri; I1 þ R1�N1�K1; I2 þ R2�N2; I1ð0Þ[ 0j
� 	

X4 ¼ I1;R1;N1; I2;R2;N2ð ÞT 0� Ii; 0�Ri; I1 þ R1�N1�K1; I2 þ R2�N2;N1ð0Þ[ 0;N2ð0Þ[ 0j
� 	

X5 ¼ I1;R1;N1; I2;R2;N2ð ÞT 0� Ii; 0�Ri; I1 þ R1�N1�K1; I2 þ R2�N2;N1ð0Þ[ 0; I2ð0Þ[ 0j
� 	

Proof:

(1) The conclusion is clearly established, Hence the proof.
(2) At P1 the eigenvalue of the Jacobian matrix is

k1 ¼ b11K � c1 � ðb1 � r1a1Þ; k2 ¼ �ðb1 � r1a1Þ; k3 ¼ �r

k4 ¼ �d2 � c2; k5 ¼ �d2 � d2; k6 ¼ �d
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These 6 eigenvalues are negative when d2
kaK1
� 1;R0� 1, so P1 is locally.

Asymptotically, let’s proof P1 is globally asymptotically stable. When d2
kaK1
� 1,

by the Theorem 1 N1 ! K;N2 ! 0 if N1ð0Þ[ 0 and N2 ! 0, I2 ! 0;R2 ! 0 as
t!1, so Progressive autonomous system of (26.2):

_I1 ¼ b11ðK1 � I1 � R1ÞI1 � ðc1 þ b1 � r1a1ÞI1

_R1 ¼ c1I1 � ðb1 � r1a1ÞR1

From corollary 1, we can obtain that the bounded solution of (26.2) will
approach to global asymptotic stability of the (26.3)’s equilibrium. R0� 1, from
corollary 1 I1 ! 0;R1 ! 0 as t!1 we can see P1 is global attractive. so P1 is
globally asymptotically stable.

(3) At P2 the Jacobian matrix of the system (26.2) is

JðP2Þ ¼ r1d2c11ðc1 þ b1 � r1a1Þ½ðd2 þ d2 þ nK1Þðd2 þ c2Þ þ b21I1ðc2 þ d2

þ d2 þ nK1Þ� þ r1d2K1
1

R0
b21I1ðb1 � r1a1Þðd2 þ d2 þ nK1Þ

where c11 ¼ ðb1 � r1a1Þð1� R0Þ c22 ¼ r1ð 1
R0
� 1Þð1� a1Þ




c1 þ b1 � r1a1

We get trJðP2Þ\0; det JðP2Þ[ 0 so P2 is locally asymptotically, let’s proof P2

is globally asymptotically stable. By reason that N1ð0Þ[ 0; d2
kaK1
� 1; from corol-

lary 1 N1 ! K1;N2 ! 0 as t!1. Obviously, we can get that I2 ! 0;R2 ! 0,
similarly available its autonomous limit system

_I1 ¼ b11ðK1 � I1 � R1ÞI1 � ðc1 þ b1 � r1a1ÞI1

_R1 ¼ c1I1 � ðb1 � r1a1ÞR1

By I1ð0Þ 6¼ 0, we get I1 !
K1ðb1�r1a1Þð1� 1

R0
Þ

c1þb1�r1a1
;R1 !

K1c1ð1� 1
R0
Þ

c1þb1�r1a1
, so P2 is global

attractive (Fig. 26.2).
To show the global stability of the system around P2 we choose a1 = 0.13;

beta11 = 0.2; beta12 = 0.1; gamma1 = 0.2; d1 = 0.12; a = 0.45; a4 = 100;
a5 = 50; eta = 30; delta1 = 0.005; So when d2

kaK1
� 1;R0 ¼ 363:3 [ 1, P2 is

globally asymptotically stable.

(4) To show the locally asymptotically of the equilibrium P3, we use the method

of the third approximation. From Theorem 1 and d2=ðkaK1Þ\1, easy to know

N1 ! N1E;N2 ! N2E as t!1, also N1 0ð Þ 6¼ 0;N2 0ð Þ 6¼ 0, so progressive
autonomous system of (26.2):
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_I1 ¼ b11I1 þ b12I2ð ÞðN1E � I1 � R1Þ � c1I1 � d1 þ ð1� a1Þ
r1N1E

K1

� �

I1 � aN2EI1

_R1 ¼ c1I1 � d1 þ ð1� a1Þ
r1N1E

K1

� �

R1 � aN2ER1

_I2 ¼ b21I1 þ b22I2ð ÞðN2E � I2 � R2Þ � d2I2 � c2I2 � nN2EI2

_R2 ¼ c2I2 � d2R2 � d2R2 � nN1ER2

8
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:

To show the global stability of the system around P3 we choose r1 = 0.15;
K1 = 1000; a1 = 0.13; beta11 = 0.2; beta12 = 0.1; gamma1 = 0.2; d2 = 0.8;
a4 = 100; a5 = 50; eta = 30; delta1 = 0.005; k = 0.8; a = 0.4; As show in
Fig. 26.3, we claim that for d2

kaK1
\1;R1 ¼ 0:862\1; R2 ¼ 0:3013\1 the system

approaches P3. From corollary 1, we can obtain that the bounded solution of (26.2)
will approach to global asymptotic stability of the (26.3)’s equilibrium. And
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I1 ! 0;R1 ! 0; I2 ! 0;R2 ! 0 as R1\1; t!1; so P3 is locally asymptotically,
therefore P3 is globally asymptotically stable. by the same token can prove (5).
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Chapter 27
An Entity Answer Ranking Method Based
on MLNs

Fangqiong Chen, Zhengtao Yu, Jianyi Guo, Tao Shen
and Yantuan Xian

Abstract For the characteristics of factoid and list answers in domain Q&A
system, we built a ranking model combined with multiple features of domain
entity answers based on MLNs. This method uses predicate formulas to describe
the relevant features of the questions–candidate answers and the answers–
knowledge base, merging these features into Markov Logic Network, and then
adopting discriminant training learning algorithm to learn the weights of feature
parameters, which can give different weights according to the relevance of dif-
ferent features, finally it use MC-SAT algorithm reasoning to get the relevance of
questions and answers, realize the answer ranking. Experiments show that the
proposed method can greatly improve the answer precision and recall rates
compared with other methods.

Keywords Question-answering system � Markov logic network � Learning to
rank � Multiple features

27.1 Introduction

At present, there are a lot of researches in answer ranking, in TREC2002 QA tasks,
Xu used empirical formula to integrate the factors involved in the process of
answering the question, which takes the verb, the matching of context and ques-
tions as well as the types of questions into consideration, and gives the same
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weight for these three factors, thereby resulted in confidence scores [1]. You
proposed a model based on maximum entropy algorithm for computing answer
confidence with a number of elements taken into account to improve the accuracy
of answers. First, extract the following four factors from the training corpus: the
answer score, number of steps, the best number of votes and the best vote to train
the maximum entropy model; after that apply the trained model on the test set to
calculate confidence level; Finally make the correct answer stand in the front as
much as possible, in TREC 2002, QA system uses the algorithm to compute the
confidence for each answer, and ranks them, which obtains very good results [2].
Sun took the problem of extracting the answer as a classification problem, con-
sidering the candidate answer as correct or wrong. They extract the features of
questions and candidate answers to train the maximum entropy model, and then
use the trained model to extract the answer [3].

The above answer ranking methods do not consider the relationship between
data to the answer ranking model, however, there are a variety of relationships
between these data in reality, such as similarity, distance, link, and the reference
relationships. According to these ‘‘relationship’’, Markov logic network combines
the Markov network with first-order logic, which introduces domain knowledge
through the first-order logic into the Markov network, and provides the ability to
deal with uncertainty for first-order logic. Markov logic network was first proposed
by Richardson [4] in 2004, followed by the study of Domingsos, Kok, Singla, et al.
The discriminative training for weight learning method and the structure learning
method for the optimization of type of likelihood methods were proposed, but it is
still a new study in Artificial Intelligence, for learning and inference algorithm is
very limited. In 2008, Wu published an article on the WWW, he extracted
information by Markov logic network algorithm, and proposed a refining the Wiki
knowledge automatically method, which effectively simplifies the manual work-
load [5]. In 2009, Poon took Markov logic network in unsupervised semantic
analysis, and achieved fairly good results [6]. Using Markov logic network can
take advantage of ‘‘a variety of relationships’’ in different areas to effectively
integrate correlation algorithms to obtain better results. Based on all kinds of
‘‘relationship’’ features in the question answering system, this paper proposes a
new research approach that Markov logic network is applied to combine a variety
of relationships to solve the ranking problem in the question answering system,
and builds the answer ranking model.

27.2 The Feature Extraction of Questions and Answers

27.2.1 Context Features

Context has different meanings in different fields. In the field of information,
context is defined for the collection of attributes describing the semantic similarity
between objects [7]. The paper extracted from the context information between the
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questions and answers, the definition of context features between questions and
answers is as follows:

27.2.1.1 Lexical Features

Feature words vector represents the relative order of the feature words set and
feature words. The two sentences contain the same words, there is some corre-
lation between these two statements. The TF-IDF based on vector space is one of
the common methods [8]. In addition, containing the same words in the consis-
tency of the order is also reflects the similar degree of two sentences.

Defined questions Sq ¼ (A, B, C), the candidate answers Sa ¼ (D, C and A
and C), the letter in parentheses represents the feature words of the statement.

The definition of feature words vector similarity is as follows:

Sw ¼
2 �

P

Wi2Sq

kw

jSqjðjSqj þ jSajÞ
LengthðSa; SqÞ
�

�

�

�

where Wi represents the feature words in the candidate answers, kw indicates the
weight of the same words, the same words only counts once here. jSqj and jSaj
respectively express the dimension of the feature word vectors of the questions and
candidate answers. jLengthðSa; SqÞj signifies the number of elements of the longest
fragment which candidate answers match the feature words set of question.

27.2.1.2 Semantic Similarity Features

Except the statistical characteristics of the term in the context, the semantic
information of the term itself is also an important feature. With the help of
Hownet, we compute the semantic distance between questions and answers as the
semantic similarity integrated into the ranking model [9].

27.2.2 Density and Frequency Features

This evaluation indicator measures the density and frequency of question terms in
the answer text, mainly includes: numbers, distances, word sequences, etc. Vari-
ants of these features were used previously for answer extracting in factoid QA
[10]. We will discuss briefly in the following:

Quantity features: The matching nouns (verb, numeral or quantifier) of candi-
date answers account for the proposition of nouns (verb, numeral or quantifier) in
query words. The features reflect the similarity of designated part of speech and
questions in word matching level.
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Distance Features: The distance of candidate’s answers from the words or
phrase of questions. Compute the distance for each sentence contained the can-
didate answers and yield a weighted mean value.

DS ¼ avg
X

i

1
absðposðkeywordiÞ � posðanswerÞÞ

Sequence Features: This feature investigate whether the matching words of
sentence, answer sequence and questions sequence are in the same order, measured
by the words in same sequence percent of the question words number.

27.2.3 External Knowledge Features

We get the Boolean features values of relevant answers by validating the online
knowledge base, if the answers appear in Wikipedia or Baidu encyclopedia, the
corresponding feature value is 1, otherwise, the value is 0.

27.3 Construct the Entity Answer Ranking Model Based
on MLNs

Implementing the model is to introduce the features relationship into Markov logic
network, learning these features to get the relevance of questions and answers,
specifically through the following three steps to achieve: predicate and formula
definition, weight learning, and probabilistic reasoning algorithm.

27.3.1 Predicate and Formula Definition

Due to the ranking task is essentially to rank the candidate answers, usually
through the relevant features of the questions and answers to get the relevance. In
Markov logic network the features and relativities between the questions and
answers are expressed by the predicate, give an example to illustrate:

(1) SimilarityWord (question, answer) denotes: feature word vector similarity of
question and answer;

(2) Distance (question, answer) denotes: distance of question and answer.

According to these predicates, we can get the formulas:

(1) SimilarityWord (question, answer) =[ related (question, answer), indicates
that if feature word vector similarity is more than 0.1, then the question and
answer is related;
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(2) Distance (question, answer) =[ related (question, answer), indicates that if
distance is less than a certain value,we set the value as 20, than the question
and answer is related.

For the different features make different contribution to the questions and
answers, the formula of Markov logic network is to add ‘‘?’’ sign, these formulas
can be respectively learned different weights based on variables represented by
different individuals. In mln file a formula is written as ? Similarity (question,
answer), that for a pair of question and answer, to learn the weights between the
different features and relevance of answers.

27.3.2 Probabilistic Reasoning Algorithm

The basic task of the reasoning is that given the evidence of text set to find a most
possible world y. That is to solve the probability of established formula F1 under
the conditions of given formula F2 Markov logic network is able to answer this
question. The task of reasoning in this paper is that given relevant features between
questions and answers, in order to determine the relevance of the questions and
answers.

In order to achieve better results, we first construct the minimum closed net-
work of query predicate. The construction process of this network is as follows:

(1) View if the evidences contain the predicate of the current query predicate
depending on. If so, skip to (2), did not skip to (3);

(2) Detect whether the query predicate set has been checked up. If so, then the
algorithm terminates; if not, perform a query predicate, and skip to (1);

(3) Join predicate C to the network;
(4) Check the predicate that is dependent on predicate in (3) whether exists in the

evidence set. If so, skip to (2), did not skip to (3).

After constructing a query predicate minimum closed network, we have to
sample for all nodes in the network through the MCMC reasoning algorithm, this
paper use the MC-SAT algorithm. The algorithm is to construct reversible Markov
transfer nuclear through a pre-defined invariant distribution, and in essence, it is an
auxiliary variable method. Compared with the standard MCMC approach, the rate
of convergence of this algorithm is much faster.

Algorithm steps are as follows:

(1) Initialize the set of states that meets the strict clause;
(2) Sum all closed clauses that meet states in step (1) to the clause set M by the

probability of 1 -ew;
(3) Extract a sample evenly from all states that meet M and then turn to (2) until

the number of all samples has been finished.
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After extracting n samples, the expectation is Ew;y½niðx; y�wÞ� �
P

n

l¼1

niðxðlÞÞ
n ; that is,

the expectation of the function is approximated as the mean of the sample.

27.4 Experiment and Comparative Analysis

The evaluation methods of the factoid question and the list question are different,
so we took separate experiments and comparative analysis. For the factoid ques-
tion, two evaluation criteria were used: the average accuracy rate of MRR (Mean
Reciprocal Rank) and Recall (Recall). For the list question, in addition to the
above two evaluation, F value (F-measure) is also the evaluation criteria.

27.4.1 Dataset

At present, there is no very authoritative corpus in Chinese Q&A system. For the
field of tourism in Yunnan, we have separately collected 150 factoid questions and
list questions for attractions name, place name, hotel name, traditional festival,
local snack and other entities. We use entity recognition model to make entity
recognition for answer candidate document. From the 300 entities answer of
artificial screening, on the basis of the relevance of the questions and answers, the
relevant was labeled as (2), the part relevant was labeled as (1), the irrelevant was
labeled as (0). Thereby the available corpus resources were obtained. Table 27.1
shows the corpus.

The experimental dataset is divided into training set, validation set and test set.
The training set is used to train ranking model, the validation set is used to adjust
the parameters of the ranking model, and the trained ranking model will be tested
for the performance of answer ranking on the test set.

27.4.2 Experiments and Results Analysis

First, analyze the questions, then, research and select features of questions and
candidate answers, and the candidate answers and online knowledge base.

Table 27.1 Answer ranking corpus

Total Attractions Place Hotel People and culture Other

Factoid question 150 35 35 30 30 20
List question 150 35 35 30 30 20
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Secondly, integrate the features relationship into Markov logic network to con-
struct ranking model. Thirdly, figure out predicate weights by structure learning,
parameter learning and reasoning algorithm. Finally, the trained ranking model
will be tested on test set.

27.4.2.1 Comparison with Other Ranking Methods

In order to evaluate the performance of answer ranking model based on MLNs, we
take respectively answer linear score and BM25 as benchmark to do experiment
comparison. In the experiment, we use NDCG@n to measure ranking results, the
comparison results are shown in Table 27.2.

By the above experiment can be seen, answer extracting method based on MLNs
is obviously better than linear score and BM25. Because of the dispersion of the list
question answers distribution, its top accuracy rate is low compared to factoid
question. When N increased to 3, the NDCG @ N value of ranking model based on
MLNs did not change, the other two algorithms had declined, which indicated that
ranking model based on MLNs can ensure accuracy rate for list questions.

27.4.2.2 Comparison of Answer Extraction Efficiency

In order to measure the contribution of the answer ranking model for answer
extraction, we will compare the answer ranking model based on MLNs with
logistic regression and maximum entropy model. We are more concerned about
the accuracy of correct answers ranked top-1, so we adopt the mean reciprocal
rank (MRR) and the recall rate (R) and F value (F-measure) to evaluate. The
results are shown in Table 27.3.

Experimental result shows that the proposed method improved the accuracy and
recall rate greatly compared to traditional ranking model. The ranking model based
on MLNs can effectively integrate the various features relationship between the
questions and answers, and answers and knowledge base, and get different weights
of various features on the contribution for the correct answer via parameter
learning and reasoning. It effectively improved the performance of answer ranking
to some extent, compared to the maximum entropy model and logic regression
model.

Table 27.2 The comparison of different answer ranking methods

Ranking method NDCG@1 NDCG@2 NDCG@3

Factoid List Factoid List Factoid List

Linear score 0.73 0.72 0.71 0.69 0.68 0.67
BM25 0.75 0.73 0.73 0.71 0.69 0.70
MLNs 0.78 0.77 0.76 0.75 0.76 0.75
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27.5 Conclusions

For the characteristics of factoid and list answers in domain Q&A system, A ranking
model was built which combined with multiple features of domain entity answers
based on MLNs. The construction method of entity answer ranking model based on
MLNs will take feature relationship of questions and candidate answers, the can-
didate answer and Knowledge base into the ranking model according to the different
weights to improve the answer precision. On this basis, doing research on answer
ranking for the factoid and list questions from the recall rates and precision to
improve answer ranking results, and the experiments show that the proposed method
can effectively improve the answer precision and recall rates.
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Chapter 28
A Chinese Expert Name Disambiguation
Approach Based on Spectral Clustering
with the Expert Page-Associated
Relationships

Wei Tian, Tao Shen, Zhengtao Yu, Jianyi Guo and Yantuan Xian

Abstract Aimed at the problems of Chinese experts’ name repetition and
representation diversity, a Chinese expert name disambiguation approach based on
spectral clustering with the expert page-associated relationships is proposed.
Firstly, the TF-IDF algorithm is used to calculate the word-based feature weights,
and then the cosine similarity algorithm is employed to compute the similarity
between the evidence-pages to obtain the initial similarity matrix of expert
evidence-pages. Secondly, the expert page-associated relationship features are
taken as the semi-supervised constraint information to correct the initial similarity
matrix, and next the spectral clustering-based method is used to build expert
disambiguation model. Finally, taking the contrast experiments on Chinese expert
evidence-page corpus of manually labeled, the result shows that the semi-super-
vised spectral clustering on Chinese experts’ name disambiguation method with
the expert page-associated relationships than that without the associated constraint
information, the F-value has an average increase of 9.02 %.

Keywords Page-associated relationships � Chinese expert name disambiguation �
The spectral clustering � Semi-supervised constraint information
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28.1 Introduction

With the rapid development of the Internet, the name repetition on the Internet has
become one of the most common phenomena, which brought great difficulties to
the Expert search and experts’ resource utilization, therefore, expert name dis-
ambiguation is imperative. The expert disambiguation methods existing are as
follows: The first kind is a similarity calculation-based clustering disambiguation
method, such as Wang proposed to use the vector space model of web content to
do expert evidence-pages clustering disambiguation to solve the multi-document
coreference resolution problem [1]. Bollegala put forward the experts clustering
disambiguation solution on key phrases extraction automatically in the context and
computing similarity [2]. The second is a hierarchical-based clustering disam-
biguation approach, such as Zhang used hierarchical clustering algorithm to solve
the multi-document ambiguity issue of Chinese names [3]. The third is a clustering
disambiguation method based on the specific relationships. For example, Lang
presented a name disambiguation approach based on social networks, exploited the
evidence-page titles and name co-occurrence relationships in the context fragment
to build social networks and used clustering to realize disambiguation [4]. Tang in
Tsinghua University proposed the clustering disambiguation combined with the
attributes of expert papers and paper-cooperative relations, selected the article
title, abstract, author, etc. as features with published paper-cooperative relations,
through HMRFs [5] (Hidden Markov Random Fields) clustering method to do
expert clustering disambiguation [6]. HMRFs itself can’t avoid order-dependence
issue. Given the current cluster centroids, the order in which points are greedily
reassigned to clusters determines the new clusters.

Some above also used many different relationships to realize the expert name
disambiguation, but did not consider fully the relationships between the pairwise
expert evidence-pages, while many associated relationships existing in the content
of a large number of expert evidence-pages have a significant supporting role on
expert identity determination. According to the attribute characteristics of Chinese
experts, proposes a Chinese expert name disambiguation approach based on
spectral clustering with the expert page-associated relationships.

28.2 Building the Model of Chinese Expert Disambiguation
with the Page-Associated Relationships

Shi and Malik proposed a graph partitioning criterion—the normalized cut [7], and
made which optimization in order that the nodes have high similarities within the
cluster, and low similarities between the clusters.

Primarily, use the cosine similarity to calculate the similarity between the expert
evidence-pages, and construct the initial similarity matrix, and then adopt the expert
page-associated relationships as semi-supervised constraint information to adjust
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the similarities of the expert evidence-pages, and then correct the initial similarity
matrix. Next, build the corresponding Laplace matrix and then make the Laplace
matrix normalized. Finally do spectral feature decomposition on the obtained
normalized matrix, and then cluster based on the spectral methods. The following
details the building process of the spectral clustering model of Chinese expert dis-
ambiguation with the page-associated relationships.

28.2.1 Constructing the Initial Similarity Matrix
of the Expert Evidence-Pages

Expert name disambiguation is to make the evidence-pages of different experts in
the same name classified. Further more, the disambiguation process can be
regarded as the clustering procedure of the expert evidence-pages. First of all,
taking the expert evidence-page collection that needs disambiguation as the graph
G ¼ V;E;Að Þ, where V is the node set of the expert evidence-pages, A indicates
the similarity matrix between the evidence-page nodes, E is the edge set. Assign a
weight to the edge between two nodes according to the similarity between them.
After some pretreatment for the retrieved expert evidence-pages, such as stripping
tags, Chinese word segmentation and the stop word removal, we entirely consider
the occurrence frequency of different words in all the texts and the resolution
capabilities of the word to the different texts, and then use the TF-IDF based on
word frequency statistics to calculate the word feature weights of the two evi-
dence-page nodes. Take the form of vectors to express a document, and each
vector is represented by the feature item and its corresponding weight, thus a
document vector space is constituted. The cosine of the vector space angle of the
two documents is employed for defining the similarity between the two expert
evidence-page nodes, based on which we can get the initial similarity matrix A.

Suppose there are two arbitrary evidence-page nodes xi; xj 2 V , TF-IDF for-
mula is:

Wt;x ¼ TFt;x � IDFt;x ð28:1Þ

TFt;x ¼
N

M
ð28:2Þ

IDFt;x ¼ log X=XNð Þ ð28:3Þ

where Wt;x is the weight of the feature item t in the document x; TFt;x represents
the occurrence frequency of t in the document x. Formula (28.2) shows that there
are N same feature items in the document which contains M words, and this
formula can mirror the distribution of the feature item inside the document. IDFt;x

is known as the document frequency of features to reflect the distribution of feature
item t in the whole document set and the distinction ability of this feature item to
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a certain extent, and where X devotes the number of all the documents in the
document set, Xt represents the occurrence frequency of t in the document set.

The following we use the angle cosine of the two document vectors to define
the initial similarity Aij between two evidence-page nodes:

Aij ¼ Sim xi; xj

� �

¼ cos h ¼
Pn

t¼1 Wt;x1 �Wt;x2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
t¼1 W2

t;x1

� �

Pn
t¼1 W2

t;x2

� �

r ð28:4Þ

where Wt;x1 ;Wt;x2 is respectively devotes the weight of the feature item t in the
evidence-page document x1; x2. And further obtain the initial similarity matrix A.

28.2.2 Correcting the Initial Similarity Matrix Based
on the Page-Associated Relationships

28.2.2.1 Selecting the Page-Associated Features

On the basis of the expert evidence-page content, define the expert evidence-page-
associated features firstly. The features are defined in Table 28.1.

28.2.2.2 Page-Associated Feature Constraints and Similarity
Correction

Assume two arbitrary evidence-page nodes xi; xj 2 V , define a adjustment matrix
A0ij i; j ¼ 1; 2; . . .; nð Þ as follows:

A0ij ¼
X

7

m¼1

amfm þ a8f8 ð28:5Þ

Table 28.1 The expert page-associated features

Serial number mð Þ Feature name Feature
type

Eigenvalue
fmð Þ

Feature
weight amð Þ

1 Page title association Boolean 0,1 a1

2 Links pointed to each other Boolean 0,1 a2

3 Whether the same education Boolean 0,1 a3

4 Organization co-occurrence Boolean 0,1 a4

5 Research association Boolean 0,1 a5

6 Whether the same gender Boolean 0,1 a6

7 Whether the same place of birth Boolean 0,1 a7

8 Whether the same date of birth Boolean 0,1 a8
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where am is the page-associated feature weight obtained by training. Therefore, set

a8 ¼ 0:5,
P7

m¼1 am ¼ 0:5, and fm devotes the page-associated eigenvalues men-
tioned in Table 28.1.

Wagstaff first introduced two types of pairwise constraints in literature [8], that
is, use the ‘‘must-link’’ and ‘‘cannot-link’’ to assist the cluster search. Define the
page-associated feature constraints (including the ‘‘must-link’’ and ‘‘cannot-link’’)
shown in formula (28.6) as the supervision constraint information, and then do the
correction of the initial similarity matrix A based on the ‘‘must-link’’ and ‘‘cannot-
link’’ constraints to obtain the final similarity matrix A00.

A00ij ¼ A00ji ¼ 1; A0ij� 0:5
� �

, xi; xj

� �

2 must � link

A00ij ¼ A00ji ¼ 0; A0ij ¼ 0
� �

, xi; xj

� �

2 cannot � link

A00ij ¼ Aij; 0 � A0ij � 0:5
� �

8

>

>

>

<

>

>

>

:

ð28:6Þ

For formula (28.6), it is represented that it has the same date of birth at least or
that the previous seven eigenvalues are all 1 in the two evidence-pages if A0ij� 0:5,
so that the two evidence-pages together are a ‘‘must-link’’ constraint. The same
reason is that all page-associated eigenvalues are all 0 when A0ij ¼ 0.

28.2.3 Constructing the Model of Chinese Expert Name
Disambiguation

Here are the steps of the spectral clustering method with the page-associated
feature constraints:

1. Initialization firstly. For 8xi; xj 2 V , compute the initial similarity between the
evidence-page nodes to get the initial matrix A as shown in formula (28.4).

2. Define the page-associated features, calculate the eigenvalues based on word
matching, then train to obtain the corresponding feature weights to get the

adjustment matrix A0ij ¼
P7

m¼1 amfm þ a8f8, where a8 ¼ 0:5;
P7

m¼1 am ¼ 0:5.
3. Define the page-associated feature constraints according to the adjustment

matrix A0 as shown in formula (28.6), obtain the corrected similarity matrix A00

after judgment and adjustment.
4. Define the diagonal matrix Dii of A00: Dii ¼ diag d1; d2; . . .; dnð Þ ¼

Pn
j¼1 A00ij.

5. Construct the Laplace matrix L ¼ D� A00.
6. Normalize: N ¼ dmaxI � Lð Þ=dmax, where dmax is the maximum ow sum of A00.
7. Find y1; y2; . . .; yk, the k largest eigenvectors of N and form the matrix

Y ¼ y1; y2; . . .; yk½ � 2 Rn�k, where yi i ¼ 1; 2; . . .; kð Þ is the column vector.

8. Normalized the rows of Y to get the matrix Z, where Zij ¼ Yij

.

P

j Y2
ij

� �1
2
.
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9. Treating each row of Z as a point in Rk, cluster into k clusters using K-means.
10. Assign the original point xi to cluster j if and only if row i of Z was assigned to

cluster j.

28.3 Experiments and Analysis

28.3.1 Experiment Data Preparation

Do the spider based on CNKI resources for 2000 entity names of Chinese expert
engaged in the field of computer information processing, and there are 2000 expert
evidence-pages in total. The expert evidence-pages include the Expert Homepage,
Baidu baike, Soso baike, HDWiki, Wikipedia, MicroBlog, Boke and so on. There
are four selections of test sets in the experiments. Randomly chose 80 expert
names, that is, a total of 800 evidence-pages from the original data set are con-
sidered as a test data set each time. The number of page-associated feature con-
straints (including the ‘‘must-link’’ and ‘‘cannot-link’’) is between 0 and 300
derived from the experiments. The page-associated feature constraints are ran-
domly generated from the training data set.

28.3.2 Experimental Evaluation

Here the F-value will be employed. The F-value is defined as below:

Pr e ¼ Tp

Tp þ Fp
; Rec ¼ Tp

Tp þ Fn
; F ¼ 2 Pr e� Rec

Pr eþ Rec
ð28:7Þ

where Tp is the number of evidence-page documents that the two documents
together in one cluster are classified correctly, Tn refers to the number of evidence-
page documents that the two should not be gathered in one cluster are properly
separated, Fp represents the number of evidence-page documents that the two
should not be placed in one cluster are divided into one falsely, Fn is the number of
evidence-page documents that the two should not be separated are parted wrongly.

28.3.3 Experiments and Results Analysis

Experiment 1 is to test the impact on the clustering of inputting different numbers
of associated feature constraints. As the final clustering performance result with
page-associated constraints, it would be averaged over the clustering results of
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each test set. As the number of constraints is continuous, it is not convenient to use
tabular data to show out the results. So Fig. 28.1 reveals the changes of the P, R
and F-value indexes on the four test sets with the different numbers of associated
constraints.

It can be seen from Fig. 28.1 that the P, R and F-value indexes obtained by our
approach show upward trend as a whole with the increase in the number of
constraints. When the number of constraints is between 150 and 200, the corre-
sponding P, R and F-values reached the maximum and the number of clusters
obtained at this time is optimal. The clustering performance appears downward
trend when the number of constraints is greater than 200.

Experiment 2 is the clustering performance comparison of the spectral clus-
tering method with the expert page-associated constraints and without constraints.
The P, R and F-values, which are acquired by averaging over the data in Fig. 28.1,
represent the final results of the spectral clustering approach with the page-asso-
ciated constraints. There are the results of Experiment 2 given in Table 28.2.

Seen from Table 28.2, the P, R and F-values, obtained by using the spectral
clustering method with the expert page-associated feature constraint, are signifi-
cantly improved than that without the constraint information. Therefore, it can be
known that adding constraint information can largely enhanced the clustering
performance of the entire data set.

Fig. 28.1 The impact of different numbers of associated constraints on the P, R and F-value
indexes of the four test sets
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28.4 Conclusions

The expert page-associated features, considering as supervision constraints, are
introduced into the spectral clustering algorithm. We propose a Chinese expert
name disambiguation approach based on spectral clustering with the expert page-
associated relationships. The comparative experiment has fully demonstrated the
validity of expert page-associated features viewed as priori constraints and their
positive role in guiding the spectral clustering algorithm. Our further work is how
to actively provide the constraint information with rich content for the spectral
clustering in order to utilize these limited constraints to significantly improve the
performance of the clustering disambiguation.
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Chapter 29
The Hierarchical Heterogeneous
of Parallel Computing Model Based
on Method Library

Jibing Duan, Xiaopeng Ji, Jinye Dou and Zhiqiang Wei

Abstract This paper puts forward a novel hierarchical heterogeneous of parallel
computing model that based on method library. In the original models, although the
models provide a model algorithm language for usage, the developers still need to
rewrite the methods when calling and the usage is apparently very complex for the
developers, demanding the developers’ programming skill. In this regard, this paper
presents a new hierarchical heterogeneous of parallel computing model which is
based on the method library as well as its management system. While developers
use the methods, they should only know the parameters of the methods called
without having to know the methods of the preparation process, which can help the
developers call the method library methods easily to facilitate the preparation of the
algorithm program. From experiments results based on the method library, con-
clusions are drawn. Experiments show that the introduction of the method libraries
and its management systems can not only reduce the difficulty of developers, but
also reduce compile time and accelerate the operation of the program.

Keywords Hierarchical heterogeneous � Layered parallel heterogeneous �
Management system � Method library � Model algorithm language � Speed up
processing

29.1 Introduction

Parallelism has been used widely for many years, mainly in high-performance
computing [1], such as petroleum exploration industry. With the development of
these different parallel styles, the parallel computing models are established. The
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existing parallel models are mostly based on the parallel algorithm design and
analysis. But most of them have the same defects: poor compatibility, commu-
nication overhead, the high coupling degree, the high difficulty on expanding and
modifying.

The appearance of the general model of hierarchical heterogeneous can solve
the problem conveniently [2]. The general model of hierarchical heterogeneous,
divide the parallel tasks into several phases, so that the special personnel can face
the different phase to solve the problems. The person, who uses the model to solve
the problems, can only divide the problems into several tasks, and then use the new
language to code the program, which can be translated to source code. The source
code can be built and linked, and the result appears. This process promise the
problems solved.

The advantages of the model are: easily used, the low degree of the coupling,
the good compatibility, easily expanding. But an obvious disadvantage is that it
exists: the high-level language to write code to achieve complex and error-prone.
In order to solve the problem, this paper, the idea of a method-based base system
to modify the model. According to different tools, according to the method used, or
may be used, as well as a commonly used method in industry to achieve deposit
method library, so that in use to facilitate the call. This not only reduces the
difficulty of program development, and more effective to speed operations.

In the paper, according to the tests of experimental data preprocessing module
in the rapid modeling of seismic body, verify the utility of method library in the
layered model of heterogeneous parallel.

29.2 Related Work

Parallel computing model usually abstracts the basic feature of different parallel
computers forming an abstract computational model from the design and analysis
of parallel algorithms. In a broader sense, the parallel computing model provide
hardware and software interface, and in the interface conventions, the designers of
hardware and software in the parallel system can develop support mechanisms for
parallelism, thereby improving system properties [3].

The main existing parallel computing models are as follows: PRAM (Parallel
Random the Access Machine) model, BSP model (MIMD computing model of
distributed memory), LogP model (a multi-processor model features in f distrib-
uted memory and point-to-point communication) BDM (Block Distributed
Model), C3 model (the bridge model between the model of shared memory pro-
gramming and model of distributed memory system based on messaging).

In these universal models, the main factors affecting the efficiency of data
access under the environment of shared memory is the lock competition, however,
it is the communication cost that affects the efficiency of data access in the multi-
machine distributed storage environment. The communication cost is caused not
only by the transmission words and transmission time of each word but also by the
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cost of starting communication and the communication distance. The more the
number of nodes and the longer the communication distance, the greater the
system overhead, therefore, while developing the cluster computing technology,
we still need to seek ways to enhance the performance of the single node.

Therefore, it is necessary for the emergence of parallel computing model of
hierarchical heterogeneous. The parallel computing model of hierarchical heter-
ogeneous consists of three phases: the program model algorithm design phase, the
parallel program design phase, and the parallel program execution phase [4, 5].

Figure 29.1 shows the hierarchical model of heterogeneous parallel, in the first
phase, program model algorithm on the application layer, reflected on the support
layer model algorithm language, the parameter library, after explanation of the
interpretation system, the source code appear. And then after the execution of the
build system, capable of forming machine language and executes the generated
results [6].

In the program model algorithm design phase, the developers are faced with the
parameterization of the parallel machine [7]. Developers design the appropriate
program model algorithm by analyzing the target. Different from the traditional
parallel development, developers need not concern more about the concrete
realization of the algorithm at this phase. By interpreting the program model
algorithm into different parallel functions based on different hardware and soft-
ware framework and referring to the software and hardware parameters of current
system, overhead function and computing behavior, we can optimize the parallel
functions and improve the efficiency of system processing at the same time.

In the parallel program design phase, developers should realize the corresponding
parallel program for the various hardware and software interfaces. The parallel part
in the program is interpreted as a parallel computing among the compute nodes, a
parallel computing of multi-core CPU in the nodes and a parallel computing of
multi-core GPU according to the computing scale and problem characteristics.

In the parallel program execution phase, the parallel program is compiled, built,
and linked into machine language by the compiler and runs on the corresponding
hardware and software framework [8]. For the different computation models and
implementation hardware used in the execution phase of parallel program, we

Fig. 29.1 Flowchart of hierarchical heterogeneous model
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adopt different compiling systems to compile the program into the machine codes
in the parallel program execution level.

At the application level, firstly, application developers should design process
model algorithm to describe the target problem; the program model algorithm will
finally be interpreted as a serial program and parallel programs based on different
hardware framework by the interpretation system; parallel program can be com-
piled into the corresponding machine code by the different compiling systems and
can execute in different hardware frameworks. In the support level, a variety of
hardware frameworks (e.g. clusters, multi-core CPU, multi-core GPU) work
together to complete the common computing tasks.

29.3 Method Library System

29.3.1 Methods Library

The method used, or may be used, as well as within a particular industry, use the
parallel mode, stored in the method base, in order to use conveniently call. Method
Library uses the technology of dynamic build [9, 10].

In program model algorithm design phase, the introduction of the method
library will be effective enough to reduce the developer’s difficult to develop, help
reduce compiling time, and accelerate the operation of the program.

The method library is an available ordered collection of a variety of standard
procedures, subroutines, and file and its directory information. At the same time,
the functions in the method library are standardized. The so-called standardization
has triple meanings: the format of the same library of all method programs is
uniform; the calling of the functions is the same, the parameter number of each
function, the order and the type of each function are in strict rules.

Based on different hardware and software frameworks (for example, MPI,
PVM; OpenMP, TBB; CUDA, OpenCL), a parallel task corresponds to a set of
parallel functions in method library. The developers match the parallel tasks and
the parallel program in method library by calling the command interfaces in
method library, and then, the developers can use the instruction to appoint some
parallel tasks corresponding to a set of parallel functions in different hardware and
software frameworks.

In the current computing model, if we want to introduce a new hardware and
software framework, both the original computing model and parallel program
should to be modified modify in order to make the new hardware and software
framework corporate with the original framework. However, in the common
parallel model of the hierarchical heterogeneous, the developers only need to add
the parallel program model that corresponds to the hardware and software
framework to the method library, and configure the parallel machine parameters to
the parameter library, and then we can achieve an extension of the model and does
not require any changes to the original parallel modules.
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Generally speaking, the introduction of the method library has the following
advantages: provides a tool that can calculate, analysis and process; improve the
computational efficiency of the process as a whole; achieve code reuse.

29.3.2 Management System of Methods Library

Sorted by the method function, parallel method library consists of two parts:
common library and special library.

Common library provides the interface of parallel functions that used commonly.
All these functions are frequently used have stability calculation and have a high
degree of versatility, for example, matrix multiplication, and calculus. In addition,
there are some commonly used methods not necessarily parallel methods, are added
to the method library, which can effectively increase the development efficiency,
such as the solution process of trigonometric, exponential and logarithmic func-
tions, algebraic equations, differential equations and integral equations etc.

Special library provides a dedicated parallel interface. For different areas of
research, application developers extract a special interface of methods such as the
forward modeling of wave equation in the seismic exploration field, one-way wave
equation pre-stack depth migration and analysis of ocean current fluctuations in
ocean forecasting system, etc. Only after rigorous testing, the test method can be
stored to the special library. The proven programs can not only ensure the cor-
rectness of the calculation results, but also respond to the error calling.

In the method library management module, we mainly complete function of the
establishment, update, and search of the method, in addition to the internal
communication of method library and management of the method dictionary. Its
main function is to control the running of the method library, concluding the
management sub-module of method library, the sub-module of method access, the
sub-module of method update, the sub-module of the method link.

As noted in Fig. 29.2, this is an overall block diagram of the method library
system. The method base system can be divided into Method Library and Method
Library Base Management System.

In the Method Library part, there are two parts. First, Program Library, which is
used to store the programs of algorithms and functions, including the program un-
built and built. In the practical application, the programs are always built into the
object files or the lib-files, so that it can save pretty long time when the functions
are called. And then, the library dictionary is another necessary part, and its utility
is store all the information of these functions or algorithms, such as the name of the
functions, the parallel tools used, the utility and so on.

The second part is Method Library Management System. This sub-system
communicates with the Library Dictionary, and executes its function, for example:
retrieval the algorithms, update and modify. When the user add new functions or
modify, the sub-system can communicate with the Library Dictionary, and update
the information, and modify or delete the source codes and lib-files.
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When using the parallel model based on method library, method library system
can effectively provide the methods or functions in use, which can not only reduce
development effort, but also makes the program easy to understand and reduce the
probability of errors and effectively manage the internal methods.

29.4 Experiment

In the petroleum exploration industry, according to the tests of experimental data
preprocessing module in the rapid modeling of seismic body, the program which is
dealing with the coordinate pretreatment, we use the following samples: single-

Fig. 29.2 Method library system structure chart

Table 29.1 Comparison of cost time

File size (MB) 1-Node nothing (s) 4-Node only MPI (s) 4-Node all (s)

10 1.21 0.32 0.22
20 2.39 0.64 0.53
30 3.53 0.95 0.82
40 4.74 1.19 1.06
50 5.92 1.48 1.37
60 7.01 1.77 1.65
70 8.09 2.06 1.84
80 9.01 2.35 2.05
90 10.01 2.61 2.38
100 10.5 2.94 2.71
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Fig. 29.3 Result of comparison-1

Fig. 29.4 Result of comparison-2
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node non-parallel machine, four nodes MPI parallel machine, four nodes MPI
parallel using method library. The results of cost time in different condition
compared are showed in Table 29.1.

Figures 29.3 and 29.4 respectively show the result of the comparison with
Matlab. Figure 29.3 is the comparison of the contrast in all three cases, and
Fig. 29.4 is the comparison result of whether using the method library or not.

After the introduction of the method library, the speedup can be achieved on
this issue, and we can calculate the average speedup is 1.16.

29.5 Conclusion

The obvious disadvantage of the parallel computing model of hierarchical heter-
ogeneous is the usage of high-level language to write code is complex and error-
prone. The idea of a method-based base system is put forward to modify the model
and solve the problems. The method library based on hierarchical heterogeneous
improves by adding the method library, offers a tool that can calculate, analysis
and process; improve the computational efficiency of the process as a whole;
achieve code reuse. This not only reduces the difficulty of program development,
and more effective to speed up processing. So the method library application is
extraordinary significant, in the field of both theory and practical application.
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Chapter 30
Research on Weakly-Supervised Entity
Relation Extraction of Specific Domain
Based on Entropy Minimization

Jun Zhao, Jianyi Guo, Zhengtao Yu, Peng Chen and Cunli Mao

Abstract There are two major issues of automatic entity relation extraction:
human intervention and difficulty in labeling corpus. For these two problems,
combined with the characteristics of the tourism domain, this paper adopts a
weakly-supervised extraction method of entity relation based on entropy mini-
mization. This method firstly extracts the characteristic words by the idea of scalar
clustering with small-scale stratified marked instances, and constructs the initial
classifier with maximum entropy machine learning algorithm. Then use the initial
classifier of certain accuracy to classify the unlabeled instances, and add the
instances of the minimum information entropy to the training corpus set to con-
tinually expand the scale of training data set. Finally, repeat the above iterative
process until the performance of classifier is to be stabilized, and then a final
extraction classifier of entity relation in specific domain will be constructed.
Experiments performed on the corpus of tourism domain show that, not only can
this method reduce the dependence of entity relation extraction on manual inter-
vention, but it could effectively improve the performance of entity relation
extraction, the F value of which is up to 63.69 %.

Keywords Entity relation extraction �Entropy minimization �Weakly-supervised �
Specific domain

30.1 Introduction

Entity relation extraction is not only an important part of information extraction,
but extracted entity relation and event relation can be used to establish a more
effective and compact information retrieval index so that improves the precision
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and speed of information retrieval. The supervised methods of semantic relation
extraction in literature [1–6] have achieved a better extraction performance, but
these methods depend on manual annotated corpus. The unsupervised methods of
semantic relation extraction [7] don’t need predefined relation category and the
manual annotation data, but have a poor performance and can not identify the class
of each instance in the learning process. To solve these problems, weakly-super-
vised learning methods are referenced to extract entity relation, which only need to
provide a small amount of labeled instances as the initial training collection to get
a better performance through effectively using large-scale unlabeled corpus.
However, there is a gap between the performance of weakly-supervised methods
and the supervised methods to semantic relation extraction. Therefore how to
induce an extraction system of weakly-supervised entity relation of higher per-
formance by a small amount of labeled instances has become a problem which is
needed to study. Some scholars have proposed universal machine learning algo-
rithms for entity relation extraction. Xibin et al. [8] proposed the weakly-super-
vised method of semantic relation extraction based on Bootstrapping, which
proposed how to select instances of high credibility to start the next iteration, and
proved the importance of the initial training set by performing experiments on
ACE2004 marked corpus.

To solve the problems existed in above methods of how to select initial corpus
and new instances of higher credibility, learning from literature [8–10], this paper,
taken the domain of tourism as the background, adopts a weakly-supervised entity
relation extraction method based on the minimum information entropy value
(defined as entropy minimization in this article). The method makes full use of
maximum entropy machine learning algorithm for flexible feature selection and
strong portability model in the different domains, to build an initial maximum
entropy classifier with certain accuracy by optimizing the context characteristics of
each entity relation instance in relation extraction model. At the same time
calculate the information entropy (i.e., confidence) of each instance to determine
whether the instance is added to the training corpus, if the information entropy
value of the instance is smaller, the certainty is greater, the credibility is higher, so
continually adding these instances can automatically expand the scale and improve
the quality of training data.

30.2 Weakly-Supervised Entity Relation Extraction
of Specific Domain Based on Entropy Minimization

Taken the domain of tourism as ground and combined with domain vocabulary,
context, entity relation types, this paper takes the view of the machine learning
algorithm modeling and expansion of the training data. The entity relation
extraction process of tourism domain based on entropy minimization and weakly-
supervised is descripted as follows. This article classifies entity relation types in

266 J. Zhao et al.



tourism domain four major categories, including the geographical relation, struc-
tural affiliation, property limited relation, the relation between festival and date. So
artificially and stratifiedly select the proportional statements of marked instances,
each kind of selection has 200 cases. Secondly, in the process of using the max-
imum entropy machine learning algorithm to construct the initial classifier, opti-
mize the selection of eigenvectors that includes syntax, semantics and other
characteristics. Calculate the semantic similarity of the seed words and vocabu-
laries with the bootstrapping idea of ‘‘common neighbor’’ in scalar clustering to
choose the optimal terms of large similarity as semantic words in specific domain.
Thirdly, add the relation instance of the highest credibility to the initial training
data set with entropy minimization method, thereby expanding the training data
set. Finally, when the performance of maximum entropy classifier tends to be
stabilized, terminate the iteration and at the same time obtain the final maximum
entropy classifier. The entire process is shown in Fig. 30.1.

30.2.1 The Selection of Initial Data Set

Through in-depth analysis of the corpus of tourism domain, entity relation in the
tourism domain could be classified. In this paper, divide the types of entity relation

The initial 
corpus

Optimize feature and 
obtain field 

characteristic  words

Construct the initial 
Maximum Entropy 

Classifier

Expand training 
corpus with 

entropy 
minimization

Terminate
iteration

Construct the 
final classifier

Test 
corpus

Yes

Unlabeled 
corpus

No

Fig. 30.1 The process of weakly-supervised entity relation extraction of specific domain based
on entropy minimization
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into four major categories: geographical relation, structural affiliation, property
limited relation, the relation between festival and date. Each relation type is
defined, as shown in Table 30.1. For the selection of the initial training set, this
paper uses the stratified strategy to select proportional corpus of four relation
types, each of 200 cases, a total of 800 cases, in order to solve the data sparseness
problem.

30.2.2 The Construction of Initial Maximum Entropy
Classifier

How to get special semantic vocabularies combined the characteristics of tourism
domain and improve the performance of relation recognition?

By the analysis of four major entity categories, we find that each type has its
own special words which fully express the relation between two pairs of entity.
These terms are listed below: geographical relation includes ‘‘be located’’, ‘‘be
adjacent to’’ and some other verbs. The structural affiliation includes ‘‘have’’,
‘‘produce’’ and other verbs. The relation between festival and date includes
‘‘hold’’, ‘‘celebrate’’ and other verbs. However property limited relation includes
the vocabulary of ‘‘tickets’’, ‘‘altitude’’, ‘‘open time’’, ‘‘the maximum tempera-
ture’’ and other nouns or compound nouns. Based on the above characteristics, this
paper uses these vocabularies as seed template of four relation types, then uses
scalar clustering algorithm to calculate the similarity of vocabulary before and
after the entity and seed template in the sentence, and thus obtains more vocab-
ularies with domain characteristics to be eigenvectors of relation classification.

sim x; yð Þ ¼ cos x; yð Þ ¼ x � y
xj j yj j ¼

Pn
i¼1xiyi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Pn
i¼1x

2
i

Pn
i¼1y

2
i

p ð30:1Þ

Add the words of the maximum similarity to the feature set through calculating
the similarity of many vocabularies and seed words with formula 30.1, until the
training corpus set is empty. Finally, manage the above all selected eigenvectors to
training format, and build the initial maximum entropy classifier.

Table 30.1 The definition of entity relation type in tourism domain

Entity relation major class Entity relation subclass

Geographical relation Contain, be adjacent to, be away from
Structural affiliation Produce, belong to
Property limited relation Ticket price, cover an area of, altitude, temperature, humidity, the

best season, attractions star, hotel star, custom
The relation between

festival and date
Holding time
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30.2.3 Training Corpus Expansion Based on Entropy
Minimization and Termination of Iterations

30.2.3.1 Training Data Expansion Based on Entropy Minimization

Information entropy of the random events:

HðnÞ ¼ �
X

n

1

pi log pi ð30:2Þ

Apply formula 30.2 of information entropy value in the entity relation
extraction, and then the entropy value of each instance could be evaluated with
formula 30.2. Where Ai represents the ith type of entity relation, pi represents the
probability of the ith class that the current instance is assigned to, n represents the
number of semantic relation categories. According to formula 30.2, after each
iteration calculate the entropy value H of each unlabeled instance to be classified.
In accordance with the definition of entropy, the smaller the entropy, the better the
certainty, the higher the instance classification credibility, so the possibilities of
correct classification are higher. Add the above instances to the training set to the
next round iteration, and then the risk will be smaller.

30.2.3.2 The Maximum Entropy Classifier Construction of Entity
Relation Extraction

The iterative process of maximum entropy classifier construction of entity relation
extraction: in accordance with entropy minimization method, add new labeled
instances obtained each time to training data set with the initial maximum entropy
classifier. Repeat the process up to meet the iteration termination condition, that is
to say the performance of the classifier is to be stabilized. Now the final classi-
fication of entity relation extraction in specific domain has been constructed.

30.3 Experimental Design and Results

30.3.1 Experimental Design

This article uses annotated corpus collected by ourselves in tourism domain as
experimental data, which are collected by Web crawler tool from the network. The
paper chooses named entities and instances of apparent semantic relations in
tourism domain as the experimental data. Here are experimental steps: First
remove html tags, segment sentences and words, tag POS, then remove stop words
and other pretreatments to format the preliminary experimental data. Second,
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stratifiedly select proportional instances of the four relation types, each of type has
200 cases. Third, recognize named entities from the above corpus, and calculate
semantic similarity of vocabularies in the seed mode and unlabeled instances with
the scalar clustering method, then make the vocabularies of the highest semantic
similarity and syntax and other characteristics as eigenvectors of building a
classifier, and process them to the data format needed by the experiment. Finally,
classify the unlabeled instances with the above initial classifier, and the instance of
entropy minimization is added to the training set after calculating the information
entropy of each instance, however the remaining unlabeled instances will wait for
the next classification, then repeat the above iteration process until the classifier
performance is in a steady state, by then the final classifier will be built.

This paper uses Maximum Entropy Modeling Toolkit for Python and C++1

developed by Dr. Zhang Le.

30.3.2 Experimental Results and Analysis

30.3.2.1 The Impact of Specific Vocabulary Eigenvectors

In this paper, the characteristic vocabulary calculated by the idea of scalar clus-
tering is one of the eigenvectors constructing classifier. Experiment 1 is the
experiment of relation extraction classifier construction with no characteristic
words. Experiment 2 is the experiment of relation extraction classifier construction
with characteristic words. Experimental comparisons are shown as Table 30.2.
From Table 30.2, we can conclude that semantic vocabulary as the characteristics
of building a classifier can significantly improve the extraction performance.

30.3.2.2 The Comparisons with Different Information Entropy

In this paper, the unlabeled instances of the minimum information entropy as the
highest credibility instances are added to the training data set, in order to ensure
expand the scale of the training data set on the basis of better classifier perfor-
mance. Experiment 4 shows the comparison between the method this paper adopts
and other experimental methods (information gain method, SVM and information
entropy method), as shown in Table 30.3.

Table 30.3 shows that, compared with the methods in the literature 9, under the
same performance of initial maximum entropy classifier, the effect of entity
relation extraction with entropy minimization method is better than the informa-
tion gain method to expand the training data. Compared with the literature 10,
select the corpus according to the stratified strategy, then the performance of
extraction classifier is better.

1 http://www.homepages.inf.edu.ac.uk/lzhang10/maxent_toolkit.html
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30.4 Conclusion

In this paper, by means of information entropy theory, first entity relation
extraction classifier was constructed with maximum entropy model, then,
according to the information entropy value of each instance belonged to the class,
determined whether the instance was added to the training corpus. The practices
have proved that this method can efficiently extract entity relation from the texts of
specific domains. The next step is combining with domain characteristics to
explore a better method of weakly-supervised entity relation extraction, and fur-
ther improve the performance of relation extraction.
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Chapter 31
Using Fast Sampling-Insensitive Stereo
Matching For 2-D Face Recognition

Rui Liu, Longfei Cui, Wenke Zhang and Ming Zhu

Abstract In this paper, we propose using sampling-insensitive stereo matching
for 2-D face recognition. We don’t perform 3-D reconstruction but define a
measure of the similarity of two faces. Then we match one 2-D query image to one
2-D gallery image using the measure for face recognition. We show that this
method is not only robust to pose variations but also faster than other stereo
matching methods. The proposed approach has been tested on the CMU PIE and
ORL data set and demonstrates superior performance compared to existing
methods in real-world situations including changes in pose and illumination.

Keywords Face recognition � Sampling-insensitive � Stereo matching � Fast

31.1 Introduction

Face recognition has attracted much attention due to its potential value for
applications and its theoretical challenges. Although face recognition in controlled
environment has been well solved, its performance in real application is still far
from satisfactory. The variations of pose, occlusion, expression and illumination
are still critical issues that affect the face recognition performance.

It is common to apply existing techniques such as Eigenfaces [1] or Fisherfaces
[2] to reduce the dimension of the face images. However, these techniques are not
robust to outliers or extreme noise such as pose and illumination variations [3].
Local features such as Gabor [4] and local binary patterns (LBP) [5] are more
stable to local changes. Some recent work mainly focused on the improvement of
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the discriminative ability of LBP like features [6]. But these methods are not
initially designed to handle variations in pose.

Castillo and Jacobs [7] have shown that stereo matching algorithms can gain
significant performance when used to perform 2D face recognition in the presence
of pose variation. However, this algorithm works at pixel resolution and still suffers
from sampling effects [8]. It also degrades gracefully with changes of light [7].

In this paper, we propose a measure of the similarity of two faces (in unknown
poses) that is not only fast but also insensitive to image sampling. We show that
the matching cost is robust to horizontal pose variations and illumination varia-
tions. We also show that the method works well even when the epipolar lines we
use are not accurate.

The paper is organized as follows. We introduce the dissimilarity measure in
pixel level and describe its computation in Sect. 31.2. The measure is incorporated
into a stereo algorithm for face recognition in Sect. 31.3. Section 31.4 presents and
analyses all experiments. Finally, in Sect. 31.5, conclusions will be given.

31.2 Sampling-Insensitive Dissimilarity Measure

Most work in image-based recognition aligns regions to be matched with a
low-dimensional transformation, such as translation, or a similarity or affine
transformation. Instead, we use stereo matching.

We require an efficient stereo algorithm appropriate for wide baseline matching
of faces. Castillo and Jacobs [7] have used the four planes, four transitions
dynamic programming stereo matching algorithm as proposed by Criminisi et al.
[9]. We don’t do this because of the sampling effects and the light influence.
Instead, we use Birchfield et al. [8] which has been developed for improving the
traditional measures of pixel dissimilarity in stereo matching. It is not obvious that
it will work for robust face recognition, but we will show that it does.

The core of this method calculates a measure of pixel dissimilarity that com-
pares two pixels using the linearly interpolated intensity functions surrounding
them. The method defines the dissimilarity d between the pixels as the following:

d xL; xRð Þ ¼ min �d xL; xR; IL; IRð Þ; �d xR; xL; IR; ILð Þ
� �

ð31:1Þ

Here, �d xL; xR; IL; IRð Þ is used to measure how well the intensity at position xL in
the left scanline fits into the linearly interpolated region surrounding at position xR

in the right scanline:

�d xL; xR; IL; IRð Þ ¼ min
xR�1

2� x� xRþ1
2

IL xLð Þ � ÎR xð Þ
�

�

�

� ð31:2Þ

IL and IR are two discrete one-dimensional arrays of intensity values sampled by
the ideal sampler of the image sensor. ÎR is the linearly interpolated function
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between the sample points of the right scanline, and ÎL is defined similarly. So we
obtain a symmetric quantity:

�d xR; xL; IR; ILð Þ ¼ min
xL�1

2� x� xLþ1
2

ÎL xð Þ � IR xRð Þ
�

�

�

� ð31:3Þ

Since the extreme points of a piecewise linear function must be its breakpoints,
the computation of d is straightforward. First, we compute the linearly interpolated
intensity halfway between xR and its neighboring pixel to the left:

I�R � ÎR xR �
1
2

� �

¼ 1
2

IR xRð Þ þ IR xR � 1ð Þð Þ ð31:4Þ

And the analogous quantity:

IþR � ÎR xR þ
1
2

� �

¼ 1
2

IR xRð Þ þ IR xR þ 1ð Þð Þ ð31:5Þ

Then, let Imin ¼ min I�R ; I
þ
R ; IR xRð Þ

� �

and Imax ¼ max I�R ; I
þ
R ; IR xRð Þ

� �

. With
these quantities defined,

�d xL; xR; IL; IRð Þ ¼ max 0; IL xLð Þ � Imax; Imin � IL xLð Þf g ð31:6Þ

And it has been proved in [8] that this computation, along with its symmetric
counterpart �d xR; xL; IR; ILð Þ, takes only a small and constant amount of time more
than the absolute difference in intensity.

As in [7], it is important to stress that we are relatively unaffected by some of
the difficulties that make it hard to avoid artifacts in stereo reconstruction.
Selecting the right match is difficult, but important for good reconstructions.
However, since we only use the cost of a matching, selecting the right matching is
unimportant to us in this case. Also, errors in small regions, such as at occluding
boundaries, can produce bad artifacts in reconstructions, but that is not a problem
for our method as long as they don’t affect the cost too much.

31.3 Stereo Matching for Face Recognition

Though we have got the measure of the dissimilarity between the pixels, it is still
far from face recognition. We need to modify it and incorporate it into a stereo
algorithm so that we can calculate a similarity between two face images.

First, we extend the notation d xL; xRð Þ in (31.1) to d \xL; yL[ ;\xR; yR[ Þð ,
where yL and yR are the scan line (row) of left image and right image respectively.
So we can take d xL; xRð Þ as the simplified form of d \xL; yL[ ;\xR; yR[ð Þ where
yL ¼ yR.

Let I1 x; yð Þ and I2 x; yð Þ be a given pair of rectified stereo face images. The
absolute intensity difference image is found using Eq. (31.7), where a denotes the
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relative horizontal shift between the two input faces, b denotes the relative vertical
shift between the two input faces, and x is the experimental parameter to adjust
the distribution.

DI x; y; a; bð Þ ¼ e�x�d \xþa;yþb [ ;\x;y [ð Þ ð31:7Þ

Second, given the set of possible horizontal shift A and the set of possible
horizontal shift B, we compute a matching value m I1; I2ð Þ which tells us how well
image I1 and image I2 match:

m I1; I2ð Þ ¼ 1
w � h

X

w

x¼0

X

h

y¼0

max
a2A

max
b2B

DI x; y; a; bð Þ½ � ð31:8Þ

where w is the width of the image and h is the height of the image.
Third, given two images I1 and I2, we define the similarity of the two images as:

similarity I1; I2ð Þ ¼ max

m I1; I2ð Þ
m I2; I1ð Þ
m flip I1ð Þ; I2ð Þ
m I2; flip I1ð Þð Þ

8

>

>

<

>

>

:

ð31:9Þ

Since we do not know which image is left and which image is right we have to
try both options, one of them will be the true cost, and the other cost will be noise
and should be ignored. Here, flip produces a left–right reflection of the image.

It has been showed that flip is helpful when two views see mainly different sides
of the face [7]. In this case, a truly correct correspondence would mark most of the
face as occluded. However, since faces are approximately vertically symmetric,
flip approximates a rotation about the y axis that creates a virtual view so that the
same side of the face is visible in both images. For example, if we viewed a face in
left and right profile, there would be no points on the face visible in both images,
but flipping one image would still allow us to produce a good match.

Finally, we perform recognition simply by matching a probe image to the most
similar image in the gallery.

31.4 Experiments

31.4.1 CMU PIE Database

The CMU PIE [10] database consists of 13 poses of which 9 have approximately
the same camera altitude (poses: c34, c14, c11, c29, c27, c05, c37, c25 and c22).
Three other poses that have a significantly higher camera altitude (poses: c31, c09
and c02) and there is one last pose that has a significantly lower camera altitude
(pose c07).
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We conducted an experiment to compare our method with five others. We
compared with two variants of eigen light-fields [11], eigenfaces [1], dynamic
programming (DP) based stereo matching [7] and FaceIt as described in [11, 12].
FaceIt (Version 2.5.0.17, as in [7]) is a commercial face recognition system from
Identix which finished top overall in the Face Recognition Vendor Test 2000.
Eigenfaces is a common benchmark algorithm for face recognition. Eigen light-
fields is a state of the art method for face recognition across pose variation. Finally,
dynamic programming based stereo matching (DP-SM) is a traditional stereo
matching method. But it is used in face recognition for the first time and shows, to
our knowledge, the best reported results on a subset of 34 people of the PIE
database for pose variation.

We set the parameters as x ¼ 20; A ¼ 0; 5½ �; B ¼ 0; 5½ �. In order to compare
the methods in equal condition, we only tested on individuals 35–68 from the PIE
database. Specifically, we selected each gallery pose as one of the 13 PIE poses
and the probe pose as one of the remaining 12 poses, for a total of 156 gallery-
probe pairs. We evaluated the accuracy of our method in this setting and compared
to the results in [7, 11, 12]. Table 31.1 summarizes the average recognition rates.

When compared with [7], our SI-SM method shows 1.7 % losses. However,
experiments on the images of different resolutions demonstrate that our method is
much faster than DP-SM (the source code was provided by Castillo). Details
can be seen in Fig. 31.1. We conducted these experiments on Intel(R) Core(TM)
i5-2467 M CPU(1.60Ghz) and 4 GB DDR3 RAM. The two methods were both
implemented using C/C++. Notice that the running time of SI-SM is linearly
growing with the growth of resolution while DP-SM is not.

31.4.2 ORL Database

We also evaluate our method on Olivetti Research Laboratory (ORL) face image
database. This ORL face database acts as the reference face database and contains
400 face images. There are 10 face images each of 40 different persons. For some
of the subjects, the images were taken at different times, varying lighting slightly,
facial expressions (open/closed eyes, smiling/non-smiling) and facial details
(glasses/no-glasses).

Table 31.1 A comparison
of our Sampling-Insensitive
Stereo Matching (SI-SM)
approach with other methods
on 34 faces of PIE database

Method Accuracy (%)

Eigenfaces [11, 12] 16.6
FaceIt [11, 12] 24.3
Eigen light-fields (3-point norm.) [11, 12] 52.5
Eigen light-fields (Multi-point norm.) [11, 12] 66.3
DP-SM [7] 82.0
Our SI-SM 80.3
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All the images are taken against a dark homogeneous background and the
subjects are in upright, frontal position with tolerance for some tilting and rotation
of up to 20�. Moreover, the most variation of some image scale is close to 10 %.
The size of each image is 92*112, 8-bit grey levels.

We compare our proposed method against well-established existing techniques
as presented in [13] like standard eigenface based methods [14], wavelet [15],
curvelet based methods [13], and discriminant wavelet-faces using nearest feature
line (NFL) classifier [16]. LBP [5] method is also compared to our algorithm.

To be able to compare results with these methods as presented in [5], we needed
to use a subset of 200 images because they randomly chose five face images per
person for training and the remaining five images for testing. We don’t require
training, but we’re interested in comparing the methods in equal condition so we
randomly tested on 200 images (five face images per person) from the ORL
database. All the faces are then scaled to the size 128*128 pixels, aligned
according to the eye positions.

The results in Table 31.2 demonstrate that high recognition accuracy can be
achieved using our SISM method for 2-D face recognition. Our technique has been
found to be robust against variation in pose and illumination as well. When
compared to the best performing method in table (Curveletface ? PCA ? LDA),
our SI-SM method shows slight losses. However, our method is much simpler and
more straightforward, which is very important for applications.

Fig. 31.1 The running time of face recognition using SI-SM and DP-SM was measured on
i5-2467 M CPU (1.60Ghz) and 4 GB DDR3 RAM. For each resolution, eight pairs of images
were picked out. We computed the similarity of each probe-gallery pair and recorded the time.
The final running time for each resolution is then obtained by calculating the average
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31.5 Conclusion

We proposed a method for 2-D face recognition. Compared to existing methods,
ours is very simple and performs very well. Though we also used stereo matching
for recognition and obtained about the same accuracy as [7], our method has been
proved to be much faster. There is still a lot of room for improvement in our
method. For example, it remains a future direction to determine how best to
incorporate learning into it. Some strategies can also be pursued to deal with
illumination variations.
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Chapter 32
The Detection Method of Printed
Registration Deviations Based
on Machine Vision

Kailong Liu, Minrui Fei, Wenju Zhou and Haikuan Wang

Abstract In order to meet the actual requirements of judging four-color printed
registration deviations quickly and accurately, this article describes a new
detection method based on machine vision and the method has been designed
involving three processes: removing interferential image by a corresponding
region character separation (RCS) algorithm; detecting the edge of registration
mark by interpolation subpixel algorithm and use weighted markov chain to
calibrate the detection. The experiment indicates that the speed and accuracy with
this method have greatly improved, and even with noise interference, this method
can detect deviation quickly and accurately, superior to the traditional detection
method.

Keywords Registration deviation �Machine vision �Region character separation �
Interpolation subpixel algorithm �Weighted markov chain

32.1 Introduction

With the development of the printing technical level, the main direction of modern
printing is to be more efficient, higher precision and higher quality [1]. In this
process, detecting printed registration deviations quickly and accurately plays an
important role in improving the automatic level of printing press [2, 3]. Using
machine vision technology to judge the deviation has loads of advantages such as
non-contact, high efficiency and high quality [4]. But in the high speed presswork
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manufacture, the traditional detection method has great limitations and brings lots
of unfavorable factors for presswork quality control [5]. Firstly, the mark with
loads of interferential images may need complex algorithm to calculate and spend
large amounts of time. Secondly, it is difficult to detect the edge of registration
mark quickly and accurately when use the traditional algorithm such as least
square (LS) algorithm, spatial moment (SM) algorithm etc. Thirdly, the results of
detection may not the same as the real value of detection so it is necessary to use
some statistics methods to decrease the error between the results and the real value.

This paper presents an intelligent detection method especially for four-color
high speed presswork, and the method has been designed involving three
processes: removing interferential image; detecting the edge of registration mark
and use weighted markov chain to calibrate the detection. The paper is constructed
as follows: the detection method is introduced particular in Sect. 32.2. In
Sect. 32.3, weighted markov chain to calibrate the detection is introduced.
Section 32.4 is the experiment test and results.

32.2 Details of the Detection Method

32.2.1 Four-Color Presswork Registration Mark Design

A kind of cross line registration mark was often used to calculate the deviation of
presswork. But the cross line may overlap together after printing and is complex
for the visual system to analyze. So a solid circle registration mark is designed in
this paper to meet the actual requirements of speed and accuracy. The designed
mark is shown in Fig. 32.1 and it includes two black solid circle, one yellow solid
circle, one red solid circle and one blue solid circle (Table 32.1).

32.2.2 Remove Interferential Image

The interferential image is printed by some factors such as shaking of the machine,
distorting of the printed matter and splashing in the process of printing registration
mark pattern. A complete interferential image case is shown in Fig. 32.2.

In order to calculate the deviation of registration mark more accurately.
A corresponding region character separation (RCS) algorithm is used to remove
the interferential image. The process of removing black interferential images is
divided into nine Steps as follows.

Interval (30mm)

Interval (5mm)

Fig. 32.1 Registration marks
schematic
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Step 1. Scanning each pixel of the image from left to right and from up to down.
Step 2. Judging the scanning pixel. If it is a black spot, then executing the Step 3,
or jumping back to Step 1.
Step 3. Judging the connectivity of spots in the area of upper-right, upper, upper-
left to the current pixel according to the priority. Among this, the upper-right
priority level is highest while the upper-left priority level is lowest.
Step 4. If values of upper-right spot and left spot (or upper-left point) are not the
same, set the current spot the same value with the upper-right point, and then
scanning images from the beginning to the end, putting the pixel whose value is
the same as left spot (or upper-left spot) to the same value of upper-right spot.
Step 5. If the current pixel spot is black, and does not belong to Step 4, then set the
current spot the same mark as well as the same value with the upper spot.
Step 6. If the left-upper spot is black, and does not belong to the Step 5, then set
the current spot the same mark with the upper-left spot as well as the same value
with left spot (Table 32.2).
Step 7. If the left spot is black, and does not belong to the Step 6, then set the
current spot the same mark as well as the same value with the left spot.
Step 8. If the upper-right, upper, upper-left and left spot are not belong to black
spots, then can recognize this spot is a new area point, then set current spot into the
black spot, namely RGB value is (0, 0, 0).
Step 9. Remove the interferential image by a threshold value.

32.2.3 Detect the Edge of Registration Mark

The essence of the edge detection is to extract image gray discontinuous edge
pixels through some algorithms [6]. In order to improve the accuracy of edge

Table 32.1 The values of test distance among 21 times

Times Distance (mm) Level Times Distance (mm) Level Times Distance (mm) Level

1 5.017 4 8 5.010 2 15 5.008 2
2 5.008 2 9 5.021 5 16 5.004 1
3 5.012 3 10 5.016 4 17 5.003 1
4 5.014 3 11 5.009 2 18 5.006 2
5 5.012 3 12 5.008 2 19 5.013 3
6 5.012 3 13 5.016 4 20 5.017 4
7 5.008 2 14 5.010 2 21 5.011 3

Interferential image

Interferential image

Fig. 32.2 Interferential
image schematic
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detection, many experts put forward some effective algorithm such as least square
(LS) algorithm, spatial moment (SM) algorithm and interpolation algorithm to
make the image edge orientate to the subpixel level [7]. Least square (LS) algo-
rithm and spatial moment (SM) algorithm have higher positioning accuracy, but
longer computation time. Interpolation algorithm is relatively short time and the
improvement of spline interpolation method, can effectively improve the detection
speed.

The corresponding interpolation subpixel algorithm is shown in formula (32.1),
and gains nearly on the best interpolation function.

S wð Þ ¼
1� 4 wj j2þ wj j3 wj j\1
�9 wj j þ 7 wj j2þ wj j3 1� wj j � 3

0 wj j � 3

8

<

:

ð32:1Þ

w is the spline node and the matrix represents two dimensional spline interpolation
defined as

F m; nð Þ ¼ ABC ð32:2Þ

where

A ¼

s 1þ vð Þ
s vð Þ

s 1� vð Þ
s 2� vð Þ

2

6

6

4

3

7

7

5

T

; C ¼

s 1þ uð Þ
s uð Þ

s 1� uð Þ
s 2� uð Þ

2

6

6

4

3

7

7

5

and

B ¼

f i� 1; j� 1ð Þ f i� 1; jð Þ f i� 1; jþ 1ð Þ f i� 1; jþ 2ð Þ
f i; j� 1ð Þ f i; jð Þ f i; jþ 1ð Þ f i; jþ 2ð Þ

f iþ 1; j� 1ð Þ f iþ 1; jð Þ f iþ 1; jþ 1ð Þ f iþ 1; jþ 2ð Þ
f iþ 2; j� 1ð Þ f iþ 2; jð Þ f iþ 2; jþ 1ð Þ f iþ 2; jþ 2ð Þ

2

6

6

4

3

7

7

5

F m,nð Þ is the image after interpolating, f i; jð Þ is the imported pixel spot before
interpolating, and u ¼ m� m½ �, v ¼ n� n½ � respectively.

The clear continuous edge image can be picked up through the improvement
spline interpolation subpixel algorithm and the level of edge image positioning
accuracy is approximately 0.3.

32.3 Weighted Markov Chain to Calibrate the Detection

Registration deviation results of detection may not the same as the real value of
detection and it may affect the servo mechanism to make accurate adjustment.
A statistics method based on weighted markov chain is used in this paper to

286 K. Liu et al.



calibrate the detection and decrease the error between the results and the real
value.

Markov chain [8] is defined as X nð Þ; n ¼ 0; 1; 2 . . .f g while it should satisfy
the formula (32.3) as follow.

P X nm þ kð Þ ¼ jjX n1ð Þ ¼ i1;X n2ð Þ ¼ i2; . . .;X nmð Þ ¼ imf g
¼ P X nm þ kð Þ ¼ jjX nmð Þ ¼ imf g

ð32:3Þ

P X nþ kð Þ ¼ jjX nð Þ ¼ if g; k� 1 is called transition probability of K steps.
A normal distance between center of yellow circle and center of red circle

should be 5 mm accurately. But in fact the results of detection may not the same as
the real value of detection due to some factor such as less printed, shaking of the
machine etc. So a experiment on a normal distance between yellow center and red
center is tested for 21 times in this paper.

Step 1. Results of test distance is divided into 5 levels.
Level 1: 5.001–5.005 mm; Level 2: 5.006–5.010 mm; Level 3: 5.011–5.015 mm;
Level 4: 5.016–5.020 mm; Level 5: 5.021–5.025 mm;
Step 2. Transfer frequency matrix (TFM) fij of the test distance and the tran-

sition probability matrix (TPM) Pij are calculated as follow (Table 32.1).

fij ¼

1 1 0 0 0
1 3 2 1 1
0 1 3 1 0
0 3 1 0 0
0 0 0 1 0

2

6

6

6

6

4

3

7

7

7

7

5

; Pi;j 1ð Þ ¼

0:5 0:5 0 0 0
0:125 0:375 0:25 0:125 0:125

0 0:2 0:6 0:2 0
0 0:75 0:25 0 0
0 0 0 1 0

2

6

6

6

6

4

3

7

7

7

7

5

Step 3. Calculate the autocorrelation coefficient qs to get the weight of every
step. The formula is shown as.

qs ¼

P

n�s

l¼1
xl � �xð Þ xlþs � �xð Þ

P

n

l¼1
xl � �xð Þ2

ð32:4Þ

where xl stands for the value of test distance, �x is the average value and the formula
(32.4) is used to normalize the autocorrelation coefficient qs; Finally use formula
(32.5) to sum up the weighted value as the final probability.

pk ¼
X

k

s¼1

pk sð Þ 1ð Þ;
X

k

s¼1

pk sð Þ 2ð Þ; . . .;
X

k

s¼1

pk sð Þ kð Þ
" #

ð32:5Þ

Step 4. According to fij and Pij calculated in Step 1, the statistical magnitude v2

could be calculated in formula (32.6).
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v2 ¼ 2
X

5

i¼1

X

5

j¼1

fij ln
Pij

Pj

�

�

�

�

�

�

�

�

ð32:6Þ

Step 5. The transition probability matrix(TPM) between 2–5 are calculated as
follows.

Pij2 ¼

0:3125 0:4375 0:1250 0:0625 0:0625

0:1093 0:3469 0:2750 0:2219 0:0469

0:0250 0:3450 0:4600 0:1450 0:0250

0:0938 0:3312 0:3375 0:1437 0:0938

0 0:7500 0:2500 0 0

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

Pij3 ¼

0:2109 0:3922 0:2000 0:1422 0:0547

0:0980 0:4062 0:3072 0:1452 0:0434

0:0556 0:3426 0:3985 0:1601 0:0432

0:0883 0:3464 0:3213 0:2027 0:0414

0:0938 0:3312 0:3375 0:1437 0:0938

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

Pij4 ¼

0:1545 0:3992 0:2536 0:1437 0:0490

0:0998 0:3717 0:3222 0:1555 0:0508

0:0706 0:3561 0:3648 0:1657 0:0428

0:0874 0:3903 0:3300 0:1490 0:0433

0:0883 0:3464 0:3213 0:2027 0:414

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

Pij5 ¼

0:1271 0:3854 0:2879 0:1497 0:0499

0:0964 0:3704 0:3251 0:1617 0:0465

0:0768 0:3661 0:3493 0:1603 0:0445

0:0925 0:3678 0:3328 0:1581 0:0488

0:0874 0:3903 0:3300 0:1490 0:0433

2

6

6

6

6

6

6

4

3

7

7

7

7
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Step 6. Predict the value of 22nd time distance and use this value to revise the
error between the results and the real value.

The distance value in the 22nd time could be calculated as follow (Table 32.2);

T22 ¼

5:001þ 5:005ð Þ=2
5:006þ 5:010ð Þ=2
5:011þ 5:015ð Þ=2
5:016þ 5:020ð Þ=2
5:021þ 5:025ð Þ=2

2

6

6

6

6

4

3

7

7

7

7

5

T

�

0:0612
0:3170
0:4148
0:1657
0:0413

2

6

6

6

6

4

3

7

7

7

7

5

¼ 5:0120

When test the distance value between yellow center and red center in the 22nd
time, T22 could be used to compare the result and revises the error between the
results and the real value.

Table 32.2 The corresponding value between times of 17 and 21 to predict the 22 value

Times Level Weight 1 2 3 4 5 Source

21 3 0.2314 0 0.2000 0.6000 0.2000 0 Pij1
20 4 0.1232 0.0938 0.3312 0.3375 0.1437 0.0938 Pij2
19 3 0.3778 0.0556 0.3426 0.3985 0.1601 0.0432 Pij3
18 2 0.1968 0.0998 0.3717 0.3222 0.1555 0.0508 Pij4
17 1 0.0708 0.1271 0.3854 0.2879 0.1497 0.0499 Pij5

Weighted sum Pi 0.0612 0.3170 0.4148 0.1657 0.0413
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32.4 Experiment Test and Results

32.4.1 A Real Example of Judging Deviations

This paper detection method is tested according to the c# program on VS2005
platform. The system adopting this detection method has been applied to a real
printing case in Shanghai, China and obtained an effective result. This real
application shows that:

This detection method can fast remove interferential image exactly, such as ink
spot, noise, nick etc. And the size of the least interferential image that can be
detected is 2 pixel;

The detection method ensured the detection reliability, veracity, and real-time.
When detecting one frame image whose dimension is 1000*450 is less than 40 ms,
and it can meet max speed achieving approximately 25P/S.

32.4.2 Test of Deviation Accuracy and Speed

In order to test the deviation accuracy and speed, the method presented in this
paper is compared with the traditional method based on spatial moment algorithm,
centroid algorithm and canny operator algorithm in detecting the deviation of
Fig. 32.1. For the result fairness, each algorithm tested for 50 times and taking the
average experimental result. The result is described as Table 32.3.

From the table it can be seen clearly that traditional method based on centroid
algorithm has highest speed, but the positioning accuracy and noise immunity
ability are relatively weak; spatial moment algorithm is best in positioning
accuracy but lowest speed; canny operator algorithm is weak in both positioning
accuracy and speed. While the method presented in this paper has high speed and
good positioning accuracy which can match the need of high speed detection of
judging printed registration deviation better.

Table 32.3 Comparison among method based on different algorithm in registration direction

The method presented
in this paper

Centroid
algorithm

Spatial moment
algorithm

Canny operator
algorithm

Calculating time (ms) 39 30 90 62
Accuracy (pixel) 0.32 0.92 0.16 0.78
Anti-noise property Strong Weak Strong Normal
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32.5 Conclusion

In order to meet the actual requirements of judging four-color printed registration
deviations quickly and accurately, this paper describes a new detection method
based on machine vision. This method involving three processes: remove the
interferential image of the registration marks firstly by region character separation
(RCS) algorithm and uses improved transect interpolating function to detect the
edges of mark. Then use weighted markov chain to calibrate the detection. The
experiment indicates that the speed and accuracy with this method have greatly
improved, and even with noise interference, this method can detect deviation
quickly and accurately, superior to the traditional detection method.
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Chapter 33
Community Discovering Based on Central
Nodes of Social Networks

Ping Fang, Fenglong Shi, Yang Chen and Wanchun Gao

Abstract Based on the new concept of central network and the node similarity
definition, a fast algorithm is proposed for discovering community structures in
social networks. Firstly, start from the maximum degree node, then the two nodes
with the maximum number of shared neighbors are taken as the initial community.
Next, a neighboring node is judged to push into the initial community according to
the appearance frequency of the community it belongs to. Finally, the above step is
repeated until all the nodes are classified to the proper communities. The exper-
imental results on two real-world networks demonstrate that the proposed algo-
rithm is able to discover community structure from a given network efficiently and
accurately without specifying the community number. The algorithm has a time
complexity of only O(n).

Keywords Social network � Community discovering � Shared neighbours

33.1 Introduction

As a kind of complex network, social network represents the relationships of users
in social affairs. A social network comprises nodes and edges. The node represents
an entity, which usually is an individual or organization. The edge represents the
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relationship or interaction between two nodes, such as friend, consanguinity. The
References [1, 2] point out the degrees of most of real social network show an
exponential distribution, which are called scale-free networks. Many researches
indicate that a real social network not only is microcosmic and scale-free, but also
exhibits a certain community structure. In social networks, a social community can
be seen as a sub-graph such that the edges within sub-graph are denser than the
edges between sub-graphs. Structure determines function is the basic viewpoint in
system science, so it is valuable to discover those communities which maybe
represent some real social groups formed by common interests or background in a
social network. Community detection is helpful to provide us a much better
understanding about the structural topology of each community and analyse its
organization principles.

33.2 Related Works

In this section, we review a serial of fast algorithms for discovering community
structure, such as CNM, Louvain algorithm and dynamical algorithms.

The FN algorithm proposed by Newman [3] is an amalgamation method similar
to agglomerative methods using the modularity measure Q. The two communities
are grouped together that give rise to the maximum increase or smallest decrease
in Q at each step. Each step compares at most m pairs of groups and requires at
most O(n) time to update the Q value. The algorithm continues until all the n nodes
are in one group and hence the worst case running time of the algorithm is
O n mþ nð Þð Þ. The CNM algorithm presented by Clauset et al. [4] is essentially a
fast implementation of the FN algorithm. Starting from a set of isolated nodes, the
edges of the original graph are iteratively added such to produce the largest
possible increase of the modularity of Newman and Girvan at each step. The fast
version of Clauset et al. which uses more efficient data structures, has a complexity
of Oðnlog2nÞ on sparse graphs.

The Louvain algorithm presented by Blondel et al. [5] is a multistep method
based on a local optimization of Newman-Girvan modularity in the neighborhood
of each node. After a partition is identified in this way, communities are replaced
by super-nodes, yielding a smaller weighted network. The procedure is repeated
until modularity (always computed with respect to the original graph) does not
increase any further. This method offers a fair compromise between the accuracy
of the estimate of the modularity maximum and time complexity. The accuracy is
better than that delivered by greedy techniques like the CNM algorithm. The
complexity is essentially linear in the number of edges of the graph. Label
propagation algorithms [6] uses labels to discover communities and takes an
almost linear time. COPRA [7] updates the belonging coefficients of each node by
averaging the coefficients from all its neighbors in a synchronous fashion. The
time complexity is O vmlog vm=nð Þð Þ per iteration. The parameter v controls the
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maximum number of communities which a node can associate with, m and n are
the number of edges and number of nodes respectively.

Many community detection methods have been proposed in the literature, most of
them (1) based on the concept of modularity Q, but it is also important to note that
modularity suffers from resolution limit as shown by Fortunato and Barthelemy, (2)
require parameters (which are difficult to quantify) and (3) time complexity is
unacceptable when analyzing large scale networks (such as Infomap algorithm [8]).

To overcome these limitations, in this paper, a quick algorithm based on the
new concept of central nodes and the node similarity definition is proposed for
discovering high quality community structures in social networks. The algorithm
thinks the two nodes with the maximum number of shared neighbors more pos-
sibly belong to the same community. So these two nodes are taken as the initial
community. According to the appearance frequency of the community a neigh-
boring node belongs to, it is judged to push into the initial community one by one
to form a new community. Repeat it until all the nodes are in a stable state.

33.3 Definitions

In this paper, we focus on simple, undirected and unweighted graphs. Let G ¼
V;Eð Þ be a graph representing a social network, where V is the set of n nodes and

E is the set of m connections. The node vi 2 V ;C is a local community in G: jCj is
the number of elements in set C. The following are the concepts and definitions
about the proposed algorithm:

Definition 1 Central Network

Central network is composed of the nodes whose degrees are greater than the
mean node degree in G. The nodes of central network are defined as central nodes.

Definition 2 Neighbor Nodes Set

The neighbor nodes set of node i is defined: N ið Þ ¼ jj node i links node jf
directlyg.The neighbor nodes set of the local community C is defined:

NðCÞ ¼
[jcj

i¼1
NðviÞ �

[jcj
i¼1

vi; where vi 2 C

Definition 3 Node Similarity

The similarity between two nodes is the probability of these two nodes
belonging to the same community. Based on the principle of triadic closure, the
two nodes quite probably become friends if they share the same friends in the
social network. So the number of shared friends is taken to measure the similarity
between nodes. On the base of above Definition 2, for 8i; j 2 V , the node similarity
of i and j is defined as following:
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Wði; jÞ ¼ jNðiÞ \ NðjÞj;

where Wði; jÞ is the value after calculation, NðiÞ is the set of node i’s adjacent
nodes.

33.4 The Algorithm

The algorithm includes the following steps:
Input: an undirected and unweighted graph G ¼\V ;E [ , let i = 1 and

j = 1.
Output: a network community structure.
Step 1: create the central network G0 ¼\V 0;E0[ depending on its definition,

V 0 = {v| the degree of v is greater than the mean node degree in network G}.
Step 2: if jV 0j[ 0, find va and its neighbor nodes set N(va) with the maximum

degree in V 0.
Step 3: find the object node by the Definition 3 in N(va). Let the initial com-

munity Di ¼ vb þ va; V 0 ¼ V 0 � Di; i ¼ iþ 1, if there is an unclassified node
vb which has the largest similarity compared to the node va. Whereas let the initial
community Sj ¼ va;V 0 ¼ V 0 � Sj; j ¼ jþ 1; return Step 2.

Step 4: let R = RandomlySort (V-V’), then create the node set X = Reverse

(
S

p

i¼1
Di)[

S

q

j¼1
Sj [ R; jV 0j ¼ qþ 2 � p; q � 0; p [ 0. Let the initial com-

munity RjV 0jþi ¼ ri; ri 2 R.
Step 5: for each node in X, calculate the appearance frequency T of the com-

munity whose nodes neighboring to it in G. The community with the highest
frequency Dmax(T) is taken as its community. If there are several such communities,
the node is push into such community in which the node linking it has the largest
degree. Repeat Step 5 until all nodes are steady.

Step 6: output the result.
In Step 1, the time complexity to create central network is O(n), where n is the

number of nodes in network G. The time complexity to find the node with the
maximum degree in central network is O(n0), where n’ is the number of nodes in
central network and n0\n. In step 3, the time complexity to find the two node with
the largest similarity is also O(n0). The time complexity of Step 5 is O(n). So the
total time complexity to discover the community structure in the whole network is
O nþ n0 þ n0 þ nð Þ ¼ O nð Þ.
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33.5 Applications and Result Analysis

In order to evaluate the performance of the proposed algorithm, three typical real-
network models are taken as the test networks, whose community structures are
already known.

33.5.1 Zachary’s Karate Club

In the 1970s, Zachary [9] had observed the social interactions among the members
of a karate club at an American university for 2 years, based on which he con-
structed a social network. The club network consists of 34 nodes and 78 edges, and
the network diameter is 5 as shown in Fig. 33.1. As reported by Zachary, the club

Fig. 33.1 Zachary’s karate club network
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eventually splits into two communities due to club expense: Community A
denoted by gray circles was led by the administrator (node 33), and Community B
denoted by white circles by the instructor (node 1). The Zachary’s karate club
network has become one of the classic social networks for testing the algorithms of
discovering community structures in complex networks.

As shown in Fig. 33.2, the proposed algorithm creates the central network of
Zachary network (Zachary central network for short). This central network con-
sists of 10 nodes and 22 edges, in which node 1 and node 3 has the maximum
degree. Take node 1 as initial node to find the set of its neighbors and compute the
similarity between them as shown in Table 33.1. According to Definition 2, select
node 3 with the maximum similarity with node 1 to form the initial community
D1 = {3, 1}. Then repeat the above processing in the remaining nodes until all the

Fig. 33.2 The central
network of Zachary network

Fig. 33.3 Community
structures identified by the
algorithm on Zachary’s
central network. The
communities can be identified
by their shades of colors

Table 33.1 The similarity of
node 1’s neighborhood

Neighbor Node similarity

4 3
2 3
14 3
3 4
9 1
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nodes are been classified to its corresponding community. So a serial of initial
communities are obtained as shown in Fig. 33.3: D2 ¼ 2; 14f g; D3 ¼ 34; 33f g;

S1 ¼ 4f g; S2 ¼ 9f g; S3 ¼ 32f g; S4 ¼ 24f g. By Step 4, the node set X is
created. Perform Step 5, the neighbors of each initial community are fast to been
classified to the corresponding community. For Zachary network, each node
reaches to steady by Step 5 for only one-time performing and the final result is
identical with the real community structure observed by Zachary.

Three results are obtained by the algorithm of LP, in which one of them is
identical with the real case. Figure 33.4 shows the community structure obtained
by the algorithm of CNM, which comprises three communities. Figure 33.5 shows
the community structure obtained by the GN algorithm [10], which comprises five
communities. Compared with the above algorithms, the algorithm in this paper is
able to discover the community structure of Zachary network effectively without
known the number of communities (Figs. 33.6 and 33.7).

Fig. 33.4 Communities obtained by CNM
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33.5.2 Dolphin Network

From 1994 to 2001, Lusseau etc. [11] had observed the social relationship of
bottlenose dolphins living in Doubtful Sound of New Zealand. During his research
studies, he found these dolphins were separated into two groups for the disap-
pearance of a dolphin (death or leaving) as shown in Fig. 33.8. The value of the
modularity Q for this partition is 0.3735. The node in the network represents a
dolphin and an edge connected with two dolphins shows their frequent interac-
tions. A larger group comprises 42 dolphins denoted by the node with white
background, whereas a smaller group consists of only 20 dolphins denoted by the
node with gray background. This dolphin network contains totally 62 nodes and
159 edges, and the network diameter is 8. The dolphin network is one of the
common social networks for analysis.

Fig. 33.5 Communities obtained by GN
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For dolphin network, each node reaches to steady by performing Step 5 for two
times. Fig. 33.9 shows the final results with three communities, where the nodes
with green background represent the smaller group. Compared with the real
community structure observed by Lussean, the node SN89 is classified to the
smaller group in error, while others are classified correctly. For the node SN89, its
neighbors are Web (its degree is 9) and SN100 (its degree is 7).It is reasonable to
classify SN89 to the smaller group based on Step 5. At the same time, the proposed
algorithm classifies the larger group more detailedly and gets two communities
respectively denoted by the nodes with red and yellow background. In Comparing
our results to the results of algorithm GN, CNM, Louvain and Infomap shown in
Table 33.2.

Fig. 33.6 Communities obtained by Louvain
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Fig. 33.7 Communities obtained by Infomap
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Fig. 33.8 Two groups of the dolphin network
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33.6 Conclusions

Based on the new concept of central network and the node similarity definition, a
fast algorithm is proposed for discovering communities in social networks in this
paper. This algorithm is appropriate to those networks with triangle relations. The

Fig. 33.9 The final results with three communities

Table 33.2 Experiments results and comparison

Algorithms Q value Cluster sizes

GN 0.5194 1(7), 2(21), 3(20), 4(12), 5(2)
CNM 0.4955 1(22), 2(23), 3(15), 4(2)
Louvain 0.5185 1(7), 2(8), 3(18), 4(14), 5(15)
Infomap 0.5170 1(8), 2(12), 3(11), 4(9), 5(7), 6(5)
Our Algorithm 0.4806 1(21), 2(29), 3(12)
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result of the proposed algorithm is identical to the real structure of Zachary’s
karate club network. The result about the dolphin network by the algorithm is
rather close to the real structure observed by Lussean and obtains more details.
This algorithm is able to discover the community structure in social network
efficiently. The algorithm has a time complexity of only O(n) and it is easy to
implement.
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Chapter 34
An Improved Force-Directed Algorithm
Based on Emergence for Visualizing
Complex Network

Hongbo Li, Wenjing Geng, Yu Wu and Xian Wang

Abstract Visualization of complex network is one of the most important and
difficult issues in complexity science. Most current visualization algorithms are
based on drawing aesthetically and it’s difficult for them to find the structure
information of complex network. To solve this problem, the Fruchterman-Rein-
gold (FR) algorithm based on the force-directed layout is studied in this paper,
which is most suitable for the visualization of complex network. From the
emergent characteristic of complex network, an improved adaptive FR algorithm
is proposed to reduce dependence on parameters in the FR algorithm. In the
improved algorithm, the impact of the clustering coefficient on the attraction–
repulsion between vertices is considered, and the clustering coefficient is thought
to be a determinative indicator for emergence. Then, with the attraction–repulsion
the topological characteristic of complex network is visualized. Experiments show
that the improved algorithm makes the observation of the structure of complex
network much easier. In addition, the improved algorithm displays superior sta-
bility and adaptability during experiments.

Keywords Emergence � Force-directed algorithm � Complex network � Clus-
tering coefficient � Visualization technology

34.1 Introduction

The visualization of complex network is a hot research area in recent years. For
instance, the visualization of the routers’ topological structure is studied to
effectively manage network. The structure and relation of social network are also

H. Li � W. Geng � Y. Wu (&) � X. Wang
Institute of Web Intelligence, Chongqing University of Posts and Telecommunications,
No. 2 Chongwen Road, Nanan, Chongqing, People’s Republic of China
e-mail: wuyu@cqupt.edu.cn

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_34, � Springer-Verlag Berlin Heidelberg 2013

305



visualized to reveal the interpersonal relationship. Indeed, the visualization tech-
nology of complex network has played an important role in various fields. For
example, in biology, visualization technology has been applied to analyze the
interactive network of proteins and gene network [1]. Although visualization
technology provides a vivid method for researches on complex network, general
visualization algorithms fail to visualize the structure of complex network due to a
large number of vertices and complex relationships between them. Therefore
algorithms suited to visualize complex network need to be explored and improved
according to features of complex network.

There are two thoughts for the visualization of complex network. One is to
optimize the layout algorithms and the other is to increase spatial dimensions. Given
that layout algorithms are the basis of visualization technology, the first solution is
considered in this paper. One of the most famous layout algorithms is the force-
directed algorithm (FDA) proposed by Eades [2], also known as the spring-
embedded algorithm. FDA is easy to be understood and realized and its graphical
layout is beautiful. However, the time complexity of FDA is O(N3), which is very
high. Hence, much work has been done to improve FDA’s performance [3–5]. And
others focus on the aesthetic results by introducing mechanical models. Based on the
improved spring-embedded model, Frunchterman and Reingold proposed the FR
algorithm [6], where vertices are abstracted as atoms and the graphic theoretic
distance between vertices is related to the geometric distance between them in the
drawing. Since FDAs mainly imitate the physical system and rarely consider
inherent characteristics of the network structure, they need to be improved and
optimized when applied to complex network. On the other hand, with the intense
development of complex network, increasing researches center on visualization
algorithms for complex network. Chan et al. presented out-degree layout algorithm
especially for networks with the power law [7]. From the above summarization, it
can be well seen that current visualization algorithms for complex network are few
and have some limitations.

In addition, the emergent characteristic of complex network attracts more and
more attention. ‘‘Emergence’’ emphasizes that by using simple interaction rules,
agents at micro level in complex systems organize into an orderly pattern or motion
at macro level [8]. In addition to explore emergent phenomena in complex network
[9–11], quantitative studies about emergence has been carried out for further pre-
diction and control of emergence. Wu et al. proposed several determinative indi-
cators for emergence [12] and analyzed the universality of those indicators [13].
Those researches provide fresh ideas for the visualization technology of complex
network, for both are based on the interaction between agents or vertices.

Therefore, in order to easily observe the structure of complex network, in this
paper we choose the FR algorithm as our research basis, and improve it from the
perspective of emergence. One reason for choosing the FR algorithm is that with
attraction and repulsion between vertices, the system reaches a dynamic balance,
which is similar to the mechanism of emergence. Moreover, the clustering coeffi-
cient, which is thought to be a determinative indicator, is introduced in the com-
putation of attraction and repulsion between vertices. The experiments with classical
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data sets demonstrate that the improvements are effective and the structure of
complex network is much easier to observe with the improved algorithm.

34.2 The Physical Model of the FR Algorithm and Its Idea

The FR algorithm draws an analogy between edges and forces in natural systems
and builds a physical model.

34.2.1 The Physical Model of the FR Algorithm

Based on particle physics, each vertex in the graph is abstracted as a particle in the
model of the FR algorithm. Since the undirected graph is regarded as a physical
system, the positions of vertices are calculated according to the motion of particles in
the action of the force field. The physical model of the FR algorithm is given by [6]:

fa dð Þ ¼ d2
�

k

fr dð Þ ¼ �k2
�

d

(

ð34:1Þ

where fa and fr represent the attractive and repulsive force respectively; d repre-
sents the distance between two vertices; k is the optimal distance between vertices,
namely the radius of a vertex’s range of motion. And k is calculated as:

k ¼ C

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

area

N

� �

r

ð34:2Þ

where C is an experimental constant; area is the area of the canvas and N is the
number of vertices.

34.2.2 The Basic Idea of the FR Algorithm

The FR algorithm considers the attraction and repulsion between vertices to
imitate the motion of atoms and celestial bodies. Meanwhile vertices’ displace-
ments at every moment are calculated. Then importing temperature variables and
cooling function, the positions of all vertices are calculated through multiple
iterations with the simulated annealing algorithm.

The basic principle of the FR algorithm is that there exists attraction between
vertices with an edge and all vertices repulse each other. More in detail, there are
three steps in each iteration. First, calculate the repulsive force between vertices,
and determine the displacement vector disp1 according to the repulsive force.
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Then, calculate the attractive force, and calculate the final displacement vector
according to the attractive force and disp1. Finally, using the cool function, limit
the vertices’ range of motion.

34.3 An Improved Force-Directed Algorithm Based
on Emergence

Considering the emergent characteristic of complex network, an adaptive algo-
rithm is proposed based on the following principles.

34.3.1 Principles of Improvement

The current FDAs hardly distinguish the networks’ structure, and most improved
algorithms firstly take the methods of clustering or dividing communities, and then do
placement afterwards. Guided by emergent phenomenon, we aim to put forward a
force-directed algorithm which can visualize the intensity of vertices in network with
the specific interaction rules. That is to say, vertices in network swarm automatically by
setting reasonable interaction rules, to display the networks’ structure. Based on the
rules proposed above, the improvement principles in this paper are described below.

Firstly, since this improved algorithm is a kind of visualization placement
algorithm, it must as far as possible satisfy the five aesthetic criterions proposed by
Sugiyama [14]: (1) less-crossings of edges; (2) close layout of vertices connected
to each other; (3) straightness of lines; (4) balanced layout of edges; (5) hierar-
chical layout of vertices.

Secondly, the aim of the improved algorithm is to discover the emergent phe-
nomenon in complex network. In reality, the degree of a vertex in complex network
may determine the status and importance of that vertex. In complex network,
emergence is related to characteristics of agents. And in the visualization algorithm,
the importance of vertices determines their position as well as a special distribution
state. So, only the placement algorithm which highlights the different importance
between the vertices can helpfully observe emergent phenomena in complex net-
work. Combined with the idea that FR algorithm computes the attraction and
repulsion between vertices, we should add the vertices’ importance into the com-
putation of attraction and repulsion to make the acting force of vertices conform to
the interactive rules between agents in real complex network. However, there are
many factors affecting the vertices’ importance, such as weight, degree, between-
ness, closeness and so on. As the ultimate aim of the improved algorithm is to
visualize the complex network, we adopt a universal method to compute the
importance, in which the clustering coefficient is introduced to adjust the acting
force between vertices in the process of placement every time.

Finally, the ultimate aim of adjusting placement of vertices is to reach a balanced
state which can not only fit aesthetic standards but also observe if emergent
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phenomenon exists. So we refer the idea of simulated annealing algorithm to cool the
energy in each iteration in order to make sure that the system can reach a stable
equilibrium state.

34.3.2 The Improved Algorithm

The improved algorithm is proposed in the view of emergence, and the physical
model is modified to conform to interaction rules in the real world.

34.3.2.1 The Physical Model of the Improved Algorithm

The clustering coefficient in complex network is introduced to calculate the
attraction and repulsion between vertices in FR algorithm. The clustering coeffi-
cient is calculated as follows [12]:

Ci ¼
2Ei

ki ki � 1ð Þ ð34:3Þ

where ki means that there are ki edges connected with the vertex i; Ei means that there
actually exist Ei edges between ki vertices that are connected with the vertex i. When ki

is equal to 0 or 1, Ci is 0. To avoid this, Ci is improved by adding 1 and marked as NCi:

NCi ¼
2Ei

kiðki � 1Þ þ 1 ð34:4Þ

Because the attraction and repulsion exist in every pair of vertices, the vertex’s
importance is considered in the improved model. The attraction and repulsion
between vertices not only depends on their distance, but also is affected by their
importance. In this paper, we use IMij to represent the importance of the vertex
i and vertex j, and it is calculated as the following formula:

IMij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

NCi þ NCj

p

ð34:5Þ

After introducing IMij, the attraction and repulsion between vertices will
change along with the clustering coefficient, which well conforms to the actual
characteristics of complex networks. The bigger IMij between two vertices are, the
bigger the attraction between them and the smaller the repulsion. So, the attraction
between vertices should be proportional to IMij while the repulsion between them
should be inversely proportional to IMij. In order to make the cluster more rea-
sonable, the attraction and repulsion are calculated as follows:

fa dð Þ ¼ IMijd2
�

k
fr dð Þ ¼ � 1

IM2
ij

k2
�

d

(

ð34:6Þ

where fa represents the attraction while fr represents the repulsion.
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34.3.2.2 The Pseudo-code of the Improved Algorithm

The pseudo-code for the improved algorithm is given in the following.
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The above pseudo-code reflects the core idea of the improved algorithm, and
the ending condition of the algorithm is that the displacement of a large number of
vertices fluctuates in small scale, which indicates that the total energy of system
has reached balance. The time complexity of the improved algorithm is equal to
the FR algorithm, which is O(N2). Due to the computation of vertices’ importance,
the amount of calculation increases a little. But as the clustering coefficient is
introduced, the computation of attraction and repulsion between vertices becomes
more reasonable. Vertices can cluster automatically according to the change of
attraction and repulsion between vertices, which will weaken the dependence on
parameters set manually.

34.4 Experiments and Analysis

Using three classic network data sets, experiments are carried out to prove the
efficiency of the improved algorithm.

34.4.1 Visualization Results and Analysis

The FR algorithm is strongly dependent on parameters and has a weak adapt-
ability. A common drawback existed in the force-directed algorithm is that the
vertices always concentrate on the canvas’s center which leads to hardly distin-
guish the networks’ structure. By contrast, the improved algorithm is less
dependent on parameters and has a good adaptability by adding more real inter-
action rules between vertices, which can reflect characteristics of network’s
topology in a better way and the groups of tight vertices are easy to recognize. In
order to prove this result, some classic data sets like Karate [15], Dolphins [16] and
American College football [17] are chosen, and they are given in Table 34.1.

The improved algorithm is developed by JAVA. The area of the canvas is set to
10000*10000 and C is set to 1 to make sure vertices uniformly distributed. The
visualization results of the above three data sets are shown in Figs. 34.1, 34.2 and
34.3 respectively.

Based on community detection of complex network, Zhu et al. proposed a
network topology layout algorithm [18]. The network was divided into several
communities by community detecting algorithms and then was drawn by force-

Table 34.1 Three classic data sets

No Name of the network Number of vertices Number of edges

01 Zachary’s karate club 34 78
02 Dolphin social network 62 159
03 American college football 115 616
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directed algorithm. Since Zhu used the same data sets and aimed at finding
structure of network, the visualization results of dolphin social network with two
algorithms are compared in Fig. 34.4. It shows that using the improved algorithm,
the network topology becomes easier to observe. Although Zhu’s algorithm col-
ored the different communities, the full structure is also too tight to recognize the
whole topology. The algorithm proposed by Zhu only can be used in the network
with less than 3000 vertices. The number of vertices that the improved algorithm
deals with is up to about 10000 vertices or more. The more the vertices, the better
clustering performance of networks’ topology can be observed.

In conclusion, two kinds of comparisons are made in the above. One is the
contrast between the initial state and the balanced state with the improved algo-
rithm. And the other is the contrast between the FDA algorithm based on

Fig. 34.1 The Zachary’s karate club network. The left is the random placement of vertices and
edges, while the right is the placement with the improved algorithm

Fig. 34.2 The Dolphin social network. The left is the random placement of vertices and edges,
while the right is the placement with the improved algorithm
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community division [18] and the improved algorithm based on emergence in this
paper. Therefore, it is proved that the improved algorithm contributes to recognize
the characteristics of the network’s topology in a way of vertices autonomous
interaction. As the improved algorithm corresponds to the interactive rules among
agents in the real world, it can make a better and more real placement to reflect the
structure of networks. Besides, the improved method is only affected by the
experimental constant C, which just affects the moving area of one vertex. That is
to say, constant C only affects the placement’s appearance not the structure.

Fig. 34.3 The American college football network. The left is the random placement of vertices
and edges, while the right is the placement with the improved algorithm

Fig. 34.4 The comparison between two algorithms. The left is drawn by the algorithm propesed
by Zhu [18] and the right is drawn by the improved method
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34.4.2 Analysis from the View of Emergence

The interaction between individuals results in emergence. Based on this, the
improved algorithm makes a modification on the previous physical model. And the
concept of clustering coefficient is introduced and the interaction rules between
vertices are improved. Hence vertices with the high clustering coefficient move
closer to each other and then the characteristics of the network topology get to be
obvious. It is different from the tradition FDA algorithm which place vertices and
edges from the view of aesthetic pleasing.

By setting simple interaction rules, the improved algorithm makes the net-
works’ topology emerge. It can be found that the close vertices may belong to the
same club. Drawing the skeleton of American College football network and
marking the partly close vertices in red rectangle, it is obviously observed the
cluster distribution, as shown in Fig. 34.5. Besides, other social networks, grid
networks, traffic networks are also drawn by this algorithm. Experiments show that
the vertices display better cluster distributions.

34.5 Conclusion

In this paper, an improved force-directed algorithm based on emergence is pro-
posed. On the one hand, the relationship of vertices and edges can be more clearly
and orderly visualized which contributes to observe structure information. On the
other hand, combined with the emergent phenomenon, the clustering coefficient is
introduced in the visualization algorithm. For this case, we improve the FR
algorithm. The results of experiments indicate that the improved algorithm not
only amends the randomness of the FR algorithm, but also weakens the depen-
dence on artificially setting parameters for the FR algorithm. What’s more, the

Fig. 34.5 Skeleton of
American college football
network
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improved algorithm can easily observe the topological characteristics in the
complex network. Therefore, the improved force directed algorithm based on
emergence provides a new method for deeply studying the visualization algorithm
for complex network.
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Chapter 35
Exploring Efficient Communication
in Interactive Dynamic Influence
Diagrams

He Wu, Jian Luo and Le Tian

Abstract Interactive Dynamic Influence Diagrams (I-DIDs) provide an efficient
method for representing multiagent sequential decision problem. By extending
I-DIDs with communication, agents are able to exchange their information to learn
more about the world. Note that communication is not free, agents should decide
whether to communicate or not. This computational process is very time con-
suming, so it won’t work well in a large problem. In this paper, we first study
communication based on the framework of I-DIDs, then discuss when agents
suppose to communicate considering the cost and the limit resource. Experiments
show that our communication algorithm works efficiently in tiger problem. We
conclude that communication not only can improve the total rewards, but picking
the right time to communicate is also beneficial to agents.

Keywords Multiagent systems � Interactive dynamic influence diagrams �
Communication decision

35.1 Introduction

Partially observable markov decision process (POMDP) has been used success-
fully for decision making. I-POMDPs [1] extend POMDP to allow agents to use
more sophisticated constructs to model and predict behavior of other agents.
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Interactive dynamic influence diagrams (I-DIDs) [2] are graphical models for
sequential decision making in uncertain environment and may be viewed as
graphical counterparts of I-POMDPs. I-DIDs generalize dynamic influence dia-
grams (DIDs) to multiagent settings such as I-POMDPs generalize POMDPs.

Communication is a crucial behavior of agents. Agents in the domain exchange
message when they are working on a task, usually the environment is not com-
pletely observable for a single agent, then sharing information will allow every
agent to learn more. The method of communication we used in this paper is tell [3].
The agent at lower level sends its current observation to the agent at higher level.

In this paper, we first introduce the framework of I-DIDs, and extend I-DIDs
with communicative act. Then an effective way to communicate is given. Com-
munication is triggered only under some specific cases, that is, when observation is
relatively certain. An experiment is made at the end of the paper. It is proved by
results to be a very time-saving method, compared to other methods which
compute the difference of expected value between communication and non-
communication.

35.2 Related Works

There already exists some works which discuss on communication in multiagent
systems. Xuan et al. introduced a two sub-stage way to complete the communication,
and listed a few communication types [3]. Goldman et al. developed a framework
which is decentralized semi-Markov decision process with direct communication
(Dec-SMDP-Com) [4]. Ghavamzadeh et al. exploited a way to learn to communicate
using Hierarchical Reinforcement Learning [5]. Wu et al. proposed a new algorithm
called MAOP-COMM in which agents communicate only when inconsistency arises
[6]. Carlin et al. presented a theoretical framework to quantify the value of com-
munication and an effective algorithm to manage communication [7]. Roth et al.
invented an approach that allows for effective decentralized execution while
avoiding unnecessary instances of communication [8]. In another paper, they
addressed the question of what to communicate and presented an algorithm that
enables multiagent teams to make execution-time decision on how to effectively
utilize available communication resources [9]. Nair et al. developed a policy rep-
resentation that results in savings of both space and time. By communicating every K
steps, even more space and time can be saved [10]. Liu et al. used DAG to maintain
and reason the possible joint beliefs of the team at the less memory cost, by which
communication decision are made in a decentralized style. Their algorithm is called
DAG-DEC-COMM [11]. Also there are some prior work regarding communication
based on I-DIDs. Luo et al. proposed a new method by extending I-DIDs with
communication abilities, and applied it to solve the path planning problem for AGV
in AVS/RS [12]. Zhou et al. introduced a communication decision problem to
I-POMDPs, which is called Com-I-POMDPs. They extended the traditional
observation function in I-POMDPs and showed the belief update processes [13].
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35.3 Background

35.3.1 Interactive Influence Diagrams

Influence diagrams contain chance, decision, and utility nodes. I-ID is a little
different from the normal influence diagram, that is, I-IDs include a new type of
node which is named model node. Figure 35.1 shows a general level l I-IDs with
two agents (agent i and agent j, for clarity). The model node is denoted by a
hexagon. Another difference between I-ID and ID is the ‘‘policy link’’, which is the
dashed link clearly showed in Fig. 35.1a. It presents the distribution over the other
agent’s actions given its model.

The model node contains the alternative computational models ascribed by
agent i to the other agent j. Models in the model node are denoted by Mj;l�1. A
model in the model node may be an I-ID or ID or just a simple probability
distribution over the actions. The model node and the dashed policy link could be
present as shown in Fig. 35.1b, where the model node transforms into chance
nodes. Specifically, if OPT is the set of optimal actions obtained by solving the
level l-1 I-ID (or ID), then Pr aj 2 Aj

� �

¼ 1
OPTj j, if aj 2 OPT , 0 otherwise. The

conditional probability table (CPT) of the chance node, Aj, is a multiplexer, that
assumes the distribution of each of the action nodes (A1

j ;A
2
j ), depending on the

value of Mod Mj

� �

(M1
j;l�1;M

2
j;l�1). The distribution over the node Mod½Mj� is the

agent i’s top-level belief over level l-1 models of j given the physical state. In the
case of more than two agents, we add a model node and a chance node linked by
policy link for each other agent.

35.3.2 Interactive Dynamic Influence Diagrams

Interactive Dynamic Influence Diagrams (I-DIDs) extend the formalism of I-IDs to
allow sequential decision making over several time steps. We show a general two

Fig. 35.1 a Interactive
influence diagrams (I-IDs);
b A flat ID in order to solve
the I-ID
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time slice level l I-DID in Fig. 35.2. Notice that I-DIDs have a special dotted
arrow which is called the model update link.

The solution of an I-DID (and I-ID) proceeds in a bottom up manner and is
implemented recursively. We start by solving level 0 models which may be tra-
ditional DIDs. Their solutions provide the probability distribution which are
entered in the level 1 I-DID. The solution method uses the standard look-ahead
technique, projection the agent’s action and observation sequences forward from
the current belief state and finding the possible belief that i could have in the next
time step. Because agent i has a belief over j’s models as well, the look-ahead
includes finding out the possible models that j could have in the future. Conse-
quently, each of j’s level 0 models represented using a standard DID in the first
time step must be solved to obtain its optimal set of actions. These actions are
combined with the set of possible observations that j could make in that model,
resulting in an updated set of candidate models (including the updated beliefs) that
could describe the behavior of j. Beliefs over these updated sets of candidate
models are calculated using the standard inference method through the depending
links between the model nodes. Learn more about I-DIDs in the Ref. [2].

35.3.3 Communication in I-DIDs

As we mentioned before, communication is a key behavior for agents’ coordina-
tion. Agents send their own observations as communication content to each other
and these actions don’t change the physical state of the domain. According to [3],
before the regular action there is a communication sub-stage. In this sub-stage we
have an opportunity to judge if communication should happen or not. We extend
I-DIDs to com-I-DIDs with the capability to communicate and name it Com-
I-DIDs. We assume the domain has two agents (level 1 agent i and level 0 agent j)
for clarity.

As shown in Fig. 35.3, between the regular two time slices in I-DID, there is a
middle sub-stage which is represented by dotted lines. The agents’ decision now
include communication decision as well. All communications are implemented in
a tell fashion, that is to say, agent j will share its own observation with agent i, and

Fig. 35.2 An I-DID that is
unrolled over two time slice;
The dotted arrow between the
model nodes is the model
update link
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of course, communication is not free. If agent j choose to communicate, the cost
will be c(c [ 0), or the cost is 0. The communication decision is made in the
decision node Ctþ1

j . Because communication only effect the state of agents’

knowledge and doesn’t change the physical states, the CPT of chance node Stþ1
c ,

Pr Stþ1
c jStþ1; ctþ1

i ; ctþ1
j

� �

¼ 1, if Stþ1
c ¼ Stþ1; 0, otherwise. The value of chance

node Otþ1
c;i , is agent j’s observation or null transferred by communication. The CPT

of otþ1
c;i , Pr otþ1

c;i ¼ otþ1
j;l�1jstþ1

c ; ctþ1
i ; ctþ1

j

� �

¼ 1 when agent j chooses to communi-

cate just after the previous action is finished and before the next action is chosen;

Otherwise Pr otþ1
c;i ¼ nulljstþ1

c ; ctþ1
i ; ctþ1

j

� �

¼ 1. The value in utility node Rc is the

cost of communication. Agents initial communication for the purpose of their own
interests. Whether the agent chooses to communicate depends on the terms of the
expected utilities of the agent’s best actions before and after the communicative
act. When the cost for communication doesn’t outweigh the expected gain, the
agent would perform the communicative act. More information about Com-I-DIDs
can be found in the Ref. [12].

35.4 Fast Com-I-DIDs

Prevailingly, agents choose whether to communicate depending on the terms of the
expected utilities of the agent’s best actions with and without the communicative
act. When communication brings more expected gain than cost, agent would
communicate. This method makes sure the agents gain expected value no less than
in the normal case which the agents never communicate.

However, this method deals with a lot of computation so it is very time-
consuming. This is because in every time slice it will compare the expected
improvement with and without communication (except the first time slice when
there is no observation). This means agent must reason about the state and belief of

Fig. 35.3 Com-I-DIDs (I-DIDs with sub-stage of communication)
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the other agent twice. Our paper gives a more effective way to communicate. We
trigger the communication only when agents’ last normal decision brings a rela-
tively more accurate observation. We don’t need to compute every time step
whether to communicate before the normal phase so that time will be saved. We
will explain the method by applying it to the tiger problem [2]. In the typical two-
agent tiger problem, we notice that the probability of receiving observation of the
world is different. For example, the tiger’s location is chosen randomly in the next
time step if any of the agents opened any door in the current step. This means
agents receive the observation (tiger’s growl), ‘‘GR’’ or ‘‘GL’’, 50 % for each. In
other case, agent hears the tiger’s growls, with the accuracy of 85 %. That is to
say, the observation received after the agents perform a ‘‘Listen’’ action is more
accuracy than any ‘‘Open’’ actions [14]. Agents sending this observation after ‘‘L’’
seems more meaningful than those that are received after the action ‘‘OL’’ or
‘‘OR’’. Then we use this specific case as a trigger to communicate. After agent
j performs ‘‘Listen’’, it gives its own observation to i in the same time slice. We
denote our algorithm Fast Com-I-DIDs as Com-I-DIDs(F) which is a little different
from Com-I-DIDs in Ref. [12]. Another difference between the two is the direction
of message passed. In [12], message is passed bidirectionally, but in Com-I-DIDs
we use here message is passed from the lower lever agent to higher lever one.

35.5 Experiment

We implement our algorithm utilizing Hugin Expert 7.0 (Windows 7, dual pro-
cesser 1.73 GHz, 2 GB memory) and demonstrate the empirical performance on
the well known problem domain: the multiagent tiger problem [2]. We first
compare the time consumed in these two methods: Com-I-DIDs and our algorithm
denoted as Com-I-DIDs(F) for Horizon = 3, 4, 5. Each data here is the average of
20 runs where the true model of the other agent, j, is randomly picked according to
i’s belief distribution over j’s model. As shown in Table 35.1, our algorithm
spends less time and may be used in more time slice.

Then we compare the expected value gained in three cases. The first is the
normal I-DIDs to which communication never happens. The second is our method
and the last one is Com-I-DIDs. Here, communication incurs a cost (c = -1).
Each data here is the average of 20 runs. As shown in Table 35.2, our method
gains more value than the normal I-DIDs, but don’t outperform Com-I-DIDs
which is no doubt a rational method. Our method intends to balance the lost of
expected utility with the efficiency of communicating.

Table 35.1 Runtime for two
methods respectively

Horizon Com-I-DIDs Com-I-DIDs(F)

T = 3 20.758 4.835
T = 4 43.314 9.908
T = 5 111.354 26.960
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35.6 Conclusion

I-DIDs provide a rich framework to model multiagent interacting in decentralized
environments and the capability of communication in I-DIDs allows agents to
coordinate better by exchanging information. However, a key challenge is how to
make a communication decision. We develop a efficient communication policy and
describe a way to solve the problem about when to communicate. Agents don’t need
to communicate every time step blindly, especially when communication incurs a
high cost. Agents choose to communicate after they perform some specific action
which brings a more convinced message. This message will help agents make better
communication choice instead of copious computation. We then implement this in
terms of multiagent tiger problem and compare it to other algorithms. Experiment
shows the utility improvement that communication brings and runtime is extremely
shortened. The key to this method is to find the action which will bring more useful
and reliable information. Although our method is not the most optimal one by
which agents gain the highest rewards, considered the time and space saved, our
method is a tradeoff between rewards gained and limit resource.
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Chapter 36
A No-Reference Remote Sensing Image
Quality Assessment Method Using Visual
Information Fidelity Index

Yu Shao, Fuchun Sun and Hongbo Li

Abstract A novel image quality assessment method for remote sensing image is
presented in the paper. Blur and noise are two common distortion factors that
affect remote sensing image quality. Those two factors influence each other in both
space and frequency domain. So it is difficult to objectively evaluate remote
sensing image quality while exist these two kinds of distortion simultaneously.
In the proposed method, the input image is first re-blurred by Gaussian blur kernels
and also re-noised by white Gaussian noise. Then we measure the amount of
mutual information loss before and after image filtering and noising. We take the
VIF index as a measure of the information loss. The proposed method does not
require reference image and can estimate distorted image with both blur and noise.
Experimental results of the proposed method compared with other full-reference
methods are presented. It is an accurate and reliable no-reference remote sensing
image quality assessment method.

Keywords Remote sensing image � Image quality assessment � Human visual
system � Visual information fidelity

36.1 Introduction

In remote sensing imaging, image quality is determined by various distortion
factors. Of these factors, blur and noise are the most commonly used physical
characteristics. As is well known, they are described by the modulation transfer
function (MTF) and noise power spectrum (NPS), respectively. It is greatly affects
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the subsequent image processing and application. Remote sensing image quality
analysis not only can be used for guiding on-orbit remote sensing imaging control,
but also to make a preliminary assessment of the quality of image, so it has
widespread application.

Remote sensing image quality assessment (IQA) can be divided into two
methods: subjective evaluation and objective evaluation. Subjective method
requires large amount of people in the completely same condition to mark the
image and the mean opinion score is used as the final score of the image, which
makes it really time-consuming, cumbersome and expensive to conduct for mass
remote sensing image data processing. Objective IQA measures aims to predict
perceived image quality by human subjects, which are the ultimate receivers in
most image processing applications. Depending on the availability of a pristine
reference image, which is presumed to have perfect quality, IQA measures may be
classified into full-reference (FR), reduced-reference (RR), and no-reference (NR)
methods. In the actual application, remote sensing image usually can’t get refer-
ence image, so NR IQA has great application advantages.

Since the 1970s, US has developed NIIRS standard [1] and GIQE equation [2],
which can give image quality evaluation if remote sensor parameters are known or
can be obtained. Remote sensing image is ultimately for human visual perception.
A large number of studies show that considering the characteristic of the human
visual system (HVS) in IQA is better than those that do not consider the HVS. But
It is very difficult to make objective evaluation results match human visual
perception. In recent years some HVS based evaluation models [3, 4] were pro-
posed, but these evaluation models are mainly for a particular type of image
distortion [5–8]. An imaging system may only be superior in one metric while
being inferior in other metrics.

In this paper, based on the analysis of the HVS and in-depth understanding of
the influence of noise and blur on remote sensing image quality, we proposed a NR
remote sensing IQA method based on visual information fidelity (VIF) index
called PVIF. Experimental results show that PVIF can well reflect the visual
perception of the image quality effect.

The paper is organized as follows. Human visual characteristics are discussed in
Sect. 36.2. Section 36.3 presents the proposed NR IQA method. The experiments
are analyzed in Sect. 36.4 and conclusions are drawn in Sect. 36.5.

36.2 Visual Characteristics of Remote Sensing Image

When we use eyes to observe a remote sensing image, the incentive from image is
the combination of signal stimulus with different frequencies and amplitude. The
human eye’s response to an excitation signal may also be influenced by other
incentives. Contrast masking [9] refers to the reduction in visibility of one signal
stimulus caused by the presence of another signal stimulus. Due to the existence of
visual contrast masking, some distortions of remote sensing image may be ignored
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by human eyes. Those distortions will not affect the overall image quality; but
another distortion will be strengthened, that seriously deteriorate image quality.

Image blur effect is caused by the loss of the high frequency content. It can be
reproduced with a low-pass filter. We observe that it is difficult to perceive
differences between a blurred image and the same re-blurred image. If we blur a
sharp picture, image quality will change with a major variation. On the contrary, if
we blur an already blurred picture, image quality will still change, but only to a
weaker extent. In Fig. 36.1, we present from left to right the original sharp image,
the original image blurred with a low-pass filter and the blurred image re-blurred
with the same low-pass filter. We observe a high difference in term of loss of
details between the first and the second image and a slight difference between the
second and the third image. We can explain this phenomenon by the fact that the
second blurring effect reduces the difference between pixels that has already been
reduced by the first blurring effect. If we add noise to an already noised image, due
to the existence of visual contrast masking of HVS, we notice that the high
differences significantly decrease after the first noising step and slightly decrease
after the second noising step as shown in Fig. 36.2.

Fig. 36.1 From left to right: original image, original image blurred with an averaging filter,
blurred image re-blurred with the same averaging filter

Fig. 36.2 From left to right: original image, add white Gaussian noise to original image, noised
image re-noised by add the same white Gaussian noise
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36.3 The Proposed Method

The key idea of our IQA principle is to re-blur and re-noise the input image and to
analyze the behavior of the mutual information. As one of the most popular FR
IQA method, the Visual Information Fidelity (VIF) [10] takes an information
theoretic framework of visual contents based on natural scene statistics models.
We first give a brief introduction of the VIF index, and then propose our method.

36.3.1 VIF index

Figure 36.3 provides an overview of the VIF. Let C pass through HVS, which is
modeled as a loss channel, and call the output E. Let a distorted image D also be
subjected to HVS loss, and we refer to the output of HVS channel as F. In the view
of information theory, mutual information between C and E (IðC;EÞ) reveals the
amount of information that ‘‘loss channel’’ preserves about the input C. VIF
interprets this mutual information as a way to assess image quality in HVS.

Let C and D denote the random fields (RFs) from the reference and distorted
images respectively. C is a product of two stationary RFs that are independent of
each other: C ¼ SU ¼ fSkUk : k 2 Ig; Where I denotes the set of spatial indices
for the RFs, S is a RFs of positive scalars, and U is a Gaussian scalar RFs with
mean zero and variance r2

U .
The image distortion model is a signal attenuation and additive Gaussian noise,

defined as D ¼ GC þ V ¼ fgkCk þ Vk : k 2 Ig; where G is a deterministic scalar
attenuation field, and V is a stationary additive zero-mean Gaussian noise RFs with
variance r2

V .
The human visual system (HVS) model in VIF quantifies the impact of the

image that flows through HVS: E ¼ C þ N and F ¼ Dþ N; where E and F denote
the cognitive outputs of the reference and test images extracted from the brain,
respectively; N represents stationary white Gaussian noise RFs with variance r2

n.
VIF utilizes mutual information IðCk;EkÞ to measure the information that can

be extracted from the output of HVS when the reference image is being viewed

IðCk;EkÞ ¼
1
2

log2

s2
kCU þ r2

NI
�

�

�

�

r2
NI

�

�

�

�

 !

¼ 1
2

log2 1þ
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� �
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In addition, information IðCk;FkÞ is measured in the same way when the test
image is being viewed

IðCk;FkÞ ¼
1
2

log2

g2
ks2

kCU þ ðr2
N þ r2

Vk
ÞI

�

�

�

�
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�

�

�

�

 !

¼ 1
2

log2 1þ
g2

kr
2
Ck

r2
N þ r2

Vk

 !

ð36:2Þ

Also, we have only dealt with one sub-band so far. One could easily incorporate
multiple sub-bands by assuming that each sub-band is completely independent of
others in terms of the RFs. The VIF index assesses mutual information between C
and E (and C and F) as follows:

VIFðC;DÞ ¼

P

j2subbands

P

k IðC j
k;F

j
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36.3.2 The Proposed NR IQA Based on VIF Index

In order to measure the quality of remote sensing images, we first obtain a
re-blurred image by filter the input image with Gaussian kernel low-pass filter,
then add white Gaussian noise to input image and get a re-noised image. As we
discussed in the previous section, we measure the amount of information changes
before and after image filtering and noising. We take the VIF index value as a
measure of this information changes. Bigger VIF values represent smaller image
information changes. We obtained the final IQA results by combining information
changes at each pixel. Fig. 36.4 shows a flowchart of the proposed NR IQA
algorithm, and the whole steps are as follows.

Step 1: A re-blurred image Ib is produced by applying Gaussian filter to the
input image I0.

Step 2: A re-noised image In is produced by adding white Gaussian noise to the
input image I0.

Step 3: Compute VIFðI0; IbÞ and VIFðI0; InÞ using Eq. (36.3).
Step 4: The VIFðI0; IbÞ and VIFðI0; InÞ are used to construct the final IQA index

by computePVIF(I0Þ¼ 1� VIFðI0; IbÞð Þ 1� VIFðI0; InÞð Þ.

36.4 Experimental Results

In this section, we test the proposed NR IQA method on some remote sensing
images, compared with FR-IQA method VIF index and PSNR. We use 4 typical
remote sensing images from worldview-2 satellite as test images shown in
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Fig. 36.5. Then we use these 4 test images to generate a series of distorted images
denoted as C1, C2, C3 and C4 respectively by adding different Gaussian blur and
Gaussian noise. Spearman rank-order correlation coefficient (SROCC) [11] is used
to assess performance of the quality index.

Table 36.1 lists the SROCC results of PVIF and the two IQA algorithms on the
C1, C2, C3 and C4. From Table 36.1, we can see that the proposed VIF based IQA
metric PVIF performs consistently well across all the test images. The SROCC
between PVIF and VIF are greater than 0.92 in all 4 test images, and exceed 0.6
when compared with PSNR. This means when the reference image does not exist,
PVIF can replace VIF and PSNR and give a more accurate quality evaluation.
Figure 36.6 shows the scatter distributions of VIF versus the predicted scores by

input test 
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Fig. 36.4 Flowchart of proposed algorithm

Fig. 36.5 Test images used in the experiments

Table 36.1 The SROCC performance of PVIF compare with VIF and PSNR

PVIF C1 C2 C3 C4

VIF 0.932 0.928 0.925 0.912
PSNR 0.726 0.646 0.611 0.630
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PVIF. The curves shown in Fig. 36.6 were obtained by a nonlinear fitting [12].
From Fig. 36.6, one can see that the objective scores predicted by PVIF correlate
consistently with the VIF index.

36.5 Conclusion

We have presented a novel robust, low-cost no-reference remote sensing image
quality assessment algorithm. The mutual information between an original image
and its re-blurred and re-noised versions has been proposed to estimate image
quality. The proposed method has been shown to have robust estimation.

Acknowledgments This study was funded by National Basic Research Program of China (973
Program) under Grant 2012CB821206.
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Chapter 37
3D Model Feature Extraction Method
Based on the Partial Physical Descriptor

Kuansheng Zou, Haikuan Liu, Zengqiang Chen and Jianhua Zhang

Abstract With the rapid development of 3D scanners, graphic accelerated hard-
ware and modeling tools, the application of 3D model databases is growing in both
numbers and size. There is a pressing need for effective content-based 3D model
retrieval methods. In this paper, a novel 3D model retrieval system called Physical
Descriptor (PDD) is proposed. The physical descriptor is defined as the physical
features extracted from the 3D surface. Firstly, after pose normalization for 3D
database, the 3D model is partitioned into several parts by the planes paralleling
the XOY, YOZ and XOZ plane respectively. Each partial part is represented by a
physical feature named as PPD, which is a combination the inertia moment, elastic
potential energy and the density of the sliced part. Several retrieval performance
measures demonstrate that the proposed approach is superior to other methods.

Keywords 3D model retrieval � Partial physical descriptor � Continuous principal
component analysis � Feature extraction
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37.1 Introduction

Duplicate designs consume a large amount of enterprise resources during product
development. Automatic search for similar parts is an effective solution for design
reuse [1]. The popularization of 2D image retrieval and 3D data development had
created an urgent demand for more effective 3D model retrieval systems. Since
searching for similar models in 3D databases can sometimes speed up the design
and research processes, thus, the content-based 3D model retrieval methods have
become a hot topic in the last few years [2]. Such methods can be used to discover
geometric relationships between 3D data, and find the required data from the local
databases or from the Internet.

The commonly adopted methods are distribution-based [3–6] and 2D views-
based [7, 8]. Distribution-based approaches rely on the idea of accumulating
feature information to obtain a global shape description. The D2 descriptor [3],
which is a probability distribution histogram of two randomly selected points from
the model’s surface, is robust against the degeneracy of 3D models. However, it
sacrifices the discriminative accuracy. A fractal D2 (FD2) descriptor is proposed to
improve the performance of D2 [4]. FD2 is a two dimensional distribution by using
D2 and 3D fractal dimensions. Angle Distance (AD) and Absolute Angle Distance
(AAD) descriptors are proposed to compare 3D models [5]. AAD measures the
distribution of absolute angles between the normal vectors of two associated
surfaces, where the randomly selected points are located. Then it is combined with
the distance of two selected points. It is a two dimensional descriptor which
contains both the distance and the angle information. In this research, an
exhaustive study of second order 3D shape features has been carried out. It was
found that many combined shape descriptors were proposed based on group
integration, such as Beta/Distance (BD) and Alpha/Beta/Distance (ABD), and
experiments showed that further improvements of shape distributions can also lead
to better results than the well known methods [6].

2D views-based methods consider the 3D shape as a collection of 2D projec-
tions taken from different view points of the 3D model, and each projection is then
described by standard 2D image descriptors, such as Fourier descriptors or Zernike
moments. These methods can obtain a good retrieval performance but have large
feature size and high matching cost. Chen et al. [7] proposed the Light Field
Descriptor (LFD), which is comprised of Zernike moments and Fourier coeffi-
cients computed on a set of projections taken from the vertices of a dodecahedron.
Vranic [13] proposed a shape descriptor where features are extracted from depth
buffers produced by six projections of the object, one for each side of a cube which
encloses the object. In the same work, the Silhouette-based (SIL) descriptor is
proposed which uses the silhouettes produced by the three projections taken from
the Cartesian planes. Vranic [8] developed a hybrid descriptor called DESIRE,
which consists of the Silhouette, Ray and Depth buffer based descriptors, which
are combined linearly by fixed weights.
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In this research, a novel 3D model feature extraction method is proposed by
using the partial physical descriptor (PPD). After the preprocessing for the 3D
models, each model is partitioned into several parts by the planes paralleling the
XOY, YOZ and XOZ planes respectively. Each sliced partial part is represented by
a physical feature named as PPD, which is a combination of the inertia moment,
elastic potential energy and the density.

37.2 Feature Extraction of Partial Physical Descriptor

The concept of the PPD is that if two 3D models correspond to each other, then
their sliced parts should also correspond to each other. The flow chart of the PPD
extraction is shown in Fig. 37.1.

The 3D model is sampled and partitioned into many regular parts at first, and
then the Inertia Moments Descriptor (IMD), the Potential Energy Descriptor
(PED) and the Density Descriptor (DD) are computed respectively; finally the PPD
is obtained by combining the three descriptors. The detail steps are shown as
follows.

37.2.1 Definition of PPD

Assume that S is a sliced part of a 3D model, it can be seen as an elastic part,
which has the elastic potential energy, and its rotation characteristic is described as
the inertia moments. Assume that it contains k random sampled points, the total
features combined together called the partial physical descriptor (PPD) (Fig. 37.2).

37.2.2 Model Partitioning Based on 3D Pose Estimation

The pose estimation procedure initially involves the translation and scaling of the
3D model. The model is translated so that the center of mass coincides with the
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Fig. 37.1 Feature extraction of the PPD descriptor
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center of the coordinate system and scaled in order to lie within a bounding sphere
of radius 1. After translation and scaling, a rotation estimation step based on
Continuous Principal Component Analysis (CPCA) is used for rotation estimation
in this research, which computes the principal axes of a 3D model based on the
continuous triangle set.

Assume that Np parts are partitioned by the parallel planes with the XOY, YOZ
and XOZ plane respectively. Figure 37.3a is a human 3D model and it is parti-
tioned into 8 parts along its XOY plane, as is shown in Fig. 37.3b. The physical
characteristic of each part is computed, and then a feature vector of a whole model
is combined.

37.2.3 The Inertia Moments Descriptor

For each part of a 3D model, the inertia moment describes the inertia character-
istics of the parts with the normalized coordinate axis. Since the part of the model

Fig. 37.2 A sliced part in the
3D space, which contains
k randomly sampled points

Fig. 37.3 A 3D model a and its partition along the XOY plane b
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is represented as the sampled points in this research, the inertia moment of each
part is described as follows.

I ¼
X

N

i¼1

mir
2
i ð37:1Þ

where i is a label assigned to a particular particle, mi is the mass of that particle,
and ri is the shortest distance from the particle’s position to the axis of rotation.
Assume that there are Ni randomly sampled points in the part i. When the 3D
model is partitioned along with the XOY plane, the IMD of the sliced parts is
denoted as its inertia moment to the Z axis, which is defined as follows.

IMD1 ¼ ðI11; I12; . . .; I1NpÞ; I1i ¼
X

Ni

j¼1

mjðx2
j þ y2

j Þ; i ¼ 1; . . .;Np ð37:2Þ

Likewise, when a model is partitioned along with the YOZ and XOZ planes,
the IMD of the sliced parts to the Y and X axis respectively is shown as Eqs. 37.3
and 37.4.

IMD2 ¼ ðI21; I22; . . .; I2NpÞ; I2i ¼
X

Ni

j¼1

mjðx2
j þ z2

j Þ; i ¼ 1; . . .;Np ð37:3Þ

IMD3 ¼ ðI31; I32; . . .; I3NpÞ; I3i ¼
X

Ni

j¼1

mjðx2
j þ y2

j Þ; i ¼ 1; . . .;Np ð37:4Þ

Thus, IMD = (IMD1, IMD2, IMD3), and the dimension of IMD is 3Np.

37.2.4 The Elastic Potential Energy Descriptor

According to Hooke’s Law, the restoring force of a spring is proportional to the
negative displacement from the equilibrium position of the spring:

F ¼ �kx ð37:5Þ

where F is the force that tends to restore a spring to its equilibrium position x is the
displacement of the spring from its equilibrium position, and k is the spring
constant. In physics, this law describes the elastic property of a spring. The cor-
responding potential energy can be stated as:

E ¼ kx2 ð37:6Þ

E ¼
X

n

i¼1

kx2
i ð37:7Þ
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The equilibrium position is set as the centroid of the 3D model in this research. Thus,
the elastic potential energy descriptor (EPED) is given as EPED = (E1, E2, E3).
The dimension of EPED is 3Np.

37.2.5 The Density Descriptor

The density is a key characteristic to represent the 3D model. The density
descriptor (DD) of the sliced part of the 3D model is set as the proportion of the
points of the sliced part to the total points, and is shown as the follows.

DDi ¼
Ni

N
ði ¼ 1 � � �NpÞ ð37:8Þ

where N is the total number of random sampled points of the 3D model, and Ni is
the number of points on the Np part. The density descriptor (DD) is given as
DD = (DD1, DD2, DD3). The dimension of DD is 3Np.

Thus, the PPD is the synthesized approach of the three physical descriptors
mentioned previously, it is expressed as a whole and a single vector as follows:

PPD ¼ ðIMD;EPED;DDÞ ð37:9Þ

The dimension of the PPD is 9Np. The PPD of the 3D ant model in Figs. 37.1
and 3D human model in Fig. 37.3 are shown in Fig. 37.4a, b. Obviously, the
human and the ant model can be clearly distinguished by using the PPD.
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37.3 Experimental Results

The database of the Princeton Shape Benchmark (PSB) [9] is used in the exper-
iments. The PSB provides a test data set includes 907 models with 92 classes. The
proposed method was tested on a Core2 Quad, 2.7 GHZ system, with 2G of RAM.
The precision-recall diagram is used for performance evaluation.

Precision-recall plot: For each query model in class C and any number K of top
matches, Recall is the percentage of models in class C accurately retrieved within
the top K matches. Precision represents the percentage of the top K matches which
are members of class C. The precision-recall plot indicates the relationship
between precision and recall in a ranked list of matches. Curves closer to the upper
right corner represent superior retrieval performance.

The D2 [3], AAD [4] and ABD [5] are used in our 3D model retrieval system
for testing. The length of D2 descriptor is 64, the dimension of AAD is 16 � 8 and
the dimension of ABD is 16 � 4 � 4. These descriptors are implemented by us,
and normalized distance is used as the distance measure of these descriptors. The
Experimental results of D2, AAD, ABD and the proposed PPD are shown in
Fig. 37.5.

In Fig. 37.5, obviously, PPD is better than D2, AAD and ABD, furthermore, the
dimension of PPD is the shortest one (in the experiment, Np is selected as 4, thus,
the length of PPD is 36). Thus, PPD obtain good retrieval performance than others.

Fig. 37.5 The precision-recall plots of feature fusing for D2 and ABD on the PSB dataset
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37.4 Conclusion

A novel 3D representation by using sliced parts is proposed. The 3D model is
sliced into several parts by the planes paralleling the XOY, YOZ and XOZ plane
respectively. The feature of each partial part is extracted. It can be further used for
3D partial searching. The proposed PPD is invariant to the sliced parts, thus, if a
3D model is sliced into few parts, the dimension of PPD is very small. E.g. sliced
four parts, the dimension of PPD is 36. PPD is easy to compute, store, and cluster.
Further work is to discover spatial relationships among local parts of a model
adopt more distinctive physical descriptors and mine associations among these
descriptors, in order to support a more effective retrieval.
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Chapter 38
Leaf Classification Methods Based
on SVM and SIFT

Yida Ye

Abstract In this research, Support Vector Machine (SVM) and Scale-Invariant
Feature Transform (SIFT) are used to identify plants. For each leaf image, the
algorithm localizes the keypoints and assigns orientations for each keypoint. Then
it matches the sample leaves with the comparison leaves to find out whether they
belong to the same category. After conducting edge detection and feature
extraction, the experimental result shows that the method for classification gives
average accuracy of approximately 99 % when it is tested on 12 descriptive
features.

Keywords Leaf classification � SVM � SIFT � Edge detection � Feature extraction

38.1 Introduction

Trees can be seen everywhere in our daily life, but seldom do we observe trees
carefully. Leaves vary a lot from shape to size and have some interesting speci-
alities such as phototropism [1]. In this paper some features of leaves are first
discussed and then several models to classify leaves and weigh leaves are built.
Finally, the strength and weakness of our methods and propose some improve-
ments are analyzed.
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38.2 Leaf Classification

38.2.1 Leaf Classification Based on SVM

38.2.1.1 Feature Extraction

Twelve commonly used digital morphological features, derived from five basic
features, are extracted so that a computer or smart phone can obtain feature values
quickly and automatically.

Basic Geometric Features

• Diameter: The diameter is defined as the longest distance between any two
points on the margin of the leaf. It is denoted as D.

• Physiological length: The distance between the two terminals of the main veins
of the leaf is defined as the physiological length. It is denoted as Lp.

• Physiological width: The maximum length of a line, which is orthogonal to the
main vein, is defined as the physiological width. It is denoted as Wp. Since the
coordinates of pixels are discrete, two lines are orthogonal if their degree is
90 ± 0.5�. The relationship between Physiological Length and Physiological
Width is shown in Fig. 38.1.

• Leaf area: The value of leaf area is easy to evaluate, just counting the number
of pixels of binary value 1 on smoothed leaf image. It is denoted as A.

• Leaf perimeter: Denoted as P, leaf perimeter is calculated by counting the
number of pixels consisting leaf margin.

Fig. 38.1 The relationship between Lp and Wp
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Digital Morphological Features

• Smooth factor: smooth factor is defined as the ratio between area of leaf image
smoothed by 5 9 5 rectangular averaging filter and the one smoothed by 2 9 2
rectangular averaging filter [2].

• Aspect ratio: the aspect ratio is defined as the ratio of physiological length Lp to
physiological width Wp, thus Lp/Wp.

• Form factor: This feature is used to describe the difference between a leaf and a
circle. It is defined as 4pA=P2, where A is the leaf area and P is the perimeter of
the leaf margin.

• Rectangularity: Rectangularity describes the similarity between a leaf and a
rectangle. It is defined as LpWp/A, where Lp is the physiological length, Wp is
the physiological width and A is the leaf area.

• Narrow factor: Narrow factor is defined as the ratio of the diameter D and
physiological length Lp, thus D/Lp.

• Perimeter ratio of diameter: Ratio of perimeter to diameter, representing the
ratio of leaf perimeter P and leaf diameter D, is calculated by P/D.

• Perimeter ratio of physiological length and physiological width: This feature
is defined as the ratio of leaf perimeter P and the sum of physiological length Lp
and physiological width Wp, thus P/(Lp ? Wp).

38.2.1.2 Support Vector Machine

The support vector machine is currently the most popular approach for supervised
learning.

SVM finds the OSH (optimum separation hyperplane) by maximizing the
margin between the classes [3]. The main concepts of SVM are to first transform
input data into a higher dimensional space by means of a kernel function and then
construct an OSH between the two classes in the transformed space. Those data
vectors nearest to the constructed line in the transformed space are called the
support vectors. The SVM estimates a function for classifying data into two
classes. Using a nonlinear transformation that depends on a regularization
parameter, the input vectors are placed into a high-dimensional feature space,
where a linear separation is employed.

To construct a nonlinear support vector classifier, the inner product (x,y) is
replaced by a kernel function K(x,y)

f ðxÞ ¼ sgn
X

l

i¼1

aiyiKðxixÞ þ b

 !

where f(x) determines the membership of x. In this study, the normal subjects were
labeled as -1 and other subjects as +1. The SVM has two layers. During the
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learning process, the first layer selects the basis K(xi, x), i = 1,2, …, N from the
given set of kernels, while the second layer constructs a linear function in the
space. This is equivalent to finding the optimal hyper plane in the corresponding
feature space [4, 5]. The SVM algorithm can construct a variety of learning
machines using different kernel functions. Based on 100 trials, the result of
classification is approximately 99 % accuracy (Fig. 38.2).

38.2.2 Leaf Classification Based on SIFT

38.2.2.1 SIFT Algorithm

Scale-Space Extrema Detection

This is the stage where the interest points, which are called keypoints in the SIFT
framework, are detected. For this, the image is convolved with Gaussian filters at
different scales, and then the difference of successive Gaussian-blurred images are
taken. Keypoints are then taken as maxima/minima of the Difference of Gaussians
(DoG) that occur at multiple scales [6]. Specifically, a DoG image D(x, y, r) is
given by

Dðx; y; rÞ ¼ Lðx; y; kirÞ � Lðx; y; kjrÞ

where L(x, y, r) is the convolution of the original image I(x, y) with the Gaussian
blur G(x, y, r) at scale kr, i.e.,

Lðx; y; krÞ ¼ Gðx; y; krÞ � Iðx; yÞ

Keypoint Localization

Scale-space extrema detection produces too many keypoint candidates, some of
which are unstable. The next step in the algorithm is to perform a detailed fit to the
nearby data for accurate location, scale, and ratio of principal curvatures. This

Fig. 38.2 Leaf class and sample leaf

344 Y. Ye



information allows points to be rejected that have low contrast (and are therefore
sensitive to noise) or are poorly localized along an edge.

Interpolation of Nearby Data for Accurate Position

First, for each candidate keypoint, interpolation of nearby data is used to accu-
rately determine its position. The initial approach was to just locate each keypoint
at the location and scale of the candidate keypoint. The new approach calculates
the interpolated location of the extremum, which substantially improves matching
and stability. The interpolation is done using the quadratic Taylor expansion of the
Difference-of-Gaussian scale-space function, D(x, y, r) with the candidate key-
point as the origin. This Taylor expansion [6] is given by:

DðxÞ ¼ Dþ oDT

ox
xþ 1

2
xT o2D

ox2
x

where D and its derivatives are evaluated at the candidate keypoint and x = (x, y, r)
is the offset from this point. The location of the extremum, x̂, is determined by
taking the derivative of this function with respect to x and setting it to zero. If the
offset x̂ is larger than 0.5 in any dimension, then that’s an indication that the
extremum lies closer to another candidate keypoint.

Eliminating Edge Responses

For poorly defined peaks in the DoG function, the principal curvature across the
edge would be much larger than the principal curvature along it. Finding these
principal curvatures amounts to solving for the eigenvalues of the second-order
Hessian matrix, H:

H ¼ Dxx Dxy

Dxy Dyy

� �

The eigenvalues of H are proportional to the principal curvatures of D. It turns out
that the ratio of the two eigenvalues, say a is the larger one, and b the smaller one,
with ratio r = a/b, is sufficient for SIFT’s purposes. The trace of H, i.e.,
Dxx ? Dyy, gives us the sum of the two eigenvalues, while its determinant, i.e.,
DxxDyy � D2

xy, yields the product. The ratio can be shown to be equal to, which
depends only on the ratio of the eigenvalues rather than their individual values.

Orientation Assignment

In this step, each keypoint is assigned one or more orientations based on local
image gradient directions. This is key step in achieving invariance to rotation as
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the keypoint descriptor can be represented relative to this orientation and therefore
achieve invariance to image rotation. The Gaussian-smoothed image L(x, y, r) at
the keypoint’s scale r is taken so that all computations are performed in a scale-
invariant manner. For an image sample L(x, y) at scale r, the gradient magnitude
m(x, y), and orientation h(x, y), are precomputed using pixel differences:

mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þ ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ2
q

hðx; yÞ ¼ tan�1 Lðx; yþ 1Þ � Lðx; y� 1Þ
Lðxþ 1; y� Lðx� 1; yÞ

� �

Keypoint Descriptor

It is important to compute a descriptor vector for each keypoint such that the
descriptor is highly distinctive and partially invariant to the remaining variations
such as illumination, 3D viewpoint, etc. First a set of orientation histograms are
created on 4 9 4 pixel neighborhoods with eight bins each. These histograms are
computed from magnitude and orientation values of samples in a 16 9 16 region
around the keypoint such that each histogram contains samples from a 4 9 4
subregion of the original neighborhood region. The magnitudes are further
weighted by a Gaussian function with r equal to one half the width of the
descriptor window. The descriptor then becomes a vector of all the values of these
histograms. Since there are 4 9 4 = 16 histograms each with eight bins the vector
has 128 elements. This vector is then normalized to unit length in order to enhance
invariance to affine changes in illumination. To reduce the effects of non-linear
illumination a threshold of 0.2 is applied and the vector is again normalized
(Figs. 38.3, 38.4).

It can clearly draw from both graphs that the heads and tails are matched
perfectly and several key points on the margin are also matched [7]. It is difficult to
get the optimized match in the absence of a large database on the a leaf shape.
However, the effectivity of the SIFT algorithm in leaf classification is quite
obvious and can be applied better [8] (Figs. 38.5, 38.6).

Fig. 38.3 72 key points

346 Y. Ye



38.3 Summary

Two models are built to automatically classify leaves. Model one is based on SVM
and edge detection is conducted to get a compact and abstract representation of a
leaf. Then six typical descriptive features of leaves are applied to train SVM and
the accuracy of classification is approximately 99 %. Model two is based on SIFT.
The algorithm localizes the keypoints and assigns orientations for each keypoint.
The leaves’ heads and tails and keypoints along the margins are perfectly matched.
The classification will be more accurate if based on a larger comparison group.

Fig. 38.4 85 key points

Fig. 38.5 11 matches

Fig. 38.6 20 matches
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Chapter 39
Saliency Preserved Image Fusion Using
Nonsubsampled Contourlet Transform

Liang Xu, Junping Du, Qingping Li and JangMyung Lee

Abstract The visual attention model inspired by the early primate visual system
is a very important tool in image processing. Based on the visual attention model,
the paper proposes a novel saliency preserved image fusion algorithm with a
nonsubsampled contourlet transform (NSCT). The basic idea is that the visual
saliency map is first built on the coefficients of the NSCT using the visual attention
model, and then is combined with the coefficients of the NSCT to form the activity
level which is employed to select the final fused coefficients. The algorithm can
transform successfully the visual sensitive information from source images into the
fused image which contains abundant detailed contents and preserves effectively
the saliency structure while enhances the image contrast. Experiments demonstrate
that the proposed algorithm yields the encouraging results.

Keywords Saliency map � Nonsubsampled contourlet transform � Image fusion

39.1 Introduction

Image fusion technique has huge potential for growth and has been used suc-
cessfully to many fields, such as remote sensing and medical imaging etc. The
image fusion is to combine several source images into a fused image, which
contains all important contents from source images and express the more abundant
information in a scene. According to the level, image fusion approaches can be

L. Xu � J. Du (&) � Q. Li
Beijing Key Laboratory of Intelligent Telecommunication Software and Multimedia,
School of Computer Science, Beijing University of Posts and Telecommunications,
Beijing 100876, China
e-mail: junpingdu@126.com

J. Lee
Department of Electronics Engineering, Pusan National University, Busan, Korea

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_39, � Springer-Verlag Berlin Heidelberg 2013

349



general classified into three types: pixel-level, feature-level or decision-level [1].
Many multi-scale transform (MST) have been developed for fusion. The most
popular MST tools are pyramid [2] and wavelet [3] transform. To improve the
accuracy of decomposition and reconstruction, the more advanced MST tools are
proposed, such as ridgelets [4], contourlets [5] and curvelets [6] etc. In addition,
Gemma Piella [7] performs the image fusion by a variational model, and the fused
result contains the geometry structure of all the inputs and enhances the contrast
for visualization. In [8], a variational approach is proposed based on error esti-
mation theory and partial differential equations for image fusion and denoising.

The existing image fusion approaches do not take fully into account the
characteristics of HVS, which the human tend to only concern some important
areas in a scene. According to the visual perception mechanism, the goal of the
proposed algorithm is to preserve the completeness, saliency and sharpness of
object areas, and satisfy the requirements of HVS. Thus, based on the NSCT, the
paper proposes a novel saliency preserved image fusion algorithm.

39.2 Nonsubsampled Contourlet Transform

In this section, we briefly review theory and properties of NSCT, which will be
used in the rest of this paper (see [9] for details).

The overcomplete transform NSCT is a shift-invariant version of the contourlet
transform and has some excellent properties in process of image decomposition,
including shift invariant, multiscale, and multidirection etc. The main components
of the NSCT is a nonsubsampled pyramid filter bank (NSPFB) structure for
multiscale decomposition and a nonsubsampled directional filter bank (NSDFB)
structure for directional decomposition. The NSCT is displayed in Fig. 39.1.

The multiscale property of the NSCT is achieved by using two-channel non-
subsampled 2-D filter banks (NSFB), called as NSPFB. The filters for next stage
are obtained by upsampling the filters of the previous stage, which the multiscale

Image

NSPFB

NSPFB

NSDFB

NSDFB

Lowpass 
subband

Bandpass 
directional 
subbands

Bandpass 
directional 
subbands

ω1

ω 2
(π, π)

(-π, -π)

(a) (b)

Fig. 39.1 Nonsubsampled contourlet transform. a NSFB structure that implements the NSCT,
and b idealized frequency partitioning obtained with the proposed structure
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property is obtained without the need for additional filter design. The NSDFB, a
shift-invariant directional filter bank (DFB) is obtained by eliminating the
downsamplers and upsamplers in the DFB. To achieve multi-direction decompo-
sition, the NSDFB is iteratively used. All filter banks in the NSDFB tree structure
are obtained from a single NSFB with fan filters. Each filter bank in the NSDFB
tree has the same computational complexity as that of the building-block NSFB.

Figure 39.1 shows the NSCT which is constructed by combining the NSPFB
and the NSDFB. The two-channel NSFBs in the NSPFB and the NSDFB satisfy
the Bezout identity and are invertible, so the NSCT is invertible. The key of the
NSCT is the filter design problem of the NSPFB and NSDFB. The aim is to design
the filters supporting the Bezout identity and obtaining other useful properties. In
addition, for a fast implementation, the mapping approach is used to transform the
filter into a ladder or lifting structure.

39.3 Saliency Preserved Image Fusion

In the section, the proposed saliency preserved image fusion algorithm is presented
in detail. The main idea is that the visual saliency map is first built on the coef-
ficients of the NSCT using the visual attention model, and then is combined with
the coefficients of the NSCT to form the activity level which is employed to select
the final fused coefficients. The fused image has more natural visual appearance
and can satisfy the requirements of HVS. The framework of the proposed algo-
rithm is shown in Fig. 39.2. For the clearness of the presentation, we assume that
two registered source images are combined.

Saliency map

Acitvity map

Weighted 
average

Directional subband fusion

Low-pass subband fusion

Source image I1

Source image I2

Fused image

Inverse 
NSCT

NSCT

Lowpass subband

NSCT

Directional subband

Low-pass subband

Fused Directional 
subband

Fused Lowpass 
subband

Fig. 39.2 Architecture of the proposed algorithm
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39.3.1 Images Decomposition and Saliency Maps
Construction

The decomposition of source images employs the NSCT presented in Sect. 39.2.
Input images A and B are decomposed into different scale and direction subbands
using NSCT. The subband fCA

j0
ðx; yÞ;CA

j;lðx; yÞg and fCB
j0
ðx; yÞ;CB

j;lðx; yÞg are
obtained, where Cj0(x,y) denotes the low-pass subband coefficients of the input
images at the coarsest scale, and Cj,l(x,y) denotes the high-pass directional subband
coefficients at the jth scale and in the lth direction.

The saliency maps SA
j;lðx; yÞ and SB

j;lðx; yÞ are computed on the high-pass

directional subbands CA
j;lðx; yÞ and CB

j;lðx; yÞ, which denotes the jth scale and lth
direction. The saliency maps provide the selecting index of the coefficients for
preserving important information of source images.

Phase spectrum of Fourier transform (PFT) proposed in [10] is employed to a
saliency detection model for grayscale image. PFT showed that the saliency map
can be easily computed by the phase spectrum of an image’s Fourier transform
when its amplitude spectrum is at nonzero constant value. Only the phase spectrum
is used to reconstruction an image. The reconstruction image has a similar
structure with the source image and reflects the saliency information of the source
image. The implementation of PFT model consists of three steps. An image is first
transformed into frequency domain using Fourier transform, and the amplitude and
phase spectrums are then obtained. Finally, the saliency map is obtained by inverse
Fourier transform on only the phase spectrum. Given an input image I(x, y), three
steps have the corresponding Eqs. (39.1–39.3) as follows,

Fðu; vÞ ¼ FðIðx; yÞÞ ð39:1Þ

Pðu; vÞ ¼ PðFðu; vÞÞ ð39:2Þ

Sðx; yÞ ¼ g� k F�1fexpi�Pðu;vÞg k2 ð39:3Þ

where F and F�1 denote Fourier transform and inverse Fourier transform. P(F) is
the phase spectrum of I and g is a 2D Gaussian filter. The saliency value in
location (x,y) is computed using (39.3).

PFT model is a simple and efficient saliency detection method. An example
about the PFT saliency detection is shown in Fig. 39.3. Figure 39.3a, c are two
out-of-focus source images which show complementary focus point regions.
Figure 39.3b, d are the corresponding saliency maps which indicate different
saliency regions of source images. We can observe that the saliency maps present
focus point areas in source images. Consequently, the saliency values can be used
as the selecting index of subband coefficients.
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39.3.2 Subband Coefficients Fusion

The high-pass subbands of NSCT decomposition contain abundant detail infor-
mation and indicate the saliency components of images, e.g. lines, edges and
contours etc. In order to preserve the saliency components in the process of image
fusion, we propose the saliency preserved fusion rule (SPF) for the high-pass
subbands. According to the visual attention mechanism, different regions in an
image have varying importance for HVS, so the saliency detection are performed
on source images to yield saliency maps which indicate the significance level of
every pixel in source images. Based on the characteristic, the saliency maps
combined with the coefficients construct the activity maps which denote the energy
of coefficients and are used as the selection index of fused coefficients. In addition,
the low-pass subband of NSCT decomposition in the coarsest scale contains the
main energy of source images, and denotes abundant structural information. The
fusion rule of the low-pass subband employs the weighted average of coefficients.

The activity maps of high-pass subbands as the criteria of selecting coefficients
are presented as follows. The activity level indicates the magnitude of coefficients.
The coefficients of greater energy carry more important information, so the
coefficients of greater activity level are selected as the fused coefficients. Now, the
activity level in location (x, y) of high-pass subbands is defined as the product of

the coefficient CA=B
j;l ðx; yÞ and the saliency value SA=B

j;l ðx; yÞ, shown as follows.

Actj;lðx; yÞ ¼ CA=B
j;l ðx; yÞ � S

A=B
j;l ðx; yÞ ð39:4Þ

The fused coefficients of high-pass subbands denoted as Fj,l(x,y) are defined as,

Fj;lðx; yÞ ¼
CA

j;lðx; yÞ if ActA
j;lðx; yÞ[ ActB

j;lðx; yÞ
CB

j;lðx; yÞ otherwise

(

ð39:5Þ

The fused coefficients of low-pass subbands denoted as Fj0(x,y) are defined as,

Fj0ðx; yÞ ¼ 0:5 � CA
j0ðx; yÞ þ 0:5 � CB

j0ðx; yÞ ð39:6Þ

Fig. 39.3 The results of saliency detection from two complementary input images. a, c Out-
of-focus source images, b, d Saliency maps from PFT
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Finally, apply the inverse NSCT to the fused coefficients {Fj0(x,y), Fj,l(x,y)},
and then obtain the fused image F.

39.4 Experiments and Analysis

In this section, the proposed NSCT-based saliency preserved fusion (NSCT-SPF)
algorithm is tested on several sets of images. For comparison, we use the laplacian
pyramid transform (LPT), discrete wavelet transform (DWT), and NSCT-simple.
All of these use averaging and absolute maximum selection schemes for merging
low- and high-pass subbands. The decomposition level of all of the transforms is
three. Three groups of different images were tested to evaluate the performance of
the proposed algorithm. It is assumed that source images have been registered. The
image data were evaluated using subjective visual inspection and objective
assessment tools.

The first set of experiment is two multifocus source images and four fused
images shown in Fig. 39.4. The fused images contain all of focus point regions of
source images and expand effectively the depth of a scene. The images in
Fig. 39.4c–e are not clear enough and have lower contrast; artifacts were also
introduced. To observe the image quality in more detail, one area in the fused
images was magnified. Figure 39.5a–d shows magnified images of the region
marked by the boxes in Fig. 39.4c–f. The fused images in Fig. 39.5a–c have some
deformation.

The back of the head in Fig. 39.5a–c appear serious deformation and lead to
blur. Figure 39.5d has the better visual quality than others with the best visual
effect. Figure 39.6 shows a group of infrared sensor images. A set of spatial out-

Fig. 39.4 ‘Lab’ source images and fused images: a focus on the left, b focus on the right; and
fused images using (c) LPT, (d) DWT, (e) NSCT-simple, (f) NSCT-SPF methods
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of-focus images are shown in Fig. 39.7, which is obtained by artificial blurring
different regions of the ground truth image using a Gaussian filter. Experiment
results demonstrate the visual effects of two sets of images in Figs. 39.6 and 39.7
are the same as Fig. 39.4.

In previous discussion, the fusion results of different algorithm have been
analyzed by visual aspect. The performance of fusion algorithms need to be further
evaluated using objective metric tools. Two metrics are used for evaluation:
mutual information (MI) and an objective image fusion performance measure
(QAB/F) [11]. The larger the values for the two metrics, the better are the fusion
results.

Table 39.1 shows the quality measurement results for fused images in
Figs. 39.4, 39.6 and 39.7. Observing the data in Table 39.1, we can see that the
LPT and DWT methods are the worst. This is consistent with the subjective visual
analysis. Compared with other fusion algorithms, the proposed algorithm NSCT-
SPF yields the optimal performance. Experimental results demonstrate that the
proposed NSCT-SPF algorithm can preserve the saliency regions of source ima-
ges, and improve the quality of the fused image.

Fig. 39.5 Magnified regions from the fused images in Fig. 39.4(c–f) using a LPT, b DWT,
c NSCT-simple, d NSCT-SPF methods

Fig. 39.6 Infrared images fusion (256 level, size of 252 9 255) and fused images: a, b source
images; and fused images using, c LPT, d DWT, e NSCT-simple, f NSCT-SPF methods

Fig. 39.7 Spatial source images and fused images: a focus on the right satellite, b focus on the
left satellite; and fused images using, c LPT, d DWT, e NSCT-simple, f NSCT-SPF methods
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39.5 Conclusions

The paper proposes a saliency preserved image fusion algorithm based on NSCT.
Depending on the human visual attention model, the visual saliency map is first
built on the coefficients of the NSCT, and then the algorithm combines the visual
saliency map with the coefficients of the NSCT to form the activity level which is
employed to select the final fused coefficients. The algorithm can preserve the
completeness and the sharpness of object regions. The fused image is more natural
and can satisfy the requirement of human visual system. Experiments illustrate that
the fusion algorithm improves greatly the quality of the fused images.

Acknowledgments This work was supported by the National Basic Research Program of China
(973 Program) 2012CB821200 (2012CB821206), the National Natural Science Foundation of
China (No. 91024001, No. 61070142) and the Beijing Natural Science Foundation (No. 4111002).

References

1. Raol JR (2010) Multi-sensor data fusion with matlab. CRC Press Taylor and Francis Group,
Boca Raton pp 357–360
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Chapter 40
Adaptive Wavelet Packet Filter-Bank
Based Acoustic Feature for Speech
Emotion Recognition

Yue Li, Guobao Zhang and Yongming Huang

Abstract In this paper, a wavelet packet based adaptive filter-bank construction
method is proposed, with additive Fisher ratio used as wavelet packet tree pruning
criterion. A novel acoustic feature named discriminative band wavelet packet
power coefficients (db-WPPC) is proposed and on this basis, a speech emotion
recognition system is constructed. Experimental results show that the proposed
feature improves emotion recognition performance over the conventional MFCC
feature.

Keywords Speech emotion recognition � Wavelet packets � Filter-bank design �
Speech signal processing

40.1 Introduction

With the study on affective computing going deep, automatic emotion recognition
is drawing wide attentions from research fields including psychology, linguistics,
neuroscience and computer science as an interdisciplinary subject [1]. Automatic
emotion recognition from speech shows broad application prospects in fields such

Y. Li (&) � G. Zhang � Y. Huang
School of Automation, Southeast University, 210096 Nanjing, Jiangsu, China
e-mail: seuly123@163.com

G. Zhang
e-mail: guobaozh@seu.edu.cn

Y. Huang
e-mail: huang_ym@163.com

G. Zhang
Key Laboratory of Measurement and Control of Complex Systems of Engineering,
Ministry of Education, Nanjing, China

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_40, � Springer-Verlag Berlin Heidelberg 2013

359



as automatic telephone systems [2, 3], interactive movies and online games [4],
and intelligent automobile systems [5].

In recent years, wavelet packets (WP) have emerged as an important signal
representation and processing scheme [6, 7]. In this paper, the problem of con-
structing proper tree-structured WP basis that provides efficient discrimination
between emotion classes is explored, and a novel WP-based acoustic feature is
proposed to capture emotion-discriminating information for speech emotion
classification.

The rest of this paper is organized as follows. The proposed discrimination
based wavelet packet tree pruning scheme and feature extraction method are
presented in Sect. 40.2 together with the realization of speech emotion recognition
system. Experimental results are shown and discussed in Sect. 40.3. Finally
Sect. 40.4 gives concluding remarks and some ideas about future work.

40.2 Feature Extraction and the Proposed System

40.2.1 Wavelet Packets and Multi-rate Filter-Bank

As proved in [7], a wavelet packet basis is equivalent with a multi-channel filter-
bank followed by a set of aggregated down-samplers. Different admissible WP
binary tree structure represents different filter-bank structures, thus providing more
flexible frequency partition solutions for signal analysis. For the speech emotion
recognition task, our goal is to determine a task-oriented frequency partition
solution so that we can locate the emotion information in some specific frequency
bands and acquire emotion-related acoustic features by multi-channel filtering of
the speech signal. This issue is interpreted as the WP tree pruning problem and will
be investigated below.

40.2.2 WP Tree Pruning

WP basis can be represented in a binary tree structure where each node has either
zero or two children, and we call it an admissible binary tree. Each leaf node in the
admissible tree represents a sub-space of the original observation space; different
sub-spaces are mutually orthogonal and add up to the original space.

In this subsection, a WP tree pruning approach is proposed referring to [8]. For
realization of the tree pruning algorithm, an additive tree pruning criterion named
Fisher ratio is described first. On this basis, a bottom-up search is conducted to
obtain the optimal binary tree structure.

Before the tree pruning approach is described, some notations are introduced
first, following [7] and [9].
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Let T = {(0, 0),(1, 0),(1, 1),…,(J, 0),…,(J, 2J-1)} denote an admissible tree
with depth J 2 N+, where the node (j, p) is represented by its depth (j) and the
number of nodes on its left at the same depth (p). The set of leaf nodes of T is
denoted as L(T). Among the sub-trees rooted at vroot = (0, 0) with k leaf nodes, the
one maximizes the discrimination measure is denoted by Tk. The size of T, denoted
by |T|, is defined as the number of terminal nodes. Let x denote a sample in the
observation space, [and W(j,p)x] be x’s component in the sub-space relating with
node (j, p) 2 T. We use measurement [M(j, p; x)] as the input quantity in
discrimination power calculation for W(j,p)x. In this paper, the measurement is
specified as signal energy, a widely adopted measurement as in [7–9]:

Mðj; p; xÞ ¼ �EðWðj;pÞxÞ ¼ jjWðj;pÞxjj2=jjxjj2 ð40:1Þ

where the signal energy is normalized by energy of x.
We use D(j, p) to denote the discrimination measure for node (j, p) 2 T and

D(T) for the whole tree T. The discrimination measure D is additive if [8]

DðTÞ ¼
X

ðj;pÞ2LðTÞ
Dðj; pÞ ð40:2Þ

Given an additive discrimination measure D, a simple addition is operated instead
of computing the functional on the union of the nodes, therefore, a fast algorithm
can be applied for the tree-pruning problem. In this paper, Fisher ratio, which has
been widely used in feature selection [10], is adopted as tree pruning criterion.

Suppose x
ðlÞ
i

n oNl

i¼1
; l ¼ 1; 2; . . .; L is a training dataset consisting of N samples,

where Nl denotes the number of signals belonging to class l. For each node (j, p) 2
T, the Fisher ratio is calculated as follows.

The within-class scatter matrix is defined as

Swðj; pÞ ¼
X

L

l¼1

Nl

N
� Rlðj; pÞ ð40:3Þ

and the between-class scatter matrix is defined by

Sbðj; pÞ ¼
X

L

l¼1

Nl

N
ðlðj; pÞ � llðj; pÞÞðlðj; pÞ � llðj; pÞÞT ð40:4Þ

where Rl(j, p) and l(j, p) are the covariance matrix and mean value of training
samples of the lth emotion class, respectively; and l(j, p) denotes mean value of the
whole set of training samples.

In this paper, with scalar-valued measurement [M(j, p; x)], the covariance
matrix Rl is simplified to the variance of [M(j, p; x)]. Therefore, both Sw(j, p) and
Sb(j, p) are scalar-valued, and the Fisher ratio can be written as
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DFðj; pÞ ¼
Sbðj; pÞ
Swðj; pÞ

ð40:5Þ

Fisher ratio indicates the discrimination power in such a way that DF(�)
achieves high values when the distribution of data from the same class are con-
centrated while data of different classes are distributed far from each other.

Equation (40.5) gives the discrimination measure at a single node; and for the
whole WP tree, it has been proved that by elaborately selecting the type and order
of conjugate mirror filter pair, signal components of different sub-spaces can be
well de-correlated so that the overall discrimination measure can be calculated by
summing up the values at each leaf node. Therefore, for a given admissible WP
tree T, the overall discrimination power can be calculated in an additive form as in
Eq. (40.2).

With the Fisher ratio as tree pruning criterion, the bottom-up tree pruning
algorithm proposed in [8] and [11] can be conducted for WP tree pruning, and a
sequence of {Tk} with k (1 B k B |T|) leaf nodes can be constructed.

40.2.3 Discriminative Band Wavelet Packet Power
Coefficients (db-WPPC)

In the emotion recognition task we intend to catch emotion information embedded
in the speech signal, while other irrelevant information such as speaker identity
and speech content can be omitted. Guided by this thought, a novel feature is
proposed in this paper, which we can refer to as the discriminative band wavelet
packet power coefficients (db-WPPC). The block diagram of db-WPCC feature
extraction is shown in Fig. 40.1.

Before feature extraction, the speech signal is first pre-emphasized, blocked
into 32 ms frames with 16 ms overlap between adjacent frames and then multi-
plied by Hamming window. By selecting a WP tree structure Tk, a filter-bank
structure with k sub-bands is constructed. And then a set of first 12 most dis-
criminative sub-bands is selected from the original WP filter-bank using a ranking
scheme as proposed in [8] to preserve the sub-bands where the most discrimi-
native emotion information is located. The speech signal is filtered by the selected
set of sub-band filters, followed by log-energy calculation. The log-energy of
the frame is also calculated to form the feature vector. Finally, the delta and
acceleration coefficients are appended to the feature vector and the 39-dimensional
db-WPPC feature is derived. In this paper, the Fisher ratio used as discrimination

Fig. 40.1 Db-WPPC feature extraction
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measure in the WP tree pruning step is directly available for the sub-band ranking
scheme, since it provides good information of discrimination power of the fre-
quency band.

40.2.4 Proposed System

The framework of proposed speech emotion recognition system is shown in
Fig. 40.2. According to the block diagram, we can divide the speech emotion
recognition task into three blocks: the WP tree pruning, the classifier training and
the emotion recognition; and the whole emotional speech database is divided into
the tree-pruning dataset, the training dataset and the test dataset accordingly.
Gaussian mixture model (GMM) is adopted as classifier in this paper. For each
emotion class a GMM is trained with the training dataset.

40.3 Experiments

40.3.1 Experimental Setup

Experiments were conducted on the Berlin emotional speech database [12], which
contains seven simulated emotions (anger, boredom, disgust, fear, joy, neutral and
sadness). Ten German sentences (five short and five longer) that contain no
emotional bias were selected as text material and a total of 535 utterances were

Fig. 40.2 Block diagram of the proposed system
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produced by 10 German actors (five female and five male). In this paper, six
emotions (no disgust) with a sum of 489 utterances were used for the classification
task.

Twenty percent of the utterances were randomly selected to form the tree
pruning dataset, and we applied 5-fold cross validation on the remaining 80 %
utterances. The maximum WP decomposition level was set to J = 5; and the
Daubechies wavelets of order 10, 20, 30 and 40 were chosen for wavelet packet
decomposition. The number of sub-bands in the filter-bank varied in the range of
15–25. The number of Gaussian mixture components was set to 16 for each GMM.

As a benchmark, the conventional MFCC feature was calculated by passing the
speech frame through a set of 20 triangular band-pass filters that are equally spaced
along the Mel frequency, and then applying Discrete Cosine Transform on the sub-
band log-energy coefficients. The first 12 Cepstral coefficients were adopted
together with the log-energy of the frame. The first and second order derivatives
were appended to the feature vector to form the 39-dimensional MFCC feature.

40.3.2 Experimental Results of the Proposed System

The experimental results are illustrated in Fig. 40.3. From Fig. 40.3, it can be seen
that with the order of Daubechies filters increases, better classification perfor-
mance is achieved. This is intuitive since when the filter order increases, better
frequency selection property is gained, and thus the additive property of tree
pruning criterion can be better satisfied. To be more specific, let us consider the
frequency responses of 20-channel filter-banks generated using Daubechies filters
of order 10 and 40 illustrated in Fig. 40.4. From Fig. 40.4, it is noticeable that with
the higher order adopted, less frequency aliasing is observed between different
sub-bands.

Fig. 40.3 Six-class emotion
classification accuracies of
GMM classifiers with
different Daubechies filter
orders as a function of sub-
band number
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A highest classification accuracy of 75.64 % is achieved with Daubechies filter
of order 40, 21-channel filter-bank. This result outperforms the conventional
MFCC feature, a benchmark of 70.41 %. The corresponding discriminative sub-
bands are listed in Table 40.1, which gives us an insight into the emotion-related
information distribution among the frequency bands.

40.4 Conclusion

In this paper we explored a wavelet packet based acoustic feature extraction
approach for speech emotion recognition. Tree pruning algorithm was applied with
Fisher ratio proposed as tree pruning criterion to adapt the WP filter-bank structure
to the decision task. And on this basis, a novel short-time acoustic feature named
discriminative band wavelet packet power coefficients (db-WPPC) was proposed
for the emotion classification task. Speech emotion recognition system was built
and experiments were carried out on the Berlin emotional speech database to
evaluate the proposed feature extraction scheme. Experimental results demonstrate
the superiority of the proposed feature sets over conventional MFCC feature.

Fig. 40.4 Frequency responses of the 20-channel wavelet packet filter-banks a Daubechies 10,
b Daubechies 40

Table 40.1 The 12 most discriminative frequency bands ranked by Fisher score, obtained from
the 21-channel filter-bank structure of Daubechies 40

Rank Frequency interval Score Rank Frequency interval Score

1 0–250 Hz 0.253 7 2500–3000 Hz 0.031
2 250–500 Hz 0.062 8 2250–2500 Hz 0.028
3 2000–2250 Hz 0.059 9 4000–4500 Hz 0.022
4 3000–4000 Hz 0.046 10 1000–1500 Hz 0.019
5 1750–2000 Hz 0.043 11 1500–1750 Hz 0.017
6 500–750 Hz 0.042 12 4500–5000 Hz 0.013
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Future work includes investigating more effective WP tree pruning methods and
seeking for robust feature representation for speech signal, as well as developing
efficient classification techniques for automatic speech emotion recognition.
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Chapter 41
A Novel Decision-Based Algorithm
for Removal of Highly Corrupted Images

Yiyan Wang, Zhuoer Wang and Di Zhou

Abstract The major drawback of recent image filtering algorithms is lack of the
ability of removing high density salt-and-pepper noise. To alleviate this limitation,
an improved decision-based algorithm is proposed. Firstly, according to the
characteristics of salt-and-pepper noise and local gray-scale feature of pixels, this
algorithm separates noise pixels and signal pixels. Then the noise pixels are
recovered by the median value of the neighboring noise-free pixel values, while
the signal pixels hold their gray values without changing. Different gray-scale and
color images have been tested by using the proposed algorithm (PA), simulation
results show that this method has the better ability of removing noises and pre-
serving the partial details of images in comparison with some recent methods
especially when the noise density is very high.

Keywords Image denoising � Salt-and-pepper noise � Noise detection � Median
filter
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41.1 Introduction

Images are often corrupted by impulse noise during acquisition and transmission;
thus, an efficient noise suppression technique is required before subsequent image
processing operations [1]. Based on the noises values, the noise can be classified as
the fixed-values impulse noise, also named salt-and-pepper noise; and the more
difficult random valued impulse noise [2]. In early development of image pro-
cessing linear filters were the primary tools. But linear filters have poor perfor-
mance in the presence of noise that is additive in nature. In image processing linear
filters tend to blur the edges and do no remove impulse noise effectively. Non-
linear filters are developed to overcome these limitations. Median filter [3] is
widely used in impulse noise removal methods due to its effective noise sup-
pression capability and high computational efficiency. The main drawback of a
standard median filter (SMF) is that it is effective only for low noise densities. At
high noise densities, SMFs often exhibit blurring for large window sizes and
insufficient noise suppression for small window sizes. However, most of the
median filters operate uniformly across the image and thus tend to modify both
noise and signal pixels. Consequently, the effective removal of impulse often leads
to images with blurred and distorted features. The ideal approach is to apply the
filtering technique only to noisy pixels, without changing the uncorrupted pixel
values. Nonlinear filters such as Adaptive Median Filter (AMF), switching-based
median filter [4–6] can be used for discriminating possible corrupted and uncor-
rupted pixels, then the noisy pixels will be replaced by using median value or its
variant while the uncorrupted pixels will be left unchanged. The performance of
AMF is good at lower noise density levels, due to the fact that there are only fewer
corrupted pixels that are replaced by the median values. At higher noise densities,
window size has to be increased to get better noise removal which will lead to less
correlation between corrupted pixel values and replaced median pixel values. In
decision-based or switching median filter the decision is based on a pre-defined
threshold value. The main drawback of this method is that defining a robust
decision measure is difficult. Also the noisy pixels are replaced by some median
value in their vicinity without taking into account local features such as the pos-
sible presence of edges. Hence details and edges are not recovered satisfactorily,
especially when the noise level is high. Recently, Decision Based Median Filtering
Algorithm (DBA) [7] was proposed to remove high density salt and pepper noise,
which replaces the corrupted pixels by the median or the neighboring pixels value
by using a fixed window size of 3 9 3. Although the recent method [7] showed
promising results, at higher noise densities the median may also be a noise pixel
and this produces streaking at higher noise densities. To overcome this problem,
Nair and Kevathy [8] have proposed an improved algorithm. The corrupted pixels
can either be replaced by the median pixel or, the mean of the neighborhood
processed pixels. Here, we suggest a new method for corrupted pixels are
recovered only by the median value of the neighboring noise-free pixel values, We
do not use the gray-scale information of noise pixel itself to remove noise because
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the gray value of salt-and-pepper noise is not related to the original pixel.
Meanwhile by transforming the noise pixels into noise-free pixels we could avoid
the noise spreading in the neighborhood. In addition, our proposed algorithm (PA)
also uses fixed length window size of 3 9 3. The experimental results show that
the proposed algorithm has better Peak Signal-to-Noise Ratio (PSNR) and Mean
Structured Similarity Index (MSSIM) values in comparison with some recent
methods when the noise density is very high ([ 50 %).

41.2 Proposed Algorithm

41.2.1 Noise Model

In this approach noise is modeled as salt-and-pepper impulse noise as practiced
[9]. Pixels are randomly corrupted by two fixed extremal values, 0 and 255 (for 8-
bit monochrome image), generated with the same probability. That is, for each
image pixel at location ði; jÞ with intensity value si;j, the corresponding pixels of
the noisy image will be xi;j, in which the probability density function of xi;j is

f ðxÞ ¼
q=2; for x ¼ 0
1� q; for x ¼ si;j
q=2; for x ¼ 255

8

<

:

ð41:1Þ

where q is the noise density.

41.2.2 Noise Detection and Removal

In SMF, every pixel is processed and is replaced by the median of its neighborhood
values. In our proposed algorithm (PA) salt-and-pepper noises are first detected
based on the minimum(0) and maximum(255) value. If the pixel being currently
processed lies inside the dynamic range [0, 255] then it is considered as signal pixel
and no modification is made to that pixel. Otherwise it is considered as a noisy pixel
and will be replaced by the median value of the neighboring noise-free pixel values.

Sði� 1; j� 1Þ Sði� 1; jÞ Sði� 1; jþ 1Þ
Sði; j� 1Þ Sði; jÞ Sði; jþ 1Þ

Sðiþ 1; j� 1Þ Sðiþ 1; jÞ Sðiþ 1; jþ 1Þ

2

4

3

5 ð41:2Þ

In the 3 9 3 window above, Sði� 1; j� 1Þ, Sði� 1; jÞ, Sði� 1; jþ 1Þ and
Sði; j� 1Þ indicates already processed pixel values, Sði; jÞ indicates the current pixel
being processed, and Sði; jþ 1Þ, Sðiþ 1; j� 1Þ, Sðiþ 1; jÞ and Sðiþ 1; jþ 1Þ
indicates the pixels yet to be processed.
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The steps of the PA are elucidated as follows:

Step 1: Select a two dimensional window W of size 3� 3. Assume that the pixel
being processing is Sði; jÞ.
Step 2: If 0 \ Sði; jÞ\ 255, the Sði; jÞ is signal pixel and its values is left
unchanged. Otherwise Sði; jÞ is a noisy pixel.
Step 3: Select all noise-free pixels of window W as Wo. Then compute W0

med, the
median of the pixel values in the window Wo. Obviously, Wo includes the already
processed pixel values such as Sði� 1; j� 1Þ, Sði� 1; jÞ, Sði� 1; jþ 1Þ and
Sði; j� 1Þ.
Step 4: If Sði; jÞ is a noisy pixel, it will be replaced by the W0

med.
Step 5: Repeat Step 1–4 until all the pixels in the entire image are processed.
In the PA, we do not use the gray-scale information of noise pixel itself to remove
noise because the gray value of salt-and-pepper noise is not related to the original
pixel. Meanwhile by transforming the noise pixels into noise-free pixels we could
avoid the noise spreading in the neighborhood.

41.2.3 Color Image Denoising

At the most directly used color space for digital image processing, the RGB color
space is chosen in our work to represent the color images. In the RGB color space,
each pixel at the location ði; jÞ can be represented as color vector
Pi;j ¼ ðPR

i;j;P
G
i;j;P

B
i;jÞ, where PR

i;j, PG
i;j and PB

i;j are the read(R), green(G), and blue(B)
components, respectively. The noisy color images are modeled by injecting the
salt-and-pepper noise randomly and independently to each of these color com-
ponents. That is, when a color image is being corrupted by the noise density q, it
means that each color component is being corrupted by q. Thus, for each pixel Pi;j,
the corresponding pixel of the noise image will be denoted as Xi;j ¼ ðXR

i;j;X
G
i;j;X

B
i;jÞ,

in which the probability density function of each color components can be the
same with the noise model of type (41.1).

The process of extending the noise detection algorithm to corrupted color
images is straightforward. PA will be simply applied to R-, G-, and B-planes
individually, and then combined to form the restored color image.

41.3 Simulation Results

The performance of the algorithms are tested using 512 9 512 images such as
‘‘man’’, ‘‘baboon’’, ‘‘lena’’, ‘‘peppers’’ (See Fig. 41.1), and with their dynamic
range of values[0, 255]. In the simulation, images will be corrupted by salt-and-
pepper noise at different level of noise densities, and the restoration performance
are quantitatively measured by Peak Signal-to-Noise Ratio.
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(PSNR) and Mean Structured Similarity Index (MSSIM) defined as follows.

PSNR ¼ 10 log 10
ðM � NÞmaxðxi;jÞ2
P

i;j
ðxi;j � yi;jÞ2

0

B

@

1

C

A

ð41:3Þ

MSSIMðX; YÞ ¼ 1
M

X

M

j¼1

SSIMðxj; yjÞ ð41:4Þ

where M and N are the total number of pixels in the horizontal and the vertical
dimensions of the image; xi;j, ni;j and yi;j denote the original, corrupted and dis-
torted image pixels, respectively. In (41.4), X and Y are the original and the
distorted images, respectively; xj and yj are the image contents at the jth local
window; M is the number of local windows of image; and SSIM is defined as
follow [10]:

SSIMðx; yÞ ¼
ð2lxly þ C1Þð2rxy þ C2Þ

ðl2
x þ l2

y þ C1Þðr2
x þ r2

y þ C2Þ
ð41:5Þ

where lx is the average of x; ly is the average of y; r2
x is the variance of x; r2

y is the

variance of y; rxy is the covariance of x and y; c1 ¼ k1Lð Þ2, c2 ¼ k2Lð Þ2 are two
variables to stabilize the division with weak denominator; L is the dynamic range
of the pixel-values ðL ¼ 255Þ; and k1; k2\\1ðk1 ¼ 0:01; k2 ¼ 0:03Þ.

Figures 41.2 and 41.3 and Table 41.2 show the comparison of different filters,
performed on gray-scale image ‘‘man’’ and ‘‘baboon’’ at different noise densities,
respectively, in terms of MAE, PSNR and MSSIM. Depending on the noise
density, window size varies from 3 9 3 to 15 9 15 for SMF[3] and AMF[4], to
yield better result. For all level of noise densities DBA [7], DBAM [5] and PA use
fixed size window of 3 9 3 (See Table 41.1), all the filters are implemented in
MATLAB 7.0 on a PC equipped with 2.67 GHz CPU and 1 GB RAM memory. To
make a reliable comparison, each method is run 10 times in every noise density
and the result is obtained by averaging over all experiments.

The results of PA (shaded in the Table 41.2 and Fig. 41.3) indicate better PSNR
and MSSIM values compared with various filters, namely, SMF[3], AMF[4],

Fig. 41.1 Test images: a man, b baboon, c lena, d peppers
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DBA[7], and DBAM[5]. Meanwhile, the PA also can be used for color image. The
performance of the color image restoration process is also quantified using PSNR
and MSSIM (See Figs. 41.4 and 41.5 and Table 41.3). At a result of this, the PA
removes the noise effectively even at noise level as high as 90 % and preserves the
edges without any loss up to 80 % of the noise level.

Fig. 41.2 Simulation results of different filters column. a Noise corrupted image. b Output for
SMF. c Output for AMF. d Output for DBA. e Output for DBAM. f Output for PA. Row 1 shows
the ‘‘man’’ image corrupted by 80 % noise. Row 2 shows the ‘‘baboon’’ image corrupted by 70 %
noise

Fig. 41.3 Comparison graph for quantitative parameters of various filters for different noise
densities column. a Results for ‘‘man’’ image. b Results for ‘‘baboon’’ image. Row 1 shows
PSNR versus noise density. Row 2 shows MSSIM versus noise density
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Table 41.1 Suggested window size for the noise density level

Noise Density Method

SMF AMF DBA DBAM PA

0 \ p B 0.15 3 9 3 3 9 3 3 9 3 (fixed) 3 9 3 (fixed) 3 9 3 (fixed)
0.15 \ p B 0.3 5 9 5 5 9 5
0.3 \ p B 0.45 7 9 7 7 9 7
0.45 \ p B 0.6 9 9 9 9 9 9
0.6 \ p B 0.7 11 9 11 11 9 11
0.7 \ p B 0.8 13 9 13 13 9 13
0.8 \ p B 0.9 15 9 15 15 9 15

Table 41.2 PSNR and MSSIM for various filters for ‘‘man’’ and ‘‘baboon’’(gray images) at
various highly noise densities

Test images Quantitative parameters SMF AMF DBA DBAM PA

Man (80 %) PSNR 17.7800 22.8459 21.9517 21.6742 23.2539
MSSIM 0.5645 0.8165 0.7487 0.7345 0.7848

Baboon (70 %) PSNR 18.0720 21.2136 21.2257 21.0425 22.5899
MSSIM 0.4523 0.7668 0.7309 0.7091 0.7811

The better values of PSNR and MSSIM are signed with black font

Table 41.3 PSNR and MSSIM for proposed algorithm(PA) for ‘‘lena’’ and ‘‘pepper’’(color
images) at different highly noise densities

Quantitative
parameters

lena peppers

60 % 70 % 80 % 70 % 80 % 90 %

PSNR 29.7458 27.6198 24.6768 24.3158 22.0935 18.1855
MSSIM 0.9490 0.9156 0.8435 0.9043 0.8291 0.6309

Fig. 41.4 Corrupted and denoised images of ‘‘lena’’ at different highly noise densities.
a 60 % noise density. b 70 % noise density. c 80 % noise density

Fig. 41.5 Corrupted and denoised images of ‘‘peppers’’ at different highly noise densities.
a 70 % noise density. b 80 % noise density. c 90 % noise density
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41.4 Conclusion

An efficient non-linear algorithm to remove high density salt-and-pepper noise is
proposed. We propose a procedure for noise value detection using the character-
istics of salt-and-pepper noise and local gray-scale feature of pixels. For image
restoration, the corrupted pixels are recovered only by the median value of the
neighboring noise-free pixel values. We do not use the gray-scale information of
noise pixel itself to remove noise because the gray value of salt-and-pepper noise
is not related to the original pixel. Meanwhile by transforming the noise pixels into
noise-free pixels we could avoid the noise spreading in the neighborhood. In
addition, the PA uses fixed length size 3 9 3 window having only neighbors of the
corrupted pixel that have higher correlation, this provides more edge details,
leading to better edge preservation.

The performance of the algorithm has been tested across a wide range of noise
densities varying from 5 to 90 % for gray-scale images. Results reveal that the
restored images that are obtained by the PA have better objective quality and
subjective vision effect in comparison with other existing algorithms. Meanwhile,
the PA also can be used for color image. Even at high noise density levels, the PA
can suppress noise very effectively and preserve image details very well.
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Chapter 42
Research and Design of Process Data
Warehouse for Business Process
Assessment

Hui Xia, Qing Yao and Fei Gao

Abstract Business process optimization occupies a very important position in any
corporation, the root of optimization lies in the mining of process logs. However,
the log data in different information systems is often heterogeneous, for ease of
process mining, they must be processed together in an united way, and data
warehouse (DW) technology is the best choice. Appropriate process warehouse
structure becomes the key to the research. Based on existing business process
assessment model, this paper designs a process assessment-oriented process
warehouse for storage and management of process instance data. It can be applied
to the process mining, assessment and optimization of event logs. Finally, a case
study demonstrates the concept given by this paper.

Keywords Data warehouse � Process log � Process assessment � Process
Warehouse

42.1 Introduction

Business process optimization has became the core competitiveness of enterprise
operation, and information system is the main pillar of business process. They,
such as ERP, CRM, SCM and so on, have achieved the systematic management for
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the business process in the corporation. When these information systems are
running, they record all the operation information into the system event logs. With
the passage of time, a great quantity of information related to process execution
exits in the logs, and it’s an important resource for business process mining and
optimization. The problem that different information system may has heteroge-
neous or redundancy information is not conducive to the business process mining,
assessment and optimization. Data warehouse can integrate the information in
each data source, and makes it the basis of data analysis. A data warehouse built
for the analysis of business process is called Process Warehouse [1]. With the help
of OLAP tools, it can implement information aggregating, analysis, and compar-
ing, moreover, it can mining new process model and improve the quality of the
existing process model.

Building a process warehouse will face lots of challenges: analyst may have
different abstract level and data granularity; synchronization between process
analysis and process automation; different information system has diverse life
cycle, furthermore status number in life cycle is infinite [2]; the relationship
between dimension tables and fact tables; inhomogeneity of items in fact tables;
the interchangeability of dimension tables and fact tables; diversity and so forth.

Based on the existing process assessment models, this paper proposes a
structure of process data warehouse which is more generic, process assessment-
oriented, and optimization-oriented.

42.2 Related Work

According to Inmon’s definition in the literature [3], Data Warehouse is a subject-
oriented, integrated, nonvolatile, and time-variant collection of data in support of
management’s decisions. Paper [4] breaks through the traditional design method of
Data Warehouse, proposes an unified representation of model, and problems
comes down to that of the choice of a hierarchy of criteria adapted to the neces-
sities of analysis. It also elaborates the model method of fact table and dimension
table. In order to solve the problems encountered in the process analysis [2],
proposes a generic solution for process warehousing and a process warehouse
model. On the basis of [2], paper 5] solves ETL (Extract-Transform-Load) prob-
lems and dumps log data into process warehouse.

In [6], it introduces a generic data warehouse design for processing workflow log
data, there are a lot of workflow logs in workflow management systems (WFMSs),
and they are a very valuable resource for business process re-engineering and
optimizing. Business process-oriented data warehouse architecture is proposed in
[7–9], and [7] deduces the structure of the data warehouse through the business
process model. The capabilities of process warehouse are seldom evaluated, so [10]
develops a generic process analysis framework (PAF) that can be used for evalu-
ating analysis capabilities of a process warehouse. Based on both theoretical and
technological achievements in processing mining fields, [11] puts forward a process
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mining model suitable for event log mode, provides the analysis process of
selecting evaluation indicators by AHP, and gives out a set of formulas for assessing
mining instance combing with the vector model.

On the basis of existing business process assessment model, this paper takes
process assessment-oriented process warehouse technologies as a study object.
Through preprocessing process logs, we can load them into process warehouse,
then it will be convenient for extracting useful process information for the opti-
mization of the business processes basing on the assessment method [11].

42.3 Process Warehouse

In this paper, the Data Warehouse built for business process analysis is called
Process Warehouse (PW). It is the major object in following analysis, which
provides data source for process mining.

42.3.1 Process Log

In information systems, Process logs have detailed record of the execution of
activities in process instance. It has a vital role as the data source of process
warehouse. The process log in this paper adopts XES, which is based on XML,
thus eliminating the need for evolution in process assessment model. The event
here refers to the action defined in process model, and instance is the once exe-
cution of process.

At present, the main object of process mining is structured event log presented
by symbols. However, a great quantity unstructured logs exist in practical appli-
cations, so a very important work is the structuralization and normalization of logs
before the data loaded into process warehouse [10]. Although the structure of log
in different information systems is different, the basic information they record is
similar, Table 42.1 is a typical structure of process log.

Table 42.1 A fragment of process log

Instance id Event id Timestamp Activity Executor Cost

1 13110041 2012.12.109:02 Register request Mike 10
13110042 2012.12.109:09 Examine John 50
13110043 2012.12.114:56 Check Pete 100
13110044 2012.12.208:32 Decide Sara 100

2 13110045 2012.12.112:21 Register request Ellen 10
13110046 2.12.12.113:01 Reinitiate request Mike 20
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42.3.2 Process Assessment Model

In order to do process mining better in business intelligence environment,
appropriate process mining models and assessment method for process mining
results become key issues. Reference [11] proposes a process mining model used
for event log mode, and it gives out a set of formulas for assessing process
instance. Results of assessment are presented as numerical data, can be displayed
directly for its significance. Through the setting of threshold, we can effectively
select and classify the process instance, thus providing the basis for decision
making for the follow-up process optimization.

Figure 42.1 shows the process assessment model, which uses the XML lan-
guage to record process event based on the form of event log and evolutes ref-
erencing XES standards. The relationship of elements in the model is shown
following.

Process log is the source of process mining, assessment and optimization. The
PAM based on the mining of logs provides an important reference for the

Fig. 42.1 The process assessment model
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subsequent optimization. As the storage component, process warehouse plays a
very good role of bridge between the log and assessment model.

42.3.3 Design of Process Warehouse

Process warehouse based on the PAM stems from data warehouse, and here
proposes a generic and process assessment-oriented process warehouse model
(AOPWM). A single fact table is adopted in this paper, and its theme is the
execution of process. To make it as granular as possible is suitable for a variety of
data analysis.

Figure 42.2 shows the main elements of the snowflake schema of multi-
dimensional AOPWM, and the formalization describes as follows:

Definition 1 AOPWM is a fact-dimension mode, specified by a five-tuple
ðFs;Ds;R;MD;BDÞ. Fs is the set of facts, and Ds is the set of dimensions;

Fig. 42.2 Access-oriented process warehouse model
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R represents the relationship between facts and dimensions; MD is metadata of
warehouse, and BD is the related business data.

In this paper, we use a matrix to express the relationship between facts and
dimensions as well as dimensions and dimensions. We assume that AOPWM has
only one fact and n dimensions, then a matrix can be used to represent it. Here the
last row and column is fact, and others represent dimensions. For example,
rðnþ 1Þ j ¼ 1; j 2 ð0; 1; . . .; nÞ means the fact referencing j dimension, and if
the number is 0, then the reference relation does not exist. The paper only con-
siders the reference which is from fact to dimension, and rule that dimensions can
only reference dimensions, and does not appear loop.

Definition 2 A fact is a five-tuple F; key;PA;RA;Measurementsð Þ, where:
F represents this is a fact; key is a two-tuple ðid; nameÞ; PA is the set of primary
attributes; RA is a set of attributes which reference to a member of dimensions;
Measurements is a set of numeric attributes, which includes various values. RA
corresponds to the last row of R in AOPWM, which specifies the relation between
fact and dimensions. If here use anþ 1 as last row of R, then

P

aðnþ 1Þ ¼ jjRAjj.

Definition 3 Dimension, a four-tuple ðD; key;PA; ½RA�; ½Property�Þ, where:
D represents this is a dimension; The means of key, PA and RA are similar to the ones
in fact; Property shows the features of this object, ½ �means this attribute is optional.

In process instances, it can establish different tables according to different
process types. The quality dimension makes it easy for evaluators to find the
properties to assess, such as efficiency, customer satisfaction, cost and others. Here
the quality dimension references attributes in efficiency dimension and cost
dimension, and according to the importance of efficiency, customer satisfaction
and cost, it can set a weight for them, calculates a numeric result of quality, which
could intuitively represent the quality.

The efficiency of the process execution is defined as the number of nodes that
are executed within unit time. Customer satisfaction is the percentage that the
number of satisfied nodes accounts for the total in this process, and it is a very
crucial performance indicator for enterprises, which can directly reflect the result
of process to some extent. The cost dimension contains human, financial, material
and other aspects of attributes, makes evaluators easily find the needed data. The
time dimension has been throughout the entire fabric, plays a vital role, and can do
a variety of statistical analysis using aggregate functions.

The process loaded into process warehouse during ETL is completed, here does
not consider the uncompleted instance. Process belonging to different types may
be executed more than once, and each execution will add one record in facts and
the instance table at the same time. Due to the different data sources, it may lead to
different integrity of each attribute in instance, in addition, the attributes and status
of each instance are numerous, but in practical application, the properties enter-
prise concerned is limited, which makes our model feasible.
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42.4 Case Study

Here uses a case to demonstrate the concepts defined in this paper. Taking the data
of some cancer hospital for example, it has a total of 374 patients with breast
cancer: in the hospital lobby there exists guiding place; then patients register, wait
and see the doctor. Doctors will write checklist according to patients’ condition,
then valuating and doing the corresponding examination. Figure 42.3 is the flow
chart. For shortcutting, one node hosts only one action.

After executing several healthcare processes, they will leave a large number of
records about patients’ information in the log, like name, age, sick type.
Table 42.2 is a fragment of information in system.

The fact (Table 42.3) will increase one record when instance 1 is loaded into
the process warehouse. Here Table 42.4 is the quality dimension.

Here makes the following statistic analysis for the instances in data set: the
maximum of efficiency is 1.71 and the minimum is 0.48; for cost, they are 58649
and 12652; for patient-satisfaction, they are 1.0 and 0.48.

Because of the difference between value scale of attributes in Table 42.4, it can
not be used to calculate quality directly, so normalization is needed at first, here
using min–max normalization:

y ¼ x�MinValue

MaxValue�MinValue
New MaxValue� New MinValueð Þ þ New MinValue

ð42:1Þ

MaxValue and MinValue are the maximum and minimum; x is the value before
standardization and the result is y, mapping x to new interval
½New MinValue; New MaxValue�.

Fig. 42.3 A flow chart of medical circuit for breast cancer
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Here uses formula 42.1 to normalize efficiency and satisfaction respectively,
since the value of cost is the smaller the better, we do following transformation for
the formula 42.1:

y ¼ MaxValue� x

MaxValue� NewValue
ðNew MaxValue� New MinValueÞ þ New MinValue

ð42:2Þ

For instance 1 in Table 42.2, mapping the values of efficiency attribute and
satisfaction to ½0; 10� and we get the following result: y efficiency ¼ 5:85,
y satisfaction ¼ 6:73 and the normalized result of cost is y cos t ¼ 6:23. Then
according to quality ¼

P

yiwi; ði ¼ 1; 2; 3Þ, it can calculate quality based on the
weights set by business personnel. Here the value of i corresponds to the three
attributes in quality dimension, and wi is the weight of them, and here they are
0.35, 0.3, 0.35. The result of quality is 6.272 after calculating.

42.5 Conclusions

In this paper we propose a design method of process assessment-oriented process
warehouse, give out the content of process logs and the structure of process
warehouse. In process warehouse, the determination of facts and dimension tables
as well as the attribute in them are all process assessment-oriented, which is
conductive to the following mining and assessing work. At last, using several
medical circuit instances, we explain how to store them and how they can be used
for process assessment by using method proposed in this paper. Now the process
warehouse structure is not overall, and it needs further optimization.

Table 42.2 Information for patients

Case-id Name Age Type Tumor
size (mm)

Node
caps

Inv
nodes

Deg
malig

Irradiat Breast

1 Hong Zhang 67 Benign 34 No 0 1 Io Right
374 Ling Zhao 52 Benign 30 No 0 1 No Left

Table 42.3 Fact table
Case-
id

Type Status Start
time

End
time

Node
list

Action
list

Origin
ator

Duration Quality

1 Benign Completed 2012/
09/
18

2012/
09/
28

Guiding
……
Leave

Guiding
……
Leave

Hong
Zhang

10 days 6.272

Table 42.4 Dimension table of quality

Instance-id Efficiency Cost Patient-satisfaction

1 1.2 30000 0.83
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Chapter 43
A Novel Emergency Cross-Media
Information Retrieval Model

Lingling Zi, Junping Du, Qian Wang and Jangmyung Lee

Abstract Existing information retrieval approaches provide only limited
capabilities to capture the query requirements. However, a complete understanding
of search requirements is essential for improving the effectiveness of retrieval in
the emergency management field. To achieve this goal, we proposed a novel
emergency cross-media information retrieval model, which includes four parts:
information collection, information indexing, information retrieval and intelligent
mobile terminal. The proposed model has two advantages. One is to use ontology
technique to identify appropriate semantic information according to query words.
The other is to use image semantic analysis based on SIFT to achieve the task of
emergency image retrieval. Conducted experiments show that our model obtained
encouraging performance results.

Keywords Emergency information � Cross-media � Information retrieval �
Ontology � Query expansion
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43.1 Introduction

With the increasing of multimedia information, requirements for emergency
information retrieval are growing [1, 2]. At the present, traditional retrieval modes
are confronted with big challenges: (1) a lot of uncorrelated information is easy to
return; (2) the key word-based retrieval mode provides limited capabilities to
capture user implicit query need; (3) the accurate multimedia search results cannot
be found for users.

In face of this situation, we proposed a novel emergency cross-media infor-
mation retrieval model (EIRM). The main contributions of the proposed model are
as follows: (1) ontology technique is adopted to analyze user implication
requirements and more appropriate query expansion words can be obtained;
(2) the technique of image semantic analysis based on SIFT is introduced to the
field of information retrieval, and emergency semantics can be extracted rea-
sonably; (3) a pattern that enables unified multimedia resources (i.e. text resources
and image resources) in the emergency domain is developed. In a word, EIRM
integrates the advantages of keywords and semantic search and supports more
accurate emergency multimedia search results, thereby improving the perfor-
mance of retrieval.

The rest of the paper is structured as follows. Section 43.2 presents the
framework of EIRM. Section 43.3 illustrates the implementation of EIRM.
Section 43.4 presents experimental work to demonstrate our model. The last
section concludes the paper.

43.2 The Framework of EIRM

In this section, we demonstrate a cross-media information retrieval model for
emergency information. This model consists of four components (See Fig. 43.1).

(1) Information collection module: it is responsible for collecting the massive
emergency information from the Internet, including text collection, image
collection, text extraction and semantic annotation. The objects of collection
are the text and image information in the emergency management. We define
collection keywords depending on the type of emergencies, and use a col-
lection algorithm based on content evaluation, which can determine the degree
of association between collected information and emergencies. Meanwhile,
the texts are extracted from collected text and image information and then
semantics are annotated.

(2) Information indexing module: aiming to quickly search emergency multimedia
information, we need to build up the index in the model. Specifically, the
function of this module contains three parts: the annotated document parsing,
inverted index creation and index maintenance. The first part performs the
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parsing task for annotated documents, the second part creates inverted index for
the parsed documents and the last part updates the index for changed annotated
document by batch updating and incremental updating.

(3) Information retrieval module: this module is responsible for accurate search
emergency cross-media information, which mainly contains three parts: image
semantic analysis, query extension based on ontology, and sorting and display.
The first one performs the acquisition of image semantics by extracting the
underlying features of the query image; the second one achieves query
extension using emergency ontology and knowledge reasoning; the last one
proposes the label sorting method to obtain comprehensive emergency
information query results, combining text and image resource from multiple
angles.

(4) Intelligent mobile terminal module: it is responsible for searching and
displaying emergency information in mobile terminal. It is divided into three
parts: resource customizing, resource retrieval and state detection. The first
one selects the collected resources, maintains data object lists for mobile
terminal retrieving, and sets the display list of retrieving results for different
user groups. The second one calls information retrieval module in the servers,
carries out heterogeneous information retrieval, and displays results based on
the customized information provided from back-end database. The last one
adopts resource locating function to monitor regularly database objects, and
records monitoring results in the log files.
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PC user Intelligent mobile terminal users

Service layer
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Information collection Information 
Index
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Annotation

Text

Inverted
index 
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Fig. 43.1 The framework of the proposed model
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43.3 The Implementation of EIRM

In this section, we elaborate the critical steps in the process of EIRM imple-
mentation. The proposed model is not only able to capture accurately the user
query intention, but also to provide multi-faceted emergency multimedia search
results.

43.3.1 Inverted Index Construction

EIRM adopts inverted index technique [3] and information caching technique to
construct index files, so as to improve the efficiency of retrieval system. Specifically
we firstly analyze the established label documents, and extract the index terms,
including metadata index term and content index term. Then the index fields are
established according to the index terms, and the inverted index files can be con-
structed. Here the inverted index file is denoted as\k, \a1,f1,\p11,p12,…,p1f1[[,
…,\ai,fi,\pi1,pi2,…,pifi[[,…,\ak,fk,\pn1,pn2,…,pkfk[[[. In which k represents the
number of annotating words appearing in the label documents, ai is the ID of label
document. Given the label document ai, fi is the term frequency of query word and
\pi1,pi2,…,pifi[is its position list.

The inverted file list can be divided into three parts: (1) a ID sequence of label
document \a1,…,ai,…,an[ (1 B i B n); (2) a position sequence \pi1,pi2,…,pifi[;
(3) a term frequency sequence \f1,…,fi,…,fk[. Given the query word, all label
documents associated with the query word, i.e.\a1,…,ai,…,an[are quickly found
through inverted index files and the corresponding files can be obtained using the
obtained label documents. Finally the source files of the various types of media
information can be acquired according to the information recorded in the label
documents.

43.3.2 Image Semantic Analysis Based on SIFT

In order to ensure the accuracy of image analysis, EIRM combines feature
mapping and text extraction to complete image query function of emergency
cross-media information. The semantic analysis processes are shown as follows.

Step 1: the candidate image set can be obtained using image collecting function
and visually similar images in the set can be acquired through applying visual
characteristics method.

Step 2: the key words can be extracted from the sources of the acquired images
and from obtained key words [4]; the global key words are captured as the texts of
image annotation. Accordingly, all the used images are in the training set of
semantic annotation.

390 L. Zi et al.



Step 3: image SIFT features [5] can be computed and a visual distribution
model can be constructed in these training images. On this basis, a mapping
between the text annotation and visual distribution [6] can be established by
applying machine learning method.

Step 4: K-means clustering algorithm [7] is used to cluster the feature vectors
of all training images. Each cluster is treated as a visual block and each training
image eigenvectors are distributed in the various clusters. Finally, image semantic
description is obtained according to the obtained distribution of visual blocks.

When the user enters an image, EIRM generates visual features of the image,
and performs matching of visual characteristics based on the training sets. Finally
according to matching results, we obtain semantic description of the input image.

43.3.3 Query Extension Based on Ontology

To realize query expansion, EIRM uses ontology technique [8, 9] to represent
emergency knowledge, performs knowledge reasoning through emergency ontol-
ogy reasoning, and effectively shares and reuses emergency knowledge. We use
object-oriented approach to design conceptual model of emergency knowledge and
the model contains three elements: concept, attribute and relation. Concept refers
to the name of the basic unit of emergency ontology; attribute refers to the
characteristics of emergency knowledge, and relation describes the association
between emergency knowledge.

Specifically, emergency ontology can be established according to the emer-
gency conceptual model, including establishment of concept, attribute and rela-
tion. Then inference rules are designed based on the principles of OWL and the
inference engine can be created according to description information and ontology.
Meantime, inference engine and query ontology are bound together to obtain a
search object. Combing the ontology API and model API, search object can be
reasoned and so new knowledge can be acquired. When the user inputs query
keywords, semantic expansion words are acquired through new knowledge and
more searching results are displayed for uses.

43.3.4 Label Sorting

We use the label sorting method to organize the searching results according to the
correlation of the query expansion set and the annotation information. The specific
processes are shown as follows:

Step 1: calculate the correlation between expansion words and result records.
Let E = {e1,e2,…,en} be the extended word set. The degree of correlation between
expansion word ei and the label document, i.e. Rank(ei,label) is computed
according to (43.1):
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Rankðei; labelÞ ¼

X

Occuranceðei;labelÞ

j¼1

In
LengthðlabelÞ

Locationðei; j; labelÞ ;Occuranceðei; labelÞ[ 0

0; Occuranceðei; labelÞ ¼ 0

8

>

>

<

>

>

:

ð43:1Þ

where LengthðlabelÞ represents the length of the label document;
Occuranceðei; labelÞ represents the frequency of ei that occurs in the label document;
Locationðei; j; labelÞ represents the location that ei occurs in the label document.
Then the correlation between extended word set and the label document, i.e.
labelrankðE; labelÞ is computed using (43.2).

labelrankðE; labelÞ ¼
X

n

i¼1

Rankðei; labelÞ ð43:2Þ

Step 2: determine expansion degree of ei, i.e. f according to the position of its
result list of ontology reasoning.

Step 3: calculate the final correlation between E and label documents by using
(43.3):

RðE; labelÞ ¼ labelrankðE; labelÞ � f ð43:3Þ

Finally, multi-faceted emergency information search results integrated with text
and image can be sorted by RðE; labelÞ and shown for users in the navigation view.

43.4 Experiments Results and Discussion

We constructed emergency cross-media information retrieval system for users who
query in Chinese inborn language. For the development of this system, we used
Myeclipse 8.5 platform, MySQL 5.1 and a PC with Intel Core(TM) 2 Duo T6570
processor, 2.1 GHz and 4 GB of main memory. Lucene and Heritrix web crawler
tool were also used. In addition, we built emergency ontology with Protégé tool
and performed ontology reasoning with Jena.

Precision and Recall are important measurements of the search system. We used
ECIR to perform five queries, including milk poisoning (query ID 1), Red Duck
(query ID 2), Watermelon leavening (query ID 3), waste oil (query ID 4) and shoes
gelatin (query ID 5). The precision and recall values corresponding to the results of
different queries are shown in Fig. 43.2. It can be seen that all the precision values
are 100 % and recall values are 80 %, 70 %, 90 %, 78 % and 89 % respectively.
The results demonstrate that the performance of EIRM is relatively stable.

We investigated the system performance from the perspective of the user with
correct results provided by humans. For this reason, ten students from our
department were asked to use this system. The volunteers entered the specified
query keywords. Ranking accuracy and satisfaction score were recorded according
to the results returned. Figure 43.3a depicts the average ranking accurate rate of
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our survey and Fig. 43.3b summarizes the volunteers’ average satisfaction score
with regard to query results. The satisfaction standards of grading are shown on the
right. The average satisfaction score is 81 and it demonstrates that users are
relatively satisfied with the query results. However, in our survey, there are also
some cases of relatively low satisfaction score, possibly due to because the fact
that some multimedia objects are not marked accurately.

43.5 Conclusions

This paper proposes a novel emergency cross-media information retrieval model.
The proposed model collects emergency multimedia information, performs cross-
media semantic analysis and achieves efficiency retrieval for cross-media
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information. The model also achieves the task of user query under the state of
emergency management by using the retrieval of intelligent mobile terminal,
which adapts to unstable network condition in the emergency areas. Further work
includes intelligent query of emergency cross-media information, emergency
forecasting and intelligent decision.
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Chapter 44
A Framework for 3D Model Acquisition
from Multi-View Images

Chunmei Duan

Abstract 3D model acquisition is a fundamental issue in computer graphics and
computer vision. However, constructing 3D model manually using software such
as 3D MAX and Maya is a tedious and expensive work. Therefore, finding out how
to obtain 3D model directly from the real world becomes a hot research topic. In
this paper, we describe a framework for obtaining 3D model from multi-view
images of a real object. We start with images of an object taken from different
views, and then feature points extracted and matched. From the correspondences,
camera calibration data and 3D geometry are acquired. Experimental results in the
end of the paper show the effectiveness of the framework.

Keywords 3D reconstruction � Feature correspondence � Surface reconstruction �
3D structure recovery

44.1 Introduction

3D model acquisition is an important task in industry, and also is a fundamental
issue in research fields of computer graphics and computer vision. However, to
construct 3D model manually using software such as 3D MAX and Maya is a
tedious and expensive work. Therefore, finding out how to obtain 3D model
directly from the real world becomes a hot topic in research fields. Currently, as a
digital reservation and record technology, 3D structure acquisition from real
objects can be widely applied to fields of object modeling, scene modeling,
photorealistic rendering, robot navigation, object recognition and 3D metrology
and other cultural fields such as archaeology, advertising and entertainment.
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Methods for 3D model acquisition from real objects can be mainly categorized
as active and passive approaches. Active methods are used by 3D scanner com-
munity and passive method usually defined by 3D modeling based on images. Due
to its low cost and immediately color acquisition power, image-based 3D modeling
becomes complement of active methods.

Automatically reconstructing 3D structure from multiple images taken from
different views is also known as image-based modeling and is a key research topic
in the automated acquisition of geometric object models. In this paper, aiming at
acquisition of integrated 3D model, we exploit the whole workflow of 3D
reconstruction and present a simple and low-cost framework for 3D modeling of
real world object from multi-view images.

44.2 Related Work

Over the past years, a great many of related studies aiming at constructing 3D
models from images existed [1–9]. Approaches for obtaining 3D data from images
can be generally classified as four categories. � Voxel-based approaches [3, 4] are
based on a bounding box containing the reconstructed scene and their accuracy is
limited by the resolution of the bounding box. ` Methods based on deformable
polygonal meshes [5, 6] need starting with a good point such as a visual hull
model, which limits their applicability seriously. Esteban and Schmitt [6] propose
a method using visual hull to initialize the deformation of a surface mesh under the
influence of photo consistency constraints, which yields excellent results except
for some local minima. ´ Approaches employing multiple depth maps [7] are
more flexible alternatives, however, its procedure need complicated depth map
fusion. ˆ Small patches or points based methods [1, 8] retrieve 3D structure from
images by extracting small components such as points or patches which construct
the final 3D model in combination. Furukawa and Ponce [1] propose a novel
algorithm based on a dense set of small patches covering the surfaces visible in the
multi-view images and the experimental results are impressive.

Although 3D model acquisition from multi-view images is a well studied topic
in past years, it still suffers from some problems such as demand for expensive
experimental equipment for obtaining high quality image, ideal illumination
conditions and accurate camera calibration data, etc. In this paper, we present a
simple, low-cost and hybrid framework for 3D model acquisition from images. We
first start with a few images of a real world object taken from different views by a
single camera, and then feature points of images extracted and matched. The
matches are used for camera calibration which can be employed to produce a
dense set of feature matches. After calculation, 3D point cloud is generated from
the collection of image matches. Final 3D models are obtained after 3D point
cloud optimization, surface reconstruction and multi-view texture-mapping.
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44.3 The Framework for 3D Model Acquisition
from Multi-view Images

Figure 44.1 shows our system for 3D model acquisition of real world object from
multi-view images. The framework start from step � images acquisition, step
` local image feature extraction and matching, step ´, ˆ 3D point set retrieving
and optimization, step ˜, Þ surface reconstruction and texture mapping. The rest
of the section describe these steps concretely.

44.3.1 Acquisition of Multi-view Images

Firstly, as shown in Fig. 44.1 step �, we take photos of a real world object from
different views. As a matter of fact, in order to avoid the vibrations of the camera, we
just attach it to a sturdy tripod and turn the target object every time for a new view.
The first two columns of Fig. 44.3 show two views out of total 16 images taken from
all around of three test objects. The photos are acquired by digital camera Canon
A640 and the image resolution is 640 9 480. The entire photo taking procedure is
implemented by computer software provided by Canon Company.

Fig. 44.1 Our framework for 3D model acquisition of real world objects from multi-view
images
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44.3.2 Image Local Feature Extraction and Matching

Then, as shown in Fig. 44.1 step `, images feature points of every views should be
extracted and matched for estimation of camera intrinsics and extrinsic parameters
used for 3D structure recovery. We detect the scale invariant features known as
Difference-of-Gaussian (DoG) [10] which is defined as the difference of Gaussian
convulsion kernel of different scale factors as described in Eq. (44.1).

D x; y; rð Þ ¼ G x; y; krð Þð Þ � G x; y; rð Þ � I x; yð Þ ð44:1Þ

where G x; y; rð Þ ¼ 1
2pr2 e� x2þy2ð Þ=2r2

is the Gaussian kernel, I x; yð Þ is the processed
image and � denotes the convulsion operation.

Then the gradient data of the neighborhood patches in suitable size of the DoG
features are normalized and then the local feature descriptor described in [11] is
applied to perform feature correspondence task. The feature correspondences are
used to perform camera motion parameter estimation.

44.3.3 3D Point Set Retrieving and Optimization

The matched features are firstly used for estimating fundamental matrix [9] which
describes the relationship between different image views and is estimated non-
linearly using global optimization and bundle adjustment techniques [12] jointly.
The fundamental matrix is parameterized to the minimum number of seven
parameters and estimated by global minimization in term of non-convex linear
matrix inequality (LMI) and convex LMI relaxation techniques [13]. We perform
the computation in a RANSAC framework and consider nonlinear criteria, toge-
ther with epipolar geometry constraint [9].

The multi-view projective reconstruction in a unified framework is only based
on the fundamental matrix, by which the 3D structure is created. Based on the
solved fundamental matrix, the projection matrices in projective space corre-
sponding to different views are estimated. The solved projective matrices and 3D
point set in projective space can be updated to the metric space by self-calibration
technique [9]. Due to the robustness and preciseness of the estimated fundamental
matrices, our method to recover the projection matrices and 3D structure is stable
and robust. The procedure is referred to as the step ´ in Fig. 44.1.

After imposing the dense matching similar to Ref. [1], we obtain relatively
dense 3D points. However, due to the ill-posed nature of the algorithm, the
obtained 3D point cloud is sparse and noisy comparing with those obtained by 3D
scanners. In 3D reconstruction field, conventionally, bundle adjustment (BA) will
be adopted to optimize 3D point clouds and camera calibration data [9]. During the
minimization shown in Eq. 44.2, the 3D point structure and parameters of camera
projection matrix are optimized. There are enough correspondences in adjacent
two and three views according to statistics we got in experiments and we divide all
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the image views into 2-view and 3-view groups and over which to perform opti-
mization algorithm.

min
Pif g; Mjf g

X

N

j¼1

X

T

i¼0

mij � f Pi;Mj

� �� �

ð44:2Þ

where, Pif g is the collection of projection matrices, Mj

� �

is the collection of the
estimated 3D points, mij

� �

is the collection of matched feature points of Mj under
point view i, k k is 2-norm operator, namely, sum of squares, f is the projection
function, namely, f Pi;Mj

� �

¼ PiMj.
We implement the optimization using SBA technique. SBA (Sparse Bundle

Adjustment) is an effective development of LM algorithm which employs the
sparse nature of coefficient matrix so as to simplify the solving [14]. The refined
correspondences and the estimated projection matrices as well as the initial
recovered 3D point set are as the parameters being sent to SBA framework to
perform local and global optimization. RANSAC framework is also used to
increase the robustness of the algorithm. This part is referred to as the step ˆ in
Fig. 44.1. Our experimental results show that errors in the original data are cor-
rected and the quality of the reconstructed 3D model is promoted obviously.

44.3.4 Surface Reconstruction and Texture Mapping

After optimization, 3D point clouds will be triangulated to be a 3D mesh model. In
our experiments, we first employed Tight Cocone method [15] which is based on
Delaunay triangulation. Although Tight Cocone is very effective to scanned data, it

Fig. 44.2 3D mesh model after Tight Cocone triangulation
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is not very good at dealing with sparse and noisy data like ours. As shown in
Fig. 44.2, many errors and holes are found on surface of the mesh after Cocone
triangulation. So, we adopt Poisson approach [16] to triangle the oriented points.
And the final 3D points are further smoothed after employing the approach as
shown in Fig. 44.1 step ˜.

Texturing the reconstructed 3D model is the last step in the framework as
shown in Fig. 44.1 step Þ. We propose a new method for automatically texturing
complex 3D model in [17]. The photographic images for acquiring 3D structure
are again used as texture data and mapped precisely on the surface to enhance the

Table 44.1 Part of data sets used in our experiments

Data sets Resolution Illumination Image number Materiel

Dog 640 9 480 Natural light 16 Resin
Warrior 640 9 480 Natural light 16 Bronze
Beauty 640 9 480 Natural light 16 Wooden

Fig. 44.3 Three reconstructed 3D models obtained from multi-view images
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model appearance. We implement an iteration algorithm for automatically sam-
pling a few images as texture maps instead of using the whole set of input images.

44.4 Experimental Results

Table 44.1 shows the characteristics of part of the data sets that we used in our
experiments. Figure 44.3 shows three reconstructed 3D models obtained from
multi-view images using the proposed framework. The left two columns show two
of the 16 images of real objects for reconstruction. The rest columns show the
recovered point sets and textured 3D models, respectively.

44.5 Conclusion

In this paper we presented a framework for automatically construct 3D model of
real world objects from multi-view images of the objects. The integrated 3D
reconstruction workflow was revisited and in each step of the reconstruction
procedure such as feature matching, point cloud generation, optimization and
texture mapping. Some new approaches or algorithms were employed to promote
the final quality of the reconstructed 3D model. We believe that the proposed
framework provided an effective and inexpensive way to obtain 3D model of real
world objects. The experimental results in the end of the paper show the efficiency
and feasibility of the proposed algorithm.
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Chapter 45
Vehicle Tracking Based on Nonlinear
Motion Model

Fan Zhang, Hong Li, Kalilou Kone and Wei Zhang

Abstract How to detect and track vehicle in nonlinear motion is a big problem in
computer graphics technology. Monocular vision is complete works like posi-
tioning with only one camera; it has a simple structure and a strong applicability.
In this paper, we build and solve models of traffic video with nonlinear motion
model, to locate and track vehicles in video. We present a new nonlinear move-
ment model using shape model and projection model. The accurately calculated
results of position and velocity of the vehicle is given by estimating the vehicle’s
speed, posture, the last position. It’s an effective solution to the problem that
nonlinear movement is difficult to estimate by KALMAN filter and the tracking
process is not stable and reliable enough. The experiments show that the new
algorithm has better robustness than EKF and UKF algorithm.

Keywords Nonlinear motion � Vehicle tracking � Motion model � KALMAN
filter

45.1 Introduction

With the development of science and the progress of the society, the car has
become an indispensable transport tools. Vehicles detection and tracking in the
traffic video is the basic step of intelligent transportation system, visual monitoring
and it is also very important step. In recent years, both attach great importance to
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the research of this field at home and abroad, and successively appeared a lot of
remarkable achievements. For most of the tracking problem, it usually assumes
that the camera is stationary, or compensate through a global movement. The key
to the problem is foreground and background modelling, and the model must meet
the following requirements:

1. Model of the background and the foreground has sufficient separability.
2. Between adjacent frames, the measured value of the parameter in the fore-

ground model has good continuity and stability.
3. The model is able to meet the requirements of real-time computing; otherwise,

the motion prediction model will not be able to maximize its effectiveness,
leading to the failure of the tracking.

Mean-shift, Particle filter and KALMAN filter tracking method has become
widely used in recent years, but the description of the foreground/background has
been key to the study [1, 2]. The central idea is in the case of priori geometric
model of the vehicle, according to the information of its position, size, and speed
in a single view, determined the next time location, size, angle, and other
parameters of the estimator, efforts to find the optimal solution of the foreground
object, In order to achieve a stable and powerful tracking result. In addition, there
are two non-linear motion tracking method: The first method is the function
approximation.

It is for linearization of the nonlinear equation of state or observation equation,
typical algorithm is extended KALMAN filter (EKF) [3]. The EKF First linearizes
nonlinear equations, using a Taylor expansion and then combines the classic
KALMAN filter for the estimation. EKF algorithm is simple and easy to imple-
ment, but has poor tracking performance in the strongly nonlinear and non-
Gaussian environment, and even filtering divergence. Another method is based on
the sampling approximation method, sampling approximation method using a set
of samples with weighting value to approximate the posterior probability density
function (PDF) of the target, typical algorithms are Unscented KALMAN filter
(UKF) and the particle filter (PF). Which UKF [4] use the identified sample points,
Thus avoiding tracking errors caused by the linearization, when the state of the
posterior probability density function is non-Gaussian, the tracking performance
will get worse. The experiment references EKF and UKF methods.

45.2 Motion Model

45.2.1 Linear Motion Model

Firstly, this paper describe the most simple model of rigid linear motion like that
the motion of the vehicle only in a straight line, only have one degree of freedom.
On this basis, discuss it further more in depth and complex. In the situation which
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the motion of the vehicle is linear entirely, we suppose that the target vehicle’s
projected image in monocular video is Y, and its profile is described by a series of
coordinate points, the parameter of the profile is S ¼ x1; y1; x2; y2;f
. . . . . .; xN ; yNg; xi, yi are the coordinate points which were marked as group i.

If we know the profile Ss at s time, we can get the description value at sþ 1
time:

S sþ1ð Þ ¼ Ss � ss þ ts ð45:1Þ

The expression of ts like that

ts ¼ ms � Dsþ 1=2� as � Dsð Þ2 ð45:2Þ

ms and as Originate from the estimated value in s time, ts present the instantaneous
displacement of the object in s time, ss presents the scale changes which were
caused by displacement. In the linear motion, the motion of the object do not cause
any change in its shape and gesture, so the scale changes is proportional to the
visual depth of its location, and the visual depth is also linear when the motion is
linear. So we can calculate ss from the gradient.

45.2.2 Nonlinear Motion Model

As the nonlinear motion of the rigid body, we can view it as the motion in two
directions—translation and rotation. Translation like the linear motion, just expand
the motion in straight line to the whole plane or carved surface, it cause the change
in coordinate and scale. Rotation is the projection which the moving object in three
dimensional space projects its rotation on two-dimensional plane, it mainly cause
the tracking object’s change in shape and gesture. We also should know that, in the
nonlinear motion of the vehicle, the generation of the rotation is accompanied by
its displacement; there also have some certain relationships between the angle of
rotation and the parameters of the displacement. Now we are discussing the
nonlinear motion model in plane.

S sþ1ð Þ ¼ rs Ssð Þ � ss þ ts ð45:3Þ

rs is the rotation which caused by moving object, and it is also a process which
caused by the two-dimensional profile’s changes in shape and gesture. In the flat
surface, ts of nonlinear is same as linear model, but ss is defined by the visual
depth of the object’s coordinate location. In general, vehicle always towards the
tangent direction of its movement, so, in the flat surface, the angle of the rs’s
rotation is asDs=2msð Þ. Besides that, because of the vehicle always on the land, the
horizontal angle of the vehicle is also the horizontal angle of land in the picture.

Then we analysis these parameters further more. Firstly it’s the translations
parameter t, as the most important attribution in vehicle tracking. We can describe
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it with v and a. E mð Þ ¼ m0 þ a0D, we can consider the speed to be linear, in a short
time D! 0. But v0 and a0 originate from the estimation of the previous infor-
mation, so, v also has some certain Gaussian noise.

a / N
dv

dt
; r2

� �

ð45:4Þ

If we don’t have priori knowledge, we can consider a have additive Gaussian
noise. Scale scaling parameter s for Plane, the scaling coefficients in the x-axis and
y-axis SX, SY is completely independent, s ¼ sx � sy. For the curved or irregular
terrain, s ¼ s sþ 1ð Þ=ss; s sþ 1ð Þ and ss are determined by the coordinate and the
topographic gradient. The rotation parameter r rotates the 3D object, start with the
angle hs and end with the angle h sþ 1ð Þ. The motion model like Fig. 45.1.

45.3 Vehicle Tracking with Nonlinear-Model KALMAN
Filter

45.3.1 Initialization

Before the tracking, we should detect the vehicle. When an object enters the
camera screen, detection starts immediately. The principal framework of vehicle
detector is composed of 3 parts: firstly, we extract edge features of the input image,
especially extract the profile features of the new object; then combine the profile
with the original picture and cut the object apart; finally, send the segmentations
results to the image classification device, then we can get the detection results. If
the new object is vehicle, the tracking aim, extract its angle features; discern the
profile and the direction of the vehicle. The finally results of the detector have 3
parts: vehicle profile, the rectangle framework of the vehicle location, vehicle
direction; send these information to the tracking device, then the tracking start.

τS τS

Fig. 45.1 The generative motion model. The graph implies three types of information: the
translation model P t m; ajð Þ, the scaling model P s S; tjð Þ and the Rotation model P r S; m; ajð Þ. S will
get the estimated value with these three models, and give the feedback to the parameter v and a
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45.3.2 The Tracking Method

We apply the motion model which proposed previously to the target tracking,
select KALMAN filter as the general framework of the tracking, form a complete
tracking module. In this experiment, define the status of KALMAN filter as

x tð Þ ¼ x; y; dx; dy; d2x; d2y½ �T, the observation is y tð Þ ¼ x; y½ �T , x=dx and d2x are
target image’s location in horizontal direction, velocity and acceleration; y=dy and

d2y are target image’s location in vertical direction, velocity and acceleration. The
basic tracking procedure is as follows:

1. Initialization phase: define the observation target zp in the reference image and
input its initial status x 0ð Þ. Select the process model of KALMAN filter and
forecast the region where the target possibly appears.

x tð Þ ¼ A � x t � 1ð Þ þ w tð Þ ð45:5Þ

which

A ¼

1 0 Dt 0 1
2 Dt2 0

0 1 0 Dt 0 1
2 Dt2

0 0 1 0 Dt 0
0 0 0 1 0 Dt
0 0 0 0 1 0
0 0 0 0 0 1

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

;

Dt ¼ 1; pðwÞ / Nð0; r2IÞ; r2I ¼

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

Forecast the location of the object with the formula, so we get the estimated
information x tð Þ at t time. If the accuracy of the forecast model is not enough, do
once template matching after we get the estimated value of x 1ð Þ, acquire the
accurate information about velocity and location.

2. Renew the estimation of the target’s location: according to the detection
method, acquire the target’s observation location zp (t), renew the estimation of
the target’s status.

x tð Þ ¼ ~x tð Þ þ K tð Þ y tð Þ � H � ~x tð Þð Þ ð45:6Þ

In the formula, H ¼ 1
0

0
1

0
0

0
0

0
0

0
0

0
0

� �

, K tð Þ is KALMAN gain.
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3. Correct the status of the tracking target with the template in motion model,
correct the tracking framework and optimize the tracking barycenter with the
object’s location estimation x tð Þ and angle estimation arctan

d2xþ d2yð ÞDt�
2 dxþ dyð Þ

h i

, then we can get the estimation x t þ 1ð Þ.

45.4 Experimental Results

45.4.1 Accuracy Analysis

We compare our approach with EKF and UKF. We initialize the filter with
inputting the first two frames’ annotation of each moving vehicles.

Figure 45.2 shows examples of tracking with three methods EKF, UKF and
NMKF. It is a typical example of a turning movement. Since the turn, the vehicle’s
shape, speed, and other parameters are changed. EKF still trying to find best
estimate then caused large deviations. UKF try to produce smooth results with
posterior probability using Gaussian distribution. However, the error is still beyond
the Gaussian noise model accommodated upper limit. So UKF results are not
accurate enough. The new method does more accurate tracking by matching
motion model. The result of new approach only has a tiny distance with the
observed value.

We focus on the non-linear movement, which contains 200 frames. For each
example, we run EKF, UKF, and our approach separately, using the same ini-
tialization and background difference method as detection. Figure 45.3 shows the
errors for the three methods. The x-axis shows index of frames. The y-axis shows
the root mean square error (RMSE) with respect to the labelled point.

Fig. 45.2 Nonlinear object tracking result from different tracking method. The EKF algorithms
use black box, The UKF algorithms use red box. Our NMKF algorithms use yellow box. a EKF.
b UKF. c NMKF
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45.4.2 Speed Analysis

We research the tracking of non-linear motion; the average time this experiment
takes (Each trace of the mean value of each tracing time) is shown in the
Table 45.1.

As can be seen by the table information, the computational complexity of
NMKF increases. However, adaptability for nonlinear movement enhances. It can
still effective track in complex circumstances, it is more robust than other
algorithms.

45.5 Conclusion

This paper proposed a new motion modelling method of the core issues in the
target tracking, Modelling and description of the target, and improved the trace-
ability of the nonlinear target motion and the stability of the target tracking. The
experiment results showed that: This approach can be effective tracking nonlinear
motion object in the long sequence of frames; this tracking prediction model is
relatively independent with shape modelling method. Although this paper use
KALMAN filter as tracking framework, other tracking methods is possible. It has
good extensibility. All of these experiments show that the modelling method
proposed in this paper can enhance the performance of the tracking algorithm.
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Fig. 45.3 Test error for vehicle tracking with EKF, UKF and our NMKF approach. a Linear
movement. b Nonlinear movement

Table 45.1 Time
complexity of nonlinear
motion tracking

Filter The average running time (ms) RMSE (pix)

EKF 15.2 10.6
UKF 90.6 7.5
MMKF 166.0 3.3
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Chapter 46
Detecting Pedestrian Using Motion
Information and Part Detectors

Lingli Xu and Zhiping Zhou

Abstract A pedestrian detection method based on motion information and part
detectors is proposed in this paper used for handling partial occlusions of pedes-
trian in video. Extracting motion areas in the video image by fast frame difference
image Gaussian mixture model as the candidate region of the pedestrian firstly;
Then the part detectors including head, head-left should, head-right should, torso
and so on, which have trained by the liner SVM combined with the HOG features
pyramid were used to scanning detect in each candidate region individually.
Finally, the Max Margin Hough Transform is used to verify the detection result.
Experiments on databases and the video shoot by us show that our method has high
performance in detecting pedestrians with partial occlusion.

Keywords Partial occlusion � Motion information � Part detectors � Pedestrian
detection � HOG features pyramid

46.1 Introduction

Pedestrian detection has very important applications in video surveillance, machine
vision, assisted driving, and content-based image/video retrieval. However,
detecting humans in images/videos is a challenging task because of the variation in
visual appearance caused by changes in pose, clothing, articulation and occlusion.
Currently, the most classical approach is the Histograms of Oriented Gradients
(HOG) which proposed by Dalal et al. [1] in 2005. A great test result can be got by
this method when the background of image is relatively simple and the target does
not be occluded. However, there often exist various occlusions between background
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and pedestrians, pedestrians and pedestrians in actual scenes. It is widely accepted
that a representation based on parts is necessary to tackle the challenge of detecting
people in images. Mykhaylo and Stefan [2] built upon the pictorial structures model
and strong part detectors for people detection and pose estimation, which is powerful
and general. But it did not take full advantage of model relationships between body
parts beyond kinematics constraints. Felzenszwalb et al. [3] generalized an approach
for object detection based on mixture of multi-scale deformable part models com-
bined with latent SVM, which was a better performing system on the task of
pedestrian detection. However, the part models did not consider the effect of
detection affected by difference of angles of parts of human body. Guo et al. [4]
described a segmentation-aware model to handle occlusion in object detection,
which made the detection more robust to occlusion, but it need to richer represen-
tation on the deformable parts-based models.

46.2 Getting the Part Detectors

46.2.1 Selecting Parts of Human

The low-level signals captured by HOG features pyramid from the image blocks
are often ambiguous owing to the variation of the posture and angle of human and
the irregular occlusion; patterns that are almost indistinguishable given the HOG
features pyramid inside the image blocks, but can be distinguish by observing the
addition shape context of human [5]. For example, a front-facing pattern is similar
to a back-facing one in appearance, and thus the corresponding part detectors will
often have the similar test results. If the separate parts of the body is used to split
human that human body is can be divided into head, arms, torso, legs simply.
Using these separate parts for training to detect pedestrians will bring a relatively
large error. These ambiguities can be resolved by exploiting context. To distin-
guish between the pedestrian together through multiple patterns of neighboring
parts detectors. For example if a head detector detects only, we can infer that the
oval shape such as a wheel sometimes will be mistaken for a head in the image.
But, if use a head-and-shoulder pattern, we can suppress the false detection by
determining whether there is no torso underneath.

As we as know, there are 19 types of key-point in anatomical human (such as
eyes, nose, hip, joints, etc.), and 15 types of regions of person [6] can be obtained,
which include face, left should, right leg and so on. For pedestrians walking
upright, the approach of key-points annotating from different angles of head, left
and right should, hip is used to fragmenting the 30 individual body parts for
training in this paper, such as head, left head-should, front-torso, upper body, etc.
The image patches including these parts regarded as positive samples combined
with negative samples that are the same size image blocks randomly generated
from non-pedestrian samples can be trained to produce 30 types of parts detectors.
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46.2.2 Training Local Detectors

The difficulty and the primary problem is how to divide the parts and construct
effective part detectors based on local detection. Parikh etc. [7] found that the
detection performance impacted on parts detectors is greater than the impacted of
the geometric relationship between the parts detectors on local detection. There-
fore, the most importance is constructing effective parts detectors. There the
dataset we used is the PASCAL VOC 2011 which provides enough such anno-
tations. In the dataset the human body is treated as a lot of image blocks corre-
sponding to different parts of person. The training algorithm consists of the
following steps:

First step: Collecting image blocks. 30 random windows contain the key-points
of the human body is selected from the training set as seed windows. Patches are
extracted from other training examples with similarly local key-points configu-
ration with each seed windows. Then following the Eqs. (46.1) and (46.2) to
compute a distance between the set of K1 composed of the all key-point of seed
window and the key-point configuration K2 within the annotated image of people.
The image block will be discarded whose distance is too large. The distance metric
is proposed following:

D K1;K2ð Þ ¼ Dproc K1;K2ð Þ þ kDvis K1;K2ð Þ ð46:1Þ

Dproc K1;K2ð Þ ¼
X

n

i¼1

xi1 � xi2ð Þ2þ yi1 � yi2ð Þ2
h i

ð46:2Þ

where Dproc is the Procrustes distance between the two common sets and Dvis is a
visibility distance. The two configurations can be ensured have a similar aspect
effectively by Dvis.

Second step: Training and classifier. The collected patches are regarded as
positive samples. The HOG features pyramid is extracted from the positive sam-
ples and random negative samples, and 30 parts classifiers can be trained by linear
SVM classifier. To ensure that all training blocks are adequately close to the seed
window, only the nearest 300 training examples are be used in this paper.
According to standard practice, initially training SVMs by scanning over images
excluding people, retain by collecting hard false positives.

The following figure shows a part of the collected training image blocks and
trained the local detectors, respectively corresponding to the different parts of the
human body (Fig. 46.1).

For walking person, the head and torso of persons are relatively stable com-
pared with other parts. So many literatures only use a single head [8] or torso for
training to detect pedestrians. The performances of these methods are effective
when targets do not be occlusion, but the detection performance will decline
significantly when there occlusion exists between object. Figure 46.2 shows the
effect of only using head or torso detector detecting pedestrians.
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As shown in the figure, the pedestrians with occlusion cannot be accurately
detected by single detector. If the results cannot be received by some detectors
when the human body is partially occluded, can we use others to obtain the results.
Therefore the problem of partial occlusion can be solved by combining a plurality
of detectors without affecting the final detection results, which can significantly
improve the detection rate.

Fig. 46.1 The parts of the human body and its corresponding partial detector. The top row shows
the image patches of various parts of body collected within the dataset, as positive samples for
training. The corresponding to parts detectors are shown in the following row. They are
respective front-face, front-face-double-shoulder, front-face-right-torso, side-torso, front-torso,
and front-half-face

Fig. 46.2 Part of the experimental effect diagram. a, b Shows respectively detecting no-occluded
pedestrians with a single head and torso detector, which can accurately detect people; and c,
d shows respectively detecting occluded pedestrians with the same detector, which will cause
undetected
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46.3 Extracting Candidate Regions

If we use all parts detectors had trained before to detect scanning over the whole
image waiting to detect the time consuming of the pedestrian detection task may
be difficult to accept. Thence the two-steps contain pedestrian candidate region
assumed and objectives confirmed are used in this paper. Pedestrian in the name
suggest is a walking person, so the motion areas from the images can be captured
as the candidate regions of the pedestrian. For complex outdoor scenes, targets can
be detected effectively by the Gaussian Mixture Model. A novel method named
FDGMM to solve this problem by modeling the frame differencing image with fast
update GMM.

Let to: x; yð Þ is the cording of a pixel in I x; y; tð Þ which is the t-th sequence of
video image. And Y x; y; tð Þ is the gray value of I x; y; tð Þ. Then inter-frame dif-
ferencing image is introduced to replace the gray image to built new Gaussian
Mixture Models. The differencing image is generated as:

d x; y; tð Þ ¼ Y x; y; tð Þ � Y x; y; t � 1ð Þj j ð46:3Þ

And DGMM can be shown this:

P dt dt�1jð Þ ¼
X

K

i¼1

xi � g dt ui;t;
X

i;t

�

�

�

� �

ð46:4Þ

where K is the number of Gaussian models, which is empirically to be 2 in this
paper, xi are the weights which satisfy 0\xi\1 and

P

xi ¼ 1, and
gðXt; li;t;

P

i;tÞ is the normal probability density of mean li;t and covariance
P

i;t ¼ r2
i;tI.

According to the illustration, the parameters of Gaussian mixture models must
be initialized by calculating the mean and covariance of inter-frame differencing
image sequences. But the more frames we used the greater amount of computation
will be taken. There we selected the first 20 frames initializing the algorithm.

Then he GMM should be updated with background pixels real-time used for
reducing the influence of illumination conditions and the false positive alarm.
Unlike the traditional GMM algorithm, in this paper, two independent and con-
tinuously updative learning rates are used to respectively update mean and vari-
ance quickly [9]. The learning rates for mean calculated as follows:

ak tð Þ ¼ ak t � 1ð Þ þ K þ 1
K

gk �
1
K

X

K

i¼1

gi ð46:5Þ

The initial value is ak 0ð Þ ¼ 0:05. As can be seen from the formula, the learning
rate is increased if the probability of pixel belonging to the kth Gaussian com-
ponent is higher than average probability of others. Then the update of the mean is
this:
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lk tð Þ ¼ ð1� ak tð ÞÞlk t � 1ð Þ þ ak tð ÞX ð46:6Þ

Here a function bk X; lkð Þ is introduced for the variance to ensure a quasi-linear
adaptation. The function is following:

bkðX; lkÞ ¼ aþ b� a

1þ e�se X;lkð Þ ð46:7Þ

where e X; lkð Þ ¼ X � lkð ÞT X � lkð Þ the parameter s is equal to 0.005, and a, b
limit the variance value to a domain D 2 ðaþb

2 ; bÞ. Then the variance is updated
independently from the mean as this:

r2
k tð Þ ¼ 1� nð Þr2

k t � 1ð Þ þ n � bk tð Þ ð46:8Þ

where the n ¼ 0:6 is a constant learning rate.

46.4 Locating and Segmentation in Hypotheses

The candidate region is needed to further confirm whether it is pedestrian and
determine the location of the pedestrian. In this method, a Generalized Hough
transform voting structure is used to achieve the positioning of pedestrians.

Each part detectors run at every location and scale of the input image to collect
all possible for the key-points of the human body, which is called activation point.
For example the i-th activation of the p-th local detector can be represented as
pi.and the score of classifier assigning is ai. Selecting image blocks with a fixed
size around these activation points, as the windows may contain a pedestrian
portion. Then we use mean shift algorithm to cluster all windows. The target
position will be casted a vote by Each cluster The probability of detecting at x of
object O is calculated as:

PðO xj Þ /
X

i

xiaiðxÞ ð46:9Þ

where, xi is the weight of the part detectors. The peaks of Hough space can be find
by compute the cast votes and the sum over the detectors according to Eq. (46.9) in
each cluster. Then the Max Margin Hough Transform (M2HT) [10] that can find
the set of weights which minimize the false positive but maximize the true positive
is used to learn the weights. We use the xi ¼ 1 in formula to calculate the peaks in
Hough space in the training set. The optimization mechanism of the weights is
following as this:

min
w;b;n

1
2
xTxþ C

X

T

i¼1

ni ð46:10Þ
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S:t: yiðxT Ai þ bÞ� 1� ni;

x� 0; ni� 0; 8i ¼ 1; 2; . . .;N
ð46:11Þ

where A j
i is the score of j-th local detector within the i-th Hough peak. If yi ¼ 1 the

peak is true positive, and yi ¼ �1 if false positive. This can accurately detect the
local position of people.

46.5 Experiments and Analysis

The pedestrian detection problem is mainly discussed when the target exists
obscured. Thence, a method combined with a lot of parts detectors to deal with the
problem of target occlusion. If pedestrians can not be detected by some detectors
we can use others. To further illustrate the problem, the method of this paper, a
single head detector, a single torso detector is used respectively to test the test set
in INRIA dataset which contain 288 positive samples and 402 negative samples
drawing the ROC curve, as show as Fig. 46.3. The literature [3] also used the
method combined with many local detectors to detect pedestrians. But it neither
considered the difference of angles of parts of human body, nor consideration of
combining with multiple parts of a person. However, the parts detector are
obtained by selecting different angles of one or a plurality of continuous parts of
human for training in this paper. Similarly, the two methods are tested in the test
drawing a ROC curve, as show as Fig. 46.4.

Obviously, the left ROC curve of Fig. 46.3 demonstrates that the detection
results of the proposed method in this paper are superior to the other two methods.
From right of Fig. 46.4 can also be apparent to the detection results of this method
are better than the literature [3].

Fig. 46.3 ROC curve for method of this paper with single detector (left). ROC curve for method
of this paper with literature [3] (right)
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Figure 46.4 shows the test results of this method in different environments. (a),
(b) show the test results only using local detectors in test set of INRIA and the
video database CAVIAR respectively. And (c) is the test results of the self-timer
video image. Where, the upper row of (a) and (b) show the detected pedestrians
marked by a rectangle box in the image, and the following row show the parts of a

Fig. 46.4 The examples of detections in different environments. a Example of detections using
local detectors in INRIA. b Example of detections using the method in this paper in CAVIAR.
c Examples of detections in self-timer video
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detected pedestrian marked using different parts detectors in a chosen rectangle
box above which had been amplified by a certain percentage. The method of this
article can still achieve a desired effect when body parts are occluded. In short, the
proposed method based on motion information and part detectors can accurately
detect pedestrians in various environments and postures and object occlusion,
reflecting the robustness of the proposed method.

46.6 Conclusion

The method based on part detectors and motion information using to solve the
problem that the target exist occlusion in practical sense is proposed in this paper.
The detection speed can be improved by extracting a motion area as candidate
region of pedestrians in where pedestrians will be further confirmed. The test
results in a different test set show that, the proposed method can be effectively
applied to the pedestrian detection task of target occlusion handling. However, the
local detectors are trained based on HOG feature pyramid and combined with
linear SVM classifier in our method. In the first instance, a large part of time is
consumed for HOG calculation. Secondly, the detection rate may be suppressed by
the linear SVM classifier which is binary classification. Therefore, the subject of
following research is on reducing the dimension of HOG and improving the SVM,
to arrive at better detection efficiency.
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Chapter 47
Tracking Algorithm Based on Joint
Features

Xiaofeng Shi and Zhiping Zhou

Abstract In the study of target tracking process, when the target has a similar
color to the background easily leads to the loss of the target due to illumination and
noise. In order to avoid the drawback of Mean shift which only uses color
information as the features to track the target, Sobel operator and local binary
patterns (LBP) are combined to extract the textures of the moving target as Mean
shift characteristics. An advantage of the Mean shift algorithm can compute the
histogram easily. However, this process can’t change the size of a search window.
Therefore, the proposed method extracts the feature points of the object in the
region that given by the improved Mean shift and according to the information that
the positions of the special feature points, a new search window is generated. The
experiments show that the proposed object tracking system performs more accu-
rately than the Mean shift algorithm.

Keywords Object tracking � LBP � Sobel operator � Variable search window �
Mean shift

47.1 Introduction

The target tracking is essentially based on the image frame in the form of the
continuous position of the target through the matching features. Currently, moving
target tracking is required in many practical applications, such as video surveil-
lance, traffic monitoring to video analysis and understanding [1]. However, the
problems of illumination, occlusion and deformation in complex environments
remain challenging in the tracking field [2]. A lot of tracking algorithms have been
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proposed to overcome the problems. Among them, Mean shift tracking algorithm
based on regional representation has recently become popular due to its simplicity
and efficiency.

A weighted color histogram is a discrete estimation of the probable density
distribution of the target region. It has a good robustness, such as the rotation
invariance. However, this method may result in the loss of tracking target when the
target has a similar color distribution to the background. As we all know, the color
histogram contains no spatial information. In order to solve the above problem, a
variety of improved methods have been proposed by scholars in recent years. Shen
et al. [3] proposed a kernel-based tracker generated by allowing to build the target
model through support vector machine training and to update the target model
online. But this algorithm was at the cost of some computational efficiency. In
paper [4], texture pattern was applied to the Mean shift algorithm to represent the
moving object. Only the main uniform patterns were extracted to reduce the
computational complexity. But this process can’t change the size of a search
window. Yang et al. [5] proposed a tracking approach based on ‘‘bag of features’’.
Though this method could track the target accurately, the model updating scheme
needed more computational work. SIFT has the advantage scaling and rotation
invariant, therefore it can be combined with other tracking algorithms to reduce the
complexity. Kuo [6] trained samples online and allowed models to adapt to object
instances. In the representation of target’s appearance, HOG and RGB features
were fused. However, HOG feature is generally for human identification. When it
comes to other non-human objects tracking may cause errors.

This article is organized as follows: Sect. 47.2 presents a brief introduction to
the Mean shift algorithm and features selection. In Sect. 47.3, our proposed
approach is introduced for the target tracking. The experimental results are in
Sect. 47.4. Conclusions are given in Sect. 47.5.

47.2 Object Tracking

Mean Shift algorithm [7] is popularly used for tasks such as clustering, probability
density estimation and tracking because of its simplicity and real-time charac-
teristics. This algorithm is considered as an efficient color space analysis technique
and aims at finding local maxima in any probability distribution.

Denote by xi i ¼ 1; . . .; nð Þ the normalized pixel positions in the target region,
the target model is computed as

qu ¼ C
X

n

i¼1

k xik k2
� �

d b xið Þ � u½ � u ¼ 1; . . .;m ð47:1Þ

where qu represent the probabilities of feature u, m is the number of feature spaces, d
is the Kronecker delta function, b xið Þ associate each pixel which is mapped to the
corresponding feature spaces. k(x) is an isotropic kernel profile, C is a normalization
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constant which meets the demand of function
P

m

u¼1
qu ¼ 1. The histogram of the target

can be obtained:

Pu yð Þ ¼ Ch

X

nh

i¼1

k
y� xi

h

�

�

�

�

�

�

2
� �

d b xið Þ � u½ � u ¼ 1; . . .;m ð47:2Þ

where xi i ¼ 1; . . .; nð Þ represent the pixel positions in the candidate target region,
Ch is a normalization constant, nh is the number of pixels in the candidate target
region, h is the band width. The weight of each pixel is defined as follows:

wi ¼
X

m

u¼1

ffiffiffiffiffiffiffiffiffiffiffi

q
u

p
u

y0ð Þ

v

u

u

u

t d b xið Þ � u½ �: ð47:3Þ

47.3 The Proposed Tracking Algorithm

47.3.1 Features Selection

47.3.1.1 Local Binary Pattern Combined with Sobel

The traditional tracking algorithm is very effective when the target’s color is
unique compared with the background’s color. However, color information is not
enough to describe the object’s feature. To solve this problem, we can choose
another feature as the object model. In this paper, LBP texture and Sobel edge
feature are chosen as the substitute.

LBP is widely used in many fields such as face recognition, texture classifi-
cation because of its advantage of the gray-scale and rotation invariance [4]. The
function of the LBP operator is defined as follows:

LBPP;R xc; ycð Þ ¼
X

P�1

p¼0

s gp � gc

� 	

2p ð47:4Þ

Where the thresholding function s xð Þ ¼
1 x� 0

0 x\0

(

. gc represent the gray value

of the center pixel, gp corresponds to the gray value of pixels on a circle with
radius R. P is the number of the local neighbor pixels. Take both speed and
discrimination capability consideration, we adopt LBP operator with the param-
eters P ¼ 8 and R ¼ 1 to describe the texture features in this paper.
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LBP8;1 xc; ycð Þ ¼
P

7

p¼0
sðgp � gcÞ; U LBP8;1

� 	
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<

:
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The LBP8;1 model has nine uniform texture patterns including spots, flat areas,
edges, line ends and corners, etc. Three dimensional RGB color channel and one
dimensional texture channel can be defined as color-texture histogram. However,
the experimental results show that compared with only use of color histogram, this
directly define the joint color-texture histogram can’t have a strong discrimination
ability especially when the background has a similar color with target. In order to
improve the tracking effect, interference of the flat area should be reduced while
the features of uneven region should be enhanced. Pattern 2, 3, 4, 5, 6 represent the
main features of the target, and the others are minor textures. Thus, the main
uniform patterns of the target can be defined by the following equation:

FLBP8;1 xc; ycð Þ ¼
P

7

p¼0
s gp � gc

� 	

; U LBP8;1
� 	

� 2 and
P

7

p¼0
s gp � gc

� 	

2 2; 3; 4; 5; 6f g

0; otherwise

8

<

:

ð47:7Þ

As shown in Fig. 47.1, such texture feature only considering the vigorous pixels
of the target area can ignore the flat elements of the background and the target
area, which can make up the deficiency of color histogram.

Actually, LBP operator encodes the information of edge, corner and other local
information in an image. In order to extract the more detailed information, Sobel
operator is used in this paper due to its low computational complexity. Figure 47.2

Fig. 47.1 Texture on Lena: a Texture extracted by LBP b Texture extracted by the five LBP
major uniform patterns
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shows the nine patterns distribution in the ROI of Fig. 47.3a. Compared to
Fig. 47.2a, b has more detailed information, such as Pattern 2, 3, 4, 5, 6. Sobel
operator [8] is so efficient to implement that slightly increases the computational
work in process of feature extraction by combining Sobel operator with LBP.
Sobel operator has two convolution kernels. The one kernel is usually corre-
sponding to the largest vertical edge, and the other corresponding to the largest
horizontal edge. The LBP-Sobel operator can be defined as follows:

I0x ¼
P

p¼7

p¼0
s Ix � Ix

c

� 	

U LBP8;1
� 	

� 2 and
P

7

p¼0
s gp � gc

� 	

2 2; 3; 4; 5; 6f g

I0y ¼
P

p¼7

p¼0
s Iy � Iy

c

� 	

U LBP8;1
� 	

� 2 and
P

7

p¼0
s gp � gc

� 	

2 2; 3; 4; 5; 6f g

8

>

>

>

<

>

>

>

:

ð47:8Þ

Where Ix and Iy represent the horizontal and vertical edge detection image
respectively.

The experiments show that representing the target by using color and the main
uniform patterns of LBP-Sobel texture on the whole tracking region is hard to
track the object because of the strong interference from the background. Therefore,
a new way is to combine the color and LBP-Sobel texture features. For example,
color space is quantified for 16� 16� 16 to describe the target in Mean shift
algorithm. When the texture edge features are added, color features can be rough
for the quantification for 8� 8 that is R and G two color channels, In addition to
five LBP-Sobel models, so only 8� 8� 5 can meet the demand. Obviously, the
vector number of space quantization is less than color histogram.

Fig. 47.2 Nine patterns distribution: a LBP’s nine patterns distribution, b LBP’s nine patterns
distribution combined with Sobel
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47.3.1.2 SIFT Algorithm

The SIFT algorithm was introduced by David G. Lowe, which is used in feature
extraction and matching. The process of this algorithm can be divided into two
major aspects: the detector and descriptor categories. It generally has four steps
[9, 10]. Firstly, construct a Gaussian pyramid and search for local peaks in a series
of difference of Gaussian (DoG) images. For each octave of scale space, the initial
image is repeatedly convolved with Gaussian to produce the set of scale space
images shown in Fig. 47.3b. Secondly, key points are localized and removed if
found to be unstable. Thirdly, identifies the dominant orientation for each feature
point based on its local image patch. The assigned orientations scale and location
for each feature point enable SIFT to construct a canonical view for the feature
points those are invariant to similarity transforms. The final stage builds a local
image descriptor for each feature point, based upon the image gradients in its local
neighborhood.

47.3.2 The Process of Tracking Algorithm

Mean shift algorithm can compute the histogram easily, but this process can’t
change the size of a search window. Camshift algorithm can change the search
window. However, it is sensitive when the moving object’s color is similar to the
background’s color due to illumination and noise. The weakness may district the
tracking result. Therefore, to overcome this weakness, in this article, we present
the improved tracking algorithm. Firstly, combine the Mean shift with the five
LBP major uniform patterns to get the rough location of the targets. Secondly,
detect the feature points by using SIFT in the fixed search window. Thirdly, select
the special feature points. These feature points should meet the requirements: (1)
The maximum value of the abscissa and ordinate. (2) The least value of the
abscissa and ordinate. (3) The maximum value of the abscissa and the least value

Fig. 47.3 Gaussian pyramids of ROI: a ROI, b Gaussian pyramid

426 X. Shi and Z. Zhou



of the ordinate. (4) The least value of the abscissa and the maximum value of the
ordinate. Finally, according to the special feature points, we can get a new rect-
angle. Compared with the rough location, this algorithm can locate the target more
accurately. Figure 47.4a shows the feature points by using the SIFT algorithm in
ROI. Figure 47.4b shows the new search window.

47.4 Experimental Results

This experiment is implemented using Matlab R2009b programs and carried out
on a PC with a T5250 1.50 GHz processor with 1.00 G of memory. In the
experiment, the video sequence that has a total of 251 frames, a size of 640� 480
is captured for a casual shot.

From Table 47.1, we can see that Mean shift simply needs to quantify the color.
When combined the LBP-Sobel operator, its computational work is more complex
because it involves in the points of adjacent pixels. However, in the tracking
process, time is mainly spent on iterative calculation. Compared with the Mean
shift based on all points, the improved method needs 41.8 % of points involved in
the calculation. The localization errors of the two methods are calculated (refer to
Table 47.2). The Table shows that the proposed method can track the object more
accurately and it achieves the smaller mean and standard deviation values between
the two tracking algorithm.

Fig. 47.4 An example of the generation of the new search window: a Feature points using the
SIFT algorithm, b The new search window

Table 47.1 Comparison of numbers of mean shift iterations of the two algorithms

Color Fusion

Total number of iteration 816 557
Average number of iteration/(frame) 3.252 2.219
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Figure 47.5 shows the comparison with resulting images of object tracking
using different algorithms. A red rectangle denotes the proposed method, a white
rectangle indicates the Mean shift algorithm based on LBP and Sobel operator.
The proposed method can track the object more accurately than another algorithm.
Moreover, it is clear that the search window is adapted to the size of the detected
object for the tracking with the proposed method. Compared with two results, we
can see that when the target is far from the camera, size of the target is getting
smaller and smaller. The red rectangle changes from small to big itself according
to the variable size. Difference of the two experimental results is more and more
obvious with changes of target’s size.

47.5 Conclusions

A joint color and the main uniform patterns of LBP texture to present target model
are useful in suppressing the smooth background interference. These features
based Mean shift tracking algorithm is proposed to get the rough location of the
targets. SIFT feature detection is used to reducing the size of the search window
aimed at tracking the target more precisely. This method has demonstrated that
with the change of the object size, the search window size will change, too. This
paper makes up for the deficiencies of the traditional tracking algorithm. But how
to track the multiple targets when they are completely occluded in complex
background needs a further study.

Table 47.2 Localization error

Mean shift based on LBP-Sobel Proposed method

Mean error/pixel 7.12 2.89
Standard deviation/pixel 8.47 3.26

Fig. 47.5 Comparison of the resulting images of object tracking using different algorithms:
a frame 38, b frame 64, c frame 96, d frame 124
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Chapter 48
Distributed Audit Secure Data
Aggregation for Wireless Sensor
Networks

Zhengdao Zhang and Zhiping Zhou

Abstract Data aggregation can reduce the communication overhead and energy
expenditure of sensor nodes, as well as extend the life-cycle of the wireless sensor
network. However, because individual sensors may be compromised, the data
aggregation also introduces some risks including the false data injection attacks.
This paper proposes a distributed audit secure data aggregation protocol. The
aggregates are audited at the next level nodes of the aggregators. The communi-
cation overload, which Base Station (BS) originates in the attest process, can be
avoided. Furthermore, because we can find the false data in the lower level, it is
easier to strike out the false data, and only a little fraction of readings are dropped
off. To do these, the aggregators attach multi-certificates to the aggregates. Those
certificates may include the maximum, minimum, mean reads and those nodes’
identifiers. To further reduce the communication overload, we use the watermark
method to embed the multi-certificates in authentication part of aggregates. The
length of message is kept as same as that under the normal hop-by-hop aggregation
protocol with MACs. The analysis shows that our protocol is efficient and provides
certain assurance on the trustworthiness of the aggregation result.

Keywords Data aggregation �Distribution � Probabilistic grouping �Watermark �
Sensor network security

48.1 Introduction

Wireless sensor networks are usually consist of hundreds or thousands of inex-
pensive, low-powered sensing devices with limited memory, computational, and
communication resources [1]. Due to the low deployment cost requirement of
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wireless sensor networks, sensors only have limited computation and communi-
cation resources. To reduce the communication cost and energy expenditure in
data collection, many data aggregation protocols have been proposed. The data
aggregation reduces the number of data transmissions, thereby improving the
bandwidth and energy utilization in the network. On the other hand, because the
raw data will be aggregated at aggregators, data aggregation introduces a lot of
security vulnerabilities. For example, the BS cannot authenticate the raw data and
find the compromised nodes in network. More seriously, the compromised
aggregators can inject an arbitrary false fusion result to make the final aggregation
result to far deviate from the true measurement. A lot of researchers focus on the
secure data aggregation protocol [2, 3], such as SDA [4], SDAP [5], RSDA [6] and
so on. But, the existing methods have some common drawbacks. First, all of them
need the BS to attest all suspicious, that introduces a heavy communication
overload. Second, if an aggregation result is verified as an attack, the BS drops off
this value as well as all reads between attack injection point and BS. This intro-
duces an extra waste of sensor ability.

To solve these problems, a distributed audit secure data aggregation protocol
based on the principles of a distributed and cooperative attestation is proposed. A
random grouping technique is used to construct a tree topology and logical groups
of nodes. The leader node generates an aggregation result. The sibling nodes and
the parent node of that leader identify the suspicious reads based on the set of
results and a summary of historic reads. After that, the suspicious node in that
attestation process proves the correctness of its read. Finally, each group aggregate
the result which passes attestation reply to the upper leader and participates in the
next aggregation until the result reaches the BS. The remainder of this paper is
organized as follows. Section 48.2 describes our data aggregation protocol com-
posed of network model, grouping, aggregation and audit. Security analysis and
performance evaluation of our scheme are presented in Sect. 48.3. After that, we
summarize our work in Sect. 48.4.

48.2 The Security Data Aggregation Protocol

We assume the BS has unlimited energy, and cannot be compromised. Also, there
is a topological tree rooted at the BS which the shape and the distance (in number
of hops) between every node are unknown. The transmission mechanism in the
protocol is reliable. We also assume there is a broadcast protocol which can
provide global broadcast authentication. Every sensor node shares their individual
public key with each other. The aggregation tree is constructed as [5]. The count
number of y is named Cv.

In our method, the credentials including IDs and Readings will be embedded
into a cover message which is calculated based on the message authentication code
(MAC) of sensitive data. These credentials will be extracted in the audit procedure
by other nodes. The credentials have the format like IDijRið Þ The cover messages
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always like MAC K; IDijflagjRið Þ which is a MAC calculated with the key K. Let
len(.) denote the length of data. The total bits of sensitive elements should be less
than that of cover data,

P

len IDijRið Þ\MAC K; IDijflagjRið Þ. The details of
algorithms can be found in [7].

48.2.1 Subsection Query Dissemination and Leader
Selection

We choose the leader nodes as the SDAP [5] does. An example of an aggregation tree
and the result of probabilistic grouping are showed in Fig. 48.1. BS first decides the
aggregation function Fagg and randomly chooses a number KS;BS. The BS broadcasts
a packet as BS!! � : IDBS;KS;BS;Fagg. When a leader node x receives query
packet from its parent node y, x stores the Fagg and KS;Z . After that, x uses a one-way
function H to calculate the key for its group as KS;X ¼ H KS;Z ; IDX mod CX

� �

: So,
x broadcasts query packet to its children nodes alone the tree as X !! � :
IDX ;KS;X ;Fagg:When an intermediate node receives a query from its parent node, it
stores Fagg and KS;Xof the group and broadcasts the query in same way [8].

48.2.2 Aggregation Commitment

Each aggregation packet contains two parts. One is the packet header contained a
sender’s ID and a flag which implicates different duty of the packet. Another is the
data part which contains node’s IDs and node’s sensed data. We use MAC as a

BS

z
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x

w

v

u'u ...

...

...

...
...

...

Fig. 48.1 An example of the
aggregation tree
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cover message, and we embed the node’s IDs and the node’s sensed data in it [9]. In
the left part, we use WM(key, cover message, hiding data) to denote the data part.

The aggregation process starts from the leaf nodes towards the BS. The leaf
node sends its ID, data to its parent. The packet sent to v from u is:

u! v : IDu; flag ¼ 0;Cu ¼ 1;WM KS;X;MAC Ks;X ; IDujflagjRu

� �

; IDujRuð Þ
� �

where the Ru is the sensed data of node u. The flag value ‘0’ means this packet
doesn’t need to be audited, Cu ¼ 1 means there is only one data part, and
MAC KS;X; IDujflagjRu

� �

means the MAC value which is computed with the key
KS;X :

When a leader node, named x, receives a packet, it first checks whether this
packet comes from its child or not. If not, it just drops it. Otherwise, x uses the
group key KS;X to extract the hidden data from the data part of the packet. Then,
x calculates the MAC with KS;X again, and compares it with the cover message.
The packet is accepted only if the authenticity of the MAC is successful.

After obtaining all children’s readings R1;R2. . .RCx�1, x first rearranges all of
them with the reading RX from x in the ascending order of value. Then, x aggre-
gates them as Raggx ¼ Fagg R1;R2; . . .RCxð Þ; and uses the key of the upper group to
send upward to its parent, named y in Fig. 48.1.

x! y : IDx; flag ¼ 1;Cx;WM1;WM2

WM1 ¼ WM KS;Z ;MAC KS;Z ; ID1jflagjR1
� �

; D1;R1ð Þ
� �

; . . .;

WM KS;Z ; IDCxjflagjRCx

� �

; IDCxjRCxð ÞÞ

WM2 ¼ WM KS;Z ;MAC KS;Z ; IDxjflagjRaggx

� �

; Dx;Raggx

� �� �

:

here, flag value ‘1’ means that the values in this packet need to be audited.
When an intermediate node receives a packet from its child node, it then checks

the flag. If the flag is ‘0’, it directly forwards the packet to its parent node alone the
logic tree. Otherwise, the intermediate node will perform an audit process to verify
the correctness of the aggregation value, find the suspicious data, and attest the
suspicious data. If all individual sensing data pass the verification, the intermediate
node sets the flag value ‘0’, sets the count number Cx ¼ 1 again, deletes all
individual cover messages (WM2in data part) and only keeps the last cover mes-
sage embedded with the aggregation data. Then the intermediate node sends this
new packet upward to its parent. For example, in Fig. 48.1, y sends the packet to
its parent as follow, if the verification process is successful.

y! � : IDx; flag ¼ 0;Cx ¼ 1;WM KS;Z ;MAC KS;Z ; IDxjflagjRaggx

� �

; Dx;Raggx

� �� �

:
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48.2.3 Data Verification and Audit

After a parent node of the group leader, say y, has received an aggregation mes-
sages, it needs to verify the authenticity of the aggregated value. This includes
verifying the content of the packet and the authenticity of the leader. First, based
on the KS;Z , y can extract hiding data from each cover message and get the flag and
the count value Cx. Secondly, the BS verifies the count number of leader falls in
certain range or not. Based on our group partition way, the count number is no
more than k * k, where k is the maximum number of a logic group. If the count
number is large, we have more reasons to suspect that the leader is performing
count changing attack. So, the probability for individual audit should be increased.

Choose two cluster centers B1;B2 and B0 ¼ B1 þ B2ð Þ=2 as three references.
Let r ¼ B2 � B1ð Þ=4 as a radius and count the reading which falls in the different
regions around them. If no attack is lunched, these references are similar. Other-
wise, if the count number of the region around B0 is much smaller than others, we
can suspect one of clusters is forged. If the adverse injects the false readings that
gradually deviate from the normal value, the distance between two centers
d ¼ B2 � B1ð Þ is large. We also can find the suspects easily.

In two situations, the node will ask BS to help perform an audit. One is the
parent of a leader suspects that there are some nodes were compromised; another is
sibling nodes of leader decide to audit some individual nodes with a per-set
probability PC. To the first situation, the node that has the minimum reading or
maximum reading will be audited at first. Then, if anyone fails the audit, all nodes
whose reading falls into the same cluster with failed node will be audited. The
parent node y sends an audit request to ID1 with the public key K 0ID1

of IDi as

y! IDi : IDy; flag ¼ 3;WM K 0ID1
;MAC K 0ID1

; flagjIDyjK 0y
� �

; IDyjK 0y
� �� �

Di then uses y’s public key K 0y to response this request as

IDi ! y : IDi; flag ¼ 3;WM K 0y;MAC K 0y; flagjIDijRi

� �

; IDijRið Þ
� �

After receiving Ri, y compares it with the reading extracted from the leader. If
these two readings are same, the node ID1 passes the audit. These readings will be
transmitted to the group leader as an individual aggregation result. They will be
accepted only other readings or aggregation results in this group can support it. If two
readings are different, we know the leader or the IDi was compromised. So, y will
report the compromise to its group leader z. Supposed that ID1 was failed in audit.
Y recalculates the aggregation result as R0aggx ¼ Fagg R1; . . .;Ri�1;Riþ1; . . .RCxð Þ.
Then, Y reports the compromise with the new result.

y! z : IDy; flag ¼ 0;Cx ¼ 1 ;WM Ksg;z;MAC Ksg;z; IDxjflagjCxjR0aggx

� �

; IDxjR0aggx

� �� �

;

WM Ksg;z;MAC Ksg;z; IDijRi

� �

; IDijRð Þ
� �
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The sibling node first extracts all readings from the cover messages with the
group key. Then, for each reading, sibling node performs an audition procedure
based on a per-set probability named PC. So, the sibling node uses a random
number generator to get a random number. If the number is less than PC, the
current reading will be audited as above. This process will repeat until all readings
take part in the audit process. After that, if any conflicts are found, the sibling node
also reports them to the group leader. In Fig. 48.1, node w acts as a sibling node
and it will report the compromise as:

w! z : IDw; flag ¼ 4;CpWM Ksgg:z;MAC Ksg:z; flagjIDwjRw

� �

; IDwjRwð Þ
� �

:

48.3 Security Analyses and Performance

In our method, BS always disseminates aggregation query with a different random
number Ks;SB and the number acts as a key as well. Based on this original key,
every group produces a different key for every round too. If the malicious node
replies past reading again, the leader node and the other sibling nodes can’t extract
the correct hiding data with a new group key and will get a different MAC. Then,
this packet will fail in the authentication and be discarded.

An attacker cannot selectively compromise some nodes and makes some of
them to appear in same group, because the groups are decided by a random
process. A compromised node may change a real value corresponding to an
abnormal event to a normal value. This attack, named potential event suppression
attack, is a big vulnerability to the data aggregation. Our method can deal with this
attack because the sibling nodes of leader will audit every reading with a proba-
bility. If the leader gets rid of the real abnormal node from its children list, the
parent node can easily find that by checking the leader selection condition. Our
method mitigates the count changing attack because (1) every reading taking part
in aggregation will be audited with same probability, and (2) the ID of every node
is unique and connected with a pair of keys which is stored at BS.

In the group, every leaf node only can report a reading with count number ‘1’.
So, if the attacker launches a count changing attack, the compromised node must
be a group leader node. Then, to the each sibling node of that leader node, it will
audit every reading with a per-set probability PC. If the compromised node forges
a real ID and the compromised node can’t get the key pair of that ID, the sibling
node asks for audit information, the real node responses that query. Then the
sibling node will easily find the attack because the two readings are different.

A compromised node also may forge small count but extreme data to modify
the final aggregation result. In this situation, the attacker also needs to compromise
a group leader node, and then forge the readings of its children nodes. This is as
same as the second case of count changing attack, and can be detected as the same
way.
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For simplicity, we only consider the case where the leaf nodes transmit their
readings and no readings are expected from aggregator nodes. We assume a
general tree hierarchy in which every node has b children and the depth of the tree
is d as same as in [2]. Assume the length in bits of reading from the leaf nodes is x.
The sensor node ID in bits will be denoted as y. Let the bits of count number
equals 8. Also, we denote the MAC’s length in bits as z. Since TinyOS packet has
the maximum size of 36 byte, including 29 byte payload and 6 byte header, we
denote header as oh to compute the overhead bits transmitted within the network.

We assume each group has an average size of s, so the number of the groups is
(N/s) ? 1. Also, the distance from each leader to the BS can be considered as d/2.
If a node sends its ID, three bits of flag, a count number and a MAC, the length is
y ? 3+8 ? z+oh. The total number of bits in aggregation is approximated by

bd � b

b� 1

� �

s� 1ð Þ yþ zþ 11þ ohð Þ þ N

s

� �

s� 1ð Þz

And, the overhead for attestation is around

bd�1 � b

b� 1

� �

2 s� 2ð Þ N

s

� �

d

2

� �

þ 1

� �

yþ zþ 3þ ohð Þ

Our protocol has the same communication overload in aggregation procedure as
SDAP does. In the attestation procedure, our protocol has fewer communication
overloads if there are several attested groups. Based on the same simulation
assumption with [5], every attestation procedure of SDAP need relay no less than
88 packet*hop. If there are n attested groups, the relay is no less than 88*n
packets*hop. Our protocol totally need relay 95*30*Pc packets*hop for any
number of suspect groups. Notice that the Pc is a small number in our protocol,
E.g. 0.1. Then, our protocol relay fewer packet*hop if the number of attested group
is more than 3. If the number of attested group is 10, our protocol only need relay
32.39 % packet*hop of SDAP.

48.4 Conclusion

In this paper, we propose a Distributed Audit Secure Data Aggregation Protocol for
large-scale sensor networks. By using the probabilistic grouping method, we par-
tition the aggregation tree into the different logic groups. The upper level nodes can
also check the grouping results to prevent some malicious nodes to compromise the
special group leaders. A cluster procedure is performed at aggregator to find any
suspect readings, and an audit procedure is performed in the next upper group of
aggregator to audit the aggregation result. To simplify the audit process, we attach
multi-certificate in the aggregates, and use watermark algorithm to keep the message
length no longer than the message length in other protocol. In the future, the potential
of integrating with CDMA watermark algorithm will be investigated too.
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Chapter 49
Multi-Expression Based Gene Expression
Programming

Wei Deng, Pei He and Zhi Huang

Abstract Among the variants of GP, GEP stands out for its simplicity of encoding
method and MEP catches our attention for its multi-expression capability. In this
paper, a novel GP variant-MGEP (Multi-expression based Gene Expression Pro-
gramming) is proposed to combine these two approaches. The new method pre-
serves the GEP structure, however unlike the traditional GEP, its genes, like those
of MEP, can be disassembled into many expressions. Therefore in MGEP, the
traditional GEP gene can contain multiple solutions for a problem. The experi-
mental result shows the MGEP is more effective than the traditional GEP and MEP
in solving problems.

Keywords Genetic programming � Gene expression programming � Multi
expression programming

49.1 Introduction

Genetic programming is a new branch of the evolutionary algorithm, early GP is
organized with structures of tree-based, and operated directly on the tree, which
leads to the low efficiency of function mining. To solve this problem, linear genetic
encoding and graphic genetic encoding methods have been proposed, such as
linear genetic programming (LGP), multi expression programming (MEP) and
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gene expression programming (GEP). These algorithms nowadays have been
applied in a wide range of real-word problems.

Genetic Expression Programming (GEP) algorithm is a new member of the
genetic family, which is widely used in knowledge discovery. GEP integrating the
GA and GP advantages uses simple encoding method to solve complex problems.
GEP still exist some problems that evolutionary generation is too large or unable
to obtain optimal results. MEP (Multi Expression Programming) is a GP variant. A
unique MEP feature is its ability of encoding multiple solutions for a problem [1].
But the complexity of the MEP decoding process is higher than the other linear
genetic programming. In this paper, we propose a novel algorithm MGEP which
combines GEP algorithm with MEP (Multi Expression Programming). MGEP
employs multi expression features used in GEP. The improved algorithm can
achieve higher efficiency of function mining.

This paper realized a new algorithm and related genetic operator, and analyzed
the advantages of MGEP algorithm in the usage of expression space compared
with the traditional GEP. The algorithm achieved good results for solving specific
problems. The Experimental results show that when compared with the standard
GEP, the average evolution generation of MGEP is 1.1–5.3 % of the traditional
GEP and 7–18 % of MEP.

The paper is organized as follows. The backgrounds of the GEP and the MEP
are presented in Sect. 49.2. The MGEP algorithm is described in Sect. 49.3. In
Sect. 49.4, we will perform several numerical experiments to compare the MGEP,
the GEP and the MEP algorithm. Section 49.5 concludes the paper.

49.2 Background

49.2.1 MEP and GEP

GEP and MEP are automated method for creating computer programs. GEP as a
linear chromosome is composed of genes containing terminal and function sym-
bols. Search operators are operated on a GEP gene to produce new individuals,
such as crossover, mutation and transposition. MEP chromosomes are composed
of the number of the genes which are substrings of variable length. A unique MEP
feature is the ability of choosing the best gene provide the output for the chro-
mosome. This is different from other GP techniques which employed a fixed gene
for output. In MEP the offspring obtained by crossover and mutation. These two
techniques of the GP variant have been applied in various fields.

GEP Representation: A GEP gene is composed of head and tail. The head
contains function or terminal symbols, but the tail can only contain terminal
symbols. For each problem, the length of the head (denoted h) is chosen by the
user, and the length of the tail (denoted t) is evaluated by formula 49.1, where n is
the maximum number of the function arguments in the function set.
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t ¼ h � ðn� 1Þ þ 1 ð49:1Þ

Let us consider a set of function symbols F ¼ fþ; �; =; Sg and a set of ter-
minal symbols T = {a, b}, where the symbol S stands for the sin operator. In this
case n = 2. If we choose h = 7, then we get t = 8, so the length of the gene is
7 ? 8 = 15. Such a gene is given below: C ¼ þ= � aSbþ bbababab. GEP is
encoded by a fixed length string called K-expression, and the individual phenotype
is an expression tree (ET). A K-expression can be translated into an expression tree
(ET) by breadth-first parsing. The ET based on the string C is created in Fig. 49.1.
The expression encoded by the gene C is: E1 ¼ a=sin bð Þ þ b � bþ að Þ. The last
five elements of this gene are not used. Usually, a GEP gene is not entirely used for
phenotypic transcription.

MEP Representation: A MEP gene encodes a terminal or a function symbol. If
a gene contains a function symbol, its arguments must point to gene indices of
lower values than the position of the function itself. And the first symbol of the
chromosome must be a terminal symbol.

Consider the set of functions: F ¼ �; þ; Sf g, and the set of terminals
T ¼ a; bf g. The numbers on the left stand for gene index and the right is the
encoded gene. An example of a chromosome C using the sets F and T is given in
Fig. 49.2a. Translation of the MEP chromosome into expressions is done top-
down. A terminal symbol decodes a simple expression. A function symbol
translates into a complex expression by connecting the operands with the gene
indices which would be substituted for the decoded expression. The chromosome
in the previous example would be decoded into expressions in Fig. 49.2b.

49.2.2 MEP and GEP Related Literature

GEP as a new genetic algorithm shows its superior performance in many fields,
especially the outstanding performance in the area of data mining. Nowadays,
more and more researches are focusing on GEP all over the world, mainly
including the basic principle of GEP and its application.

Some foreign literature reviewed genetic programming [2–5]. We are reviewing
the main GP variant with linear representation in paper [2], which provides a

+

a b

/ *

S

a

+

b b

Fig. 49.1 An expression tree
encoding the function
a=sin bð Þ þ b � bþ að Þ
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complete description for each method. In paper [3] the author outlines some of the
challenges and open issues that face researchers and practitioners of GP. The first
article of GEP was published by Portugal Candida Ferreira in 2001. Then she
wrote many papers and published GEP monographs [6–9]. In paper [9] a hybrid
evolutionary technique is proposed for data mining tasks, which combines the
Clone Selection Principle with GEP.

MEP has a flexible encoding method and the ability to provide abundant rep-
resentations. MEP was reviewed systematically in literature [9–11]. All aspects of
the MEP are summarized in paper [9]. MEP is widely used in many fields [12, 13].
In paper [12] authors proposed a way of structuring a CGP algorithm to make use
of the multiple phenotypes which are implicitly encoded in a genome string.

49.2.3 MEP and GEP Weakness

Generally,the more genes in a GEP chromosome,the higher sucess rate of GEP.
However, if the genes are over a certain value, the success rate will decrease. This
situation occurs in that GEP uses a complex chromosome to encode a less complex
expression. If the target expression is short and the head length is large, the
majority of individual is unused. This problem usually arises in evolutionary
process when GEP employs chromosome with a fixed length.

There are problems where the complexity of the MEP decoding process is
higher than the complexity of the GE, GEP, and LGP decoding processes. This
situation usually arises when the set of training data is not a priori known [2].

Consider a GEP gene, as long as we read a K expression from the different head
symbols, we can build more expression trees. Owing to the breadth and depth of
the same symbols in other expression tree are different, thus the corresponding
expressions are not only decomposed by standard GEP expression. Based on this
idea, we proposed a novel technique MGEP which combines the advantages of the
GEP with the MEP features. The new algorithm would build up more expression
trees for a GEP gene. And compared with traditional MEP, MGEP has a diversity
of the gene. The MGEP with these two characteristics would overcome the
weakness of MEP and GEP.

1: b

6: *1,5

5: +1,3

4: /3,2

3: a

2: sin(1)

7: +4,6

E1: b

E6: b*(b+a)

E5: b+a

E4: a/sin(b)

E3: a

E2: sin(b)

E7: a/sin(b)+b*(b+a)

decoding

(a) (b)Fig. 49.2 MEP encoding
and decoding way of the gene
C a. b

442 W. Deng et al.



49.3 MGEP Model

49.3.1 MGEP Initialization

MGEP initialization is the same as the GEP. MGEP chromosomes are initialized
randomly, but they must obey two rules that a gene contains two parts of the
symbols and the tail of the gene must be composed of terminal symbols.

49.3.2 MGEP Representation

The evolutionary process of the MGEP algorithm is similar to the traditional
genetic algorithm, namely: initial population ? selection ? crossover ? varia-
tion ? new population ? selection. MGEP encoding way is identical with the
standard GEP. But the novel algorithm would decode into multiple sub-expres-
sions by a K-expression. MGEP algorithm as the standard GEP algorithm starts by
creating a random population of individuals. To realize our aim, we start by
reading the K-expression from the first head character to build the first expression
tree, which is totally the same with the GEP. Then, we continue reading the
K-expression from the second head character to establish another expression tree.
Repeat reading the head characters until the end of the head. Don’t consider the
single node of the sub-expression tree which called the dead gene.

A MGEP gene contains multiple solutions for a problem. Compared with the
MEP algorithm, MGEP have more diverse individuals in the population. Because
several MEP genes are disjoined or combined by the sub-expressions, but MGEP
gene can decode into diversity of genes. Consider the referred gene C in the second
section. We utilize the MGEP algorithm to build multiple expression trees based
on the gene C ¼ þ= � aSbþ bbababab. The decomposition of the first sub-
expression tree is shown in Fig. 49.1, and more sub-expression trees by reading
K-expression from the second head character beginning to the last are shown in
Fig. 49.3.

As shown in Figs. 49.1 and 49.3, the gene C decomposed into five sub-
expressions. The number of sub expressions is less than the head length of the
gene, because the MGEP algorithm doesn’t build an expression tree for a single
node. Sub-expressions in Fig. 49.3 are not obtained only by separating the
expression 49.1, it produced many novel expressions. The reason is that the
character of the depth and breadth in the new sub expression trees are different.
The tail length of the gene is larger than the required length, so the sub-expression
is valid.
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49.3.3 MGEP Fitness Assignment

The number of the sub-expressions of a gene is less than the head length of the
gene. The MGEP gene fitness is defined by the best sub-expression. This fitness
assignment idea is identical with the MEP algorithm. For instance, if we solve a
symbolic regression problem, the fitness of each sub-expression Ei may be com-
puted using the formula:

f ðEiÞ ¼
X

N

j¼1

jOj;i � wjj ð49:2Þ

where Oj,i is the value of the sub-expression Ei of the gene on the jth sample data
and Wj is the corresponding target result. The fitness of the gene f ðGÞ is equal to
the lowest fitness of the sub-expression in a single gene.

f ðGÞ ¼ min f ðEiÞ ð49:3Þ

49.3.4 MGEP Genetic Operators

The MGEP technique uses the same search operators as the GEP, such as cross-
over, mutation and transposition to obtain new individuals. In crossover, two
parent genes are randomly chosen and paired to exchange some material between
them. Mutation can occur anywhere in the gene, but the structural organization of
the gene should be preserved in this genetic operator. In MGEP, there are also
three kinds of recombination: one-point, two-point and gene recombination. The
genetic operation of MGEP is also operated on K-expression. So this novel
technology does not damage the structure of the classical GEP.
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Fig. 49.3 A K-expression translates into five sub-expressions. a E2 ¼ ½b � sinðbþ bÞ�=a.
b E3 ¼ a � sinðbÞ. c E4 ¼ sinðbÞ. d E5 ¼ bþ b
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49.3.5 MGEP Algorithm

In this section, we introduced the MGEP algorithm. The new algorithm only
improved GEP decoding way and fitness assignment of a gene. A K-expression is
decoded into several expression trees. So a gene of the MGEP contains multiple
solutions for a problem. Combined with MEP idea the best solution is chosen for the
MGEP gene. The MGEP algorithm is described in MATLAB language as follows:

49.4 Experiments and Analysis

We conducted two experiments, and compared the MGEP evolutionary perfor-
mance with the MEP and the GEP program. Three genetic algorithms were set
with the same evolution parameters. The length of a MEP chromosome was set to
be equal to the head length of a GEP gene. The number of MEP genes was more
than the MGEP’s. So we can compare their performance in the same environment.
The main parameters are given in Table 49.1.

Experiment: Two symbol regression problems, as the following formula:

y ¼ x4 þ x3 þ x ð49:4Þ

z ¼ x3 þ x2yþ y ð49:5Þ

Based on the fourth problem, the terminal symbols would be set T = {x}, and
the other function is set to T = {x, y}. In this two problems, we choose h = 10.
For the sake of fairness, the length of a MEP chromosome takes the value 10. So

function gene_fit = Fitness_Assignment(k_exp,T,h,t) 
% Input arguments: a K-expression, terminal symbols, head length, tail length  
% Output arguments: fitness value of the gene 
% Create_ET is a another function which established an expression tree based on
% a sub-expression 
% The Traverse function is to traverse an expression tree 
% The Evaluate function is to assess a gene 
for i = 1:h 
    sub_k = []; sub_ET = []; sub_expression = [];   %Initialize variables 
    if(~isempty(findstr(k_expression(i),T))   % Death gene is not taken into account

sub_k = k_expression(i:h+t);               % Decomposition of a K-expression
            sub_ET = Create_ET(sub_k);                 % Create an sub-expression tree 
            sub_expression = Traverse(sub_ET);     % Traverse the sub expression tree
            sub_fit(i) = Evaluate(sub_expression);    % Evaluate the sub expression 
      end 
end
gene_fit = min(sub_fit); 
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MGEP and MEP algorithm includes approximately the same number of genes.
Other parameters are given in Table 49.1. For two problems, each algorithm ran
50 times, and the comparison performance of three kinds of algorithm is shown in
Figs. 49.4 and 49.5 respectively, the specific result in the following Tables 49.2
and 49.3.

Fig. 49.4 The evolutionary generation of the expression y ¼ x4 þ x3 þ x

Fig. 49.5 The evolutionary generation of the expression z ¼ x3 þ x2yþ y

Table 49.1 Two symbolic regression problems of experimental parameters

Function
set

Number of
chromosomes

Number of
training data

Maximum
generation

Crossover
probability

Mutation
probability

Accuracy

{+ ,*} 50 15 500 0.9 0.5 0.000001
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The results of Experiment 1 showed that, in function mining with one variable,
MGEP algorithm was obviously better than the standard GEP and MEP algorithm.
The average number of generation to success of the MGEP is only 1.1 % of the
GEP and 18 % of the MEP, and the success probability of function mining was
significantly higher than the standard GEP and MEP algorithm.

In function mining with two arguments, the average number of generation to
success of MGEP was about only 5.3 % of the GEP and 7 % of the MEP. These
two experimental results showed the evolution efficiency of the MGEP algorithm
was much higher than the standard GEP and MEP algorithm. Because the novel
algorithm has the MEP unique feature which can store multiple solutions for a
problem in a single gene.

49.5 Conclusion

This paper proposed a new genetic algorithm MGEP. And we introduced the
fitness assignment and genetic operators for the MGEP. The algorithm integrates
GEP and MEP idea which contains several sub-expressions. Experiments showed
that when compared with the traditional GEP and the MEP, MGEP algorithm
significantly improved the evolutionary performance.

Table 49.3 Comparison evolutionary results of the three kinds of algorithm for the problem
z ¼ x3 þ x2yþ y

Algorithm Average
generation

The longest
generation

The shortest
generation

Probability of
success (%)

MGEP 25.46 117 1 100
Standard

GEP
467.06 455 1 10

Standard
MEP

343.12 466 31 58

Table 49.2 Comparison evolutionary results of the three kinds of algorithm for the problem
y ¼ x4 þ x3 þ x

Algorithm Average
generation

The longest
generation

The shortest
generation

Probability of
success (%)

MGEP 4.68 28 1 100
Standard

GEP
426.46 497 1 20

Standard
MEP

25.64 110 1 100
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Chapter 50
The Signal Processing Method of Mixed
Interference Distributed Fiber-Optic
Long-Distance Pipeline Leaks Detection
System

Zhengsong Hu, Qihua Yang, Qiang Wang and Renjie Zhang

Abstract A new measuring structure based on the principle of Sagnac and Mach–
Zehnder mixed distributed fiber-optic interferometer can detect pipeline leakage
and locate leakage point in real-time. But the actual pipeline leakage signal is non-
linear and tiny broadband signal, and there is a lot of background noise in the
testing environment. The null spectrum extracted to decide the location of the leak
is relatively difficult. In this paper, it’s based on the discrete wavelet and least
squares curve fitting method for leakage signal preprocessing. Reusing the signal
through multi-scale decomposition of each signal multiplication method to
determine leakage null spectrum, and the good result is achieved.

Keywords Distributed fiber-optic � Mixed interferometer � Leakage detection �
Wavelet � Least squares curve fitting

50.1 Introduction

Pipeline transportation has the advantage of security, economy, non-polluting and
convenient to manage. Currently, At home and abroad has been commonly
adopted long-distance pipeline to transport the oil and gas. Distributed fiber
sensing is a new technology developed in recent years, which has the advantage of
long distance continuous monitoring, resistance to electromagnetic interference
and long service life. The distributed fiber sensing also can replace the traditional
single-point sensor array, then be used in long-distance pipeline detection systems
[1]. Among it, zero frequency in the pipeline leakage detection signal determines
the location of the leak point. But as pipeline leakage signal is non-linear, tiny
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broadband signal, and there is a lot of background noise in the detection envi-
ronment, which will result in null spectrum curve not smooth and bringing a lot of
glitches. Then it will affect the position accuracy on the leakage point.

Taking advantage of traditional approach of non-stationary signals including
Fourier transform, Wigner-Ville distribution and so on to analysis has certain
limitations [2]. Especially Fourier transform to this multi-component signal will
produce false signals due to cross-interference term, then affect the identification
of leakage signal characteristics [3, 4].

Wavelet transform has a good time and frequency domain localization features
and it is a new time–frequency analysis method, which is called as microscope in
mathematical analysis. Yan Zhou analyzes principles and methods of wavelet
thresholding denoising. Adopting the wavelet soft threshold denoising to process
the detection signal in actual field conditions. Acquiring good noise cancellation,
improving the detection sensitivity of the detection system effectively [5]. Jingjie
Qian takes the advantage of discrete wavelet transform and linear least square
curve fitting method to the frequency response of the Sagnac interferometer for
pretreatment. Then the method which adopts threshold-derivation to determine the
position of the notch point makes certain effect [6]. In order to achieve real-time
monitoring of the pipeline leakage, this paper adopts a mixed interference dis-
tributed optical fiber measure structure of Mach–zehnder and Sagnac. By taking
advantage of discrete wavelet and least-squares curve fitting to do pretreatment for
the leakage signal, then adopt leakage signal in the wavelet decomposition of the
multiscale signal multiplication method to determine the null spectrum leakage
signal, achieving good effect, providing a certain amount of a certain technical
support for pipeline health monitoring.

50.2 Mixed Interference Detection System

The detection system adopts a Mach–Zehnder and Sagnac mixed fiber-optic
measure structure, structure shown in Fig. 50.1. Including a light source (Laser),
the optical circulator (CIR), the delay optical fiber, the sensing fiber, the optical
coupler, the Faraday rotating mirror, the optical phase modulator and the photo-
detector (PD). Compared with the the Dr. Shiju Huang sensing structure [7], The
adding of the optical circulator (CIR) has two effects, on the one hand, to avoid the
return light entering the laser, then case damage to the laser; on the other hand, to
reduce the additional loss of the optical signal which is caused by traditional
interference structure. Coupler DC1 adopts 1 9 2 coupler to replace the original
structure of the 2 9 2 coupler, in order to reduce the losses of the way of the
optical signal and to simplify the system structure [8, 9].

When the pipeline along the S at leak, The friction of fluid leakage and leakage
hole wall will produce the pipe wall stress wave. The stress wave will produce
disturbance to the sensing fiber which is laid on the wall, thereby affecting fiber

450 Z. Hu et al.



diameter, length, Index of refraction, thus making an effect on the phase of the
optical signal within the fiber [10, 11]. Its expression is as follows.

D/ ¼ D/L þ D/n þ D/D ð50:1Þ

In this formula, D/ is phase Change of the lightwave, D/L is phase delay which
is caused by the changes in the fiber length, D/n is the phase delay which is caused
by the optical refractive index change. D/D is phase delay which is caused by the
change in the optical fiber core diameter.

A phase modulator is installed in one arm as Fig. 50.1, modulating the high
frequency carrier signal into the optical path, then can acquire the interference
term expression of the light path one and path two [7].

I0 ¼ cos 4/s cos xs t � sT

2

� �

sin xs
sA

2

� �

cos xsðssÞ þ /0m cos xmt0
n o

ð50:2Þ

In this formula, /s is the amplitude of the leakage points phase signal, xs is the
angular frequency of the leakage points, sT is the time required for Light through
the entire optical path, sA is the time required for light passing through the delay
fiber, ss is the time required for light transmitting from the Leakage points to the
Faraday rotator mirror, /0m is the modulation signal amplitude, t0 ¼ t � sT=2.

Adopt PGC demodulation circuit to demodulate, obtain an expression for the
output of the interference signal is as follows.

/XðtÞ ¼ 4/s cos xs t � sT

2

� �

sin xs
sA

2

� �

cos xsðssÞ ð50:3Þ

In these three function entry, cos xsðt � sT
2 Þ is the time domain signal, the other

two is unrelated to time, do fast Fourier transform to (50.3), get the phase signal
spectrum. In the leakage signal within the bandwidth range of 0–50 kHz [12],
signal spectrum appears some null spectrum which contain the leakage location
information. In the null spectrum,

cos xs ssð Þ ¼ 0 ð50:4Þ

It is found that

DC1 DC2

laser

PD

delay fiber-optic fiber-optic  
sensor 

S
faraday 
rotating 
mirror 

CIR 1x2 2x2

phase modulator 

L1 L2
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Fig. 50.1 Mixed distributed fiber-optic measure structure
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xs ssð Þ ¼
2k þ 1ð Þp

2
k ¼ 0; 1; 2; . . .. . .ð Þ ð50:5Þ

Take k = 1, which takes the first null spectrum, it changes as follows.

Ls ¼
c

4 � n � fs
ð50:6Þ

In this formula, c is the speed of light, n is the refractive index of the fiber core,
fs is null spectrum value, Ls is the distance between the leakage point and the
Faraday rotation mirror. Location of the leakage point can be obtained by the value
of the first null spectrum spectrogram, then to achieve the positioning of the
leakage point.

50.3 Experiment and Analysis

Make FFT changes to demodulated interference signal to the system abort
4/s cos xsðt � sT

2 Þ sin xsðsA
2 Þ cos xsðssÞ, Its unilateral spectrum is as the following

formula [13].

FðxÞ ¼ 4/s sin xs
sA

2

� �

cos xsðssÞdðf � fsÞ

¼ 2 sin xs
sA þ 2ss

2

� �

þ sin xs
sA � 2ss

2

� �� �

ð50:7Þ

Known as the formula (50.7), Leakage signal spectrum is similar to the
superposition of the two sinusoidal signals, among it, sin xsðsAþ2ss

2 Þ þ sin xsðsA�2ss
2 Þ

determine the trend of change in the signal. sA is decided by the length of the delay
fiber, for the system, sA is constant value. When the pipeline leak, ss is also
constant value, such as the formula (50.7) as a time domain signal, sAþ2ss

2 , sA�2ss
2 are

seen as two sinusoidal signal frequency, xs is regarded as the time variable, known
as the system architecture, the values of sA and ss are relatively small, then can see
the values of sAþ2ss

2 an sA�2ss
2 are also relatively small, so sin xsðsAþ2ss

2 Þ þ
sin xsðsA�2ss

2 Þ can be regarded as a superposition of the two low-frequency sinu-
soidal signal. Make analog pipeline leakage detection under laboratory conditions,
the null spectrum diagram got as shown in following Fig. 50.2, as can be seen
from the figure, the spectrum is equivalent to the low frequency slowly varying
signal with the high frequency noise interference, conform to the theoretical
analysis.

Due to the presence of noise interference, null spectrum curve has more glit-
ches, not conducive to the identification, need to deal with noise, improve the
identification of null spectrum. Because wavelet transform has the time domain
and frequency domain localized, multi-resolution analysis, low entropy, very
suitable for pipeline leakage signal analysis and processing.
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Known as the wavelet transform principle [14], to any signal x tð Þ 2 L2 Rð Þ, its
wavelet transform is defined as:

WTx a; bð Þ ¼\xðtÞ; wa;bðtÞ[ ¼ 1
ffiffiffi

a
p
Z

R

xðtÞw� t � b

a

� �

dt ð50:8Þ

In this formula, a is expansion factor, b is translation factor, wa;b tð Þ is called
Wavelet basis function depending on the parameters a and b, w�a;b tð Þ is conjugate
with wa;b tð Þ, Symbol \ � [ represents Inner product.

In practical applications [15], wavelet transform need to be discretized, among
continuous wavelet transform, the discretization formula of expansion factor a and

translation factor b are taken for a ¼ a j
0; b ¼ ka j

0b0, a0 and b0 are real constant
which are greater than zero, j and k are integer.

Usually further to get constant as a0 = 2, b0 = 1, the binary wavelet transform
after discrete is as the following formula.

WTxðj; kÞ ¼\xðtÞ;wj;kðtÞ[ ¼ 2�j=2
Z

R

xðtÞw�ð2�jt � kÞ dt ð50:9Þ

In order to eliminate the high-frequency noise, based on FFT transform, adopt
wavelet transform to eliminate noise to the signal which is collected in the leakage
sound field. Select sym5 wavelet, the signal is decomposed to the fifth layer, and
choose minimax threshold for processing, reconstruct approximate coefficient and

Fig. 50.2 Leakage signal null spectrum plot
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Fig. 50.3 Null spectrum after wavelet denoise

Fig. 50.4 Null spectrum after least squares fit
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get Fig. 50.3. Compared with Figs. 50.2 and 50.3, It can be seen, After wavelet
consumer impatient, the change trend is very obvious, But there are still some
noise, adopt one-dimensional blind Pathfinder optimization method may find
Fig. 50.3 some glitches point, can not find the null spectrum accurately.

Therefore, it needs an effective, reliable signal processing method to accurately
locate the leak point. This paper adopts discrete wavelet and least-squares curve
fitting to do pretreatment for the leakage signal, then adopt leakage signal in the
wavelet decomposition of the multiscale signal multiplication method to determine
the null spectrum leakage signal, achieving good effect.

Before adopting the leakage in the wavelet decomposition of the multiscale
signal multiplication method to determine the null spectrum, the leakage signal
must be pretreated. Then leakage must form such as sin change, or aptly called
shaped like caroline hill [6], as can be seen from Fig. 50.3, and compared with the
desired signal, the collected leakage signal exists a significant downward trend,
need to get rid of the downward trend, experiments show that least-squares curve
fitting can remove the downward trend.

Fig. 50.5 Null spectrum signal wavelet decomposition approximation signal
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Figure 50.4 is the least squares curve fitting null spectrum diagram, compared
with Figs. 50.4 and 50.3, show that the least-squares curve fitting can be removed
the leakage signal spectrum curve downward trend.

Can be seen from Fig. 50.4, after pretreatment, null spectrum signal containing
the noise will still affect the finding of null spectrum. In front of a piece of data
noise is in serious condition, in this paper, using the truncated data to deal with the
null spectrum signal by sym5 multi-scale wavelet decomposition. From small-
scale the ca1 into large scale ca5, as shown in Fig. 50.5. After the decomposition,
the effect of null spectrum signal curve is good, in addition to the noise, the curve
is smooth, and it is more easier for null spectrum identification.

In order to further improve the identification accuracy of the null spectrum,
using the null spectrum signal through multi-scale decomposition of each
approximate signal multiplication [16], as shown in Fig. 50.6 (ca1* ca2* ca3*
ca4* ca5) shows, the signal of null spectrum is fairly obvious, but there are several
local extreme need further analysis confirmed. Therefore determined the current
time in each scale wavelet transform signal multiplied, then compared with the
previous time signal in each scale wavelet transform signal is multiplied by the
value of the mean. If it exceeds a certain threshold, it will be judged as possible to
null spectrum. The null spectrum is confirmed by further analyzing.

Fig. 50.6 Null spectrum signal wavelet decomposition scale signal multiplied figure
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50.4 Conclusion

In this paper, it is based on the discrete wavelet and least squares curve fitting
method for mixed distributed fiber-optic interferometer acquisition leakage signal
preprocessing. Reusing the signal through multi-scale decomposition of each
signal multiplication method to determine leakage null spectrum. Theoretical
analysis and experimental data show that, this method can effectively for the
identification of the null spectrum of fiber-optic interferometer signal which
generated by pipeline leak. It provides a certain technical support for the reali-
zation of long distance pipeline leakage health monitoring.

Acknowledgments This project won the national natural science funds (60902095), National
public welfare quality testing industry research project funding (201110058), National public
welfare quality testing industry Special project funding (201310152), Zhejiang province natural
science funds (Y1090672).

References

1. Jiang Q, Wang Q (2012) Underwater gas pipeline leakage and location simulation in labscale
based on optical fiber interferometer. J Cent South Univ 43(2):576–580 (in Chinese)

2. Si Z (2011) Fourier transform and wavelet transform in the application of signal denoising.
Electron Des Eng 19(4):155–157 (in Chinese)

3. Mark WD (1970) Spectral analysis of the convolution and filtering of non-stationary
stochastic processes. J Sound Vib 11(1):19–63

4. Hu J, Zang L, Liang W, Wang C (2009) Based on the harmonic wavelet analysis of small
pipe leakage diagnosis method. J China Univ Petroleum 33(4):118–124 (in Chinese)

5. Zhou Y (2006) Safety testing technology research of distributed optical fiber pipeline. Tianjin
University, Tianjin, pp 67-81 (in Chinese)

6. Qian J, Zhang J, Jia B (2006) Real-time signal processing methods of Sagnac interference
positioning system. Chin J Sens Actuators 19(4):1033–1037 (in Chinese)

7. Huang S, Lin W, Tsai M (2007) Fiber optic in-line distributed sensor for detection and
localization of the pipeline leaks. Sens Actuators A 135(2):570–579

8. Qiao B, Yang Q, Wang Q (2011) Simulation analysis of improved interference distributed
fiber-optic underwater gas pipeline leak detection. J China Univ Metrol 22(2):114–119 (in
Chinese)

9. Hu Z, Yang Q, Qiao B (2012) The design of interference distributed fiber-optic underwater
long gas pipeline leakage detection system. Laser Optoelectron Prog 49(070602):070602-1-
070602-5 (in Chinese)

10. Tan J, Chen W, Wu J, Zhu Y (2008) Study on long distance pipeline destruction alarm
technology based on Sagnac/Mach-Zehnder interferometers. Acta Photonica Sinica
37(1):67–72 (in Chinese)

11. Meng Ke (2004) Optical fiber interference measuring technology. Harbin Institute of
Technology Press, Harbin, pp 44–45 (in Chinese)

12. Wassef WA, Bassim MN, Houssny-Emam M et al (1985) Acoustic emission spectra due to
leaks from circular holes and rectangular slits. Acoust Soc Am 77(3):916–923 (in Chinese)

13. Zhao H, Hang L, Li G (2009) Pipeline leak positioning technology based on the optical fiber
sensing and wavelet transform. Transducer Microsyst Technol 28(9):47–49 (in Chinese)

50 The Signal Processing Method 457



14. Liu S, Li Z, Wu J, Wang D, Liu J, Meng J (2008) Signal processing of displacement
interferometer based on the continuous wavelet transform. Chin J Lasers 35(8):1235–1239 (in
Chinese)

15. Hua W, Ma D, Wei J (2004) APD signal detecting method based on wavelet transform. Chin
J Lasers 31(4):465–468 (in Chinese)

16. Dai X, Wu H (2002) Pendulum train tilting control system fault detection and diagnosis test
research. Electr Drive Locomot 4:39–42 (in Chinese)

458 Z. Hu et al.



Chapter 51
Multiple Faces Tracking via Statistical
Appearance Model

Jie Hou, Yaobin Mao and Jinsheng Sun

Abstract Recently, appearance based methods have become a dominating trend
in tracking. For example, tracking-by-detection models a target with an appearance
classifier that separates it from the surrounding background. Recent advances in
multi-target tracking suggest learning an adaptive appearance affinity measure-
ment for target association. In this paper, statistical appearance model (SAM),
which characterizes facial appearance by its statistics, is developed as a novel
multiple faces tracking method. A major advantage of SAM is that the statistics is
a target-specific and scene-independent representation, which helps for further
video annotation and behavior analysis. By sharing the statistical appearance
models between different videos, we are able to improve tracking stability on
quality-degraded videos.

Keywords Tracking � Appearance model � Learning

51.1 Introduction

Face tracking is a useful computer vision technology in the fields of human
computer interface and video surveillance, and has been successfully applied in
video conferencing, gaming and living avatars in web applications, etc. Facial
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appearance serves an important role in our daily communications, thus tracking
human faces is usually the first step when a vision system tries to understand
human beings.

Single face tracking has been well studied by researchers. Vacchetti [1] and
Wang [2] use local interest-points matching to track 3D pose of human face. Their
methods are robust against illumination and appearance variations, but suffer from
error-prone feature matching. Zhou [3] proposed to track faces with Active
Appearance Models (AAM), which has advantages of stability and alignment
accuracy. One limitation of Zhou’s method is that AAM fitting fails when handling
large occlusions. Multiple faces problem is also common when performing video
annotation and behavior analysis in real-world applications.

In this paper, we model facial appearance with the statistics (mean and varia-
tion) of the haar-like vision features, and train each face a discriminative pre-
diction rule. An overview of statistical appearance model is shown in Fig. 51.1.
The most significant difference between statistical appearance model and tradi-
tional methods is that we split the appearance model into two individual parts:
statistical representation and prediction rule. The statistical representation is a
target-specific and scene-independent representation. For discriminability, we
learn a prediction rule that separating one face from the other faces with separa-
bility-maximum boosting (SMBoost). In our previous work [4], SMBoost shows
better classification performance than AdaBoost and its online variation on UCI
machine learning datasets, and achieves higher accuracy in tracking problems. The
major contribution of our paper is a scene-independent appearance model. By
reusing the statistical representations, we can apply the facial appearance model
trained on one video sequence to other scenes.

Fig. 51.1 � indicates that the model or the representation is target-specific, and � indicates scene-
independence. Prediction rule Aaðx1; x2Þ is used as global affinity measurement in multi-target
tracking [5, 6], and FðxÞ is used to model posterior probability PðT jxÞ in tracking-by-detection [7].
Our work in this paper is described in the left part of the figure
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51.2 Related Work

Tracking multiple targets that have complex motion traces is a challenging
computer vision task, especially considering this problem in cluttered environ-
ments. Suppose we are tracking targets fTign

i¼1 in current frame, we can relocate a
target Ti in the succeeding frame by searching for a candidate C from the scene
that has maximum posterior probability PðTijCÞ. In tracking-by-detection, the
tracker models PðTijCÞ with a binary classifier. Typically, haar-like feature and
online boosting are used to train the classifier, for this combination has been
proved to be very discriminative [8]. However, the classifier is scene-specified (see
Table 51.1), for resampling of negative samples, which Viola used for general-
izing [8], is not included.

In recent years, research on background subtraction and object detection have
brought significant improvements to target detection, and lead to a trend of
association based tracking, in which the target candidates fCjg detected in suc-
ceeding frames are associated to the targets fTig in current frame. For simple
scenes, the targets are represented with their motion models. By a precise esti-
mating of motion states (e.g., position, speed and acceleration), we can guess the
location of a target by likelihood probability P ðx; yÞjTið Þ. With that guess, we can
pair a candidate target C with the model that has maximum posterior probability
PðTijCÞ.

However, motion model based association will be defeated if a target was
absent from observation for a long time. In such situation, appearance is intro-
duced as a secondary evidence of association. Some early approaches model the
observations of a target directly with vision features of good invariance. Recently,
Huang [9] proposes perform the association in a more adaptive manner. He joins
tracklets into longer tracks by their linking probability:

PlinkðTi; TjÞ ¼ AmðTi; TjÞ AaðTi; TjÞ AðTi; TjÞ ð51:1Þ

where Ti is the target of the ith tracklet, and Am, Aa, At indicate the motion,
appearance and temporal affinities between the tracklets. The linking probability
AaðTi; TjÞ is a global appearance affinity measurement. A significant advantage of
Huang’s method is that the appearance affinity could be modeled with discrimi-
native learning. Cheng [5] suggests to represent target appearance with local image
descriptors, and use AdaBoost for feature selection. Low-supervised learning, for

Table 51.1 A comparison of appearance models

Target-specific Scene-independent

Tracking-by-detection Boosting [7] + –
MIL [11] + –

Multi-target tracking Global affinity measurement [5, 6] – –
PIRMPT [12] + –

Our method + Partly
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example, multi-instance boosting, is introduced to handle noisy data [10].
Table 51.1 is a summary of appearance models mentioned in this paper. We focus
on whether the method models PðTijCÞ directly (target-specific), and scene-
independence.

51.3 Statistical Appearance Model

In this section, we present a statistical approach to model object appearance. The key
idea of statistical appearance model is characterizing an object with the statistics of
vision features (statistical representation, SR). Statistics is not a representation of
good invariance. However, we are able to learn a discriminative prediction rule (PR)
from the statistics if the vision feature (VF) is choosing properly and learning
algorithm (LA) is carefully designed. Vision feature, statistical representation and
learning algorithm are three important aspect of statistical appearance model. We
will introduce each of them in detail.

51.3.1 Vision Feature

Various vision features has been discussed for modeling appearance, e.g., shape,
color histogram and texture (HOG) [12]. However, these features focus on
invariance of a target, and might not discriminative enough to classify very similar
targets (faces in this paper). Thus, researchers propose extracting these features on
pre-defined regions to make the feature more discriminative [5].

Another method of enhancing discriminability is exploring an over-rich weak
feature set with boosting. By combining weak classifiers of haar-like features,
Viola builds the first practical real-time face detector. Original haar-like features
that Viola used in his work are designed to capture within-patch structure patterns
(see Fig. 51.2). Babenko uses non-adjacent haar-like feature, which combines 2–4
randomly generated rectangle regions and ignore the adjacency, in their work [10].

(a) (b)Fig. 51.2 Haar-like feature.
a Within-patch haar-like
feature. b Cross-patch haar-
like feature
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51.3.2 Statistical Representation of Appearance

In this paper, we use statistical representation for characterizing facial appearance.
The statistical representation of a target includes the mean E and variation R of the
samples.

Suppose fxig is a data sequence, and the expectation of the first n samples is

denoted by E½x�ðnÞ. When there comes a new sample xnþ1, we update the expec-
tation E½x� with a learning rate c.

E½x�ðnþ1Þ ¼ ð1� cÞE½x�ðnÞ þ cx ð51:2Þ

Variance r2½x� can be updated by a subtraction of two expectations:

r2½x�ðnÞ ¼ E½x2�ðnÞ � ðE½x�ðnÞÞ2

r2½x�ðnþ1Þ ¼ ð1� cÞE½x2�ðnÞ þ cx2 � E½x�ðnþ1Þ
� �2

:
ð51:3Þ

51.3.3 Learning Algorithm

In appearance base tracking, on-line boosting is a common choice for learning the
prediction rules. Boosting chooses important features from the given feature pool,
so that the prediction rule remains simple as it covers as many features as possible.
However, the criterion function of AdaBoost (51.4) is difficult to be estimated on-
line, for both the sample set ðx; yÞf g and the decision function F change in on-line
learning paradigm [4].

F� ¼ arg minF Efðx;yÞg Lðy;FðxÞÞ½ � ð51:4Þ

In our previous work [4], a new online boosting using separability based loss
function instead of margin based loss function, is designed. The separability based
loss function characterizes the degree that the decision function F separates the
samples of class cðfðx; yÞgjy¼c from the rest ðfðx; yÞgjy¼�cÞ.

L̂ðc; L; E½x�jy¼c; R½x�jy¼cÞ; c 2 fþ1; � 1g ð51:5Þ

Separability-maximum boosting (SMBoost) maximizes separability of both
classes.

F� ¼ arg minF UðFÞ

¼ arg minF Ec Lðc; F; E½x�jy¼c; R½x�jy¼cÞ
h i ð51:6Þ

E½x� and R½x� in (51.6) denote the mean and variation of the samples, which are
well estimated by (51.2) and (51.3). Within on-line learning paradigm, it is much
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easier to optimize SMBoost (51.6), for both E½x� and R½x� are fixed when the
algorithm searching for optimal F.

51.4 Multiple Faces Tracking

Faces are similar to each other, thus finding facial appearance differences is much
more difficult than separating one face from its surrounding background. The
fundamental problem of multiple faces tracking is separating the faces from each
other. We build an association based multiple faces tracker with statistical
appearance model in the paper. The overview of our tracking framework is shown
in Fig. 51.3. Our scheme is similar with [12] except the appearance model. In our
tracker, we do not use tracklets for simplicity and real-time performance. We
associate face candidates in succeeding frame to the faces in current frame
directly. Each step in our framework is described below.

Face detection Face detection takes a new frame from the test video sequence
and applies a state-of-art face detector to it. Face detection produces face candi-
dates fCjgc

j¼1 under association.

Face classification Denote by fTigt
i¼1 the statistical representation of the faces

already known, also denote by fFiðxÞ 2 ½�1;þ1�gt
i¼1 the prediction rules, where

Fig. 51.3 System overview
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FiðxÞ separate face Ti from the rest faces. We obtain the proximity matrix P by
applying the prediction rules to the face candidates:

Pi;j ¼ PðTijCjÞ ¼
FiðCjÞ; FiðCjÞ [ 0
0; otherwise

�

ð51:7Þ

SVD pruning (optional) For face association, we need one-against-one pairing,
which requires a successful pairing satisfy

Pi;j ¼ arg maxd Pd;j ¼ arg maxd Pi;d

Thus we use the method mentioned in [13] to prune the proximity matrix P into
an orthogonal matrix.

Face association After pruning, we can associate the face candidates to the

faces by maximizing posterior probability PðTijCjÞ ¼ cPi;j .
Update statistical representation For faces that have successfully paired with

candidates in succeeding frame, we update their statistical representation with a
learning rate c.

Learning prediction rule Suppose fTigt
i¼1 are the faces that we are tracking,

we learn each face a discriminative prediction rule. When training the rule, we use
statistical representation of Ti as positive SR, and combine the statistical repre-
sentations of the rest faces as negative SR Ti ¼

P

r 6¼i
Tr.

51.5 Experiments

In this section, we first perform experiments demonstrating the effectiveness of
SAM for multiple faces tracking problems. Then, we present an experiment of
sharing statistical representation between two video sequences.

51.5.1 Tracking Multiple Faces

We first experiment our method for multiple faces tracking problems. Two test
sequences from [14] are used in our evaluation. Association fails when handling
face candidates with scaling factor larger than two. Thus we stop the association
when one of the detected faces is too large. The tracker will re-catch the faces after
scaling. Since we use a motion-free target model, our tracker is robust against
large occlusions and missing detecting, and tracks the faces stably. The tracker
may assign candidates to wrong faces when facial appearance varies too much,
e.g., laughing and rotating. In such situation, we should stop updating the statis-
tical appearance representation. And the faces will switch back when the facial
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appearance stops varying. Such failures could be reduced by rejecting sudden large
moves (Figs. 51.4, 51.5).

51.5.2 Sharing Statistical Representations Between Video
Sequences

In this experiment, we share the statistical representations when tracking human
faces on different video sequences. Sharing appearance model is useful for video
annotation and behavior analysis.

Two test video sequences are used in this experiment. Seq. nokia is a quality-
degraded video sequence captured with a Nokia smart phone, which suffers
shaking and motion blur (intentionally). Seq. samsung is captured with another
Samsung smart phone. Fig. 51.6 shows tracking result of our method on Seq.
nokia. And Fig. 51.7 presents tracking result of sharing the models. In Seq. nokia,
our tracker fails to assign the candidates to the faces on frame 500 (associating
fails), and miss one face in frame 140 and frame 300. By sharing the statistical
representation estimated on a clearer observation (Seq. samsung), the stability of
tracking result on Seq. nokia got improved, and find correct assignments on the
failure frames.

Fig. 51.4 Tracking multiple faces on Seq. face_fast [14]

Fig. 51.5 Tracking result on Seq. face_frontal

Fig. 51.6 Tracking multiple faces on Seq. nokia
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51.6 Conclusion

In this paper, a statistical appearance model, which characterizes facial appearance
with statistics, is proposed. SAM captures appearance invariance by exploring an
over-rich haar-like feature set, and trains a classifier of good discriminability using
separability-maximum booting. A novel framework using SAM is designed for
multiple faces tracking. In our framework, we are able to track faces robustly. By
sharing the statistical representations, we are able to improve tracking result on
quality-degraded video sequence.
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Chapter 52
A Fast Dictionary Training Algorithm
for Single Image Super-Resolution

Yiliang Lv and Jiwei Liu

Abstract Generally the dictionary for single image super-resolution is trained by
iterations of MP algorithm and K-SVD algorithm. Using the dictionary, low res-
olution images can be restored to high resolution images with high quality. But the
training process always takes a lot of time. So in this paper we use SVD to analyze
the space relationship between the high and low resolution samples, and present a
cluster based algorithm for dictionary training. Compared with the K-SVD based
algorithm, the proposed algorithm trains the dictionary with a much higher speed,
and restores the images with similar visual quality.

Keywords Image super-resolution � Cluster � SVD � Spares representation

52.1 Introduction

Super resolution image reconstruction technique is really active these years. It
helps to improve the resolution of digital image through the software, breaking the
resolution limitation of the low-cost sensors, such as surveillance camera, syn-
thesis aperture radar etc. It has large potential in the field of medical image
diagnosis, identity recognition and satellites image analysis, the restored high
resolution images which contain the low resolution missing details help people to
do better decision.

The main idea of the super resolution reconstruction is to add prior knowledge
to low resolution images, generally there are two ways. One is to add the prior
knowledge by multi-sample. In this way some low resolution images which are
generated with different Point Scale Function (PSF) or shot from different part are
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needed. To restore the image, firstly low resolution images are restored to high
resolution images one by one by motion estimation and inverse PSF. Then
transform the restored images to constraint conditions, which are used to generate
the final high resolution image by MAP [1] or POCS [2] algorithms. But the
algorithm has some drawbacks: in practice the conditions of low resolution images
can’t be fulfilled, and the motion estimation can’t be calculated accurately, the
worst is that the number of low resolution images is enormous and the image can’t
be restored with a high quality, when the magnification is large. So scientists found
another way, to restore image through learning. In this way high resolution image
is restored from single low resolution image and the prior knowledge extracted by
learning from the preset samples. The prior knowledge can be stored into several
data structures. At first Simon Baker and Takeo Kanade present hallucination
algorithm which use pyramid structure to store the prior knowledge to restore
human faces [3]. Later Yang presents to restore the image through the raw image
patches [4] and trained dictionary [5] with the support of compressed sensing and
spare representation [6, 7]. Compared with the former one, learning based super
resolution algorithm looses the condition and keeps the quality when the magni-
fication is large.

In the learning based super resolution reconstruction, dictionaries are trained by
iterations of MP algorithm [8] and K-SVD algorithm [9, 10]. The algorithm is
reliable, and the quality of restored image is satisfying, but the computational
complexity is high and the algorithm produce hallucination easily because of the
over learning. In this paper we present a cluster based dictionary training algorithm
which restores image with high quality, trains the dictionary with less computa-
tional complexity and resists to the hallucination phenomenon.

The remainder of the paper is organized as follows: Sect. 52.2 analysis the
space relationship when down sampling and restoring, Sect. 52.3 presents a new
method to train the super-resolution dictionary, Sect. 52.4 validates the effec-
tiveness of the presented algorithm and in Sect. 52.5 we draw the conclusion.

52.2 Space Analysis

Let Xl ¼ xl1; xl2; . . .xlmf g denotes the patches from the low resolution samples and
Xh ¼ xh1; xh2; . . .xhmf g denotes the corresponding patches from the high resolu-
tion samples. According to the image-forming principle, they shall follow the
relationship.

Xl ¼ Ds �M � B � Xh þ E ð52:1Þ

where Ds; M; B; E stand for down sampling matrix, local movement matrix,
blurring matrix and noises respectively. If we make the assumption that all the
patches share the same blurring function and the movement is known. According
to [5, 8, 11], if we deal the restoration problem via spares representation, the anti-
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noise properties of the algorithm helps to keep noise away. So the Eq. (52.1) can
be simplified as:

Xl ¼ A � Xh ð52:2Þ

where A is a constant matrix with dimðxliÞ rows and dimðxhiÞ columns. The res-
toration problem can be seen as an equation, in the equation Xh is the unknown, Xl

is the known and A is the parameters of Xh. If we solve Eq. (52.2) with
dimðxhiÞ[ dimðxliÞ, the solution should consist of a deterministic part and its
kernel part. In order to estimate the kernel, we have to separate the two part of the
solution. Do an SVD on (52.2). The equation can be turned into:

UT
A � Xl ¼ KA 0½ � � VT

A � Xh ð52:3Þ

where matrixes UA;VA are orthogonal bases from high and low resolution patches
space respectively. Matrix KA 0½ � is a diagonal matrix, it helps to separates the
deterministic part and the kernel part. KA is singular, because every blur function
for every pixel from the low resolution image is independent to each other in the
spatial domain. According to [6–8], high resolution patches and low resolution
patches share the same sparse representation, then let Dl;Dh represents the low and
high resolution dictionary and S represents the corresponding sparse representation
of Xl, they follow the relationship:

Xl ¼ Dl � S
Xh ¼ Dh � S

(

ð52:4Þ

Then put (52.4) in (52.3), so

D � S ¼ UT
A � Xl ¼ KA 0½ � � VT

A � Xh ¼ KA 0½ � � VT
A � Dh � S ð52:5Þ

where D ¼ UT
A � Dl, and then multiple K�1

A on each side we get

I 0½ � � VT
A � Dh � S ¼ K�1

A � D � S ¼ I 0½ �
K�1

A � D
~D

" #

� S ð52:6Þ

So high resolution dictionary Dh, can be written as VA � K�1
A � D

~D

� �

.

If the matrix A is known, the high resolution dictionary can be composed of two
parts, one is the deterministic part from the low resolution dictionary, the other is
from the kernel (A). So with the form (52.6), we can find a faster way to get the
dictionary.
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52.3 Dictionary Learning

In sparse representation based super resolution algorithm, we need two redundant
dictionaries, one for low resolution patches and the other for the high ones. Each
column of the dictionary called an atom. And the atoms which share the same
column number in each dictionary are corresponding. In order to search the atoms,
generally we solve the problem:

min
D

Sk k0 subject to X � D � Sk k2� h ð52:7Þ

where S stand for the sparse representation found by MP algorithm. From another
part of view, atoms from D can be regarded as the redundant bases in the space,
and S is the coordinate of the bases. The problem of searching the dictionary atoms
can be translated to the problem of finding redundant bases.

Clustering on the hyper sphere is one way to find redundant bases, and it won’t
need much computation resources compared with the K-SVD. The sparsity of the
representation is ensured because the bases are redundant, and the residual
R ¼ X � D � S can be limited if the bases are complete. According to the com-
pressed sensing theory, the restored high resolution image can be expected to have
a high quality. Meanwhile MP algorithm also match with the cluster training
dictionary, because if the sparse representation is found by the MP algorithm
through the cluster training dictionary, there should be one dominant nonzero
sparse representation coefficient, the other should be much smaller, intuitively it
helps to keep the main part of high frequency details, prevent the mixture of them.

In order to train the dictionary, the samples are preprocessed, the low resolution
samples and high resolution samples are transform to K�1

A � UT
A � Xl and VT

A � Xh, so
that they can share the same part according to the Eq. (52.6). In order to keep the
deterministic part of the high resolution image precise during the restoration, the
low resolution dictionary shall be constructed first. So we have to cluster on
the normalized low resolution samples and use the center of the classes to form the
dictionary. Then weighted average the kernel part of the samples which are
clustered in one class to form the kernel part of the high resolution dictionary.
The weight coefficients are determined by wij ¼ pij

P

pkj
, where pk is the kth low

resolution sample’s projection on the jth class’s center.
Different form the K-SVD algorithm searching the atoms in the whole space,

the cluster based algorithm search the atoms in the sample space, so that it keeps
the atoms among the samples, and the restored image in the sample space, but the
K-SVD algorithm won’t, and that is why the hallucination come out less, if the
cluster based algorithm is used.

Considering of image visual precision, in practical use, we use the K-MEANS
cluster to choose the atoms, and use the dot product of uniformed samples to
measure the distance.
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The procedures for dictionary training are shown as follows:

Input: High resolution samples Xh, low resolution samples Xl, the
degeneration matrix A and the dictionary size N.

Step 1: Do SVD on A and get VA, UA and KA.

Step 2: Transform the samples to ~Xl ¼ K�1
A � UT

A � Xl,
X̂h

K

" #

¼ VT
A � Xh, X̂h

and ~Xl are almost the same.
Step 3: Use K-MEANS cluster ~Xl to N class and use the center of class to

form the dictionary D.
Step 4: Calculate ~D with ~D ¼ K �W where

wij ¼

pij
P

xki belong to the jth class
pkj

if xli belong to the jth class

0 else

8

>

<

>

:

.

Output: Low resolution dictionary Dl ¼ UA � D, and high resolution dic-

tionary Dh ¼ VA � K�1
A � D

~D

� �

.

And the procedures for restoration are shown as follows:

Input: Low resolution patches Xl dictionaries Dh;Dl.
Step 1: Use MP algorithm to find sparse representation S with input Xl

and Dl.
Step 2: Calculate Xh with Xh ¼ Dh � S.
Output: High resolution patches Xh.

52.4 Experiment Results

In order to validate the effectiveness of the cluster based dictionary training
algorithm, we compare it with the K-SVD based dictionary training algorithm in
two aspects one is the restored image quality, the other is the training time, use the
PSNR and human visual sense to assess the quality of the restored image and
training time to measure the training speed of the algorithm.

In the experiment, we use the patches sampled from the Fig. 52.1a to train the
dictionary, and use the dictionary to restore the low resolution version of Fig. 52.1b.
The size of the high resolution image is 512 9 512, the magnificent is 4, the size of
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low resolution patches, the number of dictionary atoms, and sparsity of the repre-
sentation are set to be 3 9 3, 1000, and 5 respectively.

In restoration there is one overlapped column or raw between the adjacent low
resolution patches, and all the spares representation is found by MP algorithm. The
iteration times of the two algorithms are 40 for the K-SVD based algorithm and
100 for cluster based algorithm.

We use Matlab to program the algorithm, and run it on a laptop with Intel(R)
Core(TM) i5 CPU M480.

To start with the experiment, blur the high resolution image with a specific
Gaussian function, and down sample the images to 256 9 256, then randomly
select 22500 corresponding patch pairs from the Fig. 52.1a, and down sampled
one. Initial a dictionary with raw samples for K-SVD based algorithm and using
the samples to train the dictionary with the two algorithms separately. At last
restore Fig. 52.1b with two dictionaries the result is shown in Fig. 52.2, and
corresponding statics are in Table 52.1.

Fig. 52.1 The high resolution images for experiment, a is used for sampling and b is for
restoration

Fig. 52.2 The result of the images: a original high resolution image, b cluster based algorithm’s
result, c K-SVD based algorithm’s result
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Though the PSNR of the cluster based algorithms are little higher, from the
visual sense, the K-SVD algorithm’s result is sharper, but there is some halluci-
nation near the contour of the hat and human body. And the cluster based algo-
rithm reduced much dictionary training times compared with the K-SVD based
algorithm. In all, the quality of image that restored by our algorithm is acceptable.
And the computational complexity is much lower.

52.5 Conclusion

In this paper we present a method to train the dictionary for single image super-
resolution reconstruction. Compared with the dictionary trained by K-SVD algo-
rithm, the dictionary trained by our method restores images with similar quality,
and our algorithm has a much higher speed for dictionary training. Because the
training algorithm is based on clustering algorithm, we can determine the optimal
dictionary size by Competitive Agglomeration algorithm, and modify the dictio-
nary size easily with merging and dividing. These are what K-SVD algorithm can’t
achieve. However none of the analysis suggests how to find the optimal sparsity
for the sparse representation of the patches. In further investigation we want to join
manifold learning and image super resolution together in order to increase the
image quality and restoration speed.
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Chapter 53
Inner-Knuckle-Print Verification Based
on Guided Image Filtering

Ming Liu and Jun Yan

Abstract This paper presents a new approach for inner-knuckle-print verification.
Firstly, guided image filtering is implemented to remove noise and the minute
lines. Then robust line features are extracted from the image based on a derivative
edge detector. Finally the binary line images are matched by using a cross-
correlation-based method. The experiments on a finger image database which
includes 2000 images from 100 different individuals show good performance of
the proposed approach.

Keywords Biometrics � Inner-knuckle-print � Guided image filtering � Cross-
correlation

53.1 Introduction

In this information era, how to identify a person’s identity has become a key social
problem. Biometrics provides a solution to this problem. The surface of hand
contains many biometric traits that could be used in personal authentication
systems. Some of them, such as the inner knuckle print (IKP), are relatively new
and deserved intensively studying [1].

In Li et al. [2], developed an algorithm based on a 48 9 48 region extracted
from the finger image, which contains the line pattern of the inner middle knuckle.
Ribaric et al. extracted eigenfinger features for personal identification from the
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whole finger image [3]. In Luo et al. [4], proposed to detect line features of the IKP
by Radon transform and singular value decomposition.

In this paper, the noise and the minute lines are removed from the image based
on the guided image filtering firstly. Then the thick lines are extracted from the
image with a derivative edge detector. The binary line images can be matched with
cross-correlation, and high verification accuracy can be obtained.

The rest of the paper is as follows: Sect. 53.2 introduces the ROI extraction
method; Sect. 53.3 presents line features extracted by guided image filtering;
Sect. 53.4 discusses the images registration based on cross-correlation method;
Sect. 53.5 shows the experimental results and Sect. 53.6 concludes the paper.

53.2 Region of Interest Extraction

Images of our experiment were collected by ourselves. Because of the collected
images were three fingers (middle finger, ring finger and little finger) together. We
must segment the single finger and then extract the region of interest (ROI) accu-
rately in these fingers. The ROI extraction algorithm consists of the following steps:

Step 1: Transform the original images to gray level (see Fig. 53.1a).
Step 2: Extract horizontal lines with Gabor filter and binarilize the resulted

image (see Fig. 53.1b). The horizontal projection histogram has three peaks
(see Fig. 53.1c), corresponding to the vertical coordinates of the boundaries.

Step 3: Segment the middle finger region from the original image based on the
three peaks (see Fig. 53.1d).

Step 4: Crop the ROI from the middle finger region (see Fig. 53.1e).
After the above process, ROI images are normalized to get sample images

which have unified mean and variance.

53.3 Line Features Extracted Based on Guided
Image Filtering

In this section, we will first introduce the guided image filtering method, and then
discuss the derivative line detection method. The guided filter has good edge-
preserving properties like the popular bilateral filter [5]. In addition, the derivative
line detection method can obtain thick lines and remove noise. The combination of
them can extract the line features commendably.
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53.3.1 Guided Image Filtering

In order to remove noise, we can adopt the image filtering. Guided image filtering
can well remove the small noise and keep the edge features simultaneously. It
includes three elements: a guidance image I, a filtering input image p, and an
output image q. Among them, I and p are given beforehand, and they can be
identical. Image q is considered as a linear transform of I in a window centered at
the pixel j:

qi ¼ ajIi þ bj; 8i 2 wj ð53:1Þ

Fig. 53.1 Region of interest extraction. a Portion of the original image. b Edge detection result.
c Horizontal projection histogram. d Segment the middle finger region. e The ROI
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where aj; bj

� �

are constant in wj. In order to get aj; bj

� �

, the following linear ridge
regression model [6] is minimized in the window wj:

E aj; bj

� �

¼
X

i2wj

ajIi þ bj � pi

� �2þ ea2
j

� �

ð53:2Þ

Here e is a parameter in order to prevent aj excessive. The solution of Eq. (53.2)
is given by:

aj ¼
1
wj j
P

i2wj
Iipi � ljpj

r2
j þ e

ð53:3Þ

bj ¼ pj � ajuj ð53:4Þ

where uj and r2
j are the mean and variance of I in wj � pj ¼ 1

wj j
P

i2wj

pi is the mean of
p in wj [7].

If a pixel i is existed in all the overlapping windows, the value of qi is not
identical when it is computed in different windows. So Eq. (53.1) can be rewrote
by:

qi ¼ aiIi þ bi ð53:5Þ

where ai ¼ 1
wj j
P

jji2wj

aj; bi ¼ 1
wj j
P

jji2wj

bj [7]. Equations (53.3)–(53.5) are the defi-

nition of guided filter.
There are two schemes to apply guided filter in our experiment. One is self-

guided filter, that is to say I and P are identical. The other is mutual guided filter,
that is to say I and P are different. Both of them can keep edge features and remove
noise. But the self-guided filter may keep the noise by mistake. So we adopt
mutual guided filter. The process is designed as follows:

Step 1: Register two ROIs, one of which is used as input image and the other is
guidance image.

Step 2: Choose a suitable window.
Step 3: Exchange the position of I and p, repeating the above experiment.
Figure 53.2 shows the effect of guided images filtering.

Fig. 53.2 The effect of
guided image filtering:
a original image, b image
based on guided filtering
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53.3.2 Line Detection

After guided image filtering, we detected the IKP lines with the derivative line
detection method [8]. Let I denote a discrete gray level image. Using a l� m mean
filter to smooth I, we get

I1 ¼ I � h ð53:6Þ

For each pixel ði; jÞ in I, we calculate the first order derivatives at pixels
ði� r; jÞ and ðiþ r; jÞ along the x-axes by the following equations:

oI1

ox

� �

i� r; jð Þ ¼ I1 i; jð Þ � I1 i� r; jð Þ ð53:7Þ

oI1

ox

� �

iþ r; jð Þ ¼ I1 iþ r; jð Þ � I1 i; jð Þ ð53:8Þ

Then the second order derivative at pixel i; jð Þ can be computed by:

o2I1

ox2

� �

i; jð Þ ¼ oI1

ox

� �

iþ r; jð Þ � oI1

ox

� �

i� r; jð Þ ð53:9Þ

The horizontal lines can be obtained by looking for the zero-crossing points of
the first order derivative and their strengths are the values of the corresponding
second order derivative, i.e.

L1ðx; yÞ ¼
o2I1
ox2

� �

i; jð Þ; if I2 i; jð Þ � I3 i; jð Þ � 0

0; else

(

ð53:10Þ

Finally, we threshold image L1 and get a binary line image L, i.e.

L ðx; yÞ ¼ 1; if L1ðx; yÞ[ D
0; else

�

ð53:11Þ

Figure 53.3 presents binary line image obtained by this method.

Fig. 53.3 Binary line image
obtained by derivative
method
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53.4 Registration Based-on Cross-Correlation

In our system, we adopt a cross-correlation method. The cross-correlation operator
can estimate the translation displacement between the binary images accurately
[9]. The main idea is: there are two images, one is matched image and the other is
reference image which can be regarded as templates traverse on the matched
images. Then calculate the cross-correlation value between them on all positions.
The maximum of cross-correlation value is selected as the optimal position.

Let T x; yð Þ denote a M1 � N1 binary IKP line image registered in the database,
and L x; yð Þ be a M2 � N2 binary IKP line image which is to be verified. Let
M ¼ max M1;M2f g;N ¼ max N1;N2f g. Then T x; yð Þ and L x; yð Þ can be enlarged to
M � N by zero-padding. The cross-correlation operation is defined by:

CT ;Lðu; vÞ ¼
XM

x¼1

XN

y¼1
Tðx; yÞLðx� u; y� vÞ ð53:12Þ

If T x; yð Þ and L x; yð Þ differ only by translation displacement, i.e.

T x; yð Þ ¼ L x� u0; y� v0ð Þ ð53:13Þ

By maximizing CT ;L u; vð Þ we can obtained the displacement u0; v0ð Þ. Fourier
transform operation is adopted to enforce the cross-correlation value of
Eq. (53.12). So the Eq. (53.12) can be expressed as follows

CT ;L x; yð Þ ¼ FT�1 FT T x; yð Þð ÞFT� L x; yð Þð Þf g ð53:14Þ

Here the FT is the Fourier transform operation and FT-1 is the Fourier inverse
transform operation, the * is the complex conjugate operator. The position cor-
responding to the maximum value of CT ;L x; yð Þ shows the translation parameters
registering images.

53.5 Experimental Results

In this paper, we use the database which were established by ourselves. There are
totally 2000 images of 100 different subjects. The first 1000 samples were captured
in the first library and the others in the second library.

In verification, the input IKP is known, and each IKP image is matched with the
first image of all persons in the database. If two IKP images are from the same
finger, we regarded it as a correct matching and called intra-class. Otherwise, inter-
class means inaccurate matching. We select an image from one library, there are
totally 19800 intra-class comparisons and 110000 inter-class comparisons.

The proposed method was compared with the original image based method and
the mean filter based method. Figure 53.4 depicts the ROC curves obtained with
the middle IKPs. The corresponding EER values are listed in Table 53.1. We can
see that the proposed method outperforms all of the two conventional methods.
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53.6 Conclusion

In the paper, guided image filtering is used to remove the noise from ROI, and then
extract line features based on a derivative edge detector. The binary line images are
matched with a cross-correlation-based image matching method. This new method
can not only remove noise but also increase the accuracy in line matching. The
experimental results show that the new method is suitable for personal verification.
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Chapter 54
Face Recognition Using Sequence
Combinatorics

Chunhui Wang, Ankang Hu and Fenglei Han

Abstract This paper presents a sequence similarity, called all common subse-
quences (ACS), for use with support vector machine (SVM) and k-nearest
neighbors (kNN) to the face recognition problem. We first decompose face images
as row and column sequences. Then use ACS, which compares two sequences by
counting the number of occurrence of common subsequences, to measure the
similarity of each pair of corresponding sequences in two images and the average
of similarity of all pairs of sequences is proposed to be the similarity of two
images. Experiments on four public face databases: Caltech, Jaffe, Orl and Yale
databases, demonstrate that ACS can achieve higher recognition accuracy than
some classic face recognition methods, e.g. 2DPCA and 2DLDA.

Keywords All common subsequences (ACS) � Face recognition kNN � SVM �
2DPCA � 2DLDA

54.1 Introduction

Face recognition is one of the hottest research topics aimed at biometric appli-
cations such as robotics, visual surveillance, human–computer interfaces etc.
Comparing with other biometrics recognition, e.g. fingerprint, eye iris recognition,
face recognition provides more natural means for perceptual interface without
special requirements for user actions while only makes use of a wide range of
inexpensive consumer cameras. However, the face recognition technic for con-
sumer applications still remains a difficult problem. The main problem is that most
of face recognition algorithms weakly perform under the some common
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conditions, which include the variation of facial expressions or lightening condi-
tions, the occlusion of faces like wearing glasses or mask, the low resolution or
noises of input images, and the like. The other problem is the recognition effi-
ciency, especially when the facial database is tremendous. A good recognition
algorithm should react in real time. Thereby, it is a great challenge for a face
recognition algorithm to achieve high robustness and computational efficiency.
Currently, main methods for face recognition include Linear Subspace Method
(e.g. PCA, LDA etc.), Nonlinear Subspace Method, i.e. Kernel Method (e.g.
Kernel PCA etc.), Elastic Graph Matching (e.g. DLA etc.), Neural Network-Based
Method (e.g. CNN etc.), Hidden Markov Model and so on. In this work we firstly
present a novel kernel method—all common subsequences (ACS)—for face rec-
ognition. ACS [1] was designed for solving the time series problem. The main
concept of ACS is to measure the similarity of two sequences by counting the
number of all common subsequences of these two sequences. For the use of ACS
for images, we need to translate images to sets of sequences, and then individually
use ACS for each pairs of sequences to compute the similarity, in the end average
the results as the similarity between images.

The rest of the paper is organized as follows. In Sect. 54.2 propose the meth-
odology of measuring similarity of images using all common subsequences. The
experimental results of face recognition are presented in Sect. 54.3. This paper is
concluded in Sect. 54.4.

54.2 All Common Subsequences

All common subsequences was firstly proposed in [1] for the purpose of measuring
the similarity of time series. Then it was extensively studied in [2] as a problem of
computer science. Later ACS was proved to be a valid kernel [3], thereby ACS
could also be studied in kernel machine.

Let
P

be a finite alphabet. An n-long sequence t is an ordered set t1; . . .; tnf g,
where ti 2

P

is the ith element in sequence t, 1� i� n. An empty sequence is
denoted by e, whose length is 0. Let u be a sequence. If there exist indices
i ¼ ði1; . . .; ijujÞ, with 1� i1\ � � �\i uj j � jtj, such that uj ¼ tij , for j ¼ 1; . . .; juj,
then we say u is a subsequence of t (denoted by u� t or u = t(i)). We denote by
Pn the set of all finite sequences of length n, and by

P� the set of all sequences

X� ¼
[

1

n¼0

Xn

Formally, ACS could be described as

Definition 1 (All common subsequences) Let I be a feature (subsequence) space of
sequences set S, lets, t be sequences, let
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/uðsÞ ¼
1 i : u ¼ s ið Þf gj j[ 0; u 2 I;
0 otherwise:

�

Then, ACS can be defined as an inner product of vectors of /uðsÞ:

acs s; tð Þ ¼ h/u sð Þ;/ðtÞi ¼
X

u2I

/u sð Þ/u tð Þ ð54:1Þ

Dynamic approach is adopted for calculating the number of ACS. Lemma 1
implies quadratic operations.

Lemma 1 Let s and t be finite, nonempty sequences over
P

with lengths sj j ¼ m
and tj j ¼ n respectively. For each p 2

P

let r s; pð Þ :¼ max i : si ¼ pf g with r(s, b)
: = 0 if p [ s: For brevity, we set si :¼ sð1 : iÞ, rs :¼ rðsm�1; smÞ and
rt :¼ rðtn�1; tnÞ. Then

acs s; tð Þ ¼

acs sm�1; tð Þ þ acs s; tn�1ð Þ � acs sm�1; tn�1ð Þ
if sm 6¼ tn;
acs sm�1; tn�1ð Þ � 2� acs srs�1; trt�1ð Þ
if sm ¼ tn; 0\rs\m and 0\rt\n;
acs sm�1; tn�1ð Þ � 2 otherwise:

8

>

>

>

>

<

>

>

>

>

:

ð54:2Þ

54.2.1 All Common Subsequences for Images

The visual appearance of objects in computing science is represented by digital
images, which have a finite set of digital values, called pixels. Let I be an image
with m 9 n pixels. Since each pixel of the image carries a single integer value (0 1
for binary and 0 255 for grayscale image), the image could be described by an
matrix with integer value entries, denoted also by I.

Let Ri, C j be the ith row, jth column of the image I, respectively. Then I could be
deemed as the orderly combination of its rows I ¼ ½R1; R2; . . .; Rm� or the orderly
combination of its columns I ¼ ½C1; C2; . . .; Cn�, where each row is a sequence with
length Rj j ¼ n and each column with length |C| = m. Thereby we transformed an
image to a set of sequences: I ¼[ R1;R2; . . .;Rm;C1;C2; . . .;Cn

� �

. For conve-
nience, we denote Ri by Ii; i ¼ 1. . .m, and denote C j by Imþj; j ¼ 1. . .n, Then the
sequences set of image I is

I ¼ [
[

mþn

i¼1

I:
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Definition 2 The similarity of two images I, J with the same size m 9 n is the
sum of number of all common subsequences of corresponding rows and columns
of images I and J:

acsi I; Jð Þ ¼
X

mþn

i¼1

acs Ii; ji
� �

ð54:3Þ

Formally, ACS should be normalized:

dacsi I; Jð Þ ¼ 1
mþ n

X

mþn

i¼1

acsðIi; JiÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

acsðIi; IiÞacsðJi; JiÞ
p ð54:4Þ

The computational efficiency of ACS of two sequences with length m and n is
O(mn). So the computational efficiency of ACS of two images with size m 9 n is
O m2nþ mn2ð Þ ¼ Oðmaxðm2n;mn2ÞÞ.

54.3 Face Recognition Experiments

Before calculating the value of ACS of images, the original images should be
preprocessed. Generally, image preprocessing consists of the following
procedures:

• Cropping—Some images may contain wide background, which should be
cropped off.

• Converting—Original images sometimes are color, while ACS only concern the
luminance of images. So we need to convert color images to grayscale by
eliminating the hue and saturation information while retaining the luminance.

• Compensation and Equalization—Face under different lightening conditions
shows appearances with different or unbalanced luminance values, while ACS
directly compares the gray value of images. So we should make sure that the
gray value of the same face under various lightening conditions is invariant. In
this work we compensate the face illumination by the technic based on wavelet
transform [4], and equalize the pixels of each gray value of images using his-
togram equalization.

• Resizing—Images from datasets have high (spatial) resolution (e.g. 256 9 256
or higher). But in experiments, the time for computing ACS of images is pro-
portionate to the cubic of image size. So we should make the resolution of
images as low as possible.

• Rescaling—Grayscale images often possess high gray-level resolution (e.g.
8-bit), which may cause ACS not robust, i.e. make ACS sensitive to the noise or
slight changes of luminance. Hence it is required to adjust high gray-level
resolution to lower. Experimental results suggest that under 1-bit gray-level the
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recognition performs best. For pixel with gray value p, we can decrease the

gray-level resolution in this way: ~p ¼ p
l

h i

, where ~p is a new gray value and

l 2 ½100; 140� is a rescaling factor.

Rescaling factor l is a key parameter of ACS for face recognition, for the value
of significantly affects the recognition accuracy. As for 2DPCA and 2DLDA, the
rescaling step is not demanded.

54.3.1 Face Recognition on Public Databases

We use ACS with SVM [5] and kNN for face recognition on four public databases:
Caltech [6], Jaffe [7], Orl [8] and Yale [9] face databases. In order to make the
experiments comparable, two classic face recognition methods are adopted in
experiments: 2DPCA [10] and 2DLDA [11].

The penalty parameters of SVM is set to C = 10. The parameter k of kNN is
tuned to the value which makes the recognition get the highest accuracy. The
preprocessing steps, including cropping, converting, compensation, equalization,
resizing, rescaling, are orderly carried out if necessary. The images are resized to
32 9 32. The rescaling factor l is tuned carefully to achieve the best recognition
results. All experiments, if not specialized, are performed with leave-one-out
strategy.

From Caltech database we choose 395 images for face recognition experiment,
which consist of 19 subjects (each one has 18 25 images). All images have various
backgrounds. So image preprocessing steps include cropping, converting, equal-
ization, resizing, rescaling.

Jaffe database contains 213 images of 7 facial expressions (anger, disgust, fear,
happiness, neutral, sadness, surprise) posed by 10 Japanese female expressers.
Image preprocessing steps include cropping, converting, equalization, resizing,
rescaling.

Orl database consists of 40 distinct subjects, each of which has ten different
images. All the images were taken against a dark homogeneous background with
the subjects in an upright, frontal position (with tolerance for slight side move-
ment). The image preprocessing steps only include converting, resizing, rescaling.

Yale face database includes 15 subjects with 11 images per subject: center-
light, with glasses, happy, left-light, without glasses, normal, right-light, sad,
sleepy, surprised, and winking. So the unbalanced light exists in this database.
Hence the image preprocessing steps include cropping, converting, compensation,
equalization, resizing, rescaling.

Figures 54.1, 54.2, 54.3, and 54.4 depict some faces from Caltech, Jaffe, Orl,
Yale databases (the upper photos) and the preprocessed ones (the nether photos),
respectively.
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The experimental results of face recognition are shown in Table 54.1. From the
table we find that

• ACS with kNN outperforms other methods in most cases;
• Algorithms with kNN in some cases perform better than that with SVM.

Fig. 54.1 Some faces from Caltech database. Upper raw faces; nether preprocessed faces

Fig. 54.2 Some faces from Jaffe database. Upper raw faces; nether preprocessed faces

Fig. 54.3 Some faces from Orl database. Upper raw faces; nether preprocessed faces

Fig. 54.4 Some faces from Yale database. Upper raw faces; nether preprocessed faces
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54.4 Conclusion

In this work we present all common subsequences (ACS) as the kernel function
(similarity method) to scatter images into a Euclidean space, then classify them in
SVM and kNN classifiers to solve the face recognition problem. Firstly images are
decomposed as row and column pixel sequences. Secondly ACS which compares
two sequences by counting the number of occurrence of common subsequences is
adopted to measure the similarity of each pair of corresponding sequences in two
images and the average of similarity of all pairs of sequences is proposed to be the
similarity of two images. Finally images are classified in kNN and SVM. We
performed experiments on 4 public face databases: Caltech, Jaffe, Orl and Yale
databases, and demonstrated that ACS is a good kernel function (similarity
method) that outperforms 2DPCA and 2DLDA.
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Chapter 55
Distinction of Breast Tissues Based
on Segmented Integral Area
of Frequency-Resistance Curves

Chao Wang, Yiming Wei and Ruifeng Bai

Abstract Breast cancer seriously endangers the health of women, which makes
intra-operative assessment of cancer focus have vital significance. The information
of bioelectrical impedance has unique ability to distinguish cancerous and normal
tissue, and can provide basis for intra-operative assessment of cancer focus. In
order to achieve accurate measurement, a measurement system is established
composed of the impedance analyzer and probe with optimized electrode. Seg-
mented integral area is regarded as characteristic parameter to reflect the over all
trend. To utilize the advantages of different frequency-resistance curves, BP neural
network is finally selected and good-training neural networks are integrated to
make the final decision. The result indicates that the characteristic parameter
selected can reflect differences of tissues and the integrated BP neural network has
better performance than single neural network.

Keywords Breast cancer � Biological impedance measurement technology
(BIMT) � Characteristic parameter � BP neural network � Frequency-resistance
curves

55.1 Introduction

Breast cancer is the most common type of cancer among women, the incidence
rate of which has an upward trend in recent years. According to the GLOBOCAN
2008 distributed by the international cancer research center of the world health
organization, the incidence and mortality of breast cancer, respectively, accounted
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for 10.9 and 6.1 % of the total number of death due to cancer in 2008. Predicted by
the research, breast cancer may have the highest incidence rate among all cancer in
five years [1].

Bioelectrical impedance measurement technology is a non-invasive detection
method, which is based on the theory that the breast tumor and normal tissues have
significant differences in electrical properties [2–5], and can provide powerful basis
for identifying breast cancer focus. To achieve the target accurately and quickly, the
probe contacting the tissue should satisfy the measuring requirement, and charac-
teristic parameter with high partition degree is also needed. Probe with four-elec-
trode is the main means for biological impedance measurement at low frequencies,
which can reduce the effect of contact impedance. The extraction of characteristic
parameter has been exploring for a long time. A lot of researchers attempt to find
properties from different frequency bands. Several parameters related to electrical
and impedance characteristic have been used to distinguish tissues, such as ad-
mittivity, real part and imaginary part of complex impedance [6–8]. There are also
some researchers trying to deal with the characteristic parameter using mathe-
matical method like linear algebra [9], combination of ANN, SVM and GMM [10].

In this paper, the biological impedance information is detected by measurement
system and the data obtained is painted as frequency-resistance curves. Charac-
teristic parameter which can reflect the over all trend of frequency-resistance
curves has been extracted. BP neural network is built up and several networks are
integrated to improve the accuracy of distinction.

55.2 Measurement System

In order to achieve accurate measurement at different frequencies, the impedance
analyzer (Agilent 4294A) and a probe with optimized electrode are used to make
up the measurement system.

The optimized arc-shaped electrode is shown in Fig. 55.1, which has one pair of
exciting electrode and one pair of measuring electrode [11, 12]. The excision
tissues are chosen to be the subjects in this paper to reduce the influence of human
body. When measuring the subject, the electrode is placed on the surface of the
tissue. The exciting electrode provides small alternating current signals, and
meanwhile, the measuring electrode detects the voltage signals from the subject.
The sensitive area of electrode is of 1 cm wide and 0.2 cm underneath the elec-
trode. The purpose of impedance spectra measurement is to judge whether the
focus under the sensitive area has been completely excised, if not, further excision
is needed.

The measurement system is shown in Fig. 55.2. The frequency range of the
excitation source is 40–1.5 MHz. The impedance of tissues and information
related to the characteristic parameter are calculated by the host computer after
receiving the data from the impedance analyzer.
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55.3 Frequency-Resistance Curves Analysis
and Characteristic Parameter Extraction

Every data point is recorded every 3 kHz, and there are 800 points for each
sample. The frequency-real part (f-R), frequency-imaginary part (f-X) and real-
imaginary (R-X) part curves are shown in Figs. 55.3, 55.4 and 55.5.

Fig. 55.1 Arc-shaped electrode

Fig. 55.2 Measurement system
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Fig. 55.3 Frequency-real
part curves of three tissues.
Blue curves stand for cancer,
red stand for gland and black
stand for adipose

Fig. 55.4 Frequency-
imaginary part curves of three
tissues

Fig. 55.5 Real-imaginary
part curves of three tissues
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The curve trend of each tissue differs from one another, but it still follows
certain rules. Curves of gland are the gentlest, while adipose changes greatly, and
cancer varies between them; the curves of adipose have drastic changes, while
other two change smoothly but still have differences. It can be seen that, for the
same tissue, with the change of horizontal axis, the value of longitudinal axis
varies greatly, but the curve trend remains constant on the whole. The curves of
different tissues show different regular patterns, while curves of same tissue have
good reproducibility. So it’s possible to distinguish tissues using the trend of
frequency-resistance curves.

The integral area of the curve changes with the trend, so the integral area of
different tissues should be different from each other owing to the trend. Since the
integral area can reflect the change of curve trend, it can be chosen as the char-
acteristic parameter.

55.3.1 Preliminary Study of Distinction Based on Segmented
Integral Area

To reflect the regular pattern of the curve change using the integral area, every 20
data points on the curve become one group according to the change of horizontal
axis, so that all of the points of each curve are divided into 40 cantlets. Integrating
the data points using the trapezoidal integration method, 40 segmented integral
areas can be got for each sample. To analyze the distinction and concentration
degree of segmented integral area, the average value and standard deviation of
segmented integral areas extracted from f-R, f-X and R-X curves are calculated
and shown in Tables 55.1, 55.2 and 55.3. Since the numbers of f-R and f-X is too
large to be seen clearly, they have been divided by 10^6 first.

The average value and standard deviation of gland is the smallest among the
three tissues of the three curves, while adipose is the largest and cancer in the
middle. This phenomenon is the same with the curve trend analyzed above, and it
also proves that segmented integral areas can reflect the curve trend.

The change intervals of cancer and adipose of f-R curve are almost coincident,
but gland is prominent. For the average value of f-X curve, the change interval of
gland has no coincidence with others’, but cancer and adipose have part of the
same interval. The standard deviation of gland is the smallest, which illustrates the
values of gland are the most concentrated. As for the R-X curve, the change
interval of adipose is obviously different from other two, but the cancer and gland
have the same part.

Table 55.1 Average value and standard deviation of f-R

Range of variation Cancer Gland Adipose

Average value 8.13–20.2 4.14–8.63 8.42–21.9
Standard deviation 1.223–2.912 0.167–0.822 3.123–26.508
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It can be concluded that segmented integral area of f-X curve has a good ability
in distinguishing gland, but can not recognize cancer and adipose. Adipose can be
distinguished using R-X curve in numerical, even though the curves are scattered,
but cancer and gland can not.

The frequency-resistance curves have particular ability in distinguishing certain
tissue, but they can not distinguish three tissues separately. Segmented integral
areas can not be used as characteristic parameter directly. So there is a strong need
for a new intelligent method which can combine the advantages of three curves
and be better suited to identify tissues.

55.3.2 BP Neural Network Integration in Distinction

To combine the advantages of frequency-resistance curves, the integrated BP
neural network consists of three parts, f-R, f-X, R-X networks. The identification
process is shown in Fig. 55.6. Characteristic parameters extracted from three
curves are regarded as inputs of the three parts which trained separately. Each BP
neural network of these parts is designed as three-layer, which contains 40 input-
layer nodes, 8 hidden-layer nodes and only one output-layer node. The output
values, 0, 1 and -1, represent gland, breast cancer and adipose respectively. To
avoid the situation of output neuron saturation caused by large input, all of the
input data are normalized by the function and vary within the range from -1 to 1.
The final output is decided after integrating and judging the results from the three
parts. The judgment standard can be summarized as: if two or more results are the
same, then the final output is the same result; otherwise if all of the results are
different, it outputs ‘‘Can not identify’’.

The results are integrated and judged according to certain rules for the final
output. The training set contains 80 samples, including cancer 30, gland 30 and
adipose 20. 60 samples are tested, including cancer 20, gland 22 and adipose 18.
Part of the test results of f-R, f-X, R-X curves based on segmented integral areas
are shown in Tables 55.4, 55.5, 55.6.

Table 55.2 Average value and standard deviation of f-X

Range of variation Cancer Gland Adipose

Average value -9.09 to -5.70 -3.97 to -1.04 -19.11 to -8.57
Standard deviation 0.712–2.063 0.496–1.729 2.606–15.188

Table 55.3 Average value and standard deviation of R-X

Range of variation Cancer Gland Adipose

Average value -1580.68 to -423.98 -432.806 to -14.338 -84432.2 to -2675.96
Standard deviation 110.418–776.742 8.415–214.138 1281.932–1.918*10^5
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As can be seen, single network of f-R and f-X curve can identify gland effec-
tively in most of the time, while that of R-X curve has a good performance in
identifying adipose, but the result is not good enough confronting three tissues.

Table 55.4 Distinction result of f-R curve based on segmented integral area

Accuracy Net1 (%) Net2 (%) Net3 (%) Net4 (%) Net5 (%) Net6 (%) Net7 (%) Net8 (%)

Cancer 56.7 63.3 53.3 60 63.3 66.7 76.7 56.7
Gland 73.3 66.7 76.7 83.3 63.3 73.3 70 66.7
Adipose 61.1 55.6 66.7 72.2 66.7 77.8 72.2 66.7

Fig. 55.6 Identification process of the integrated BP neural network

Table 55.5 Distinction result of f-X curve based on segmented integral area

Accuracy Net1 (%) Net2 (%) Net3 (%) Net4 (%) Net5 (%) Net6 (%) Net7 (%) Net8 (%)

Cancer 55 85 75 60 90 90 80 80
Gland 90.9 95.5 77.3 81.8 86.4 72.7 77.3 90.9
Adipose 77.8 83.3 72.2 77.8 83.3 55.6 88.9 88.9

Table 55.6 Distinction result of R-X curve based on segmented integral area

Accuracy Net1 (%) Net2 (%) Net3 (%) Net4 (%) Net5 (%) Net6 (%) Net7 (%) Net8 (%)

Cancer 85 75 65 85 70 55 80 65
Gland 90.9 86.4 81.8 90.9 63.4 68.2 86.4 63.4
Adipose 94.4 83.3 77.8 88.9 77.8 88.9 94.4 83.3
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It can be seen from the results shown in Table 55.7 that integrated BP neural
network is good at distinguishing three tissues. Using the complementary rela-
tionship between these three kinds of curves, integrated BP neural network can
combine their advantages, and has better performance than single networks when
dealing with three tissues.

55.4 Conclusion

Through detecting the impedance spectrum, f-R, f-X and R-X curves are painted.
After analyzing the curve changing rule, segmented integral area is selected to
show the over all trend. It’s found in the preliminary study of distinction that these
three curves are capable of distinguishing certain tissue, but not all tissues.
Complementing the advantages of three curves, BP neural network integrates
good-training networks and has better performance in distinction. With constraints
of samples, more work is needed in the future.
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Chapter 56
Vehicle Discrimination Using a Combined
Multiple Features Based on Vehicle Face

Yingnan Wang, Hong Li, Clement Kipkorir Kirui and Wei Zhang

Abstract In this paper, a new method for vehicle discrimination and recognition
on the basis of combination of multiple features based vehicle face is proposed.
The color difference, vehicle face pattern difference and logo matching degree are
getting together to improve the performance of vehicle discrimination. This
method is assessed on a set of 200 images that belong to five distinctive vehicle
manufacturers. A series of experiments are conducted, splitting the 300 pairs of
images to a training set and a test set, respectively. It is shown that the enhanced
feature combination approach (CMN) proposed in this paper boosts the recogni-
tion accuracy compared with the CM and CN method. The reported results indi-
cate a high classification rate in similar or different vehicles and a fast processing
time, making it suitable for real-time applications.

Keywords Vehicle recognition � Vehicle classification � Image matching � ITS

56.1 Introduction

The vehicle identification technology includes many aspects such as the license plate
recognition, vehicle-logo recognition, vehicle-type classification, etc [1, 2]. How-
ever, by only depending on the traditional vehicle-type classification technology
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[3–5], it cannot identify other important vehicle characteristics or features. There-
fore, in addition to the recognition technology which is already in use, other char-
acteristics of vehicles such as vehicles face, logo, body color, etc., are needed to
identify specific type of vehicle. Because of the above features are mainly included
in vehicle face, the method of vehicle discrimination based on vehicle face studied in
this paper has broad application prospects and urgent needs. It could be widely used
in vehicle parking management, image matching, image retrieval, video retrieval,
etc.

There are a few solutions for vehicle recognition on the basis of features in
vehicle face proposed in the literature. Wang et al. [6] proposed a real-time vehicle
classification scheme based on eigenface. Zhang and Zhao [7] compared random
subspace ensemble of neural network classifiers with several different machine
learning algorithms on the basis of the features in vehicle face extracted from
Pyramid Histogram of Oriented Gradients and Curvelet Transform. What is more,
there are other features are extracted, such as vehicle color and shapeme histogram
projection is proposed in [8, 9].

Nevertheless, the existing methods are using the vehicle face as a whole,
without considering the local feature, may lead to biggish error or classifying
different brands to one class just because of the similar vehicle face pattern.
Therefore, a few of recent works attempted to achieve vehicle manufacturer rec-
ognition on the basis of vehicle logo. Petrovic and Cootes [10] presented an
interesting approach for vehicle manufacturer recognition from frontal-view
vehicle images that displayed a 93 % recognition accuracy. Apostolos et al. [11]
deals with a vehicle logo recognition problem of frontal-view images, proposing a
new algorithm on the basis of an enhanced scale-invariant feature transform
(SIFT) based feature-matching scheme with almost 90 % recognition rate.

For distinguish the specific vehicle model, this paper proposed a new method on
the basis of combining several different features extracted from vehicle face. As a
result, a composite feature description from vehicle color, vehicle face pattern and
logo matching (CMN[c, m, n]) can further increase the accuracy of recognition by
using their difference to compose a three-dimension feature vector. In this way, not
only the vehicle manufacturer could be identified, but also the specific style of
vehicle could be distinguished.

56.2 Vehicle Face Detection

Before feature extraction of the vehicle face, it is need to detect and segment the
key feature area. The result of vehicle face detection and segmentation is a rect-
angular area that includes vehicle logo and radiator grill, which has abundant
texture information that can be used as the important basis for vehicle identifi-
cation (see Fig. 56.1).

According to a priori knowledge, such a vehicle face is located just above the
license plate. So a rough location of the vehicle face could be achieved depending
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on the position of the license plate and a priori knowledge. It is realizable to
precisely locate the vehicle face depending on the bump location which obtained
through the horizontal gradient projection. Based on the morphology and edge
detection algorithm, this paper locates a license plate area, and then uses prior
knowledge and horizontal gradient projection to achieve the vehicle face location.

56.3 Feature Descriptions

56.3.1 Vehicle Color

The vehicle color as an important auxiliary feature of the vehicle identification
process, describes the image regional features from the overall situation angle. It is
invariant to rotation, translation, and scale variation between images. Based on the
vehicle face detection, this paper extracts a rectangular area above vehicle face as
the color area for the following operation (see Fig. 56.2).

In order to compare the level of similarity between a pair of vehicle images,
basing on the pretreatment of color area extraction, the cumulative histogram of
color is respectively calculated in RGB color space to describe the color distri-
bution characteristics. This paper only takes the peak value of each color histo-
gram named c1 and c2 as color features. The cumulative color histogram is
calculated based on the pair of color areas. While taking the color difference as
measure of the similarity, the smaller the color difference c (c (c = |c1 - c2|)), the
more similar color of the images is.

56.3.2 Vehicle Face Pattern

Through the observation of numerous vehicle images, the same brand automobile
also has different forms and size of radiator grill. In order to distinguish the various
patterns of vehicle face, this paper adopts a compared method to contrast the two
vehicle face images.

According to the projection algorithm and Euclidean distance algorithm, the
difference values of horizontal projection and vertical projection of this pair of

Fig. 56.1 Vehicle face

Fig. 56.2 Color area
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vehicle face images are calculated as the vehicle face pattern features, which are
particularly appropriate for images rich with edges. The difference values m1 and
m2 between two vehicle faces are calculated now. The two difference values could
be combined to a difference value as m by adding a weight value to each one
(Formula 56.1). In this paper, a is set to 0.5 and b is set to 2.

m ¼ a� m1 þ ð1� aÞ � m2

b
: ð56:1Þ

56.3.3 Vehicle Logo Matching

Because the above-mentioned features mainly describe image features on global,
without considering the local feature, this way may lead to biggish error of vehicle
recognition and matching. It is worth noting that vehicle logo has the most
abundant texture and edge information in vehicle face. According to the similar
vehicles must have the same logos, the vehicle manufacturer could be distin-
guished for vehicle discrimination in this paper through vehicle logo matching on
the basis of SIFT method.

SIFT proposed by Lowe has a strong adaptability of feature point extraction
algorithms. It exploits the idea of replacing images by a set of scale and orien-
tation-invariant feature descriptors. To achieve the feature point extraction and
matching, this paper takes the use of the scale invariance of the SIFT algorithm. In
order to accomplish feature matching of two vehicle face images, the feature
points n1 and n2 are detected, as well as n—the matching degree of two images.

56.3.3.1 Feature Detection and Description

The invariant features are detected and extracted by exploring the scale-space
structure of each image. Features are localized and filtered, keeping only those that
are likely to remain stable over affine transformations, have adequate contrast, and
are not along edges. The presence of keypoints not lying in the edges and having
adequate contrast is ensured with the appropriate selection of two parameters h and
e in the Difference of Gaussians (DoG) function, as described analytically in [11].
Then the feature points are filtered and positioned, and its main direction is dis-
tributed, in order to get the corresponding feature descriptor (Formula 56.2). As a
result, the feature descriptor is created by sampling the magnitudes and orienta-
tions of the image gradient in a patch around the detected feature, resulting in a
128-D vector (Fig. 56.3a) of direction histograms, also make these points to a
certain extent with the scaling and rotation invariance. The result is presented in
Fig. 56.3b.
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mðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þ ðLðx; yþ 1Þ � Lðx; y� 1ÞÞ2
q

hðx; yÞ ¼ arctan
Lðxþ 1; yÞ � Lðx� 1; yÞ
Lðx; yþ 1Þ � Lðx; y� 1Þ

: ð56:2Þ

56.3.3.2 Feature Matching

In order to match two vehicle face images, the feature matching step is accom-
plished. For each feature in the query image, the descriptor is used to search for its
nearest neighbor matches among all the features from the target image which is
going to match. The nearest neighbors are selected by satisfying a minimum
Euclidean distance threshold criterion for the descriptor vectors for the query and
target image, respectively.

Through the experiments, the matching threshold value in this paper is set to 0.6
(if dmin \ dsmin * threshold, success matching). After feature matching, the
number of matching feature points is indicated by n3. The more the number of
matching feature points, the more similar of the two images. The result of feature
matching is presented in Fig. 56.4.

56.3.3.3 Calculating of the Matching Degree

Combining with the detection (see Fig. 56.3) and matching (see Fig. 56.4) of
feature points and between two images, a variable n is proposed to describe the
degree of similarity between images more objectively (Formula 56.3).

Fig. 56.3 Feature detection. a A result of the feature descriptor. b A result of the feature detection

Fig. 56.4 Feature matching
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n ¼ 1
2

n3

n1
þ n3

n2

� �

: ð56:3Þ

56.3.4 Feature Combination

Each feature extracted from the vehicle face by the above three methods char-
acterizes different aspect of image content. The joint exploitation of the different
descriptions may provide more comprehensive information in order for a classi-
fication system with higher accuracy.

Aiming at vehicle images which needed to be compared, the method in this
paper extracts multiple features, combining them to constitute feature vectors for
vehicle discriminant and classification. This paper mainly studies three groups of
feature vectors, they are color difference c and vehicle face pattern difference
m (CM[c, m]), color difference c and vehicle logo matching degree n (CN[c, n]),
color difference c, vehicle face pattern difference m and vehicle logo matching
degree n (CMN[c, m, n]).

56.4 Experimental Part

56.4.1 Data Set and Experimental Process

The experimental platform is built on Matlab2010 in this paper and the vehicle
data set is constructed using 200 vehicle images collected by parking lot. The
proposed method is assessed on a set of mated frontal-view vehicle images from
five manufacturers, Volkswagen, Honda, Nissan, Modern and Toyota. Some are
similar in the features extracted from vehicle face while others are not. The similar
vehicles are divided into similar set and others are as different set by human.

This paper randomly selects 200 pairs of vehicles as the training set (a half from
the similar set and others are from the different set), and 100 pairs of vehicles as a
test set (a half from the similar set and others are from the different set). As shown
in Table 56.1, the vehicles are recognized to similar just when they have the same
feature in the color, vehicle face pattern and manufacturer.

In order to assess the method of feature combination more objectively and
roundly, this paper compares several feature combination schemes with simple
feature scheme, at the same time tries to use a variety of classic classifier to predict
the contrast results.

Three groups of feature vectors is chose to experiment, they are color difference
c and vehicle face pattern difference m (CM[c, m]), color difference c and vehicle
logo matching degree n (CN[c, n]), color difference c, vehicle face pattern
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difference m and vehicle logo matching degree n (CMN[c, m, n]). They are
combined together to form the corresponding training set and test set, then they are
respectively adopted with decision tree, KNN (N = 1) and the Naive Bayes
algorithm to operate classification training and test. The expect result of classifi-
cation is the pair of vehicles are similar or not.

56.4.2 Analysis of the Results

The approach of three kinds of feature combination is compared in this paper. As
shown in Table 56.2, the results on training set indicates using multiple feature
combined method can effectively improve the performance of the vehicle dis-
crimination, especially at the time when the color, the vehicle face pattern and the
logo matching degree combined with each other (CMN[c, m, n]). The test results
on training set indicate that no matter which classifier and test method is used to

Table 56.1 Data set

Similar set Different set

Table 56.2 Test results on training set

Feature
combination

CM([c, m]) CN([c, n]) CMN([c, m, n])

Test method (%) 10-fold
cross

66 %
training

10-fold
cross

66 %
training

10-fold
cross

66 %
training

Decision tree 81 78 80 80 84 82
KNN 63 73 87 64 97 91
Naive Bayes 80 82 90 91 93 91
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classification, the feature description method of CMN always show a better per-
formance in accurate rate.

Table 56.3 shows that CMN method can achieve better performance than CM
and CN method in the three different classifiers. Its average classification accuracy
is 92 %, which is better than the CM performance 75 % and CN performance
86 %. The results could prove the combined feature method of CMN([c, m, n]) has
higher accurate rate and stronger adaptability. It is worth noting that, the test on
different set exhibit better performance than similar set.

56.5 Conclusion

The contribution of this paper mainly lies in the effective use of different features
extracted in vehicle face to describe the similarity or difference of two vehicles,
increasing the possibilities for correct recognition and make the recognition pro-
cess more simple and robust in practical application. It picks out the optimum
combination of features, namely CMN ([color difference, the level of vehicle face
pattern difference, vehicle logo matching degree]). Using different classifier to test,
and reaching a 94 % classification accuracy on average, could meet the real-time
application requirements.

In later work, vehicle face feature can be refined, such as fetching vehicle face
texture feature value or a combination of vehicle-logo recognition technology, a
more comprehensive description of the vehicle face information and can be
improved. Therefore, to improve the classification accuracy and efficiency is a
further research focus.
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Chapter 57
Fast SIFT Algorithm Using Recursive
Gaussian Filters

Zhengyuan Ye, Shouxun Liu and Xuan Wang

Abstract Scale invariant feature transform (SIFT) algorithm has drawn great
attention from computer vision engineers since it was proposed in 1999. However,
the high computational complexity of the algorithm has hindered its application. In
this paper, a fast SIFT algorithm is proposed, in which FIR Gaussian filters are
replaced by recursive filters. Experimental results show that the proposed fast SIFT
method needs less computation and yields nearly the same performance compares
to original method. It is also recognized that the impulse response approximation
error can be used as a good measure to estimate performance degradation of SIFT
algorithm in recursive Gaussian filters. Furthermore, through using recursive fil-
ters, more choices of the values of prior smoothing scale can be made without
considering the number of operations.

Keywords SIFT � Recursive Gaussian � Feature points � Object recognition

57.1 Introduction

SIFT algorithm, proposed by Lowe [1, 2], is a widely adopted and researched
image matching method based on feature points detection and description. Owing
to its distinctive performance, SIFT becomes widely used in many computer vision
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applications, such as recognition of objects, object tracking and images stitching
[3]. Since most computer vision applications demand for real-time performance,
the high computation complexity of SIFT algorithm has restricted its usage. One of
the most time consuming part of the SIFT is a feature detector, named as DOG
detector, in which a number of Gaussian filtering are carried out.

Traditionally an image is used to convolve with FIR Gaussian of different sizes
separated by a constant multiplicative factor to produce a family of images at
different scale [4]. Then, difference of filtered images is computed at two nearby
scales to produce a DOG image which is required by DOG detector. But this
process needs a large amount of computations. For 2D images, a convolution
kernel of size n 9 n the cost is n 9 n multiplications per pixel by directly con-
volution. For a separable kernel, as the Gaussian is, this number can be reduced to
2n. This is too high especially when the scale, r, of the Gaussian is large. For a
FIR Gaussian of scale r, it is customary to use a kernel of size at least 8r. This
burden could be too heavy for a real-time performance [5]. Lots of work has been
done, like the PCA-SIFT [6], SURF [7] methods to reduce the cost of time. There
is also some research has been done in hardware for accelerating [8, 9]. However,
no one considers changing the implement of Gaussian filters in SIFT which can
make it faster to our knowledge. Due to the cost of the FIR Gaussian filter, lots of
work has been done to make Gaussian filtering fast. Among the methods, the
recursive filtering approximation to Gaussian is outstanding for its higher accu-
racy, less operations per pixel and constant operations per pixel independent of r
[10–15].

A modified SIFT method using recursive filtering approximation to Gaussian
filtering for real-time system was proposed in this paper. By using recursive filters,
the amount of computation in a SIFT algorithm is reduced by at least a factor of
about four comparing to FIR filters. The reduction factor is determined by the
amount of the prior smoothing chosen in practical application. There is negligible
loss in matching performance is registered through our intensive tests. Moreover,
being one of noting merits of recursive Gaussian filters, any distend of prior
smoothing can be selected without considering the cost of time. This is desirable
for large size images or images with abundant details, considering that these
images will lead to large number of feature points and a drop in the quality of
feature points detected.

In this paper, the content is as follows. In Sect. 57.2.1, the recursive Gaussian
filters are introduced, then the filters are extended to SIFT for real time system in
our software for tests, our assessment standard mainly depend on the filters’
performance and extra benefits compared to FIR Gaussian filter in Sect. 57.2.2 and
computations in Sect. 57.3. Conclusion is given in Sect. 57.4.
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57.2 Performance of Recursive Filtering in SIFT

57.2.1 Recursive Filtering

There are three main recursive methods referred by Sovira Tan [5]. These three
techniques were implemented using quite different methods through space domain,
z domain, Fourier domain respectively. Tan pointed out that both Deriche [12] and
Vliet et al.’s filters [15] appear to be convincing candidates to approximate
Gaussian convolution at high speed [5]. Therefore tests are focused on Deriche and
Vliet et al.’s filters.

For more details about these two recursive filters, readers can refer to the
related references. We do not spread them out, due to the reason of paper length.

57.2.2 Performance

When recursive Gaussian filters are chosen to be implemented in SIFT algorithm
instead of FIR filters, the performances of the two different schemes are measured
in repeatability rate of feature points, which is proposed by Cordelia Schmid [16],
as well as matching performance of feature points. Also, the impulse responses of
different filters are compared as a reference.

57.2.2.1 Impulse Response

Figures 57.1 and 57.2 show the impulse responses of the recursive Gaussian
compare to real Gaussian they designed to approximate.

In the figures, the real Gaussian response is plotted in red circles. It can be seen
from these figures that Deriche’s filter fits the Gaussian well at all scales. As for
Vliet et al.’s filter, some mismatch appears at low scales, but its results become
better when the scale increases. It deserved to be mentioned that Tan [5] measured
the filters by using a normalized root-mean-square (rms) error measure defined as:

D1 ¼
1

ND

X

i;jð Þ2D

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h i,jð Þ � gr i,jð Þð Þ2
q

gr i,jð Þ ð57:1Þ

This h i,jð Þ is the impulse response of the recursive filter in 2D and gr i,jð Þ is the
response of real Gaussian. D means the domain where the distance is shorter than
3r from the peak of the Gaussian. ND is the total number of points in D.

The conclusion of his paper showed that Deriche and Vliet et al.’s filters
perform better with increasing scale. The error is below 1 %, as r increases, it
becomes much lower. That suggests that using a recursive filter in the place of a
costly FIR Gaussian convolution can be a practical solution [5].
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57.2.2.2 Repeatability

To measure the filters’ performance in SIFT, the traditional FIR Gaussian filter
module in SIFT is replaced with the recursive Gaussian module. After that, the
repeatability rate of feature points is calculated proposed by Cordelia Schmid [16].
These figures are plotted through experiments using a collection of 20 images from
a diverse range. Each image was subject to a range of transformations, including
rotation, scaling, affine transformation, little change in brightness and contrast, and
addition of image noise. Because the changes were synthetic, it was possible to
precisely predict where each feature in an original image should appear in the
transformed image, allowing for measurement of correct repeatability for each
feature [1].

Figure 57.3 shows that the repeatability continues to increase with r inde-
pendent of the choice of the filters. This conclusion is the same as Lowe’s, at the
same time, Lowe considered using a large r may lead to less efficiency due to his
filtering method, so he had chosen to use r = 1.6, which provides close to optimal
repeatability [1]. However, higher repeatability rate can be obtained results from
benefits of the recursive filters. Since the amount of calculations of the algorithm
using recursive Gaussian filters is independent of r (see Sect. 57.1), higher
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Fig. 57.1 1D impulse responses of Deriche’s filter against real Gaussian at four scales
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repeatability rate can be obtained through increasing value of r without cost of
more computations. Even so, a problem should be paid attention to which is as
prior smoothing r goes up, the number of detected feature points decreases. And
easy to understand, these missing points are the less stable ones than the existing
ones. Therefore, as the amount of prior smoothing becomes larger, the detected
feature points are more convincing. This is useful especially when less but more
stable features are wanted to achieve real time performance in applications.

57.2.2.3 Matching Performance

At last matching performance of three filters is tested and one of the samples is
shown in Figs. 57.4, 57.5, 57.6. Image in the left side is the transformation of the
right side. It can be easily found that the performance of Deriche’s filter and Vliet
et al.’s is so close to the real FIR Gaussian filter. In general, the three filters can be
used to complete the detection task in many applications.

In fact, other different filters which fit the real Gaussian not so well are used to
test. The matching performance is bad due to their impulse responses are less
approximation to the real Gaussian than these two filters’. The experimental results
are not listed, because the fast algorithm in this paper is independent of them.
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Through the experiments, an important additional conclusion is drawn that as the
impulse responses are more similar, the matching performance is closer.

57.3 Computations

In practice, recursive filters can be chosen to use according to our need especially
in real time system.

Table 57.1 shows the operations per pixel of the three different filters, where
[4r] means ceil of 4r. The operations of FIR become larger as the r increases. The
computations of the other two are constant which are independent of r.

57.4 Conclusion

At first, the impulse response of the two recursive filters are both good approxi-
mation to FIR filters, the influence is related to the similarity of the filters’ impulse
response. Both Deriche and Vliet et al.’s filters yield enough matches and has a
faster speed. For instance, when the FIR Gaussian filter module in our real time
tracking application is replaced with the Vliet et al.’ filter, the difference of the
tracking results are difficult to tell, but to see the time consuming of the filtering
reduce greatly at a factor of about four, which is determined by the chosen prior
smoothing.

Moreover, both their approximation performance improves with increasing
scale, which guides us to take advantage of this characteristic, at the same time, the
larger the prior smoothing scale is, the more stable feature points would be got in
SIFT. The best of both worlds can be made by increasing the prior smoothing scale
at appropriate level by using the recursive filters which can ensure enough stable
feature points while eliminating the points with low quality. As the feature points
become convincing and less, the feature descriptor and matching work become
easier and faster.

Finally, as for recursive filters, changing the scale simply requires changing the
filter’s coefficients and the structure of the filtering is fixed which is easier to
optimize both in software and hardware.

Table 57.1 The number of operations for three different filters

Operations Filter methods

FIR Gaussian Deriche Vliet et al.

Multiplications 4 9 [4r] ? 2 24 16
Additions 4 9 [4r] 22 12
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Chapter 58
A Robust Linear Camera Calibration
Based on Coplanar Circles

Yu Cai and Yanjin Huang

Abstract In this paper, a novel method for camera calibration based on coplanar
circles is proposed. Firstly, we describe geometrical interpretation of the proposed
method. Then the corresponding strict algebraic proof is presented. Experiment
shows that the result is accurate and the proposed strategy is robust.

Keywords Camera calibration � Circular points � Coplanar circles � Projective
invariant

58.1 Introduction

Camera Calibration is a basic problem in computer vision. In order to overcome the
shortcoming of the traditional calibration methods which need the special high-
precision three-dimensional calibration block [1]. Zhang [2] presented a novel cal-
ibration method using planar template instead of the three-dimensional calibration
block, the method required locating the physical coordinates of the feature points on
the planar template, and required the one-to-one correspondences between template
and real image. The cost became large if the number of the features was too large.

In order to get rid of the inconvenience, [3] presented a calibration method
based on circular points, the main advantage of this method is to avoid the feature
points corresponding step, however, the robustness was poor. Considering a conic
needed more parameters than determining a point or a straight line, therefore, the
methods based on conics should have a higher robustness. Penna [4] used the
conics as the template, and then solved the homography matrix using of the
corresponding points. Wright et al. [5] took advantage of the fact that the four
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common tangents of two conics remained unchanged under projective
transformation. Hu and Tan [6] used the circle with two intersection points as the
template, by solving the intersections of the quadric curves to obtain the images of
the circular points. Then solved the camera parameter matrix. Hu et al.[7] could
get the camera parameters by the two circles at arbitrary distribution. All of these
methods needed to solve the binary quadratic nonlinear equations, although the
problem can be transformed into a quartic equation.

In addition, [8, 9] gave the linear calibration algorithms based on the conics,
however, these method needed to know the shape parameters and relative position
parameters of the conics, also needed to match the conics between template and
real image. Presented the linear calibration algorithms based on circles using the
curve beam [10, 11]. But the above two methods had a specific requirement of
circular distributions. Wherein [10] required two concentric circles, [11] required
two or more circles without intersections.

In this paper, we present a linear calibration method using three (or more)
circles with arbitrary distributions. It could handle various distributions such as
intersect, tangency, separation, etc. The method does not require the geometric
information and distribution information of circles and match information between
template and image. The calibration process is linear.

The paper is organized in four sections and conclusion. In Sect. 58.2, we
present a briefly introduction about some basic concepts and theories involved. In
Sect. 58.3, we focus on the principle of the algorithm. In Sect. 58.4 we present the
experimental results and data analysis. Finally, conclusions are outlined in
Sect. 58.5.

58.2 Background Knowledge

58.2.1 Camera Imaging Principle

Assuming that the projective transformation between template plane [X Y] and
image plane [u v] is:

k u; v; 1ð ÞT¼ K r1 r2 t½ �ðX; Y ; 1ÞT :

where k is nonzero scale factor, K ¼
fu s u0

0 fv v0

0 0 1

0

@

1

A is the camera intrinsic

parameter matrix, r1 r2 t½ � is the camera extrinsic parameter matrix, r1; r2 are
the first two cols of 3D rotation matrix R ¼ r1 r2 r3½ �, t is 3D translation
vector. Assuming H ¼ K r1 r2 t½ �, then H can be seen as homography matrix of
projective transformation, and must satisfy detðHÞ 6¼ 0.
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58.2.2 Absolute Conics and Circular Points

In a 2D projective space, a point p ¼ ðx; y; tÞT (t = 0) is called point at infinity. All
of such points form the line at infinity l1. Its homogeneous coordinates is

ð0; 0; 1ÞT . Likewise, in a 3D projective space, all points at infinity form the plane at

infinity p1, the homogeneous coordinates is ð0; 0; 0; 1ÞT . In the plane of infinity
p1, points satisfying PTP ¼ 0 constitute the absolute conic X1. We can easily
verify that the image of X1 is the conic K�T K�1. This indicates that the image of
X1 contains all the information about camera’s intrinsic parameters. Hence if we
can solve the image of X1, we can derive the intrinsic parameter matrix.

Without loss of generality, we can assume the model plane lies on the X–Y plane
in the world coordinate system, so the equation of the model plane is Z ¼ 0. Thus,
ðX; Y ; 0; 0ÞT is intersecting line of plane at infinity and model plane. That is the line

at infinity l1 of model plane. In particular, the point ð1; i; 0; 0ÞT and ð1;�i; 0; 0ÞT
(called circular points) of absolute conic lied on line at infinity l1 of model plane.
Obviously, the image of conic lied on conic K�T K�1. Therefore, if we found
enough (at least three pairs) images of circular points, it is easy to get camera
intrinsic parameters.

Assume O is arbitrary circle on the model plane. The point on O satisfies
x
t � Ox

� �2þ y
t � Oy

� �2¼ r2. The intersection points ð1; i; 0; 0ÞT and ð1;�i; 0; 0ÞT
between O and line at infinity are the circular points [9]. Thus, if we found a circle
on the model plane and the image of one line at infinity (generally called the
vanishing line), their intersection points are the images of two circular points.

58.3 Algorithm Principle

We will introduce the solving principle of the vanishing line from geometry aspect
and algebra aspect.

58.3.1 Geometric Description

Firstly, Proposition 1 gives the invariance of the correspondence between pole and
polar in the projective geometry.

Proposition 1 The correspondence between pole and polar remains the same
under the projective transformation.

The proof is simple, omitted here.
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Definition 1 Given one point p and two circles O1, O2, if p satisfies: (1) Coplanar
with O1, O2. (2) The two polar between p and O1, O2 coincide. Then we call the
point p as the comment pole of O1, O2.

Next we discuss the various possibilities of comment pole. Without loss of
generality, we assume the center of the circle O1 located at coordinate origin, and
the radius of circle O1 is 1. The center of circle O2 located at ðd; 0Þ; and the radius
is rðr 6¼ 1Þ.

58.3.1.1 Concentric Circles (d 5 0)
The two circles’ matrix presentments are:

O1 ¼
1 0 0
0 1 0
0 0 �1

0

@

1

A; O2 ¼
1 0 0
0 1 0
0 0 �r2

0

@

1

A

Assume ðx; y; 1ÞT is the comment pole of O1, O2, and ðx; y; 1ÞT is not the point

at infinity. Then O1 � ðx; y; 1ÞT ¼ k � O2 � ðx; y; 1ÞT , where k is nonzero scale factor.
We can get the following equations:

x
�1 ¼ x

�r2
y
�1 ¼

y
�r2

�

ð58:1Þ

As the two circles are not coincident, that is r2 6¼ 1. The Eq. (58.1) only have zero
solution. In other words, the comment center is the comment pole of two circles.

Assume ðx; y; 0ÞT is the comment pole of O1, O2, and ðx; y; 0ÞT is the point at

infinity. Satisfying O1 � ðx; y; 0ÞT ¼ k � O2 � ðx; y; 0ÞT . Obviously, the equation
holds for arbitrary x and y. This means that all of points on the line at infinity are
the comment pole of two circles.

Through the above analysis, the comment poles of two concentric circles consist
of the comment center and all of points on the line at infinity. By Proposition 1, under
the projective transformation, the comment poles of images of two circles are
exactly the images of center and the vanishing line. In the following sections, we will
present the determination condition of the concentric circles and the method for
finding the vanishing line.

58.3.1.2 Non-concentric Circles (d 6¼ 0)

The two circles’ matrix presentments are:

O1 ¼
1 0 0
0 1 0
0 0 �1

0

@

1

A;O2 ¼
1 0 �d
0 1 0
�d 0 d2 � r2

0

@

1

A:
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Assume ðx; y; 1ÞT is the comment pole of O1, O2, and ðx; y; 1ÞT is not the point

at infinity. Then O1 � ðx; y; 1ÞT ¼ k � O2 � ðx; y; 1ÞT , where k is nonzero scale factor.
We can get the following equations:

dx2 þ ðr2 � d2 � 1Þxþ d ¼ 0
y ¼ 0

�

ð58:2Þ

Since d 6¼ 0, the Eq. (58.2) have a pair of conjugate solutions. The necessary

and sufficient condition for the two solutions coincide is r2 ¼ ðd � 1Þ2. This means
that when the two circles are tangent, the comment poles of the two conjugate
solutions coincide.

Assume ðx; y; 0ÞT is the comment pole of O1, O2, and ðx; y; 0ÞT is the point at

infinity. Satisfying O1 � ðx; y; 0ÞT ¼ k � O2 � ðx; y; 0ÞT . Obviously, the equation

holds if x ¼ 0. This means that the point at infinity d1 ¼ ð0; 1; 0ÞT is the comment
pole of two circles.

Through the above analysis, the comment pole of two non-concentric circles
consist of a pair of conjugate points lied on the center line of the two circles and a
point at infinity. In the following sections, we will give the method for searching
the image dm1 of the point at infinity d1 using the comment pole.

58.3.2 Algebraic Description

A point X ¼ ðx; y; tÞT lied on the projective plane same as the circles O1;O2. The
necessary and sufficient condition for that X is the comment pole of two circles is
O2X ¼ kO1X. It can be rewritten as

ðO2 � kO1ÞX ¼ 0 ð58:3Þ

where k is nonzero scale factor. The images of two circles O1;O2 are the conics as
C1 ¼ k1H�T O1H�1, C2 ¼ k2H�T O2H�1: Where k1; k2 is nonzero scale factor. We

combine the equations and (58.3): C2 � k k2
k1

C1

� �

HX ¼ 0. That is:

ðC2 � k0C1ÞHX ¼ 0: ð58:4Þ

where k0 ¼ k k2
k1

, HX is the comment pole of C1;C2.
Since H is non-singular, and k1; k2 are non-zero, Eq. (58.3) is equivalent to

Eq. (58.4). This is the algebraic interpretation of Proposition 1.
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58.3.2.1 The Positional Relationship of the Two Circles
and the Calculation of the Point at Infinity

Here, we analyze the characteristic Eq. (58.3). Suppose detðO2 � kO1Þ ¼

1� k 0 �d
0 1� k 0
�d 0 d2 � r2 þ k

�

�

�

�

�

�

�

�

�

�

�

�

¼ 0; we have

k3 þ ðd2 � r2 � 2Þk2 þ ð1� d2 þ 2r2Þk� r2 ¼ 0: ð58:5Þ

i. If d ¼ 0; the solutions of Eq. (58.5) is r2 and 1, where k ¼ 1 6¼ r2 is the double
root.
From the expression of O2 � kO1, we can know that if and only if k ¼ 1, the
rank of O2 � kO1 is 1. That means Eq. (58.5) has double root k.

ii. If d 6¼ 0, the solutions of Eq. (58.5) is

kð2Þ ¼ 1
2
� 1

2
d2 þ 1

2
r2 þ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 2d2 � 2r2 þ d4 � 2d2r2 þ r4
p

kð3Þ ¼ 1
2
� 1

2
d2 þ 1

2
r2 � 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� 2d2 � 2r2 þ d4 � 2d2r2 þ r4
p

The necessary and sufficient condition for that Eq. (58.5) has double root k is

kð2Þ ¼ kð3Þ, that is r2 ¼ ðd � 1Þ2. Here k ¼ kð2Þ ¼ kð3Þ ¼ 1� d 6¼ kð1Þ. The rank of

O2 � kO1 is 2. That means if and only if d 6¼ 0 and r2 6¼ ðd � 1Þ2, Eq. (58.5) has

no double root. On the other hand, if and only if d 6¼ 0 and r2 ¼ ðd � 1Þ2,
Eq. (58.5) has double root k, and k make the rank of O2 � kO1 be 2.

Based on the above discuss, we can obtain the discrimination method for the
positional relationship of the two circles O1;O2 using Eq. (58.5), which can be
expressed as the following proposition

Proposition 2 (1) If Eq. (58.5) does not have multiple roots, the two circles are
not concentric or tangent. By solving the independent real root k (not conjugate
roots), combine with Eq. (58.3), and the solved eigenvector X is the point at
infinity d1. (2) If Eq. (58.5) has multiple roots, they will be the double root k,
substitute k to the matrix O2 � kO1, we have

(a) If the rank of the matrix O2 � kO1 is 1, that means the two circles are con-
centric. Substitute k to Eq. (58.3), the solved two eigenvectors can be spanned
as the line at infinity.

(b) If the rank of the matrix O2 � kO1 is 2, that means the two circles are tangent.
By solving the independent real root k0, Substitute k0 to Eq. (58.3), the solved
eigenvector is the point at infinity d1.
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58.3.2.2 Computing the Vanishing Lines

Since Eq. (58.3) is equivalent to Eq. (58.4), the above results are also satisfied for
Eq. (58.4). We have the parallel proposition as proposition 2, here the equation
corresponding to Eq. (58.5) is

detðC2 � k0C1Þ ¼ 0 ð58:6Þ

Proposition 3 (1) If Eq. (58.6) does not have multiple roots, the two circles of the
conics C2;C1 are not concentric, and tangent. By solving the independent real root
k0, combine with Eq. (58.4), the solved eigenvector HX is the point at infinity d1.
(2) If Eq. (58.6) has multiple roots, they will be the double roots k0, substitute k0 to
the matrix C2 � k0C1, we have

(a) If the rank of the matrix C2 � k0C1 is 1, that means the images of C2;C1 are
concentric. Substitute k0 to Eq. (58.4), the solved two eigenvectors HX is the
image of the point at infinity dm1.

(b) If the rank of the matrix C2 � k0C1 is 2, that means the images of C2;C1 are
tangent. By solving the independent real root k0, Substitute k0 to Eq. (58.4), the
solved two eigenvectors HX is the image of the point at infinity dm1.

The linear computation is done as [3] did.

58.4 Experiment Results

In the simulation experiment, the parameters of the camera are fu ¼ 1200; fv ¼
1000; s ¼ 0:2; u0 ¼ 600; v0 ¼ 500, the resolution of the image is 1200� 1000. We
use three images, the corresponding position parameters are
Axis of rotation: n1 ¼ ½0:957841; 0:281718; 0:056343� n2 ¼ ½0:232103; 0:290129;
0:928414� n3 ¼ ½0:198029; 0:693103; 0:693103�. Angle of rotation: a1 ¼ a2 ¼
a3 ¼ p=12 Translation vector: t1 ¼ ½10; 30; 15�T , t2 ¼ ½5; 40; 30�T , t3 ¼ ½10; 30;

30�T , The template includes five coplanar circles (we can extract ten pairs of
circles).

Figure 58.1 are the comparative experimental results of the absolute error,
including intrinsic parameters fu; u0 (since fv is similar to fu, v0 is similar to u0, the
corresponding results are omitted). From the above comparative results, the pro-
posed method is insensitive to noise, and has higher accuracy and robustness,
especially under the calibration condition with high noise.

In order to test the robustness of the proposed method, in this experiment, we
test our method using realistic images, we select two different cameras, SONY
w120 and Nikon S230, under different resolutions. The resolution of SONY w120
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is2282� 1712, the resolutions of Nikon S230 are 2592� 1944 and 1024� 768.
As we all know, the method proposed in [2] is one of the most popular plane
calibration methods, so we also give the result of Zhang’s method. The final
experimental results are shown in Table 58.1.

58.5 Conclusion

In this paper, we propose a simple and efficient camera calibration method, which
the solution procedure is linear. Our method only needs three pictures under
different angles, and the make of the template is very easy.

Fig. 58.1 The comparative results of absolute error of the intrinsic parameters

Table 58.1 Real calibration results between our method and the other two CLASSIC PLANAR
calibration methods

Parameters fu fv s u0 v0

SONY Author’s method 3502.88 3524.26 -28.73 1110.43 820.91
[3] 3555.68 3593.43 -38.81 1100.49 786.95
[2] 3548.91 3613.18 -27.93 1218.28 763.81

Nikon Author’s method 2988.63 3064.80 38.34 1399.35 1080.93
[3] 3186.13 3324.32 44.43 1388.19 986.59
[2] 2800.69 3081.25 -29.27 1300.69 995.42

Nikon Author’s method 1848.11 1993.73 -16.37 689.72 381.27
[3] 1918.45 1999.53 -21.35 703.21 395.25
[2] 1889.31 2002.63 -19.56 693.31 391.54
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Chapter 59
A Multi-Classification Algorithm
of Semi-Supervised Support Vector
Data Description Based on Pairwise
Constraints

Ying Zhao and Guan-jun Wang

Abstract A constraint-based semi-supervised support vector machine classifica-
tion learning algorithm is proposed based on support vector data description
algorithm with pairs of semi-supervised learning thinking combined. Multiple
hyperspheres are constructed by constraints for the k-classification problems, so
that the original problem converted to a k-classification problem. The algorithm to
get positive constraints label and negative constraints label by calculating the
degree -membership of unlabeled samples, then multiple hyperspheres constructed
based on the multi-classification algorithm. Finally, simulation experiments on
artificial datasets and UCI datasets to verify the effectiveness of the algorithm.

Keywords SVDD � Semi-supervised learning � Multi-classification � Pairwise
constraints

59.1 Introduction

In many real situations, labeled training data are rather scarce and expensive, while
unlabeled data are especially abundant and cheap. Semi-supervised learning tries
to exploit unlabeled data to improve learning performance, particularly when there
are limited labeled training examples. In the semi-supervised learning the label
sample data are less, these data in addition to the clear category labels. Label
information—pairwise constraints also has a measure of the relationship between
the data sample points. Pairwise constraints can be divided into two kinds of
positive constraints and negative constraints are constraints associated data points
that belong to the same category, the constraint associated with negative data
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points that do not belong to the same class. During the past decade, semi-super-
vised support vector machine has received significant attention and many
approaches have been developed [1–3].

Compared to the information of the labeled sample, constraints are more
general, easier access to supervisory information. Semi-supervised learning
method based on constraint has achieved success in the semi-supervised dimen-
sionality reduction and semi-supervised classification and semi-supervised clus-
tering application. A Multi-Classification Algorithm of Semi-supervised support
vector data description based on pairwise constraints(MS3VDD-PC) is proposed,
which calculating the degree of membership of the labeled and unlabeled samples
to get positive constrain labels and negative constrain labels, labeling the non-
target samples, then multiple hypersphere constructed based on the multi-classi-
fication algorithm.

Several attempts have been made to solve the non-convex optimization problem
associated with S3VM, for example gradient descent [4], semi-definite program-
ming [5], continuation techniques [6], non-differentiable methods, concave-convex
procedure [7], branch-and bound algorithms, and deterministic annealing [8].

The rest of this paper is organized as follows. Section 59.2 briefly descripts the
problem. Section 59.3 presents our MS3VDD-PC method. An empirical study is
presented in Sect. 59.4. The conclusion and discussion are given in Sect. 59.5.

59.2 Problem Descriptions

SVDD algorithm in the training sample data domain description only depends on
the sample of the target class. However, in practical applications, not only a
sample target class, there are a large number of a sample of non-target classes,
these data itself also has a significant data distribution information, together with
the training of the two kinds of samples, can be appropriately improved the per-
formance of SVDD.

The multi-classification algorithm of semi-supervised support vector data
description based on constraints can be described as follows:

Given an independent and identically distributed training dataset G ¼
x1; x2; . . .; xn; xnþ1; . . .; xnþmf g, xi 2 Rd, m is the number of unlabeled objects and

n is the number of labeled objects with its label yi, yi 2 1; 2; . . .; kf g, k [ 2. The
original problem can be expressed as follows:

min R2 þ C
P

n

i
ni þ C�

P

m

j¼1
n�j

s:t: / xið Þ � ak k2 � R2 þ ni i ¼ 1; . . .; n

/ xj

� �

� a
�

�

�

�

2 � R2 � n�j j ¼ 1; . . .;m
ni; n

�
j � 0

8

>

>

>

>

>

<

>

>

>

>

>

:

ð59:1Þ

532 Y. Zhao and G. Wang



where, a is the center of hypersphere, R is the radius, C is the trade-off of target
objects, C� is the trade-off of non-target objects. The Largrangian of problem
(59.1) is expressed by :

L R; a; n; a; cð Þ ¼R2 þ C
X

n

i

ni þ C�
X

m

j¼1

n�j �
X

n

i

cini �
X

m

j

c�j n
�
j

�
X

n

i

ai R2 þ ni � / xið Þ � / xið Þ � 2a � / xið Þ þ a � að Þ
� �

�
X

m

j

a�j / xj

� �

� / xið Þ þ 2a � / xj

� �

� a � a
� �

� R2 þ n�j

h i

ð59:2Þ

ai; ci � 0, a�j ; c
�
j � 0, the dual problem of (59.2) as follows:

max
X

n

i

aiK xi; xið Þ �
X

m

j¼1

a�j K xj; xj

� �

�
X

n

i�1

X

n

i¼1

aiaiK xj; xj

� �

þ 2
X

n

i¼1

X

m

j¼1

aia
�
j K xi; xj

� �

�
X

n

i¼1

X

m

p¼1

a�i a
�
pK xj; xp

� �

s:t:

X

n

i

ai �
X

m

j¼1

a�j ¼ 1

0 � ai � C

0 � a�j � C�

8

>

>

>

>

>

<

>

>

>

>

>

:

ð59:3Þ

59.3 MS3vdd-pc

59.3.1 Non-Target Samples Labeled

The labeling of non-target sample is a key issue in the semi-supervised learning.
First of all, to facilitate the algorithm description, we give some definition used in
the algorithms.

Definition 1 Absolute Distance di;M

The distance from the sample xi to the center of the sphere aM is the absolute
distance xi relative to the hypersphere M, denoted by di;M:

di;M ¼ d xi; a
M

� �

¼ xi � aM
�

�

�

�
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The SVDD algorithms exists the following questions:

(a) SVDD algorithm only considers one class sample trained individually, without
taking into account the distribution of other classes. But in the practical
application, unavoidable that there are different classes of hypersphere over-
lap, then the non-target class samples may also fall into multiple hypersphere
at the same time.

(b) SVDD algorithm using the kernel functions, original space is mapped to the
unknown high-dimensional spaces; the obtained hypersphere’s radius is not
the same. However, only the absolute distance cannot fully describe which
hypersphere the non-target samples belong to.

Therefore, the possibility of non-target sample belonging to some target class is
determined by defining its degree of membership.

Definition 2 Degree -membership, Di;M

The ratio of di;M the absolute distance of sample xi and RM the square of the radius
of hypersphere M, is the degree -membership of xi relative to hypersphere M,
denoted by Di;M:

Di;M ¼ Di;M xi; a
M

� �

¼ xi � aM
�

�

�

�=RM ð59:4Þ

Formula (59.4) shows that when the sample xi is located inside the hypersphere
Di;M \ 1; located on the boundary of the hypersphere Di;M ¼ 1; located outside of
the hypersphere Di;M [ 1.

For the set of non-target G� ¼ fx�1; . . .; x�mg, 8x�i 2 G�, degree-memberships
Di;1;Di;2; . . .;Di;k are calculated on all k hyperspheres, sort of degree-memberships
Di;k1 �Di;k2 � ; . . .; �Di;kk .

Definition 3 Positive constraints Label, Li;P

Given non-target sample x�i , the class (or label) which minimum degree-mem-
bership corresponding to is the accepted label of x�i , expressed as follow:

Li;P ¼ k1

Definition 4 Negative constraint Label, Li;N

Given non-target sample x�i , the class (or label) which maximum degree-mem-
bership corresponding to is the accepted label of x�i , expressed as follow:

Li;N ¼ kk

For sample x�i , there is such cases that the degree-memberships are inconsistent,
therefore, we need to reset to accept the label and refused to label. Rules are as
follows:

If Di;k1 ¼ Di;k2 , for the target object x�i , the degree-membership to k1 is equal to
the degree -membership to k2, reset it to no-target object, set Li;P ¼ 0:

Similarly, if Di;kk�1 ¼ Di;kk , set Li;N ¼ 0:
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59.3.2 Algorithm Description

The complete details about MS3VDD-PC algorithm is described as follow:
Algorithm MS3VDD-PC
Training dataset: G ¼ x1; x2; . . .; xn; xnþ1; . . .; xnþmf g, xi 2 Rd, m is the number

of unlabeled objects and n is the number of labeled objects with its label yi,
yi 2 1; 2; . . .; kf g, k [ 2 xi; yið Þ

Output: The center of the sphere and the radius of k-classes hyperspheres

Initialize: Train on Xk ¼ xk
1; x

k
2; . . .; xk

Nk

n o

k sample subset with SVDD algo-

rithm, get k hyperspheres H1. . .Hk:,
Step 1: Unlabeled sample marked.
For each unlabeled sample x�i , calculated positive constraints Label Li;P and

Negative constraint Label Li;N , get accepted label set and rejected label set
L1;P; L1;N

� �

; . . .; Lm;P; Lm;N

� �� �

Step 2: The positive constraints Label set and Negative constraint Label set
divided into corresponding subsets XLi;P and XLi;N . Training on the mixed sets of Xk,

Xk
Li;P

and Xk
Li;N

with S3VDD algorithm, get k new hyperspheres and radius

aM;RMð Þf gk
M¼1.

Step 3: Test Degree -membership on X
0

k. If there exist 8xi inconsistent, then
reset to accept the label and refused to label, return to step 2, otherwise, end of the
algorithm and output the result.

How to test? For any unlabeled example xi, compute the Degree -membership
Di;M , get Li;K� , then its label is K�.

59.4 Experiment Results and Discussion

To evaluate the performance of the proposed approach, we have conducted
experiments on three UCI datasets (Iria, Glass, Sona) and two artificial data-
sets(COIL3,COIL 20). These are listed in Table 59.1. Label samples selected at
random, the remaining samples as unlabeled samples, in order to avoid the cate-
gory of the training sample set missing, selecting at least one label samples.

Table 59.2 compared the classification precision attained by ‘‘one-to-one’’,
‘‘k-SVM’’,5S3VM,S3VMlight 10 experiments averaged independently.

In Table 59.2, we can see that MS3VDD-PC algorithm relative to the ‘‘k-SVM’’
and ‘‘one-on-one’’ algorithm in the classification accuracy of all data sets have
improved to varying degrees. Algorithm classification accuracy in the category
number more COIL20 data set, MS3VDD-PC was significantly higher than the
‘‘k-SVM’’ and ‘‘one-to-one’’ algorithm, the MS3VDD-PC algorithm suitable for
solving a larger number of multi-category classification problems.
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With the improvement of the number of categories of the sample set, the
classification accuracy of the algorithm can be seen the ‘‘k-SVM’’ gradually
smaller than the accuracy of the classification of the ‘‘one-to-one’’ algorithm,
which is mainly due to the increase of the number of categories so that the training
sample data in uneven distribution the phenomenon intensified, resulting in a
decline in classification accuracy.

Classification accuracy on the multi-classification problem of semi-supervised
learning algorithm—5S3VM, S3VMlight—two algorithms presence of unstable,
classification accuracy was significantly higher than that in the data set on a Glass,
and Iria data set of supervised learning methods; However, other data sets on the
classification accuracy is improved is not obvious, and even the classification
accuracy still exist in the data set COIL3 decline.

MS3VDD-PC algorithm compared with 5S3VM and S3VMlight algorithms on
all data sets were improved classification accuracy. In all the training samples,
Sonar is a data set with 2 classes, all the MS3VDD-PC, k-SVM, ‘‘one-to-one’’,
5S3VM S3VMlight have degenerated into a two classification algorithms.

The MS3VDD-PC algorithm compared with k-SVM, ‘‘one-to-one’’, 5S3VM
three algorithms on two classification problems classification accuracy is also
improved, mainly due MS3VDD-PC in the process of training in taking into
account the non-target sample of non-target samples (two classification problems,
including the non-class samples with unlabeled samples) contribution to the
classifier. This has to a certain extent, reflects the advantages of semi-supervised
learning.

Fig. 59.1 compared the training time by the algorithm MS3VDD-PC,
‘‘k-SVM’’,‘‘one-to-one’’ on multi-class data sets with the highest classification
accuracy when training time (in seconds)

Table 59.2 Comparision of classification precision

Dataset ‘‘one-to-one’’ k-SVM 5S3VM S3VMlight MS3VDD-PC

Iria 82.5 80.3 84.3 83.2 87.33
Glass 65.28 61.02 70.67 72.2 75.12
Sonar 77.15 77.15 78.09 80.2 78.12
COIL3 54.18 50.26 40.8 53.7 63.63
COIL20 51.32 44.14 53.09 53.98 69.12

Table 59.1 Description of experiments data sets

Dataset Classes Demension Train set Labeled examples

Iria 3 4 150 15
Glass 7 10 17644 70
Sonar 2 60 208 10
COIL3 3 1024 364 30
COIL20 20 1024 1440 100
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In Fig. 59.1, we can see that MS3VDD-PC algorithm training time between
‘‘one to one’’ and the k-SVM algorithm, the main reason is that MS3VDD-PC
algorithm in the training process of the class of non-target sample marked, result in
an increase in training time. The ‘‘one-to-one’’ algorithm is relatively small due to
the number of support vectors generated in the process of training, so training time
is relatively short. ‘‘k-SVM’’ algorithm improved after a better classification
accuracy, but due to the complexity of its objective function, and thus a relatively
long training time of the algorithm.

59.5 Conclusion

This paper focuses on the multi-classification problem on the characteristics of the
support vector data description method, and applied to solve the multi-classifi-
cation problem and propose a classification learning algorithms based on support
vector data domain constraints described. Algorithm is determined by the defini-
tion of the membership of the non-target sample positive for label constraints with
negative constraints label, constructed on a sample set of non-target in the target
sample set and marked hypersphere. The simulation results show that the classi-
fication accuracy of this paper MS3VDD-PC algorithm in most datasets has
improved the actual data set.
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Chapter 60
Real-Time Vehicle Classification Based
on Frequency Domain Energy Spectrum

Pengfei Zhang, Haijian Li, Honghui Dong, Limin Jia
and Maojing Jin

Abstract Vehicle classification is now an important part of Intelligent Trans-
portation Systems (ITS). Especially in toll station and parking, real-time vehicle
classification technology is used to determine the vehicle information. A novel
method based on frequency domain energy spectrum of geomagnetic sensor for
real-time vehicle classification was proposed in this paper. According to the def-
initions of eight frequency domain energy formulations, the energy values with
different frequency regions could by computed. Compared with those energy
values, the optimal frequency region and energy formulation were obtained. As
each vehicle classification has a specific energy region, the classification of each
vehicle can be easily differentiated by its energy value. Results show that the
vehicle classification method proposed in this paper has an excellent performance
and the average accuracy is more than 90 %. Besides, the algorithm makes it
easier for applications in sensor nodes with limited computational capability and
energy source.
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60.1 Introduction

The increasing traffic congestion is a growing problem in many countries. Besides
building new roads and bridges to ease congestion, Intelligent Transportation
Systems (ITS) seek to maximize the capacity of existing traffic networks and
minimize the associated delay [1]. An important function of ITS is information
collection, which is performed by traffic flow detectors [2]. Vehicle classification,
as an important part of traffic information acquisition, need to be identified in
many places such as toll station and parking.

Currently, there are some methods of vehicle classification, such as video image
processing [3] and geomagnetic detection [4]. As a new type of vehicle detection
equipment, geomagnetic sensor has many advantages, which is easy to install,
small footprint and difficult to damage. Many scholars used BP neural network [3]
and support vector machine theories [5, 6] to study vehicle classification of geo-
magnetic sensor, but the drawbacks are the large amount of computation and the
uncertain accuracy [6].

In this paper, we proposed a method based on frequency domain energy
spectrum to solve the problem of vehicle classification by processing the data
collected by geomagnetic sensors. By taking advantage of this method, the process
of vehicle classification has a lower amount of computation and the result will be a
higher accuracy.

60.2 Waveform Standardization

Vehicle date collection is based a multifunctional traffic magnetic sensor designed
in our previous study [7, 8]. For all vehicles have significant amounts of iron
metals, the magnetic field disturbance created by a vehicle can provide the traffic
information detected by a magnetic sensor, which makes it convenient to perform
vehicle detection [8]. The magnetic signal outputs from sensors cannot be used
directly. The output waveform data of magnetic signal always have some noises,
which will influence vehicle detection. It is necessary to process the field wave-
form data of magnetic signal. In order to facilitate the vehicle classification, the
waveform date should be processed by standardization.

Waveform standardization can eliminate the influence to the results of vehicle
classification due to different vehicle speeds, and can also avoid the influence of
the differences of base magnetic intensity at different time and places. In order to
facilitate the comparison of waveform about different vehicle classifications, we
just change the proportion of the waveform without changing the shape of the
waveform. In the process of waveform standardization, the range of y-axis is set to
[0, 1], while the x-axis range is [1, 512]. Figure 60.1 shows the waveforms of a bus
and a small car by standardization and their frequency spectrums.
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In order to find a binary clustering method to reduce computational cost, we
adopt frequency domain to research the method of vehicle classification. We use
the Fast Fourier Transform (FFT) to achieve the conversion of frequency domain
(see Fig. 60.1). It can be drawn from Fig. 60.1 that only using the feature of
frequency spectrum cannot complete vehicle classification. Therefore, further
research is needed.

60.3 Specific Frequency Domain Energy Spectrums
and Vehicle Classification

60.3.1 Signal Energy and Vehicle Classification

Following the comparison of the frequency domain, as a characteristic sampling
signal, the total energy of a vehicle waveform data are studied. A vehicle wave-
form which is a limited energy signal is defined as a finite time series. We make
use of the energy expression of a time series, and the energy formula of a con-
tinuous signal is mentioned as below:

E ¼
Z

þ1

�1

sðtÞj j2dt ð60:1Þ

Similarly, the energy formula of a discrete signal is given:

E ¼
X

þ1

�1
xðnÞj j2 ð60:2Þ

After the comparison of the total energy of different vehicle waveforms, we
found that the total energy cannot be the basis for vehicle classification. The total
energy covers too much content, and the differences of those vehicle waveforms

50 100 150 200 250 300 350 400 450 500
0

0.2
0.4
0.6
0.8

0 20 40 60 80 100 120 140 160

0.2
0.4
0.6
0.8

50 100 150 200 250 300 350 400 450 500
0

0.2
0.4
0.6
0.8

0 20 40 60 80 100 120 140 160

0.2
0.4
0.6
0.8

Waveform data of a small car Waveform data of a bus

Frequency spectrum of a small car

si
gn

al

si
gn

al

am
pl

itu
de

am
pl

itu
de

Frequency spectrum of a bus

Frequency/HZ Frequency/HZ

Fig. 60.1 Waveforms of a small car and a bus and their frequency spectrums
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cannot be obtained in time and frequency domain (Fig. 60.2). In the following
study, we observe from different frequency domains. Meanwhile, the energy
distribution within a certain frequency range will be studied in detail. Figure 60.3
gives the distributions of frequency spectrum of small cars and buses in some
specific frequency domains.

60.3.2 Energy Spectrum of Specific Frequency Domain
Region

For the energy spectrum of frequency domain, we define eight energy expressions,
which are the bases to continue the research of vehicle classification. Since each
vehicle waveform data generated as a discrete time serial, eight energy formula-
tions are defined as follows:
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Fig. 60.2 Distributions of total energy of 470 small cars and 75 buses
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E1 ¼ sumf ¼
X

m

0

f ð60:3Þ

E2 ¼ sum2f ¼
X

m

0

f 2 ð60:4Þ

E3 ¼ sumFf ¼
X

m

0

Ff ð60:5Þ

E4 ¼ sum2Ff ¼
X

m

0

Ff 2 ð60:6Þ

E5 ¼ sumnf ¼
X

m

0

nf ð60:7Þ

E6 ¼ sum2nf ¼
X

m

0

nf 2 ð60:8Þ

E7 ¼ sumFnf ¼
X

m

0

Fnf ð60:9Þ

E8 ¼ sum2Fnf ¼
X

m

0

Fnf 2 ð60:10Þ

where f is the amplitude value vector at different frequency, for i = 1,…,m,
f(i) C 0, F represents the frequency vector corresponding to the amplitude value
vector f, as a kind of weight of energy, n represents the number index vector
corresponding to the amplitude value vector f, as another kind of weight of energy,
m is the total length of the amplitude value vector f for a vehicle between some
specific frequency domain region. By the definitions of the energy formula, some
results of vehicle classification are shown in Sect. 60.4.

60.4 Examples

The distributions of each kind of energy in different frequency domain will be
studied firstly. When the frequency is greater than 100 Hz, the influence of
amplitude of different vehicles to vehicle classification is so weak that could be
ignored. Thus, we take the frequency range of 1–100 Hz for analysis.

Figure 60.4 shows the best classification of the energy range in different fre-
quency domain, and it gives the results of the average accuracy rate, the accuracy
rate of small car, the accuracy rate of bus in different cases of accuracy rate.
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Compared with case a, the accuracy rate of small car are overall improved in case
b; different from cases a and b, the accuracy rates of average value, small car and
bus are all improved in cases c and d, while c is superior than d. At this point, the
range of 1–20 Hz is an ideal frequency domain.

After analysis of the frequency spectrum of small cars and buses, it is found that
the frequency amplitude spectra of small cars and buses mutually interweave in the
range of 1–5 Hz and greater than 25 Hz (as in Fig. 60.3), which will be difficult to
distinguish the classifications of different vehicles. And in the range of 6–20 Hz or
6–25 Hz, the frequency amplitude spectra of small cars and buses are significantly
separated.

In Fig. 60.5, the accuracy rates of eight kinds of energy formulation in different
frequency domain are drawn. By the contrast of Fig. 60.5a and b, accuracy rates of
vehicle classification are higher in the range of 6–20 Hz. The best vehicle clas-
sification is in the range of 6–20 Hz and specific data is shown in Table 60.1.

For the results of vehicle classification, average accuracy rates in the range of
6–20 Hz are up to 91.85 % (sumnf) or 91.75 % (sumf, sumFf or sum2Fnf). Rel-
atively ideal energy formulations are: E1 (sumf), E3 (sumFf), E5 (sumnf) and E8
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(sum2Fnf). The accuracy rates of bus of these four energy formulations are high to
97.33 %, which is satisfactory. And the accuracy rates of small car are just above
86 %, which is to be improved. As can be seen in Fig. 60.6, the small cars and
buses can be basically distinguished in the study, the optimal dividing lines are
also been given, which will makes it easier for the application in a sensor node
with limited computational capability and energy source.

Finally, we have a comprehensive evaluation of eight energy formulations in
different frequency domain regions. Overall, four better energy formulations are:
sumFf, sumnf, sumFnf and sum2Fnf. From Fig. 60.7, the accuracy rates of energy
formulations within each frequency domain have an explicit show. In the present
study, 6–20Hz and 6–25Hz are the best cases of the study. For these two cases, the
accuracy rates of all the energy formulations are higher than 80 %, which is an
ideal accuracy rate for the field application of vehicle classification.
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Fig. 60.6 Vehicle classification results of sumf (the optimal dividing energy value is 0.246) and
sumFf (the optimal dividing energy value is 1.392)

Table 60.1 Accuracy rates of eight kinds of energy formulation in 6–20 Hz

Formulation Dividing line Average rate Rate of small car Rate of bus

sumf 0.245885544 0.91751773 0.861702128 0.973333333
sum2f 0.010289586 0.85879433 0.904255319 0.813333333
sumFf 1.391826338 0.91751773 0.861702128 0.973333333
sum2Ff 0.031626399 0.90900709 0.844680851 0.973333333
sumnf 2.398333247 0.91858156 0.863829787 0.973333333
sum2nf 0.062790235 0.91723404 0.874468085 0.96
sumFnf 18.70471698 0.89744681 0.914893617 0.88
sum2Fnf 0.298346627 0.91751773 0.861702128 0.973333333
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60.5 Conclusions

In this paper, the method of vehicle classification by using the energy spectrum within
different frequency domain regions has been proposed. Through the definition of
eight kinds of energy spectrum formulations, we can determine the appropriate
frequency domain to the research and analyze the accuracy rate of the vehicle clas-
sification. The effective energy formulations and best frequency domain are obtained
by field vehicle data. The results of the example show that vehicle classification can
be completed by the method proposed in this paper and the accuracy rates are
acceptable. Besides, the algorithm used in this method is easy to be implemented in a
sensor node with limited computational capability and energy source.

Acknowledgments This work is supported by the National Natural Science Foundation of China
(61104164) and the Fundamental Research Funds for the Central Universities (2012YJS059), and
is also supported by the National 863 Program of China (2012AA112401).

References

1. Cheung SY, Varaiya P (2007) Traffic surveillance by wireless sensor networks: final report.
Institute of Transportation Studies, University of California, Berkeley 25

2. Li R, Jia L (2009) On the layout of fixed urban traffic detectors: an application study. Intell
Transp Syst Mag 1(2):6–12

3. Wang Z, Liu F (2007) Automobile type of intelligent transportation systems based on genetic&
BP algorithms. Ind Control Comput 20(9):77–79 (in Chinese)

4. Su D, Wang L, Ma S (2007) Vehicle detection method based on magnetoresistive sensors.
Comput Commun 3(25):9–13 (in Chinese)

5. Fan Y, Li M, Zhang Y (2008) Research on application of relevance vector machine in car
model identification. Comput Eng Des 29(6):1510–1515 (in Chinese)

6. Li W, Tao H (2010) Study on vehicle type identification algorithm based on least squares
support vector machine. J Highw Transp Res Dev 27(1):101–105 (in Chinese)

7. Jia L, Dong H (2009) The new traffic sensors, sensor networking optimization and date fusion
of traffic state: final report. Beijing Jiaotong University State Key Laboratory of Rail Traffic
Control and Safety, Beijing (in Chinese)

8. Li H, Dong H, Jia L, Xu D, Qin Y (2011). Some practical vehicle speed estimation methods by
a single traffic magnetic sensor. In: International IEEE conference on intelligent transportation
systems, pp 1566–1573

0.4

0.5

0.6

0.7

0.8

0.9

1

sumf sum2f sumFf sum2Ff sumnf sum2nf sumFnf sum2Fnf

A
cc

ur
ac

y 
ra

te
1-5HZ

1-10HZ

1-15HZ

1-20HZ

1-25HZ

1-50HZ

1-100HZ

6-20HZ

6-25HZ

Fig. 60.7 Performance comparison of eight energy formulations in different frequency domain
regions

546 P. Zhang et al.



Chapter 61
A New Combination Sampling Method
for Imbalanced Data

Hu Li, Peng Zou, Xiang Wang and Rongze Xia

Abstract Imbalanced data is commonly in the real world and brings a lot of
challenges. In this paper, we propose a combination sampling method which
resamples both minority class and majority class. Improved SMOTE (ISMOTE) is
used to do over-sampling on minority class, while distance-based under-sampling
(DUS) method is used to do under-sampling on majority class. We adjust the
sampling times to search for the optimal results while maintain the dataset size
unchanged. Experiments on UCI datasets show that the proposed method performs
better than using single over-sampling or under-sampling method.

Keywords Imbalanced data � Under-sampling � Over-sampling � SMOTE

61.1 Introduction

Traditional machine learning methods assume that the sample distribution is uni-
form, but many practical problems in the real world are not consistent with this
hypothesis. Usually, the useful information is only a small part of the entire dataset,
such as the classification of medical data, identification of gene encoding infor-
mation, forecast of thunderstorms, detection of network intrusion and etc. Therefore,
it is very necessary to research on imbalanced data and finds the useful small part
data, which is so-called minority class. Since the number of samples in minority
class is much fewer than in majority class, traditional classifiers tend to classify all
the test samples as majority class, which lead to a higher error rate on the minority
class. Assume the case that 99 % of the data belongs to the majority class, 1 % of the
data belongs to minority class. If the classifier simply classifies all data as the
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majority class, it can get 99 % accuracy rate, but the really useful information
contained in minority class is ignored. Therefore, it is a hot issue on how to effec-
tively deal with imbalanced data in today’s machine learning and data mining field.

At present, methods used to deal with imbalanced data can be divided into three
categories [1]: (1) methods based on data resampling; (2) methods based on
modify the classification algorithms and (3) combination methods of the two. The
first method focuses on changing the distribution of the imbalance data, so as to
reduce the degree of imbalance. The second method tries to modify the traditional
classification algorithm according to characteristics of imbalanced data. The last
method aims to combine advantages of both aforementioned methods.

This paper is structured as follows. In Sect. 61.2, related works of resampling
are discussed. In Sect. 61.3, we first describe the improved SMOTE method and
distance-based under-sampling method. Then a combination sampling method is
introduced. Experiments are described in Sect. 61.4. Finally, we present the
conclusions and acknowledgements.

61.2 Related Works

There are a lot of researches on imbalanced data resampling method, and most of
which are in the form of over-sampling and under-sampling. The original over-
sampling method copy sample randomly to increase the proportion of minority class,
and is likely to cause the classifier over-learning. Original under-sampling method
removing samples in majority class randomly, and may delete useful samples.
Against drawbacks of original methods, many scholars have proposed different
improved methods. Tomek [2] proposed to compute distance between different
samples at first, as so to find so-called Tomek links. Then, negative samples were
deleted from the Tomek links. Chawla [3] proposed the synthetic minority over-
sampling technique (SMOTE). The method creates synthetic minority class samples
by taking each minority class sample. Gustavo [4] combined the over-sampling and
the under-sampling method, proposed SMOTE ? Tomek link method. Taeho [5]
did over-sampling based on clustering, which can deal with the imbalance between
different classes and within each class. Hui [6] presented two new minority over-
sampling methods based on SMOTE, named borderline-SMOTE1 and borderline-
SMOTE2, in which only the minority examples near the borderline were over-
sampled. Ashish [7] first computed the distance between samples and the decision
plane, then the Fisher ratio of samples in minority class respected to samples in
majority class was computed. At last, under-sampling was done based on the Fisher
ratio. Suzan [8] improved SMOTE method, and apply it on imbalanced time series
data. Enislay [9] proposed a hybrid sampling method using SMOTE and Rough Set
Theory. Fernandez [10] reviewed the main issues of imbalanced problem and
concluded that the imbalance ratio was a key factor, but there other issues that must
be taken into consideration such as minority class size, class overlapping and dataset
shift. Luengo [11] analyzed SMOTE-based oversampling and evolutionary under-
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sampling using data complexity measures, in which C4.5 and PART method were
used to learn and classify the data.

61.3 Combination Sampling Method

In this section, we first describe two single resampling methods, and then a
combination method is introduced. The first method is Improved SMOTE
(ISMOTE), which over-sample the minority class. The second one is Distance-
based Under- Sampling (DUS) method, which under-sample the majority class. At
last, we combine the two methods together and adjust the sampling times so as to
find the best results. In order to minimize the effect on time and space complexity
for training and classifying the dataset, we keep the dataset size unchanged during
the resampling process.

61.3.1 Improved SMOTE

SMOTE [3] is a classic over-sampling method, which randomly select several
adjacent samples for each minority class sample at first, and then create new
minority samples along the line connecting the sample and its neighboring sam-
ples. SMOTE assign all neighboring samples the same weight when creating new
sample. But samples belong to different class have variant effect on the classifier:
minority class samples are inclined to correct the decision plane, while majority
class samples may distort the decision plane. So, we propose to use the weight
vector, and assign neighboring minority class samples a higher weight while
neighboring majority class samples a lower weight. Suppose the minority class
contains N samples and R is the sample times, then the algorithm is as follows:

Step 1: Select a sample xi (i = 1,…, N) of the minority class, and compute
distance between xi and other samples in the entire dataset. Then, find the k-nearest
neighbor of sample xi.
Step 2: Select R/N samples randomly from the k-nearest neighbor samples, record
as yj (j = 1,…, R/N).

Step 3: Create new minority class sample x
0

i between xi and yj. x
0

i ¼ xi þ random
ð0; 1Þ � ðyj � xiÞ �Weight½isMinorityðyjÞ�, where random (0, 1) generate a ran-
dom number between 0 and 1. Weight½� is the weight vector which assign different
weight to different class sample. isMinorityðÞ is used to determine whether sample
yj belongs to minority class or not.
Step 4: Repeat the above steps for the remaining samples in the minority class,
until all samples in the minority class are processed.
Step 5: Merge the new created minority class samples and the original data
together, generating the new dataset.
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61.3.2 Distance-Based Under-Sampling Method

During classification process based on the decision plane, e.g. Support Vector
Machine (SVM), only these samples nearby the decision plane play the role.
Samples far away from the decision plane make little contribution to the classifier,
or even deviates the decision plane from the right place, which lead to a decrease
in classification accuracy. So, it is feasible to delete those samples far away from
the decision plane. We use Euclidean distance as standard and do under-sampling
on majority class. Suppose the minority class contains N samples and the majority
class contains M samples, then the algorithm is as follows:

Step 1: Select a sample zi (i = 1,…, M) of the majority class, compute distance
between zi and all samples in the minority class, record as dij (j = 1,…, N).

Step 2: Compute the average distance Ai: Ai ¼
P

N

j¼1
dij

 !

=N.

Step 3: If Ai is greater than the predefined threshold, zi is deleted, otherwise,
reserve zi.
Step 4: Repeat the above steps for the remaining samples in the majority class,
until all samples in majority class are processed.
Step 5: Reserved samples generate the new dataset.

61.3.3 Combination Sampling Method

The above two methods resample the dataset separately. Next, we combine the two
methods together and resample the dataset simultaneously. In order to keep the
size of the dataset unchanged, number of new created minority class samples
should equal to the number of majority class samples deleted. In ISMOTE, we
adjust the sample times by changing parameter R, but the DUS cannot precisely
control the number of samples to be deleted. So, we modify the DUS when used
together with ISMOTE. Suppose the minority class contains N samples and the
majority class contains M samples, then the modified algorithm is as follows:

Step 1: For all samples zi (i = 1,…, M) in the majority class, compute distance
between zi and all samples in the minority class, record as dij (j = 1,…, N).

Step 2: Compute the average distance Ai: Ai ¼
P

N

j¼1
dij

 !

=N, and sort Ai in

descending order.
Step 3: Delete sample zi of Ai in top-R, and reserve the remaining.
Step 4: Reserved samples generate the new dataset.
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61.4 Experiments

All experiments were done on a PC with Intel (R) Core (TM) i5-3210 M
CPU@2.50 G-Hz, 10G memories and 500 G hard disk capacities. We did all
experiments on Matlab R2011b. Four imbalanced datasets namely cmc, glass,
haberman and pima selected from UCI datasets1 were used to test our resampling
method. Detailed statistical information of the four dataset is shown in Table 61.1.
The original UCI dataset contains more than one class, so we first specified the
minority class, and then merged all other classes as the majority class.

61.4.1 Evaluation Criteria and Test Method

Evaluation criteria for balanced data, such as precision and recall, are not very
effective when used on imbalanced data [3]. At present, the widely used evaluation
criteria include the area under the Receiver Operating Characteristic curve: AUC
[12] and the geometric mean of the accuracies measured separately on each class:
g [13]. In addition, SVM is used to classify resampled dataset. Because the original
dataset is not divided into a training set and a test set, in this paper, we use cross-
validation method. The whole dataset is randomly divided into four parts at first,
and then three of them were taken as training set and rest one was taken as test set.
We take the average of the four tests as the final result.

61.4.2 Results and Analysis

Firstly, we used ISMOTE, DUS method and the combination sampling method to
resample the four datasets. Then, SVM was used to classify the resampled datasets.
The results are shown in Tables 61.2 and 61.3.

As can be seen from Tables 61.2 and 61.3, ISMOTE performed better than
DUS method under AUC evaluation criteria, but performed worse than DUS under

Table 61.1 Statistics of the four selected datasets

Dataset #Samples #Attributes Class
(min, maj)

#Samples
(min/maj)

Proportion
(min:maj)

cmc 1473 10 (2, remainder) 333/1140 1:3.4
Glass 214 10 (3, remainder) 17/197 1:11.6
Haberman 306 4 (2, remainder) 81/225 1:2.8
Pima 768 8 (1, 0) 268/500 1:1.87

1 The dataset is available at http://archive.ics.uci.edu/ml/datasets.html
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g evaluation criteria. AUC reflect the relation of true positive rate and false
positive rate, so the more the minority class samples been classified correctly, the
greater of it. ISMOTE created new minority class samples and increased the
proportion of minority class, which resulted in the improvement of AUC. Higher g
means that the accuracy of both majority class and minority class are high, and the
two is balanced which means the difference of the two cannot be too large. DUS
did under-sampling on the majority class, and reduced the number of majority
class samples, which narrowed the difference between the accuracy of both
majority class and minority class. So, DUS performed better under g. The com-
bination method ISMOTE ? DUS took the advantages of both above methods and
performed best most of the time whether under AUC or g. Therefore, the proposed
combination sampling method is effective.

Next, we used the combination sampling method to investigate the trend of
AUC and g when sampling times changed. The dataset size was kept the same
while the proportion of minority class and majority class within the dataset was
changed. The number of new created minority class samples in each test equaled to
the number of samples deleted from majority class. The sampling times varied
from 10 to 200. The results are shown in Fig. 61.1.

Figure 61.1 shows that the AUC of each dataset kept relative stable when sam-
pling times increased while g of different datasets varied from each other when
sampling times changed. The g of glass and cmc went upward gradually, while
haberman and pima went downward. Both AUC and g of glass were significantly
greater than the other three datasets. As listed in Table 61.1, glass and cmc have
higher min/maj proportion than haberman and pima, the proportion of glass even
reach at 1:11.6. When the min/maj proportion is relative small, the classifier performs
well without resampling. As more and more new minority class samples were created
while majority class samples been deleted, the property of the dataset changed
gradually, which lead to the decrease of g. On the contrary, when the min/maj
proportion is relative great, resampling correct the decision plane, thus improved the
performance. Therefore, the proposed method is suitable for the case that the dataset
is extremely imbalanced. In addition, we can see that the AUC focuses on the overall

Table 61.2 AUC of different methods

cmc Glass Haberman Pima

ISMOTE 0.6890 0.9391 0.6909 0.7588
DUS 0.6789 0.9245 0.6706 0.7635
ISMOTE ? DUS 0.6945 0.9350 0.6942 0.7721

Table 61.3 g of different methods

cmc Glass Haberman Pima

ISMOTE 0.6857 0.9327 0.6978 0.7548
DUS 0.8794 0.9220 0.7194 0.7653
ISMOTE ? DUS 0.6984 0.9361 0.7134 0.7686
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classification performance, and does not sensitive to changes within the dataset.
Compared with AUC, g can reflect the subtle changes within the dataset, and thus
more conducive to improve sampling methods based on the test results.

61.5 Conclusions

There are lots of imbalanced data in our daily lives. Traditional classification
methods are not suitable for the imbalanced data, and thus, the study on imbal-
anced data is of important value. In this paper, we proposed improved SMOTE and
distance-based under-sampling method against minority class and majority class.
The two methods were combined to search for the optimal result. Experiments on
four imbalanced UCI datasets showed that the proposed method performed better
than the single use of an under-sampling or over-sampling method. In addition, we
found that g is more sensitive than AUC, and therefore g is more suitable for use in
the case one adjust the sampling strategy according to the classification results.
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Chapter 62
Breast Tissue Segmentation Using KFCM
Algorithm on MR images

Hong Song, Feifei Sun, Xiangfei Cui, Xiangbin Zhu
and Qingjie Zhao

Abstract Breast MRI segmentation is useful for assisting the clinician to detect
suspicious regions. In this paper, an effective approach is proposed for segmenting
the breast into different regions, each corresponding to a different tissue. The
segmentation work flow comprises three key steps: MR Images preprocessing,
locating breast-skin and breast-chest wall boundary by using OTSU thresholding
algorithm, and segmenting fibroglandular and fatty tissues with applying the
kernel-based fuzzy clustering algorithm (KFCM). The proposed method was
applied to segment the clinical breast MR images. Experimental results have been
shown visually and achieve reasonable consistency.

Keywords Breast MRI � KFCM � Breast tissue segmentation

62.1 Introduction

MR images can greatly improve the cure rate of the breast cancer. MR breast
images segmentation is to extract different breast regions, each corresponding to a
different tissue. It is useful for assisting the clinician to detect suspicious regions,
and it can be applied in quantitative analysis of breast tissues, different breast
images registration, breast modelling, deformation simulation and assisted surgery
guide.
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Several algorithms have been developed for segment the breast tissues.
Threshold-based method, the gradient method, polynomial approximation method,
the active contour models and classifier segmentation are used in breast-skin
segmentation [1]. Chen et al. [2] applied the fuzzy clustering algorithm to the
tumor region segmentation which had achieved better results. Kannan et al. [3]
implemented the breast region segmentation by using a new objective function of
fuzzy c-means with the help of Hypertangent function, Lagrangian multipliers
method, kernel functions. However, these studies did not segment the fat and
fibroglandular tissues. Pathmanathan [4] suggested a region-growing method to
extract fibroglandular tissue, but it required the user to manually choose one or
more seed points, which is inefficient and time consuming. Nie et al. [5] used two
steps to segment the breast: firstly, locating the skin boundary and lungs region by
use of the standard Fuzzy C-means (FCM) Clustering algorithm, the second step
reused an adaptive FCM algorithm to extract the fibroglandular tissue. But this is a
semi-automated method.

In this paper, we develop an automatic method for a robust segmentation of the
breast tissues. The framework of the segmentation method is shown in Fig. 62.1.
Firstly, the anisotropic diffusion filter is employed in preprocessing the MR breast
images. Secondly, the threshold-based method and morphological operations is
used to locate the breast-skin boundary and breast-chest wall. Finally, a kernel-
based function fuzzy clustering algorithm (KFCM) is applied to extract the
fibroglandular and the fatty tissues. The proposed method was applied to segment
the clinical breast MR images. Experimental results have been shown visually and
achieve reasonable consistency.

62.2 Image Preprocessing

MR image has inhomogeneity, noise and other factors in imaging process which
affect the continuity and accuracy of the images segmentation results. Therefore,
the anisotropic diffusion filter is used to reduce the image noise. This method was
proposed by Perona and Malik [6] which is widely used in image preprocessing.
The equation of anisotropic diffusion is defined as:

It ¼ div c x; y; tð ÞrIð Þ ¼ c x; y; tð ÞDIþrcrI ð62:1Þ

where div �ð Þ represents the divergence operator, r denotes the gradient operator,
D represents the Laplace operator.

Breast MR 
images

Image
preprocessing

Fibroglandular 
and fat 
segmentation

Breast-skin 
and chest wall
location

Fig. 62.1 Breast tissue segmentation framework
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This equation employs a monotonically decreasing function to determine the
intensity of diffusion. It’s diffuse weak in the region where gradient is large,
thereby to ensure that boundary can be better preserved, and intensively in the
region where gradient is low, so that the noise can be eliminate and obtain a
smooth image while maintaining the edge feature. Figure 62.2a is original breast
MR image that is partially enlarged. Figure 62.2b is the image that is processed by
anisotropic diffusion filter which is smoother than the original image while the
edges are well preserved.

62.3 Detecting the Boundary of the Breast Region

Detecting the boundary of the breast region is to locate the breast-skin and breast-
chest wall. Since air produces almost zero MR signals, the background in MR
images is virtually black, the breast-skin boundary is relatively clear. Pectoral
muscle appears dark gray in the axial T1-weighted breast images and the gray
level of this area is close to zero, as shown in Fig. 62.3a. So the direct threshold-
based method is used to segment the breast region. The method contains the
following two steps:

• Step 1: Binarizing the image using OTSU thresholding algorithm

The OTSU thresholding algorithm [7] is applied to the images after prepro-
cessing to separate the breast region from the background. It assumes that the
image to be separate contains two classes: foreground and background, then search
for the optimum threshold maximizes the inter-class variance. The thresholded
image g x; yð Þ is defined as:

Fig. 62.2 Image preprocessing. a Original image and b after anisotropic diffusion
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g x; yð Þ ¼ 1; f ðx; yÞ � TOTSU

0; f x; yð Þ\ TOTSU

�

ð62:2Þ

TOTSU is the threshold computed by the OTSU thresholding algorithm. f ðx; yÞ
denotes the original image. The pixel ðx; yÞ for which f ðx; yÞ � TOTSU is called an
object point (the breast region), otherwise, the point is called a background point.
The result of the binarization is shown in Fig. 62.3b.

• Step 2: Mathematical morphology operations

To remove the disturbance of the thoracic spine and the noises, the biggest
connected region is selected. The holes of the region are filled with morphology
operators. In order to achieve smoothing, we perform a morphological opening
followed by a closing. The result of this step is shown in Fig. 62.3c. The extracted
breast region is shown in Fig. 62.3d.

62.4 Segmentation of the Fat and Fibroglandular Tissue

The interior of the breast region is made up of two major tissue types, fibroglandular
tissue and fat. Since the transitional regions between these tissues are not clearly
defined, and their memberships are intrinsically vague, in this paper, we used a
Kernel-Based Fuzzy C-Means (KFCM) clustering segmentation algorithm which is
a non-supervised method to separate the fibroglandular tissue from the fat. In T1-
weighted breast MR images, fibroglandular tissue shows low intensity and appears
dark gray, fatty tissue shows hypointensity and appears white or light gray, as shown
in Fig. 62.3a. This feature is used for FCM-based clustering segmentation.

62.4.1 Fuzzy C-Means Clustering

The FCM clustering algorithm is an improvement of the hard k-means algorithm
proposed by Bezdek [8]. It has been applied successfully in many areas, e.g. target
recognition and images segmentation [9].

Fig. 62.3 Segmentation of the breast region. a Result of an anisotropic diffusion, b result of
OTSU thresholding, c after mathematical morphology operations, d the breast region
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The FCM clustering algorithm is used to partition a set of given image pixels
into c clusters, depending on the similarity of the data point to a particular class
relative to all other classes, where the number of cluster c is usually set by a priori
knowledge. The standard FCM objective function of partitioning an image into c
clusters is:

Jm u; vð Þ ¼
X

n

k¼1

X

c

i¼1

um
ik xk � v2

i

�

�

�

� ð62:3Þ

subject to:

X

c

i¼1

lik ¼ 1; 1� k� n; lik 2 0; 1½ �; 1� k� n; 1� i� c ð62:4Þ

where X ¼ x1; x2; . . .; xk; . . .; xnð Þ is a data matrix with the size of p� n, p rep-
resents the dimension of feature vector xk, n represents the number of feature
vectors. lik is the membership of the xk vector in the cluster ci, vi is the fuzzy
cluster centroid of the ith cluster. �k k is the Euclidean norm, it measures the
similarity between a feature vector xk and a cluster centroid vi in the feature space.
The parameter m is a constant which controls the fuzziness of the resulting par-
tition. We choose m = 2. The objective function is minimized under the restric-
tion of (62.4).

The main drawbacks of the FCM clustering algorithm are that the algorithm is
only suitable for ‘spherical’ clusters and sensitive to noise and outliers. One of the
important causes of the non-robust results is the use of Euclidean distance. In this
paper, we use a kernel-based FCM clustering algorithm which replaces the
Euclidean distance metric by a kernel-induced metric to deal with these problems.

62.4.2 Kernel-Based Fuzzy C-Means Clustering

The kernel-based FCM clustering method uses the Mercer’s Theorem. Define a
nonlinear map as U : v! F x 2 Rp ! U xð Þ 2 Rq; q [ pð Þð Þ. v denotes the ori-
ginal space of the input data and F is the transformed feature space with higher
dimensions. Then we cluster the data in the transformed feature space.

The KFCM algorithm was proposed by Zhang [10, 11]. This method uses a new
kernel-induced metric in the data space to replace the original Euclidean norm
metric in FCM. The similarity metric of the (62.3) xk � vik k is replaced by the
kernel induced distance U xkð Þ � U við Þk k. This method has been used successfully
in brain image segmentation [10, 11].

The KFCM algorithm minimized the following objective function:

Jm U; vð Þ ¼
X

n

k¼1

X

c

i¼1

um
ik U xkð Þ � U við Þk k2 ð62:5Þ
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U xkð Þ � U við Þk k2¼ Kðxk; xkÞ þ K vi; við Þ � 2Kðxk; viÞ ð62:6Þ

We choose the Gaussian Kernel as the kernel function and (62.5) can be written as:

Jm U; vð Þ ¼
X

n

k¼1

X

c

i¼1

um
ik 2� 2K xk; við Þð Þ ð62:7Þ

Then we obtain the expressions (62.8) and (62.9) of the membership matrix and
cluster centers by the use of LaGrange multiplier method:

uik ¼
1� K xk; við Þð Þ1= 1�mð Þ

Pc
j¼1 1� K xk; við Þð Þ1= 1�mð Þ ð62:8Þ

vi ¼
Pn

k¼1 lm
ikK xk; við Þxk

Pn
k¼1 lm

ikK xk; við Þ ð62:9Þ

where i = 1, 2, …, c, k = 1, 2, …, n. Due to the non-convexity of (62.5), the
initial value of the membership matrix U and cluster centers V has deep influence
to the results. Zhang [10] did not give the initializing method, so in this paper we
use the results of the FCM algorithm as the input of the KFCM algorithm.

The main steps of the KFCM algorithm can be listed as follows:

Step 1: Initialize the number of clusters c, the membership matrix U and e [ 0 for
a very small value as the iteration stopping criterion using the results of the FCM
algorithm.
Step 2: Update the membership matrix uik (62.8) and the centroids vi (62.9).
Step 3: Repeat Step 2 and Step 3 until the criterion vnew � voldk k\e is satisfied.

62.5 Results and Evaluations

The breast MR images we used in this paper were acquired from the Military
General Hospital of Beijing PLA. Three data sets were used to evaluate the per-
formance of the proposed algorithm. All procedures were implemented by using
MATLAB on a 2.8 GHz CPU, 2G memory PC. All of the breast image slices are
T1-weighted. The resolution is 512 9 512 pixels. Figure 62.4a–h are the breast
images in transverse orientation. Figure 62.4i–l are the image in sagittal plane.
Figure 62.4a, e, i show the original images; Fig. 62.4b, f, j present the breast
region extracted from the breast boundary; Fig. 62.4c, j, k show the results of the
standard FCM; Fig. 62.4d, h, l show the results of the KFCM. The red regions
represent the fat and the blue regions represent the fibroglandular tissue.

We evaluated the segmentation results in terms of some performance indexes in
the following: recall, overlap and precision [2].
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Recall is defined as the number of pixels in the intersection of the automatic
segmentation and the manual segmentation, divided by the number of pixels in the
manual segmentation alone (62.10). This parameter is an important indicator of the
accuracy of segmentation results. Overlap is computed as the number of pixels in
the intersection of the automatic segmentation and the manual segmentation,
divided by the number of pixels in the union of the automatic segmentation and the
manual segmentation (62.11). Precision computed as the number of pixels in the
intersection of segmentation and the manual segmentation, divided by the number
of pixels in the automatic segmentation alone (62.12).

recall ¼ A \M
M

ð62:10Þ

overlap ¼ A \M
A [M

ð62:11Þ

precision ¼ A \M
A

ð62:12Þ

where M represents the manual segmentation obtained from expert radiologists. A
denotes the result of automatic segmentation.

Fig. 62.4 The results of the segmentation: original images (a, e, i), the breast region (b, f, j), the
results of the standard FCM (c, g, k), the results of the KFCM (d, h, l)
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The performance indexes of the method are listed in Table 62.1. From this table
we can see that the KFCM algorithm is better than traditional FCM algorithm and the
parameter recall has been improved above 95 %. It indicates that most of the man-
ually segmented regions are included in the automatic segmentation which could be
able to satisfy our requirement. Meanwhile it can be seen by comparing the first two
sets of data and the third set that this method is efficient both in transverse and sagittal
breast image, which demonstrates the robustness of the proposed algorithm.

62.6 Conclusion

In this paper, an automatic method has been proposed for breast tissue segmen-
tation on MR images. We firstly used a threshold-based method to detect the
breast-skin and breast-chest wall, so that the breast region can be extracted. Then
we used the KFCM algorithm to separate the fat and fibroglandular tissue. The
results of segmentation by the KFCM algorithm have been compared with the
traditional FCM algorithm. It is obviously that the KFCM performed better than
FCM and have reasonable consistency.
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Chapter 63
Information-Theoretic Clustering
for Gaussian Mixture Model
via Divergence Factorization

Jiuding Duan and Yan Wang

Abstract Multivariate Gaussian distribution is a multi-dimensional generalized
model for conventional pervasive Gaussian distribution and Gaussian mixture
model (GMM) is a practical model widely used in clustering analysis. In this paper,
we aim at clustering the Gaussian mixture components into reduced number of
components, thus simplifying the GMM. By utilizing a class of Bregman diver-
gences in information-theoretic context, we minimize the in-cluster relative entropy,
and derived a closed-form of optimal parameters by divergence factorization.
Symmetric relative entropy is used to avoid the asymmetric manner of divergence.
Our algorithm is time-saving as a simplification of GMM and demonstrates its
superiority visually in practical clustering-based image segmentation problem, in
comparison with conventional methods, such as k-means and GMM-EM.

Keywords Clustering � Gaussian mixture � Relative entropy � Bregman
divergence

63.1 Introduction

Clustering is a fundamental technique for knowledge discovery in various machine
learning and data mining applications. Numerous clustering algorithms have been
proposed with different practical intuition and theoretical foundation.

In general, we can categorize the clustering algorithms into two classes. One
class consists of non-generative approaches such as k-means [1] and spectral
clustering algorithm [2]. These methods are designed mainly based on certain
heuristics and lack of formulated expressions in statistics thus cannot prove their
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efficiency when data is noisy with internal complex structure. Another class is
generative approaches such as Gaussian mixture models (GMM-EM) [1]. These
methods have some basic model assumptions for data distribution, and the algo-
rithm is designed to solve the optimal model parameters. They provide a general
framework for clustering with explicit statistical meaning and ability of incorpo-
rating various intuitions.

However, GMM-EM still has some practical problems. First, the computational
cost of GMM-EM is not satisfactory for large scale data clustering. Researchers
have made progress on simplifying the mixture models to induce more practical
algorithms. Zhang and Kwok [3] proposes a linear complexity clustering algorithm
by minimizing an upper bound on the approximation error between the original
and simplified models. Goldberger et al. [4] uses unscented transform, a method
originally introduced for filtering nonlinear dynamical systems, to learn a sim-
plified representation of Gaussian mixture. Nielsen et al. [5] uses KL-divergence to
design a k-means like clustering algorithm for Gaussian mixtures.

In this paper, we proposed an information-theoretical clustering algorithm
based on divergence factorization to interpret GMM into an optimal assignment
for mixtures by divergence measures. It employs a class of Bregman divergence
measure [6] to derive the optimal solution, thus achieve an iterative clustering with
satisfactory computational cost.

63.2 Preliminaries

63.2.1 Multivariate Gaussian Mixture

Multivariate Gaussian distribution is an important model that is widely used in
many application problems. It is a natural generalization of standard univariate
case of naïve Gaussian distribution and often used to describe, at least approxi-
mately, any set of correlated real-valued random variables.

The probability density function (PDF) of a d-dimensional multivariate
Gaussian distribution can be modeled by

pðxjl;XÞ ¼ 1

ð2pÞd=2 Pj j1=2
exp �ðx� lÞT

P�1ðx� lÞ
2

 !

ð63:1Þ

where l 2 Rd is the mean and
P

[ 0 is the covariance which is a symmetric
positive-definite matrix.

Mixture model, especially Gaussian mixture model (GMM) is widely used in
various domains to discover potential sub-domain information. The basic idea of
GMM is based on the practical assumption that the samples are composed by
mixture of finite multivariate Gaussian components. A GMM can be modeled by
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f ðxÞ ¼
X

n

i¼1

aifiðxÞ ð63:2Þ

where fiðxÞ ¼ pðxjl;
P

Þ and ai is the weight of each component, with
P

n

i
ai ¼ 1.

A typical method on solving parameters is EM algorithm which aims to
maximize the likelihood of sampled data in an unsupervised manner [1]. EM
algorithm excessively uses the data samples iteratively which increases the com-
putational cost when dealing with large datasets.

63.2.2 Symmetric Relative Entropy

Relative entropy is an important concept in information theory. It measures a
difference between statistical distributions and is also called Kullback–Leibler
divergence (KL divergence). Relative entropy between two distributions is defined
as

Dðf jjgÞ ¼
Z

f ðxÞ log
f ðxÞ
gðxÞ ð63:3Þ

where f ðxÞ ¼ pðxjl;
P

Þ and gðxÞ ¼ pðxjm; SÞ are probability density functions for
identical distributions. The above form is asymmetric which may lead to unstable
measurement. So a symmetric measure should be used to evaluate the ‘distance’, it
can be defined as

SDðf ; gÞ ¼ Dðf jjgÞ þ Dðgjjf Þ ð63:4Þ

Bregman divergence is a class of strictly convex function [6] and is defined as

D/ðx; yÞ ¼ /ðxÞ � /ðyÞ � hx� y;r/ðyÞi ð63:5Þ

where / is a real-valued, strictly convex and differentiable function defined over a
convex set Q ¼ domð/Þ � Rd. r/ðyÞ represent the gradient vector of / evaluated
at y.

For example, Mahalanobis distance MP�1ðx; yÞ ¼ ðx� yÞT
P�1ðx� yÞ is a

widely used Bregman divergence. The corresponding convex function is

/ðxÞ ¼ xT
P�1 x, where

P�1 is the inverse of covariance matrix.
Also, Bregman divergence can be extended to matrices

D/ðX; YÞ ¼ /ðXÞ � /ðYÞ � trððr/ðYÞÞTðX � YÞÞ ð63:6Þ

where X and Y are matrices, / is a real-valued, strictly convex and differentiable
function defined over matrices, and trðAÞ is the trace of matrix A. In specific, Berg
matrix divergence is a class of divergence generated from convex function
/ðxÞ ¼ Xk kF , and can be written as
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B/ðx; yÞ ¼ trðXY�1Þ � log XY�1
�

�

�

�� d ð63:7Þ

The symmetric relative entropy, Mahalanobis distance and Burg divergence are
three important components that enable our clustering algorithm.

63.3 Information-Theoretic Clustering via Divergence
Factorization

Since divergence is a measure to evaluate the ‘distance’ between distributions [7].
The intuition of our clustering algorithm is minimizing the overall in-cluster
divergence. It clusters the original clusters in ways of assigning each original
cluster to a specific cluster. This results in re-assigning cluster index for each
cluster, while the samples initialized into original clusters remain the same. It can
be viewed as an alternative way for simplifying the GMM in ways of reducing
number of clusters.

For n multivariate Gaussians parameterized by mean vector m1; . . .;mn and
covariance S1; . . .; Sn, the objective is to find an optimal disjoint partitioning of the
n Gaussians into k clusters, p1; . . .; pk. Symmetric relative entropy is used to
evaluate the ‘distance’ between distributions, and the overall objective function
can be described as

X

k

j¼1

X

fi:pi¼jg
SDðpðxjmi; SiÞ; pðxjlj;

X

j

ÞÞ ð63:8Þ

where pðxjmi; SiÞ denotes the PDF of the original i-th multivariate Gaussian and
pðxjlj;

P

jÞ is the PDF of the final j-th multivariate Gaussian.

63.3.1 Divergence Factorization

The clustering algorithm we designed depends on the elegant derivation for GMM
using a class of Bregman divergence to efficiently factorize the model. Thus, the
optimal parameter can be interpreted into a summation of a Mahalanobis distance
and Burg matrix divergence. The two divergence measures both belong to
Bregman divergence, and have closed-form optimal solutions [8].

The relative entropy between distributions can be naturally factorized into two
forms:

Dðf jjgÞ ¼
Z

f log f �
Z

f log g ¼ �hðf Þ �
Z

f log g ð63:9Þ
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The first term in (63.9) is the entropy of pðxjl;
P

Þ and has the following form
when pðxjl;

P

Þ is a multivariate Gaussian.

h

�

p xjl;
X

� �

�

¼ d

2
þ 1

2
logð2pÞd Sj j ð63:10Þ

For the second term in (63.9):

Z

pðxjm; SÞ log pðxjl;
X

Þ ¼
Z

pðxjm; SÞ � 1
2
ðx� lÞT

X

�1

ðx� lÞ � logð2pÞ
d
2j
X

j
1
2

" #

¼ � 1
2

Z

pðxjm; SÞtrð
X

�1

ðx� lÞðx� lÞTÞ

¼ � 1
2

trð
X

�1

Ef ½ðx� lÞðx� lÞT �Þ � 1
2

logð2pÞdj
X

j

¼ � 1
2

trð
X

�1

Sþ
X

�1

ðm� lÞðm� lÞTÞ � 1
2

logð2pÞdj
X

j

¼ � 1
2

trð
X

�1

SÞ � 1
2
ðm� lÞT

X

�1

ðm� lÞ � 1
2

logð2pÞdj
X

j

�
Z

pðxjm; SÞ logð2pÞ
d
2j
X

j
1
2

ð63:11Þ

In the above derivation, Ef is the expectation for pðxjm; SÞ, and we use the

definition
P

¼ E½ðx� mÞðx� mÞT � and E½ðx� mÞðm� lÞT � ¼ 0.
Integrating (63.9) with (63.10), (63.11), we have the relative entropy

Dðf jjgÞ ¼ � d

2
� 1

2
logð2pÞd Sj j þ 1

2
trð
X

�1

SÞ

þ 1
2
ðm� lÞT

X

�1

ðm� lÞ þ 1
2

logð2pÞdj
X

j

¼ 1
2
ðtrðS

X

�1

Þ � log jS
X

�1

j � dÞ þ 1
2
ðm� lÞT

X

�1

ðm� lÞ

¼ 1
2

BðS;
X

Þ þ 1
2

MP�1ðm;lÞ

ð63:12Þ

Thus the relative entropy is interpreted as a summation of Burg matrix diver-
gence BðS;

P

Þ and Mahalanobis distance MP�1ðm; lÞ. For symmetric relative

entropy measure, we have

SDðf ; gÞ ¼ BðS;
X

Þ þ 1
2
fMP�1ðm; lÞ þMS�1ðl;mÞg ð63:13Þ

The problem for clustering is to find an optimal parameter l�,
P� for k

ensemble clusters.
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pðxjl�;
X

�
Þ ¼ arg min

pðxjl;
P

Þ

X

i

SDðpðxijmi; SiÞ; pðxjl;
X

ÞÞ

¼ arg min
pðxjl;

P

Þ

X

i

BðS;
X

Þ þ 1
2
fMP�1ðmi; lÞ þMS�1ðl;miÞg

ð63:14Þ

The optimal
P� can be derived by setting the gradient of (63.14) to 0 with

respect to
P�1.

o

o
P�1

X

i

SDðpðxijmi; SiÞ; pðxjl;
X

ÞÞ ¼
X

n

i¼1

ðSi �
X

þðmi � l�Þðmi � l�ÞTÞ

¼ 0

ð63:15Þ

Consequently,

X

�
¼
X

i

ðSi þ ðmi � l�Þðmi � l�ÞTÞ ð63:16Þ

For the optimal l�, a unique minimizer is provided in [6] with

l� ¼
X

i

mi ð63:17Þ

63.3.2 Algorithm

We present our clustering algorithm for GMM below. The algorithm works in
iterative manner and the optimal parameter for final ensemble clusters are shown
in (63.16), (63.17).

Information-theoretical Clustering Algorithm
Step 1. Initialize original n multivariate Gaussians

fm1; . . .;mng; fS1; . . .; Sng

Step 2. Assign the n Gaussians into k Clusters

pi 2 f1; 2; . . .; kg; i ¼ 1; . . .; n

Step 3. Iterative optimize the parameter
while not converged do
for j = 1 to k
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X

�

j

¼
X

i

ðSi þ ðmi � l�Þðmi � l�ÞTÞ

end for
for i = 1 to n

pi ¼ arg min
1� j� k

BðSi;
X

j

Þ þMP�1

j

ðmi; ljÞ

end for
end while

Note that, for sensor network data and certain application where data is spa-
tially diffused, modeling of the nodes and initialization of the algorithm is simple.
While for other application such as clustering-based image segmentation, the
estimation of original multivariate Gaussians is critical to the final result.

Table 63.1 Application of information-theoretic clustering algorithm to clustering-based image
segmentation

Algorithm Num. of clusters = 3 Num. of clusters = 5

k-means

GMM-EM

Information-theoretic
Clustering
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63.4 Experiments

Our algorithm is demonstrated in practical problem, clustering-based image seg-
mentation [3, 9], with comparison to conventional k-means and GMM-EM. The
effectiveness of our algorithm is superior to k-means and GMM-EM directly by
visual effects. Also, the computational cost of our algorithm is satisfactory eval-
uated by the runtime.

Given an RGB image, a pixel x can be considered as a point in R3. We can
model the segmentation using GMM to describe the separate components. In
experiment, we extract 11 features for the input color image, including RGB, Luv,
Lab, x-axis, y-axis, gray etc.

Table 63.1 demonstrates the superiority of our information-theoretic clustering
algorithm. In comparison to k-means and GMM-EM, the algorithm performs the
best visual effect in column, and its robustness is shown on dealing with different
demands on number of clusters in row.

Table 63.2 compares our algorithm with two conventional cluster algorithms.
Synthesis dataset used in [3] is employed to provide a standard evaluation for the
algorithms. The codes are written in MATLAB and run on a 2.93 GHz Core-Duo
machine.

63.5 Conclusions

We use symmetric relative entropy and factorize the multivariate GMM aiming at
efficiently reducing the number initialized clusters. The divergence of distributions
can be interpreted into a summation of two components of Bregman divergence
and the optimal parameter can be then solved by simple optimization manipula-
tion. The algorithm demonstrates better visual effects in comparison to k-means
and GMM-EM at relatively lower computational cost as a simplification of GMM.

Acknowledgments This work is supported by National Natural Science Foundation (NNSF) of
China under Grant No. 61004023, No. 60004021, No. 61074057.

Table 63.2 Runtime (in seconds) comparison among different clustering algorithms

3 clusters 5 clusters 10 clusters

k-means 1.23 1.51 2.48
GMM-EM 2.33 3.17 5.32
Information-theoretic
Clustering

1.81 2.79 4.74
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Chapter 64
A Method of Acceleration Applied
in Symmetric-SIFT and SIFT

Dong Zhao, Qi Wang, Haiyan Sun and Xiaopeng Hu

Abstract Symmetric-SIFT is an effective technique used for registering
multimodal images. It is based on a well-known image registration technique
named Scale Invariant Feature Transform (SIFT). Similar to SIFT, Symmetric-
SIFT detects many stable keypoints even though not all of which are useful.
Experiments show that matching keypoints are mostly on or near the edge. Based
on the phenomenon, we propose an effective method. In our method, We extract
the edge and classify keypoints by whether they are on the edge or not. Then we
delete the points that are far from the edge and match the remained ones. Finally,
we get the matching set after filtering the initial matching result with the threshold
value got by the Bayesian formula. The experimental results show that the pro-
posed method can not only greatly reduce the matching time, but also effectively
improve the matching rate.

Keywords Multimodal image registration � Symmetric-SIFT � Edge � Bayesian

64.1 Introduction

Image registration is a fundamental aspect of many problems in computer vision,
including object or scene recognition, solving for 3D structure from multiple
images, stereo correspondence, and motion tracking. The purpose of image reg-
istration is to find the appropriate geometric transformation required to map the
sensed image on the reference image. In 2004, David Lowe [1] proposed a novel
point characteristics extracting method called SIFT. The SIFT algorithm can
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generate a large number of distinguished keypoints. However, it consumes plenty
of time and doesn’t meet real-time conditions. In order to accelerate the imple-
mentation, many researchers have proposed lots of improved algorithms of SIFT,
such as PCA-SIFT [2], GLOH [3], SURF [4], etc.

Two or more images are called multimodal if each of them is captured by a
different sensor (imaging device or modality) [5]. Different sensors with different
levels of sensitivity to a particular part of an object results in the same portion of
an object represented by different intensities in images captured from different
modalities [6]. Variation in intensities has a possible consequence ‘Gradient
Reversal’ [5], namely in multimodal images the gradients of corresponding parts
of the images will change their directions by exactly180� [6, 7]. Gradient Reversal
invalidate SIFT for multimodal images registration. The paper [8] puts forward a
novel technique named Symmetric-SIFT which has been adapted to multimodal
registration. Similar to SIFT, Symmetric-SIFT generates a large number of key-
points, but simultaneously consume plenty of time.

In this paper, we propose a method to speed up SIFT and Symmetric-SIFT,
which can effectively improve the matching rate and greatly shorten the matching
time. Our experiments’ purpose is processing multimodal images, so in our paper
the proposed method is mainly told based on Symmetric-SIFT, which doesn’t
affect the method’s applicability to SIFT. The experiments show that the proposed
method can achieve the expected results.

The rest of the paper is organized as follows. Section 64.2 briefly introduces the
original SIFT and Symmetric-SIFT. Section 64.3 describes our proposed method.
Section 64.4 presents experimental results. Finally Sect. 64.5 concludes this paper.

64.2 Overview of SIFT and Symmetric-SIFT

64.2.1 SIFT

The SIFT algorithm introduces the concept of multi-scale space [9–11], which can
make the keypoints with scale information. It employs difference-of-Gaussian
(DOG) function to approximate Laplacian of Gaussian operator. Comparing
adjacent three layer DOG images we can get the extreme value points. Then least
square fitting is conducted by Taylor expansion of scale-space function to elimi-
nate the unstable extreme-points.

After extracting keypoints, a main orientation need be assigned to each key-
point in order to achieve invariance to image rotation. An orientation histogram is
formed from the gradient orientations of sample points within a region around the
keypoint. Peaks in the orientation histogram are considered as dominant directions
of keypoints. Any other local peak that is within 80 % of the highest peak is also
used to create a keypoint with the orientation.

Next step is to compute a descriptor of each keypoint based on the local image
region. The local region is divided into 16 9 16 sample regions. After weighted
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with a Gaussian window, eight gradient direction histograms could be obtained in
each 4 9 4 subregion. So this will generate a 128 dimensional vector. Finally, the
feature vector need be normalized to make it invariant to illumination changes.

After the feature vectors of two images are generated, the Euclidean distance of
the keypoints feature vectors is used to measure the similarity of keypoints between
two images.

64.2.2 Symmetric-SIFT Algorithm

Compared to SIFT, Symmetric-SIFT [8] has two steps that are different: orien-
tation assignment and keypoint descriptor.

(a) Symmetric Orientation Assignment
Symmetric-SIFT settles the gradient reversal problem by limiting all the gradients
within the range 0; p½ Þ. Symmetric-SIFT applies a continuous method to assign the
main orientation to each keypoint instead of the discrete one of SIFT based on the
gradient histograms. Then to avoid opposite gradient vectors canceling each other
when gradients are averaged directly, squaring the gradient vector is proposed
before averaging. The operation of the above is for each sample point in a region
around the keypoint location, and next the average squared gradient vector can be
calculated by averaging the neighborhood convolved by the Gaussian-weighted
circular window. Finally, the dominant direction u of each neighborhood can be
determined using the smoothed vector.

(b) Symmetric Keypoint Descriptor
The directions of gradients in this step are also restricted from 0 to p. Eight
gradient direction histograms in each 4 9 4 subregion could be obtained as shown
on Fig. 64.1a. Rotating 180 degree of the original neighborhood around the key-
point, we can then obtain another eight gradient direction histograms as shown on
Fig. 64.1b. In this case, we can get two 128-dimension feature vectors. Finally, the
elements of top half descriptor are the sum of the corresponding elements of the
two 128-dimension feature vectors, and the elements of bottom half descriptor are
the absolute values of difference of the corresponding elements of the two vectors
as shown on the right of Fig. 64.1. Now an effective descriptor for multimodal
images registration can be obtained.

64.3 Proposed Technique to Accelerate Registration Speed

As previously mentioned, redundant keypoints reduce the matching rate, and
greatly consume the matching time. Through experiments we obtain that most of
the successful matching points distributed on or near the edge. Using this
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information, we mark and screen the keypoints, to speed up the matching time and
improve the matching rate. After that, we screen the matching points through
Bayesian formula to improve the number of correct matching.

First, we get an edge image through the edge detector. Here we choose Sobel
operator to extract the edge, in which we set the threshold T as 0.1 (unitized).

Then we need measure the minimum distance d between the extracted key-
points and the edge. But the edge can’t be represented by a function, which leads
to the fact that the distance can’t be measured directly. Moreover, the edge
extracted by the edge detection algorithm is not accurate. Therefore we use a
method of intersection with concentric circles to imitate the processing. The
method is as follows: a series of concentric circles can be drawn using the key-
points as the center and 2, 4, 6, 8, 10 as the radius, and the minimum number of the
concentric circles which intersect with the edge is regarded as the minimum dis-
tance d, as shown in Fig. 64.2.

In this way, we will classify all keypoints into three categories. The first cat-
egory is the keypoints on the edge including edge nearest neighbors, and in this
case we set the d as 0. The second category is the keypoints far from the edge,
namely the keypoints outside the circle which uses the keypoint as the center and
10 as the radius. We delete the keypoints included in the second category for the
little contribution they offer. The third category is the keypoints near the edge
which are between the first and the second category. We can obtain the distance d
through the previously mentioned method.

Fig. 64.1 Symmetric-SIFT descriptor

Fig. 64.2 Line a, b, c refer to
respectively three edges, the
center O indicates the
keypoint and circles with
radius 2, 4, 6, 8, 10
correspond respectively to
distance numbers 0, 1, 2, 3, 4
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In the matching stage, the edge points (d = 0) are matched to the edge points,
the non-edge points (d! = 0) are matched to the non-edge points. According to the
different values of d, we dynamically set the threshold of the ratio between the
distance of the closest neighbor and that of the second-closest neighbor.
The greater is the d value, the lower is the threshold value set. As a result, we will
draw the initial matching results.

We define one keypoint’s d as its distance from the edge, and one match’s
ddifference as the difference of the two matching points’ ds. In those matches, the
bigger the ddifference of one match is, the smaller the possibility of the match’s
successful matching is. In order to guarantee high matching rate, aiming at the
matching results of non-edge points, we use the threshold value estimated by
Bayesian formula to screen the results. First of all through the statistics of the
matching results of non-edge points, the probabilities f ddifference i

�

� S
� �

and

f ddifference i

�

� F
� �

of different ddifference in the correct matching and wrong matching
can be obtained, in which ddifference is 0,1,2,3. And we also can get the probabilities
f ðSÞ and f ðFÞ of the correct and wrong matches. Then the correct matches
probabilities of different ddifference can be calculated according to (64.1). Through
experiments we get f S ddifference ¼

�

� 0
� �

¼ 0:98, f S ddifference ¼
�

� 1
� �

¼ 0:90,

f S ddifference ¼
�

� 2
� �

¼ 0:85, f S ddifference ¼
�

� 3
� �

¼ 0:80. By the analysis of above
data,this article chooses ddifference ¼ 1 as the threshold value to filer the results,
namely that if ddifference\1, we retain the matches, otherwise delete it. In this way,
we will obtain the better matching results.

f S
�

� ddifference

� �

¼
f ddifference

�

� S
� �

f ðSÞ
f ddifference

�

� S
� �

f ðSÞ þ f ddifference

�

� F
� �

f ðFÞ
ð64:1Þ

64.4 Experiments and Results

The development environment of the experiment is Intel Core 2 2.94 GHz CPU,
2G Memory. The operating system is 64 bit Window 7. The development platform
is Visual Studio 2010 and OpenCV2.3. The database images which are used in
experiments contain 30 pairs of multimodal images and color images from dif-
ferent sources [1, 3, 8, 12].

To evaluate the proposed method, we need define two evaluation measure:
matching matching rate P and acceleration ratio T. The specific calculations are
according to (64.2) and (64.3) respectively.

P ¼ 2 � Correct Matches
Keypoints1þ Keypoints2

� 100% ð64:2Þ
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T ¼ toriginal � tproposed

toriginal

� 100% ð64:3Þ

We verify the effectiveness of the proposed method from the matching rate P
and acceleration ratio T.

(a) The Matching Rate P
As shown in Fig. 64.3, the Symmetric-SIFT algorithm totally generates 1923
keypoints and the matching rate P calculated by (64.2) is 0.83 %.While the pro-
posed method generates 1900 keypoints and the matching rate P calculated by
(64.2) is 1.05 %, which is higher than the Symmetric-SIFT algorithm. We also use
another 4 pairs of multimodal images to test. Table 64.1 clearly shows the new
method effectively improves the matching rate P.

(b) The Acceleration Ratio T
Due to separate matching between edge points and non-edge points, the regis-
tration time is greatly shortened. As shown in Table 64.2, the maximum of
acceleration ratio reach up to 85.5 %, which implies the registration time is
reduced by 85.5 %.

Then we also apply the proposed method to the SIFT algorithm, as shown in
Fig. 64.4. From the contrast figures we can find the matching rate of keypoints
detected by the proposed method increases by 3.07 %, and the acceleration rate
reaches up to 67.3 %.

Now let us examine why the proposed method can achieve desired effects. The
points far from the edge contribute little to the matching result, so deleting them
can enhance the matching rate. Then edge points and non-edge points separately
matching will increase the matching reliability. And more importantly it greatly
reduces the matching time, because every time matching keypoints don’t need to
traverse all keypoints. At last the initial matching result will be screened to
increase the proportion of the correct match. Thus we can achieve the purpose of
design in this paper.

Fig. 64.3 Registration results with Symmetric-SIFT and the proposed method. a Symmetric-
SIFT: 1923 keypoints in total, 8 pairs of correct matches and consuming 1035.6 ms. b the
proposed method: 1900 keypoints in total, 10 pairs of correct matches and consuming 620.3 ms
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Table 64.1 Comparison of our proposed method and Symmetric-SIFT for the matching rate P

Specimen Type of image pair Matching Rate P

Symmetric-SIFT (%) The proposed metho (%)

Brain3 MR T1-T2 0.85 1.15
city EO/IR 0.9 1.51
Brain1 MR T1-T2 0.14 0.69
EO-IR-2 EO/IR 0.58 0.84

Table 64.2 Comparison of our proposed method and Symmetric-SIFT for the acceleration
ratio T

Specimen Type of image
pair

RUNTIME (ms)

Symmetric-
SIFT

The proposed
method

The acceleration ratio
T (%)

Brain3 MR T1-T2 1121.1 718.5 35.9
City EO/IR 648.4 450.2 30.6
Brain1 MR T1-T2 553 275.2 50.2
EO-IR-2 EO/IR 9997.1 1454.4 85.5

Fig. 64.4 Registration results with SIFT and the proposed method. a SIFT: 409 keypoints in
total, 41 pairs of correct matching points and consuming 233.4 ms. b Improved-SIFT: 398
keypoints in total, 46 pairs of correct matching points and consuming 76.4 ms
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64.5 Conclusion

In the paper, we propose using the edge information to classify the keypoints, to
enhance the matching rate and reduce the runtime. The same to SIFT, Symmetric-
SIFT can generate many useless keypoints. We delete the keypoints far from
edges, then respectively match the rest keypoints of different categories and finally
filter the matching results. Experiments results show that the proposed method is
effective for Symmetric-SIFT and SIFT, especially in accelerating registration
speed.
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Chapter 65
A Novel Method of Image Enhancement
via Multi-Scale Fuzzy Membership

Ce Li, Yannan Zhou and Chengsu Ouyang

Abstract For the imaging condition restriction, nature images sometimes have the
problem with low contrast and low illumination. In order to solve those problems,
we proposed a novel image enhancement algorithm based on multi-scale fuzzy
membership. The images will be firstly decomposed into multi-scale sub images by
Laplacian pyramid and then be enhanced through calculating the fuzzy membership
degree under multi-scale. Finally the edge-preserving image denoising will be
conducted by bilateral filter to realize the effectively enhancement of the nature
images. The experimental result shows that the proposed algorithm also can be used
in X-ray medical image enhancement and achieves a better effect compared with
the traditional method and has certain theoretical and practical application value.

Keywords: Image enhancement �X-ray Image �Multi-scale �Fuzzy membership �
Bilateral filter

65.1 Introduction

Because the restriction of imaging condition such as backlighting, evening or night
photography and so on, nature images always with low quality, similarly in the
X-ray medical imaging system. Due to the characteristics like low ray’s dosage and
biological tissue thickness not equal [1, 2]. The X-ray medical images often appear
low contrast and low illumination needs to be enhanced, too. But the traditional
image enhancement method shows a lot of limitations. For example, classic
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algorithms such as Prewitt and Soble [3] often use gradient factor for image
enhancement. Prewitt also enhanced image noise while enhancing the useful
information, and Soble got disadvantage like rough edges and sensitive to noise. The
gray level may be over integrated when conducting image enhancement through
histogram equalization method and contrast gain method [4]. The traditional image
enhancement method just simply change the contrast of the image or suppress the
noise without taking the fuzziness into account [5], which usually weaken the details
of the image when suppress the noise. So Pal and King [6] proposed a fuzzy image
enhancement algorithm. The algorithm keeps the detail information of the image
when enhancing the original images. Meanwhile, this algorithm did not take the
multi-scale and the edge-preserving noise denoising of the visual target.

In order to solve the above problems, in this paper, a novel method for image
enhancement is proposed, which is based on multi-scale fuzzy membership. Our
experimental results show that the proposed method achieves better performance
in image enhancement, especially when the images are extremely low contrasted
and low illuminated.

This paper is organized as follows: Sect. 65.2 describes the proposed method
and concrete steps, including the Laplacian pyramid, calculating the fuzzy
membership degree, weighted reconstruction under multi-scale and the edge-
preserving image denoising by bilateral filter. Section 65.3 presents the experi-
mental results obtained using the proposed method and other existing method.
Finally, conclusions will be drawn in Sect. 65.4.

65.2 Proposed Algorithm

The frame of our proposed algorithm is shown in Fig. 65.1. In our proposed
method, firstly, the original image will be decomposed into multi-scale sub images
by the Laplacian pyramid. According to the characteristics of the multi-scale
visual perception of human eyes we know that sub images under different scale
contain different detail information. Then the decomposed images at each level
will be enhanced in detail through calculating the fuzzy membership degree.
According to the calculated the fuzzy membership degree of each level, add
different weights to each sub image and reconstruct. Finally obtain the enhanced
image. At the end, for images usually have the default of edge blur, the edge-
preserving image denoising will be conducted by bilateral filter.

Original  
image

Decomposed 
into multi-scale

Level 1

Level 3

Level 2
Calculating the 

membership 
function degree

Weighted 
reconstruction 

under multi-scale

the edge-
preserving 

image denoising
Enhanced 

image

Fig. 65.1 The frame of our proposed algorithm
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65.2.1 The Laplacian Pyramid

In Human visual simulation, multi-scale pyramid is the main form of demon-
strating the image in multi-scale. Image pyramid algorithm was proposed by Burt
and Anderson [7]. The raw image can be decomposed into different scales of sub
image by this algorithm, each sub image include detail information in their scale.
The composition of the Laplacian pyramid is evolved on the basis of the Gaussian
pyramid, each level of the Laplacian pyramid represents the difference between
successive levels of the Gaussian pyramid, reflects the information gap between
two levels of the Gaussian pyramid, also is the detail part of the image.

65.2.2 Fuzzy Membership

The image from the structure can be divided into regions of interest and back-
ground. Generally speaking, the pixels with high gray value belong to information
regions, pixels with low gray value belong to background regions. We do not have
a fixed gray value as the criterion between these two regions. In this paper, an
image I of size M � N pixels, having L gray-levels ranging from Lmin to Lmax, can
be viewed as an array of fuzzy singletons [8]. Image I can be described as:

I ¼ kIðgijÞ=gij; i ¼ 1; 2; . . .; M; j ¼ 1; 2; . . .; N
� �

ð65:1Þ

In image processing, we use the bi-level threshold method used to classify
pixels to dark group or bright group [9]. With this goal, two fuzzy sets (dark and
bright) may be considered. Whose membership functions kdark and kbright are
defined as below:

kdark ¼
1
a

y2; if y 2 0; a½ �;
0; if y 2 a; 1½ � ;

(

ð65:2Þ

kbright ¼
0 ; if y 2 0; a½ �;
1� B yð Þ

1þ bB yð Þ ; if y 2 a; 1½ �;

8

>

<

>

:

ð65:3Þ

where

B yð Þ ¼ 1
a

1� y

1þ by

� �2

ð65:4Þ
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In this, y [ I is the independent variable, and a 2 ð0; 1Þ is the crossover point.
The relationship of a and b is as below:

b ¼ 1� 2a
a2

ð65:5Þ

The parameter e is a positive threshold value of fuzzy sure entropy. In our
approach, the experimental results proved that the value of e directly connect with
the image enhancement performance. Here, for selecting a suitable e, we firstly
define the first-order fuzzy moments m and P Icð Þmax (c is the number of parti-
tions) as follows:

m ¼
X

L� 1

g¼ 0

t gð Þ hI

�
gð Þ ð65:6Þ

and

tðgÞ ¼ g

L � 1
ð65:7Þ

~hIðgÞ ¼
hIðgÞ

M � N
ð65:8Þ

where L is gray levels, ~hIðgÞ denotes the probability of the normalized histogram
hIðgÞ corresponding to gray-level g of the image I. In our study, P(dark)max and
P(bright)max are defined as the maximal values of P(dark) and P(bright). Then
they are:

PðdarkÞmax ¼ max PaðdarkÞja 2 ð0; 1Þð Þ ð65:9Þ

and

PðbrightÞmax ¼ max PaðbrightÞja 2 ð0; 1Þð Þ ð65:10Þ

Here, we can assign the value of e as below:

e ¼

PðbrightÞmax

2
; if m� 0:5;

PðdarkÞmax

2
; if m [ 0:5;

8

>

>

<

>

>

:

ð65:11Þ

When m is less than 0.5, the image looks dark, then we can select e ranged from
0 to P(bright)max in order to obtain a satisfying image. Here, the greater e is, the
brighter the enhanced image looks. However, when e is more than P(bright)max,
the enhanced image no longer alters along with e’s change. On the other hand,
when m is more than 0.5 and the image looks bright, we select e ranged from 0 to
P(bright)max. Moreover, the less e is, the darker the enhanced image looks.
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65.2.3 Weighted Reconstruction Under Multi-Sale

Each sub image decomposed by the Laplacian pyramid represents different detail
information. In this paper, images will be enhanced through calculating the fuzzy
membership degree of each sub image and weighted reconstruction under multi-
scale. After the enhancement under multi-scale, each level sub image was
weighted by follows:

�I ¼ 1
L

X

L� 1

l¼ 0

X

alelIl; l ¼ 0; 1; . . .; L� 1 ð65:12Þ

where, L is the number of decomposed levels. In our proposed method, L = 3.
Here, weighted coefficient a1 should be a1 ¼ 0:1, a2 ¼ 0:3, a3 ¼ 0:6. Finally, we
reconstructed the image after weighted.

65.2.4 Bilateral Filter

The concept of bilateral filter is first put forward by Tomasi and Manduchi [10] in
1998. It is a nonlinear filtering algorithm and its fundamental is proposed based on
Gaussian filter. When dealing with gray value in the pixel neighborhood, bilateral
filter does not only consider the distance relationship of the position in space, but
also take into consideration the distance relationship between adjacent pixel gray
values. Then denoise the image through nonlinear combination of the two. The
bilateral filter consists of a domain filter and a spatial domain filter. The definition
of bilateral filter is as follows:

hðxÞ ¼ k�1ðxÞ
Z þ1

�1

Z þ1

�1
f nð Þc n; xð Þs f ðnÞ; f ðxÞð ÞdðnÞ ð65:13Þ

From the definition of bilateral filter we can find that it enhances not only the
smoothness of the geometrical domain, but also that of the brightness domain. In
smooth regions, pixel values in a small neighborhood are similar to each other. In
that case, the effect of bilateral filter enhancement is nearly the same as pure
spatial domain filter when coming into the edge of the image. The feature of
photometric similarity equation ensures the effect of the edge-preserving image
denoising during the process of image enhancement through bilateral filter.

65.3 Experimental Results

In this section, in order to evaluate the performance of the proposed method, we
first tested the proposed method using nature images with low contrast and low
luminance. Then we tested X-ray images from DDR system, and compared our
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results with those produced method using the histogram equalization method
(HEM), the median filter (3 9 3) (MF), the maximizes parametric index of
fuzziness (PIFM) and the maximum Shannon entropy principle of fuzzy events
(MSNM). The experimental environment is MATLAB 7.0, CPU is Intel Core i5
2.27 GHz, RAM is 2G (Fig. 65.2).

Then we compared the performance of image quality evaluation on our pro-
posed and other four methods, the results is shown in Table 65.1. In this paper, we
not only test the man square error (MSE) and peak signal to noise ratio (PSNR) of
traditional image quality evaluation, but also we test the structural similarity
(SSIM) [11] to be consistent with human eye perception. From the result of
Table 65.1, it shows that the proposed algorithm of image enhancement is better
effect compared with the traditional method.

From Fig. 65.3, we can see the image obtained by HEM and PIFM [5] all have
some over-enhanced portions which make them unclear and unnatural. And the
image obtained by MF and MSNM are under-enhanced. In this test, the proposed
method gets ahead of the other methods. The image enhanced by the proposed
method looks not only distinct but also. Similarly, we can see the histogram of
results, that our proposed method is better compared to other algorithms.
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Fig. 65.2 The original image with low contrast and low luminance enhanced by our proposed
method and other four methods. The first line from left to right is the original nature image with
low luminance and low contrast, the enhanced image obtained by HEM and MF. The second line
from left to right is the enhanced image obtained by PIFM [5], MSNM [12] and our proposed
method. Each method’s histogram is obtained as well

Table 65.1 Performance comparison of the enhanced image quality evaluation on nature image
obtained by our proposed and other four methods

HEM MF PIFM MSNM Proposed

MSE 1.4458e ? 003 1.9994e ? 003 7.2265e ? 003 4.0154e ? 03 0.7004e ? 03
PSNR 16.5298 15.1218 9.0600 17.5463 19.9826
SSIM [11] 0.6238 0.6919 0.4758 0.7098 0.7879
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65.4 Conclusions

This paper proposes a novel developed image enhancement method based on
multi-scale fuzzy membership. So the contribution of this paper is twofold. First, it
is very efficient and effective when applying our proposed method on low-quality
images, especially on low-luminance and low-contrast X-ray images. Second, the
proposed method is quite robust as the threshold value can be selected in a rela-
tively very large range until satisfying results. The comparisons of those experi-
mental results show that the proposed method is better performance over the
traditional algorithms.
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Chapter 66
Adaptive Region Clustering in LDA
Framework for Image Segmentation

Xiaoru Wang, Junping Du, Shuzhe Wu and Fu Li

Abstract Image segmentation based on low-level features has been studied for
many years. However, because of the semantic gap issue, it is difficult to have
more breakthroughs based on low-level features. LDA is a powerful tool to model
co-occurrence relationships between words and thus is used to catch the semantic
connections between low-level visual features. In image segmentation, the code-
book is built from the visual features and topics are trained with LDA model. And
the topic distributions yield important guidance for segmentation. However, in
previous papers, researchers used the topic with the highest probability to merge
the regions. It ignored the statistics nature of the topic distribution. And, the
segmentation result will be greatly impact by the codebook size, the topic number
and cluster number. To address these challenges, this paper proposes a new image
segmentation algorithm based on LDA framework: an adaptive region clustering
approach based on EM. We build the cookbook from the color, texture and SIFT
features and perform the LDA training using Gibbs Sampling for topics. Then the
adaptive region clustering with EM is invented to merge the regions based on topic
distribution. The clustering number is self-identified according to Minimum
Description Length (MDL) principle. And an image is represented as a Gaussian
Mixture Model (GMM) with objects corresponding to Gaussian mixture compo-
nents. The final segmentation could be achieved after the region clustering and
adjacent check. We implemented the new algorithm and conducted experiments to
validate the region clustering approach and segmentation performance. And the
results show great effectiveness of this new algorithm.
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Keywords Topic model � LDA � Region clustering � Adaptive clustering � Image
segmentation

66.1 Introduction

Image segmentation serves as a fundamental task for further explorations in image
processing and understanding such as object recognition, image annotation,
computer vision and etc. The task of segmentation is to partition an image into
disjoint and semantically coherent regions, which generally forms meaningful
objects [1]. Such perceptual grouping is more than just dividing an image based on
low-level cues but further exploits higher level information or structure so as to
produce a complete and correct segmentation [2]. The information can be
co-occurring relationships, spatial semantics or in some other form.

Inspired by the effectiveness of Bag of Words (BOW) model in text analysis,
researchers have introduced it into the field of image processing. However, dif-
ferent from texts, there are no real words in images. The general solution is to map
the low-level image features, which are usually represented by feature vectors, into
visual words. Cao and Fei–Fei [3] used SIFT descriptors for detected interest
points as visual words and a corresponding codebook is obtained via k-Means
algorithm.

BOW assumes that different words are independent of each other, and thus
ignores the semantic connections between them, which are essential characteristics
for both text and image. To catch the semantic connections between visual words,
the aspect models such as LDA (Latent Dirichlet Allocation) [1] and pLSA
(Probabilistic Latent Semantic Analysis) [4] are applied to vision processing tasks,
such as image and region classification [5, 6], object recognition and segmentation
[3, 7–9]. The aspect model is a powerful tool for modeling the co-occurring
relationships between visual words based on low-level features, and such rela-
tionships are expressed by topics in the form of word-topic distributions. With
such higher level semantics as topics, the performance of algorithms for vision
analysis like image segmentation can be significantly improved.

Cao and Fei–Fei [3] established a Spatial Latent Topic Model based on LDA
for image segmentation (Spatial LDA). It started with an over-segmentation of
partitioning the image into small regions and then extracted the visual features of
color, texture and SIFT descriptors for each over-segmented region, resulting in a
visual words histogram for each region. These visual features were used for topic
modeling in LDA. Consequently the regions were represented with topic distri-
butions. The regions belonging to the same object would have similar topic dis-
tributions, thus in the same category. The Spatial LDA picked the topic with
highest probability as the label for each region. If two regions had the same label
and were also adjacent, they were merged as one.
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However, there are two challenges for these image segmentation algorithms
based on LDA idea. The first one is to determine the size of codebook and the
number of topics. Different from the text analysis, the visual words obtained from
clustering are a kind of statistical representation. Because of the high dimensions of
feature vectors, a small codebook could cluster the feature vectors belonging to
different objects into one word, while a large one risks separating similar feature
vectors into different visual words. The similar problem also exists for the number
of topics in LDA. The more topics are trained, more scattered the visual words will
be. Thus it fails to catch the semantic connections between them so some topics
tend to have very similar distributions. On the other hand, mixing different
co-occurring relationships will weaken each one of them and also decrease the
distinctions between topics. Both occasions will reduce the topic accuracy level and
consequently degrade the final segmentation, especially when just a single topic
with the highest probability is considered. The topic modeling result in LDA will be
greatly impacted by these decisions so a single topic with the highest probability
may not accurately represent the real semantics of the region. Instead, we propose
to use the topic distribution for each region. The accuracy issue induced by the size
of codebook and the topic numbers could be effectively reduced.

The second challenge is to determine the clustering number of clustering result.
We use the clustering algorithm to automatically learn the topic categories
according to topic distributions. Commonly used algorithms include k-Means,
Fuzzy C-Means and etc., in which the clustering number needs to be specified in
advance. In image segmentation, however, it is barely possible since there may
have different number of objects in images.

According to the analyses above, we propose, in this paper, an adaptive image
segmentation approach based on clustering with Expectation–Maximization (EM)
algorithm. The topic category for each region is more accurately predicted with
overall considerations for its topic distributions. And in order to adaptively
identify the clustering number, Minimum Description Length (MDL) principle is
adopted in EM instead of Maximum Likelihood (ML) principle, which can obtain
an estimation of clustering number as close as possible to the real object number in
the image.

We believe we have three innovative contributions in this paper. The first one is
that LDA topic model is used for image regions so that the regions are represented
by topic distributions, which have better high-level semantic connections. The
second one is that we consider the topic distributions for region merging instead of
single topic in previous papers. The final regions could have better correspondence
with the high-level objects. The third contribution of this paper is that an adaptive
clustering algorithm based on MDL is proposed to determine the clustering
number adaptively, which is much appropriate for image analysis.

The rest of this paper is organized as following. The proposed approach will be
illustrated in Sect. 66.2 and the training of LDA with Gibbs Sampling is also
described. Then the essential phase of adaptive region clustering is explained in
details in Sect. 66.3. Section 66.4 presents the experiment data sets, and experi-
ment results along with the analysis. The final section states the conclusions.
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66.2 Segmentation Framework and LDA with Gibbs
Sampling

66.2.1 Segmentation Framework

The proposed segmentation approach can be divided into four phases as illustrated
in Fig. 66.1 and each of them is described in the following.

Phase 1: Over-segmentation and feature extraction. To start with, the over-
segmentation of an image is obtained by using Normalized Cut [2],
which will partition the image into reasonably small regions to ensure
that no regions appear larger than the objects to be segmented. We also
avoid too small regions, which will increase the model complexity and
reduce the accuracy for the final segmentation. After the over-
segmentation, three kinds of low-level features for each region are
extracted: color, texture and SIFT. The color and texture are the regional
appearance and SIFT features describe the detected interest points
within the region [10, 11], which are in consistent with [3]. More spe-
cifically, the color and texture features are calculated by averaging over
all the pixels within the region. And 2000-dimension SIFT features are
chosen for interest points. Two codebooks are obtained correspondingly
and the features are represented with indices in the codebooks.

Phase 2: LDA training with Gibbs Sampling. With images represented by regional
appearances and visual words, LDA is then trained with Gibbs Sampling
to model the co-occurrence relationships between visual features as
latent topics. According to the graphical model of Spatial LDA
(Fig. 66.2), a region is considered as the basic unit for topic assignment,

Fig. 66.1 Four phases of the proposed approach
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enforcing semantic coherency within each one [3]. Topic-image distri-
bution and word-topic distributions are estimated after training since they
are first passed by Gibbs Sampling. More details of the training process
with Gibbs Sampling are explained in Sect. 66.2.2.

Phase 3: Adaptive region clustering with EM. With the estimated word-topic
distributions, topic distributions are calculated for each over-segmented
region in a given image and are used for clustering with EM. Our
clustering approach adaptively estimates the number of clusters that best
fit the data. It is based on the Minimum Description Length (MDL)
principle by Rissanen [12]. The clustering can be interpreted with image
representation of Gaussian Mixture Model (GMM), with each object as
a Gaussian mixture component of the image. Details of this phase will
be illustrated in Sect. 66.3.

Phase 4: Segmentation. After the region clustering, each of the over-segmented
regions has been identified as in some cluster in terms of their topic
distributions. Each cluster corresponds to a category of regional topics,
i.e. an object in the image. So each region is examined and it will be
merged the other one if they are both clustered together and adjacent
with each other. The final segmentation is formed after the merge of
regions based on the clustering.

66.2.2 LDA with Gibbs Sampling

As for probabilistic inference in LDA, Gibbs Sampling is adopted in this paper.
Gibbs Sampling is an effective approach to estimate joint distribution through
conditional distribution. Each sampling conditions on the current state of the rest
of the variables and the process is repeated until convergence [13–15].

With the addition of Dirichlet priors l and u on a and b respectively as in [14]
for / (Fig. 66.2), the conditional distribution can be obtained as

Fig. 66.2 Model selection with MDL
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which is inducted similarly as in [14]. And there holds
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The notations are explained in Table 66.1.
Gibbs Sampling passes the topic-image distribution and word-topic distribu-

tions during LDA training, so the three distributions need to be estimated
separately.
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Since Gibbs Sampling is not the focus of this paper, we don’t discuss further
and readers can refer to [14] for more details of Gibbs Sampling for LDA and other
aspect models.

Table 66.1 Notations in formula (66.1) and (66.2)

Notation Description

T The number of topics trained with LDA
A The size of codebook for region appearances
W The size of codebook for visual words (SIFT descriptors)
Mr The total number of visual words in region r
Vr The number of distinct visual words in region
Ck The appearance count in the current region of the kth visual word among the Vr distinct

ones

n dð Þ
j;�r

The number of times topic j appears in image d, either in form of a regional appearance
feature or a visual word (the dot in the subscript of n dð Þ

� means for all topics)

n jð Þ
ar ;�r

The number of times that topic j is assigned to the appearance feature ar (the dot in the
subscript of n j;að Þ

� means for all appearance features, and note that the ‘a’ in the
superscript indicates appearance features while a ‘w’ would indicate visual words)
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66.3 Adaptive Regions Clustering with EM

After topic modeling with LDA, the co-occurrence relationships between visual
features are represented by latent topics in the form of probability distribution, thus
connecting low-level cues with higher level semantics. Topic distributions of each
over-segmented region can then be calculated and be leveraged for the final merging
process. In [3], Eq. (66.4) is used to label each region with the most likely topic.

z� ¼ arg max
z

p a;wjzð Þ ð66:4Þ

As stated in Sect. 66.1, such label assignment ignores the overall distribution of
topics within the region and is easily impacted by codebook and topic accuracy.

The previous analysis led to the introduction of clustering method for the
identification of regional topic categories and then the problem of clustering
number showed up. To address it, this paper adopts EM algorithm with MDL
principle to adaptively cluster regions based on image representation with GMM.

66.3.1 Image Representation with GMM

An image can be viewed as a set of objects and each object consists of several
regions. The relationship of regions composing an object can be described with
Gaussian distribution and thus the image becomes a Gaussian Mixture Model
(GMM). For example, assuming there is an image with three objects (e.g. sky,
grassland and a horse) and it is partitioned into 50 regions. Then the image is a
mixture of three objects according to the proportions of their areas, and on the
other hand, each of the three objects is made up of some regions from the total 50
regions, which satisfies Gaussian distributions in the feature space.

With such representation, there are three model parameters to be estimated.
pk: the mixture proportions of cluster k in the model
lk: the mean vector of cluster k
Rk: the covariance matrix of cluster k
And the probability of a region ri belonging to a certain cluster k can be written as

p rijp; lk;Rkð Þ ¼ 1

2lð ÞM=2jRkj1=2
exp � 1

2
ri � lkð ÞT R�1

k ri � lkð Þ
� �

ð66:5Þ

66.3.2 Address the Clustering Number Issue with MDL

To obtain an optimal segmentation, the number of clusters should be as close as
possible to the real number of objects in the image. This paper adopts Minimum
Description Length (MDL) principle [12] to adaptively identify the number of

66 Adaptive Region Clustering in LDA Framework for Image Segmentation 597



clusters. Compared with the commonly used Maximum Likelihood (ML) princi-
ple, MDL can not only estimate the model parameters but also the number of
parameters or even the structure of models. The idea behind MDL is to obtain a
shortest description of both the data and the model, balancing between the fitness
of the data and the complexity of the model. It can effectively avoid over-fitting
issue. Moreover, MDL does not require there being a right-answer model but
actually it seeks one with the optimal performance to predict unknown data [16].

In the problem of region clustering, the objective is to minimize the value of
MDL which is calculated with Eq. (66.6) as in [17].

MDL K; p; l;Rð Þ ¼ �
X

N

i¼1

X

k

j¼1

pjp rijp; lj;Rj

� 	

 !

þ 1
2

L log NTð Þ

L ¼ K 1þ T þ T T þ 1ð Þ
2

� 1


 �

ð66:6Þ

where N is the number of regions in the image, and T is the number of topics
trained with LDA. Bouman [17] also provides further and more detailed discus-
sions on MDL usage with EM.

An iterative approach is adopted to identify the optimal number of clusters with
MDL, as illustrated in Fig. 66.2. An initial value is needed for the number of
clusters. But it does not have to be accurate or satisfy any special conditions except
that it should not be too small. The half of the number of over-segmented regions
is good and of course you can use a different one, say, just the number of over-
segmented regions.

The iteration starts with the initial set of clustering number and EM is used to
minimize the MDL and estimates the corresponding model parameters. When EM
finish, one is subtracted from the clustering number unless it is equal to one. New
iteration then starts with the new set of clustering number. The iteration stops if all
of the possible clustering number is attempted and the model with the minimum
MDL value will be selected for the final segmentation.

66.3.3 Model Estimation with EM

Expectation–Maximization (EM) algorithm is a common approach for model
estimation in the situation of incomplete data. Here what is unknown is the object,
which is unobserved for machines just as latent topics in LDA. The algorithm
consists of the following two steps.

• E-step. The posterior probabilities of each cluster are calculated with current set
of model parameters. Applying the Bayesian Rule, it can be obtained that
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p Kjri; p; l;Rð Þ ¼ pkp rijp; lk;Rkð Þ
P

K

i¼1
pip rijp; li;Rið Þ

ð66:7Þ

• M-step. With the newly calculated probability, model parameters are updated to
minimize the value of MDL. (Refer to [17] for detailed inductions.)
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ð66:8Þ

The iteration stops with the convergence of MDL and the model parameters for
current number of clusters are obtained.

66.4 Experiment

To validate the proposed approach, experiments are conducted for real segmen-
tation and the clustering performance is also analyzed.

66.4.1 Data Set

To test the result of the proposed approach, the Microsoft object recognition data
set [18] is used, which consists of 182 images of different cows, houses, trees and
people with varied poses, colors and positions. The size of the images is
426 9 320 and they are downsized to be no larger than 320 9 320 for processing
convenience. 100 images in the set are used for LDA training and the rest are for
segmentations.
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66.4.2 Region Clustering Results

Comparisons with traditional method such as k-Means are performed to validate
the proposed region clustering approach based on EM. The two methods are
applied to the same image and k-Means is experimented with a series of k values.
Table 66.2 shows the best clustering numbers with k-Means for 6 images together
with the one obtained with EM. The overall performance of EM is good while the
results are little different from our anticipation, because the best clustering number
is generally not the real number of objects in the images but larger than that. But it
should be still normal since some of the visual details can hardly be noticed with
bare eyes while the visual features extracted by machines will catch them and then
be ‘‘seen’’ by machines.

66.4.3 Segmentation Results

With our algorithm, the segmentation accuracy was 75 % compared with 63 % for
the Spatial LDA [3].

To validate the clustering performance of the proposed approach based on EM,
the segmentation is conducted on some images, and some of the segmentation
results are presented in Fig. 66.3.

Table 66.2 Best clustering numbers with k-Means and the ones chosen by EM for 6 images

Images 1 2 3 4 5 6

k-Means 5 7 7 6 7 6
EM 5 6 5 7 7 5

Fig. 66.3 Segmentation results
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From the segmentation results, there can be seen clear profiles of the cows,
trees, houses, people and the majority of the background is also merged, which
indicates the effectiveness of the clustering approach with overall considerations
for all topics trained with LDA. Some of the small pieces left unmerged come from
the different visual effect with different light conditions as well as the accuracy of
visual features. In addition, the number of images used for LDA training is a little
bit small because of the limited image data sets, while a 2000-dimension full
histogram of SIFT descriptor is used in our experiment as visual words. The small
area regions, however, can be easily dealt with to be merged with the most similar
large region around it.

66.5 Conclusions

In this paper, we seek to improve the LDA framework for image segmentation
with an adaptive region clustering using EM algorithm. The proposed clustering
approach makes thorough use of the topic information modeled by LDA and
shows good performance. Moreover our clustering method can also be adopted in
other aspect models for image segmentation.
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Chapter 67
Methods of Recognizing True and Fake
Smiles by Using AU6 and AU12
in a Holistic Way

Pingping Wu, Wenmin Wang and Hong Liu

Abstract Smile is one of the simplest forms of expressions that it is easy to
recognize for human beings. It will be one of the most natural, straightforward and
friendly ways in Human Computer Interaction (HRI) if a computer could catch the
subtle expression, understand the inner state of human and meanwhile give its
feedback according to the corresponding instance. In this paper, some different
methods are proposed, to realize the recognition of true and fake smiles, based on
facial action units from the research field of psychology and human behavior. In all
of the methods we used, AU6 and AU12 are dealt with together in each example,
which is different from AU recognition. Some popular feature extraction and
classification methods such as Gabor wavelets, 2DPCA, Adaboost and SVM are
used in the holistic way to implement the recognition. Images in our database are
all frontal facial images with smiles of different types and levels from subjects of
different countries with different colors and ages. Lots of experiments show that
the best accuracy of our methods in recognizing true and fake smiles is close to
86 %, while people’s true-fake-smile recognition ability is much lower.

Keywords Smile detection � Gabor wavelets � Facial action units � 2DPCA �
SVM

67.1 Introduction

Smile is one of the most common facial behaviors in our daily life. It plays an
important role in face to face interaction which is a human-specific direct and
naturally preeminent way of communication. People smile out of various reasons

P. Wu (&) � W. Wang � H. Liu
Engineering Lab on Intelligent Perception for Internet of Things (ELIP),
Peking University Shenzhen Graduate School, Room 105 Building G, Nanshan district,
Shenzhen 518055, China
e-mail: wangwm@pkusz.edu.cn

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_67, � Springer-Verlag Berlin Heidelberg 2013

603



such as to be polite, to express his/her inside feelings or even to conceal his/her
real feelings, which cause different types of smiles. From researches of Frank and
Ekman [1], however, only one particular type of smile called the enjoyment smile
accompanies experienced positive emotions such as happiness, pleasure, or
enjoyment. Here, the enjoyment smile is defined as true smile and other types as
fake ones.

In the last decades, people have done a lot of research on face detection, face
recognition and facial expression analysis. Face detection is a rather important and
prerequisite step because we can’t get the face recognized or the facial expression
analyzed before the face is detected. For recent years, researchers have proposed
different kinds of methods and some of them achieve fairly good results. A boosted
cascade of Haar features was proposed by Viola and Jones [2] to get the face
detected and their system was very robust and had the fastest detection speed.
After all, face detection approaches are either based on a holistic way or an
analytic way [3]. In the holistic way, the face is regarded as a whole unit. In the
analytic way, the face is detected by analyzing some important facial features first
(e.g., the eyes and the lips). The overall location of the face is then determined by
the location of the features in correspondence with each other.

The research on true and fake smile recognition is closely related to facial
expression recognition. When it comes to the facial expression analysis, it is
necessary to mention the Facial Action Coding System (FACS). Due to the
richness and complexity of facial expression, behavior scientists realize that it is
necessary to create an objective coding standard. FACS is the most objective and
widely used method for measuring and describing facial behaviors. Most auto-
matic facial expression recognition systems were studied with posed expressions.
Nowadays, some studies transfer their attention and focus on spontaneous facial
expression which involved muscles and dynamics were different from those posed
ones. Lv and Wang [4] used head motion and AAM features to realize a spon-
taneous facial expression recognition. A survey of affect recognition methods for
spontaneous expressions has been done by Zeng et al. [5]. A new data set named
GENKI was collected by Whitehill et al. [6] which consists of 63,000 images for
practical smile detection.

Nakano et al. [7] designed a true smile recognition system using neural net-
works, in which they didn’t give an explicit description about the true smile
mentioned in their paper and also didn’t give a reason why a smile was a true one
or not. If the result of the neural network could be regarded as the classification of
true and false smiles, it could also be considered as a cluster of different smile
intensities. Zhang et al. did a deceit-detection [8] in facial expressions in which the
enjoyment expression was also involved. In order to carry out the detection, they
used DBF (distance based features) and TBF (texture based features) corre-
sponding to MCs and got the accuracy of 73.16 % in deceit detection in enjoy-
ment. Hoque et al. explored temporal patterns to distinguish delight smiles from
frustrated smiles. The best classifier distinguished between the patterns of spon-
taneous smiles under delighted and frustrated stimuli with 92 % accuracy. How-
ever, their work is based on video sequences in which the sound information is
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also added. Differently, we put our hands to static images and have no dynamic
information used. The deceit detection in posed smile and spontaneous smile has
been done.

In this paper, we aim to find an automatic true/fake smile recognition method.
As the dynamic information couldn’t be derived from a static image, there is not
enough information to differentiate the true and fake smile, which increases the
difficulty of recognition. In this paper, we treat AU6 and AU12 together in each
example to realize the recognition of true and fake smiles. Here, we define that a
smile is a true one only if AU6 and AU12 both happen in a static smile image. The
methods for recognition presented in our paper are robust for they could work with
different races and ages and could tolerate the face off front in some extent. In
addition, sufficient theoretical foundations are given from the viewpoint of psy-
chology to explain why the true smile is different from the fake one and how to
distinguish them.

The rest of this paper is organized as follows: Sect. 67.2 describes how to
extract the features from the true and fake smiles images. In Sect. 67.3, the
experimental results are analyzed, and the conclusions are drawn in Sect. 67.4.

67.2 Feature Extraction and Classification

67.2.1 Feature Representation

Gabor wavelets were widely used in image processing, pattern recognition and
other fields due to their biological relevance and computational properties. Gabor
filters are robust since it has the ability to hold with the rotation and deformation of
images in some degree. For this advantage, the accuracy of our experiments is
ensured because some smile images in our database are slightly yawed, pitched or
rolled. Here, five different scales v 2 f0; . . .; 4g and eight different orientations
u 2 f1; . . .; 8g are chosen to realize the Gabor filter. The image Iðx; yÞ is con-
volved with the 40 Gabor kernels gl;mðzÞ separately (five scales � eight
orientations),

Wu;vðx; yÞ ¼ Iðx; yÞ � gu;vðx; yÞ ð67:1Þ

The magnitude response jjWu;vðx; yÞjj is used to represent the feature.
After Gabor filtering, the dimension is increased by 40 times. Using them as the

feature directly will lead to high computational complexity and memory
requirements. Furthermore, it is difficult to analyze such high-dimensional data
accurately. In the following part, the dimension reduction is done by 2DPCA and
Adaboost.
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67.2.2 Feature Extraction Using 2DPCA

Principal component analysis (PCA) is probably one of the most popular tech-
niques used for dimension-reducing. Yang et al. proposed the 2D-PCA approach
whose basic idea is directly using 2D matrices to construct the corresponding
covariance matrix instead of a 1D vector set, which improves the computational
efficiency. The projection of a sample on each principal orthogonal vector is a
vector and the problem of over-compression is alleviated in the 2D-PCA case. As
outputs of Gabor filters are 2D matrices, it is more suitable to apply 2DPCA
directly on them than PCA.

The convolution output of each Gabor filter contains different local, scale and
orientation features. Instead of transforming each 2D convolution output into a
vector, it makes sense to operate on them directly. Different from PCA, the
covariance matrix C is defined as follows [9]:

C ¼ 1
N

X

N

k¼1

ðxk � xÞðxk � xÞT ð67:2Þ

where x ¼ 1=N
P

N

k¼1
xk is the mean of the total training samples.

According to the generalized total scatter criterion:

J vð Þ ¼ vT Cv ð67:3Þ

where v is a unitary column vector. The unitary vector v that maximizes the
criterion is called the optimal projection axis. Intuitively, this means that the total
scatter of the projected samples is maximized after the projection of an image
matrix onto v.

fv1; . . .; vdg ¼ arg max JðvÞ
vT

i vj ¼ 0; i 6¼ j; j ¼ 1; . . .; d:

�

ð67:4Þ

In fact, the optimal projection, v1; . . .; vd are orthonormal eigenvectors of
C corresponding to the first d largest eigenvalues. For any output of Gabor filters
W, its projection to this group of optimal projection vectors is:

yi ¼ Wvi; i ¼ 1; . . .; d ð67:5Þ

Therefore, y1; . . .; yd are called the principal component (vector) of the sample
image.

67.2.3 Feature Extraction Using Adaboost

Adaboost is not only a fast classifier but also an effective feature selection method.
The basic idea of Adaboost algorithm is that a strong classifier could be expressed
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as the linear combination of a series of weak classifiers with different weights on
the training set. Here Adaboost is used to extract features and treat each Gabor
filter as a weak classifier. Adaboost picks up the best one of these classifiers and
boosts the weights on the error examples. The next filter is selected which gives
best performance on the errors of the previous one. After T rounds of iteration, T
features are selected out. The weak classifier could be expressed as follows:

hjðxÞ ¼
þ1; pj/jðxÞ\pjhj

�1; otherwise

�

ð67:6Þ

where x is an example, /j xð Þ represents extracting a feature from x, and pj is the
sign which maintains the direction of the inequality. The detailed steps of attribute
sorting with Adaboost algorithm could be seen in [10].

67.2.4 Feature Classification

Adaboost, SVM, LDA and BP Network are all familiar classifiers. Both SVM and
Adaboost could deal with high dimensional space and are simple to train and
perform in real time. Their generalization ability is well. A deep inside analysis
has been done in [11] to narrate the similarities and differences between them.
Special examples (support vectors) are selected by SVM while particular features
are selected by Adaboost. It is very important to know that Adaboost is not only a
fast classifier but also an effective feature selection method. SVM has been shown
to perform better when the feature space is dense which means the features are
highly relevant to each other [12]. Experiments have been done in [11] to explore
training SVM with the features selected by Adaboost. And the results show that
training SVM on the continuous outputs of the selected filters of Adaboost out-
performs Adaboost and SVM individually. Linear Discriminant Analysis (LDA)
has been shown to be also widely used in facial expression recognition in many
works. LDA is more suitable to classify the examples of Gaussian distribution
while SVM not. BP network is based on empirical risk minimization and easy to
trap in local optimum while SVM is based on structure risk minimization and
considers the sample error and the model complexity. Local optimum is global
optimum in SVM. SVM shows better generalization ability than BP network.
Here, SVM, LDA and BP Neural Network are chosen to complete the task of
classification. Experiments are done in Sect. 67.3 to find out which classifier is
best for the feature selected above in this specific mission.

The overall procedure of our true/fake smile recognition system is shown in
Fig. 67.1, which will be stated in detail in the following section.
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67.3 Experiments and Analysis

Our experiments are implemented in Matlab and C++. LIBSVM from C. Lin is
used and the linear kernel is chosen. We use the free source code of face detector
available at mplab.ucsd.edu which is an improved version and has been shown to
perform rather well.

67.3.1 Database

Images in database are all of smiling-face images from front view. 220 images of
different kinds of smiles are gathered with half true and half fake. All the images
are colored and saved with resolution of 256 9 256. 100 of them are captured
from public database (BBC: Human Body and Mind) from 20 objects, seven
females and 13 males with five pictures per person of different ages and races. The
rest 120 are created by ourselves for 12 subjects whom are all Chinese aged from
20 to 25 with 10 pictures per person. In the 12 subjects, five of them are female and
seven male. The 100 images collected from the public database have been ana-
lyzed and labeled by the author already, which is shown in Fig. 67.2. For the rest
120 images, some were taken when the subjects were watching some funny films
and some of them were taken when the subject just posed a smile. We analyze and
label them according to FACS. All the smile images are captured from the video
sequences at the smile apexes manually. All the used subjects are healthy people
without any disease of the facial muscle.

The Alignment is realized in the automatic way, in which automatic eye
detection is used to find the centers of the two eyes and then the image is rotated to
make the eyes horizontal. All the faces and eyes in our database have been suc-
cessfully detected.

Fig. 67.1 Automated true and fake smile recognition system
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67.3.2 2DPCA-SVM

After obtaining the face region and resizing it to 48 9 48 pixels, the Gabor filter is
applied. This will keep unchanged in other methods’ implementation. Different
number of principal components d1 ¼ d2 ¼1, 2, 4, 6, 8, 10, 12, 16, 20 and 24 are
tried as shown in Fig. 67.3. When d1 ¼ d2 ¼ 8, the hit rate is tending to reach the
apex. Therefore, d1 ¼ d2 ¼ 8 are used, which make the dimensionality reduced by
97.2 %. The total dimensionality of the extracted feature is 40 9 898.

The 220 images are divided into five subsets of equal size randomly.
Sequentially, one subset is tested using the classifier trained on the remaining four
subsets. Therefore, each instance of the whole set is predicted once so the cross-
validation accuracy is the percentage of data which are correctly classified. This
procedure can prevent the over-fitting problem. Results of 2DPCA-SVM are
shown in Table 67.1, from which it could be found that the method has better
performance when recognizing fake smiles.

Fig. 67.2 a Part of the smile faces collected from BBC and b part of the smile faces captured by
ourselves

Fig. 67.3 Recognition accuracy with different number of d1 and d2
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67.3.3 Adaboost-SVM

Instead of 2DPCA, the Adaboost algorithm introduced in Sect. 67.2.3 is tried to
get better results. Different feature numbers are selected to find out the most proper
amount of features. As shown in Fig. 67.4, the hit rate comes to its peak around
2,500. Therefore, 2,500 features are chosen as the input features of the classifiers.
Results with cross validation are also shown in Table 67.1. It could be found that
all of the rates have been improved through the method. In the meantime, the
difference in TPR and TNR is smaller than 2DPCA-SVM. With Adaboost-SVM
method, 189 smile pictures are correctly recognized while with 2DPCA-SVM
method, 180 pictures are rightly classified. In the two correctly recognized sets,
168 pictures are in common. 81 true smile pictures classified by 2DPCA-SVM are
also recognized as true with Adaboost-SVM while 87 fake smile pictures which
are correctly recognized are the same in both methods. Therefore, if covering the
true recognized pictures in both methods, the hit rate will be improved to 91.4 %.

For different feature selection methods and classifiers, we try to dig out which
feature selection method is better and which classifier is more suitable. The best
combination needs to be found out. Corresponding to 2DPCA, 2,560 PCs are
selected by PCA. The BP network is of three layers and the input layer has 64
nodes. The output layer is of 2 nodes to represent a true or fake smile. Twelve
nodes are used as the hidden layers. As shown in Table 67.3, results from the SVM
classifier are better than the other two classifiers. One of the reasons is that the
SVM classifier is more suitable for small sample data analysis. When using PCA to

Table 67.1 Results of 2DPCA-SVM and adaboost-SVM with cross-validation

True positive rate True negative rate Hit rate

2DPCA-SVM 80 % (88/110) 83.6 % (92/110) 81.8 %(180/220)
Adaboost-SVM 86.4 % (95/110) 85.4 % (94/110) 85.9 % (189/220)

Fig. 67.4 Recognition accuracy for different number of features selected by Adaboost
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select the feature, LDA outperforms the other two. As 2DPCA is applied, SVM
achieves the best result. When it comes to Adaboost, the three classifiers’ per-
formances are all improved and still SVM overcomes the other two. From the
experiments, Adaboost is the best feature selection method and SVM the best
classifier. In the meantime, from the data in Table 67.3, it is found that they are the
best combination for the task (Table 67.2).

In the 2,500 features selected by Adaboost from the Gabor features, we try to
learn the distribution of them in each channel which means different scales and
orientations. Apparently, different channels of Gabor filters do different levels of
contribution for the task. Fig. 67.5 shows the distributions of the extracted features
in five scales and eight orientations. We could see that the scales v = 0, 1 and 2 are
more contributive than the other two. And orientations u = 1, 7 and 8 are more
dedicative than the rest.

67.3.4 Analysis

Experiments also have been done to check out the methods’ ability in recognizing
the true/fake smile of different races and genders. In the comparison of different
races, the database is divided into two categories. The first category is 120 pictures
with subjects all Asians and the second one is 100 pictures with subjects non
Asians. When comparing two different genders, the database is divided into two
parts with one part all female and the other all male. Table 67.3 shows the results
(Hit Rate) from two methods of cross-validation with Gabor filters of five scales
and eight orientations. It is found that both methods prefer Asians. Both methods’
Hit Rate dropped when dealing with non Asians. One of the reasons leading to the
phenomenon is that the coverage of the 120 pictures is not wide enough and the
subjects’ age concentrates in 20s. On the other hand, the other 100 pictures are
from subjects with different ages, colors and races. The hit rate of female pictures
and the hit rate of male pictures are quite similar with both two methods. The data
shows that the recognition of true and fake smile is irrespective of gender to some
extent.

Table 67.2 Results of different feature selection methods with different classifiers with cross
validation

LDA (%) SVM (linear) (%) BP network (%)

PCA 80.0 79.5 70.9
2DPCA 79.1 81.8 74.1
Adaboost 84.6 85.9 77.8
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67.4 Conclusions

In this paper, we combine with the facial action units of FACS to analyze true and
fake smiles. The recognition is realized in the holistic way by dealing with AU6
and AU12 together, which is different from AU recognition. Gabor filters are used
to present features as they have excellent performance in texture representation
and discrimination. In order to reduce the dimension to make the analysis and
computation easier, 2DPCA and Adaboost are applied respectively. Finally, dif-
ferent classifiers such as SVM, LDA and BP neural network are used to recognize
true and fake smiles. Comparison experimental results show that the best com-
bination of methods is Adaboost ? SVM.

From the experiments, it is found that the recognition of true and fake smiles is
independent to the gender. The hit rate could still be improved by analyzing more
detailed features. Anyway, the true-fake-smile recognition system would improve
the human robot interaction and make the interaction more friendly and deeply.
Furthermore, it could also be used as a tool for behavioral science and psychology
research, which is worth studying.
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Fig. 67.5 Distributions of Gabor features a in different scales and b in different orientations

Table 67.3 Comparison of performance of different races and genders through different methods
with five-scale and eight-orientation gabor filters

Adaboost-SVM 2DPCA-SVM

Asians (120 pictures) 86.7 % (104/120) 84.2 % (101/120)
Non Asians (100 pictures) 85.0 % (85/100) 79.0 % (79/100)
Mixed (220 pictures) 85.9 % (189/220) 81.8 % (180/220)
12 Females(85 pictures) 85.9 % (73/85) 82.3 % (70/85)
20 Males(135 pictures) 85.9 % (116/135) 81.5 % (110/135)
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Chapter 68
Constrained Silhouette Based
Evolutionary K-Means

Zhenfeng He

Abstract Evolutionary K-Means (EKM) is a non-parametric approach proposed
to improve K-Means algorithm. Current EKM approaches are ineffective in
deciding the correct cluster number of real datasets. This paper uses instance-level
constraints to solve this problem and presents a Constrained Silhouette (CS) based
algorithm, namely CS-EAC. Firstly CS is defined to combine constraints into the
computation of Silhouette Information (SI). Updated from the Fast Evolutionary
Algorithm for Clustering algorithm (F-EAC), CS-EAC uses CS instead of SI to
guide the genetic operations. Experimental results suggest that CS-EAC is effec-
tive in both deciding the correct number of clusters and improving the accuracy of
clustering for real datasets.

Keywords Clustering � Semi-supervised clustering � Genetic algorithm � Sil-
houette information

68.1 Introduction

Clustering is a data analysis technique that groups instances into several clusters.
There are many clustering algorithms; K-Means may be the most popular one. But
K-Means is ineffective when the parameters K (the number of clusters) and C0
(initial centers of clusters) are inappropriate [1]. So K-Means is often executed
multiple times with different parameters to get different partitions. Then these
partitions are evaluated to find the best one. Because there are too many possible
combinations of K and C0, this approach will be inefficient if these parameters are
randomly selected. Evolutionary K-Means (EKM) is an active research area that
considers past execution results to select the parameters intelligently [2].
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EKM is developed from Genetic Algorithm (GA) based clustering algorithms.
Pure GA-based clustering approaches are usually bothered by two problems: slow
convergence and hard-to-interpret results. EKM can solve these problems by using
K-Means to do local search quickly and using K centers to represent the clusters
just as K-Means does [3–5].

There are two different EKM approaches. Some still require users to input K,
while others do not. The latter is the topic of this paper. Deciding K is difficult.
Except for a few unsuccessful attempts, the performance of EKM in deciding K
has been evaluated mostly on artificial datasets [4–6]. So a novel constrained
clustering approach will be introduced to improve EKM’s ability of deciding K.
Constrained clustering has been a hot research topic for the past decade [1, 7].
There have been some related researches on constrained GA-based clustering. For
example, Cop-CGA used constraints in density estimation [8]. Cop-HGA used
One-step Constrained K-Means (OCK) operator to solve the backtracking problem
[9]. But both Cop-CGA and Cop-HGA were proposed for the K-fixed problem.
There were also limited tries on deciding K with constraints, but they were not in
the framework of EKM [10]. The research on constrained EKM approaches to
decide K is still not seen.

This paper will introduce constraints into Silhouette Information (SI) to guide
the clustering process. It will firstly introduce EKM and SI, then give a short
introduction on constrained clustering. After that, Constrained Silhouette (CS) will
be defined, and the performance of the CS based EKM will also be presented.

68.2 Evolutionary K-Means

EKM is a hybrid approach of GA and K-Means [2, 4, 5]. Its framework is:
Input: dataset D, minimum/maximum cluster number KMIN/KMAX
Output: partition C.

1. Initialization. Generate a population P randomly.
2. K-Means Process. For each gene g in P:

2.1 Initialize a K-Means process with g
2.2 Do K-Means to get a partition p
2.3 Generate a new gene g1 from the partition p and replace g with g1

New genes constitutes a new population P1.

3. Genetic Algorithm Process (GA Process).

3.0 Calculate the fitness value of all genes in the population P1.

3.1 Selection. Select genes from P1 to generate a new population P2.

3.2 Cross. Perform cross operation on P2 to generate a new population P3.
3.3 Mutation. Perform mutation operation on P3 to get a new population P.
Adjust the parameters for the next iteration.

4. Go step 2 to evolve the new population if the stopping condition is not met.
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EKM approaches often use genes to represent clustering results directly, that is,
each gene is an ordered sequence of the labels. Figure 68.1 presents a four-gene
population. The length of each gene is 10; so the dataset consists of 10 instances.
The gene (2,1,2,2,1,2,2,2,1,1) defines a one-cluster partition. One cluster contains
instances 1,4,8,9; another cluster contains the remaining instances.

A gene is used to initialize a K-Means Process of EKM (step 2.1). If gene
(2,1,2,2,1,2,2,2,1,1) is used, then K = 2, and one cluster center is the mean of
instances 1,4,8,9, another center is the mean of the remaining instances. Step 2.2
sometimes becomes a K-Means Operator (KMO), which means the assigning of
instances and the updating of the centers are done only once [3].

The GA Process (step 3) is guided by the quality of the current partition.
Silhouette Information (SI) is a popular validation criterion for EKM approaches
[2, 6, 11]. This paper will be based on SI. Let dis(x, C) denote the distance between
an instance x and a cluster C. When x belongs to C, dis(x, C) will be denoted as
a(x). When C is the nearest of all the clusters which do not contain x, dis(x, C) will
be denoted as b(x). The SI of an instance x is:

SI xð Þ ¼ b xð Þ � a xð Þ
max b xð Þ; a xð Þf g ð68:1Þ

Usually, dis(x, C) refers to the average distance between x and all instances in
C (except of x). So a(x) is the average difference between x and all other instances
that grouped together with x, b(x) is the average difference between x and all
instances in the group which is the second closest. A large SI value for instance x
means the second choice is not good, thus suggests x is ‘‘well clustered’’ [11].

The SI of a cluster or a partition can also be defined. A cluster’s SI is the
average SI value of every instance in that cluster. A partition’s SI is the average SI
value of all instances in that partition. A large SI value suggests that a cluster or a
partition is good [11].

Different EKM approaches may have different GA Processes (step 3). This
paper will use the GA Process of the Fast Evolutionary Algorithm for Clustering
(F-EAC). F-EAC is fast because of its simple and efficient GA operators [2, 4, 5].
Without the rather inefficient Cross operation (step 3.2), F-EAC uses an elitist
strategy in the Selection (step 3.1) and two adaptive mutation operators in the
Mutation (step 3.3) [4, 5].

Fig. 68.1 A four-gene
population for evolutionary
K-means
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68.3 Constrained Clustering

Wagstaff et al. have defined instance level constraints to improve K-Means [1, 7].
They were Must-Link (ML) and Cannot-Link (CL) constraints. Instances x and y
are Must-Linked, which will be denoted as ML (x,y), if they should be grouped
together; they are Cannot-Linked (will be denoted as CL (x,y)) if they should
NOT.

COP-Kmeans (CKM) is a popular instance-level constraint based K-Means
algorithm [7]. It assigns instances based on their constrained distance ConDis. If
the minimum constrained distance of an instance is +?, which means there is no
feasible cluster for the instance, CKM will restart the clustering process.

ConDis x;Cð Þ ¼
þ1 when 9y 2 C; CLðx; yÞ
0 when 9y 2 C; MLðx; yÞ
d x;Oð Þ otherwise

8

<

:

ð68:2Þ

where C is a cluster and O is its center. CKM tries to satisfy all constraints. This
can lead to a high computation cost because CKM may need to restart too many
times [8]. So it is impractical to include CKM in EKM.

One-step Constrained K-Means operator (OCK), which assigns instances and
updates centers only once, appears to be an alternative [3, 9]. OCK also assigns
instances based on ConDis; but an instance will be added to a temporary buffer
rather than restart the clustering when there is no feasible cluster for that instance.
All instances in the buffer will be assigned based on unconstrained distance later.
So backtracking is no longer needed. But OCK may be inefficient when K is
unknown. Suppose the current cluster number is KC and the real cluster number is
Kr. When Kc \ Kr, instances from different clusters must be crowded in a group,
which makes CL difficult to be satisfied, and ML becomes easy to be satisfied at
the same time. When Kc [ Kr, we can have a similar analysis. So this paper will
try to include the constraints in the GA Process instead.

68.4 Combining Evolutionary K-Means with Constraints

Figure 68.2 is a partition of three clusters. Instance x belongs to cluster C3 (whose
center is O3). Instances that have constraints with x are also presented in the figure.
The instances that Must-Linked with x are denoted as ‘+’, and those Cannot-
Linked with x are denoted as ‘*’.

We can define 2 sets for instance x, namely ML-Conflict set MC(x) and CL-
Conflict set CC(x). MC(x) consists the instances whose ML constraints with x are
violated. CC(x) consists the instances whose CL constraints with x are violated. In
Fig. 68.2, MC(x) is the set of instances which are not in C3 but are Must-Linked
with x. CC(x) is the set of instances which are in C3 but are Cannot-Linked with x.
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To make the figure clear and simple, the instances in MC(x) and CC(x) are closely
distributed. In fact, they can be widely dispersed.

CC(x) and MC(x) should be considered when computing SI(x). The instances in
CC(x) grouped together with x in the current partition. This implies that they are
close to x. But they should not be grouped with x according to the constraints. So
they may actually belong to the group which is the second closest to x in the user
expected partition. This makes it necessary to consider them when computing b(x).
Following a similar analysis, we can conclude that the instances in MC(x) should
be considered when computing a(x). Therefore a(x) (when MC(x) is not null) and
b(x) (when CC(x) is not null) can be redefined as:

a xð Þ ¼ max dis x;MC xð Þð Þ; dis x;Cmð Þð Þ ð68:3Þ

b xð Þ ¼ min dis x;CC xð Þð Þ; min
i 6¼m

dis x;Cið Þ
� �

ð68:4Þ

where instance x belongs to cluster Cm in the current partition. When a(x) and b(x)
are computed by (68.3) and (68.4), the SI value computed by formula (68.1)
contains the constraint information, so it can be named as Constrained Silhouette
(CS). It seems reasonable to define a(x) as Eq. (68.5) does. Yet, the instances
belong to Cm may not be grouped together with x in the expected partition. It
would be helpful to let MC(x) play a bigger role.

a xð Þ ¼ dis x;MC xð Þ [ Cmð Þ ð68:5Þ

The range of CS is [-1, 1]. To adjust the range to [0, 1], CS is normalized by
(1 ? CS)/2. The normalized CS will be used in GA Process (step 3).

Each instance has the same weight when computing the SI of a cluster or a
partition. As constraints are included, instances (clusters/partitions) that satisfy
more constraints should be favored, so a weighted approach may be better. We can
redefine the CS value of a cluster C or a partition P for a data set D as:

CS Cð Þ ¼ 1
Cj j
X

x2C

w xð ÞCS xð Þ ð68:6Þ

Fig. 68.2 Must-Link (ML)
conflict set and Cannot-Link
(CL) conflict set of an
instance x
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CS Pð Þ ¼ 1
Dj j
X

x2D

w xð ÞCS xð Þ ð68:7Þ

where �j j stands for the cardinality of a set, w(x) is the weight for the instance x. If
x has constraints, w(x) is the proportion of constraints on x that is satisfied. If x has
no constraint, w(x) is the overall proportion of constraints satisfied by the cluster
which contains x. The partitions and the clusters that have a higher constraint
satisfaction rate are more likely to have a larger CS value. So they will have an
advantage over other clusters or partitions in the evolutionary process.

Using CS to guide the GA Process of F-EAC (presented in [4, 5]), we can get a
CS based EKM approach, which can be named as CS-based EAC (CS-EAC).

68.5 Experiments

Four datasets were used for evaluation. One artificial dataset ‘‘Data_4_3’’ was
used, whose detailed description is in [4]. Three UCI datasets were also used.
Table 68.1 gives a brief description of these datasets.

F-EAC [5], OCK-EKM [9] (EKM with OCK operator) and CS-EAC algorithm
were tested. 100 randomly generated constraints were used to guide OCK-EKM
and CS-EAC in the test. A transitive closure was taken to add the constraints just
as CKM does [7]. A five time’s 10-fold cross validation was performed for each
algorithm. Rand Index was used to measure the accuracy of clustering [7]. The
algorithms stopped when there were no improvements during the past 10 itera-
tions. The population size was 10. The results were given in Table 68.2.

Both the accuracy of clustering (outside parentheses) and the accuracy on
deciding K (in parentheses) are presented in Table 68.2. CS-EAC’s performance
was clearly the best. Compared with F-EAC, CS-EAC increased Iris’s clustering

Table 68.1 Descriptions of the data sets

Dataset Size Feature Class

Data_4_3 400 3 4
Iris 150 4 3
Glass 214 9 6
Column3C 310 6 3

Table 68.2 The accuracy of clustering and the accuracy on deciding cluster numbers

Dataset F-EAC CS-EAC OCK-EKM

Data_4_3 100 % (100 %) 100 % (100 %) 100 % (100 %)
Iris 76.6 % (0 %) 82.3 % (56 %) 76.8 % (4 %)
Glass 34.7 % (0 %) 60.4 % (10 %) 51.2 % (0 %)
Column3C 42.7 % (0 %) 64.9 % (58 %) 61.8 % (0 %)

620 Z. He



accuracy from 76.6 to 82.3 %, at the same time it increased the accuracy on
deciding K from 0 to 56 %. Even for glass data (which has 2 small clusters, each
of which has only 10 instances), CS-EAC managed to increase the clustering
accuracy from 34.7 to 60.4 %. This suggests that constraints can help EKM decide
an appropriate K and improve clustering accuracy. OCK-EKM could increase the
clustering accuracy, but it failed in deciding K.

The time cost of CS-EAC was about the same as that of F-EAC. When the
clustering task was difficult, CS-EAC became slower because more iterations were
needed to make constraints satisfied. For Glass data, CS-EAC run 15.9 generations
on average, but F-EAC run 14.0 generations.

68.6 Conclusion

The initialization problem of K-Means often puzzles its users. EKM is a promising
parametric-free framework proposed to solve this problem. But current EKM
approaches are incapable of deciding K for many real data sets, which usually contain
a lot of noise. Some background knowledge may be needed to improve EKM. This
paper suggests using instance level constraints to guide the clustering process and
presents a Constrained EKM approach. Constrained Silhouette (CS) is defined to
handle the instances whose constraints are violated. To augment the influence of the
constraints, a weighted approach for computing the CS of a cluster or a partition is
given, which favors the partitions or clusters that satisfy more constraints. As a
CS-based EKM approach, CS-EAC, which combines CS with F-EAC, is presented.
Experimental results prove that CS is effective in help CS-EAC decide K for real
data sets.
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Chapter 69
Traffic Light Detection and Tracking
Based on Euclidean Distance Transform
and Local Contour Pattern

Zhenyang Wang, Zhidong Deng and Zhen Huang

Abstract This paper proposes a new recognition approach for traffic light based
on Euclidean distance transform (EDT) and local contour pattern (LCP). There are
two main contributions of this paper. First, this paper combines principle com-
ponent analysis (PCA) with EDT-based image to detect traffic light colors. The
color space for specific colors is partitioned more precisely, which leads to a high
recognition rate. Second, we incorporate the above color detection into the contour
segmentation of traffic light holder based on the LCP to further improve the
recognition rate of traffic light. The experimental results show that our approach is
able to detect traffic light far away from camera about 50–80 m and the average
recognition rate can reach up to 99.29 %.

69.1 Introduction

In the urban environment, the traffic light recognition approach is usually used for
unmanned ground vehicle (UGV) and advanced driver/pedestrian assistance sys-
tems. It has high requirements of real-time, accuracy, and detection distance. For
example, if the traffic light recognition approach can not meet the real-time
requirements, it will lead to the UGV is not able to make correct response to actual
traffic signal situation. If the accuracy is low, the detection failure will probably
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cause traffic accidents. Additionally, too near detection distance may result in
insufficiencies in safety braking distance.

In 2007, Kim proposed a real time traffic light recognition system based on
computer vision to improve the safety of color-blind drivers [1]. They developed a
simple adaptation method to handle illumination changes over weather and time.
But their approach caused a relative high false drop rate. In 2008, the traffic light
recognition approach proposed by J. Park et al. from Korea University [2] dem-
onstrated good performance in real time. But they concerned more about traffic
light color, and paid insufficient attention to the information on the signal light
contour, which indicated low recognition rate. In addition, Lu et al. presented an
approach to traffic light detection and classification [3]. Their approach employed
the color space to segment the candidate regions of traffic light. Then the template
matching was conducted for each candidate region. But the recognition distance of
their approach could not be far enough. In 2011, Jan Roters’s recognition approach
for traffic light took full use of both the color and the contour information [4].
However, their approach was mainly used to detect the crosswalk lights for blind
people. In 2011, Chiang et al. proposed a traffic light recognition approach by
genetic approximate ellipse detection and spatial texture layouts [5]. Their
approach exploited the shape of the traffic light, but they did not take the outer
contour of traffic light holder into consideration. In view of the requirements of the
UGVs, there is still distinct gap in the performance of traffic light detection. The
latter requires that any recognition approach must have not only real-time per-
formance but also high accuracy and far detection distance.

This paper improves the performance of real-time, accuracy, and detection
distance. Our approach uses both the color and the shape information to detect
traffic lights. First, we combine PCA with EDT-based image to detect colors. The
commonly-used approach of color detection is the threshold value determination
for each pixel of three color channels. This paper performs a more detailed seg-
mentation in color space, which enhances the detection performance. Second, we
incorporate the above color detection into the contour segmentation of traffic light
holder based on the LCP to further improve the recognition rate of traffic light. In
fact, the traffic light detection based on contour segmentation of traffic light holder
is much more reliable compared to the detection based on color alone. The reason
is that color is sensitive to the illumination. But the contour segmentation of traffic
light holder allows a certain degree of incomplete of the edge image, which makes
it more robust.

Our recognition approach, at the vehicle speed of about 35 km/h, can detect
traffic light located in front of 50–80 m. The approach can accompany 5–6 frames
per second, and the average recognition rate can reach up to 99.29 %, which can
meet the required performance of traffic light recognition in real time, accuracy,
and detection distance.
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69.2 A New Traffic Light Recognition Approach

The structure of our traffic light recognition (TLR) system is shown in Fig. 69.1. It
consists of two concurrent processes, i.e., the single frame detection process
(SFDP) and the video stream tracking process (VSTP), and one time-based veri-
fication (TBV). The SFDP only detects the region of interest (ROI) of traffic light
candidates, and then deliver them to the VSTP. In the SFDP, it contains both EDT-
based color segmentation and contour segmentation of traffic light holder based on
the LCP [5]. The VSTP detects the ROIs from the SFDP for the previous frames,
then transfer the recognition results to the TBV. The VSTP is similar to the SFDP,
but has one more step, i.e., the one based on probabilistic template matching. The
TBV helps to improve the reliability of traffic light recognition. It compares the
results from the VSTP for at least 10 frames, and draws a relatively accurate result.

69.2.1 EDT-Based Color Detection

Color is one of the salient features of the traffic light. The traffic light recognition
approach detects all the traffic light candidates through the color segmentation, and
then removes all the false detections by contour segmentation of traffic light
holder. Thus an accurate color recognition can improve the efficiency of the traffic
light recognition.

Fig. 69.1 The structure block diagram of traffic light recognition system
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In fact, the RGB color space is very sensitive to illumination (e.g. due to
sunshine, weather, clouds), which is one of the big problems in color segmentation
[6]. For this problem, one solution is to use HSV color space. It is believed to be
capable of eliminating the impact of illumination intensity.

This paper only focuses on the red and green traffic lights. For each pixel to be
detected, in appropriate color space, the Euclidean distance between this pixel and
the red (or green) sample pixels is calculated. If the Euclidean distance is less than
a certain threshold [7], then the color of this pixel is viewed to be red (or green).
When calculating the Euclidean distance, we employ the PCA method in the HSV
color space to reduce the dimension, in order to lower the computational
complexity.

After reducing the three dimension to the two one, the approach can generate
the EDT-based image through the transform matrix of PCA [8]. EDT-based image
is the Euclidean distance for each pixel to the nearest target pixel in a 2D image.
For each pixel p, the Euclidean distance of p is given by

t pð Þ ¼ minfd p; qð Þ; q 2 Sg

where t pð Þ denotes the value of the pixel p in the EDT-based image, which is the
closest distance of the pixel p from the target pixels, d p; qð Þ is the Euclidean
distance between pixel p and pixel q, and S is the target set of pixels.

In the EDT-based image, the greater the gray of the pixel is, the brighter the
illumination intensity is, and the farther the pixel is away from the nearest target
pixel. The procedure of establishing the EDT-based image m� n is given below.

1. The Euclidean distance between the pixel i, jð Þ and the pixel k, tð Þ is defined by

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i� kð Þ2þ j� tð Þ2
q

2. Establishing a single channel grayscale image of the size m� n, and the value
of each pixel is 255.

3. For each of the sample, if the sample’s location is i, jð Þ after mapping to the
grayscale image. For each pixel k,tð Þ in the grayscale image, calculate the
distance d from the pixel k, tð Þ to the sample i, jð Þ, it has

image k; tð Þ ¼ minfimgae k; tð Þ;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

i� kð Þ2þ j� tð Þ2
q

; ði; jÞ 2 S

For a pixel to be detected, the approach uses the transform matrix of PCA to
mapping it from the HSV color space to the EDT-based image. Taking the location
of the EDT-based image as i, jð Þ, the approach compares the gray value at i, jð Þ
with the red (or green) threshold. If the gray value at i, jð Þ is less than a red (or
green) threshold, then the color of this pixel is red (or green).
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69.2.2 Combination of Color Segmentation and Contour
Detection

This paper sequentially uses of both the color and the contour information. The
approach detects all the possible traffic light candidates by color segmentation
described above. In this place, we aim at removing all the impossible traffic light
candidates by contour detection of traffic light holder [9, 10]. After contour
detection, the approach gets the ROI that may contain traffic light. Due to the
relatively fixed aspect ratio of traffic lights, we could segment each traffic light in
the ROI. Consequently, the approach takes use of the probabilistic template
matching method to recognise traffic light [11].

First, the approach uses the canny algorithm to extract edge image from the
original image. Second, for each pixel of the edge image, we exploit the LCP
operator [12] to extract the pixels that belong to the horizontal or the vertical local
contour. At last, the approach produces the local contour image that only contains
the horizontal and the vertical local contour. The local contour patterns operator
used in this paper is shown in Fig. 69.2.

After generating the local contour image, the approach gives rise to the ROI
which may cover traffic light. The traffic light holder in the image is in a rect-
angular shape. Thus it segments the ROI by detecting and locating the rectangular
in the local contour image.

The template matching algorithm only concerns the circular and the sagittate
samples of traffic light. The size of the template is fixed to 30� 30 [13]. For each
ROI segmented by LCP method, we scale it to the size of 30� 30 for matching.

To improve the accuracy of the recognition, the approach adopts a state queue to
store the last n n = 10ð Þ detection results. Only as the last m m \ nð Þ results are the
red (or green) light, the approach gives a recognition of red (or green) traffic signal.

69.3 Experimental Results

The experimental platform is shown in Fig. 69.3. This is the new generation of
UGV developed by ourselves. The camera is installed on the roof of this UGV
called THU-ALV2, which parameters are below: the focal length is 8.5 mm, the
resolution is 1292� 964, and the frame rate is 32 frame/s.

Fig. 69.2 The LCP operator
[12]
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In the color segmentation, the distribution of the red traffic light training sample
set is shown in Fig. 69.4. Apparently, the color feature is more significant after
PCA transform was done. Meanwhile, the approach reduced the dimension. Then
we could achieve the gray image by mapping the PCA transform results to a two-
dimensional image. Figure 69.5 gives the gray image and the EDT-based image of
the red traffic light training sample set.

After that, we carried out the contour segmentation of traffic light holder.
Figure 69.6 gives the results obtained from the LCP transform. The segmentation
of the ROI is shown is Fig. 69.7. The probabilistic templates of circular samples
and sagittate samples are shown in Fig. 69.8.

In this paper, we conducted a lot of on-site experiments for seven situations on
traffic light. The experimental results are shown in Table 69.1. The seven scenarios

Fig. 69.3 The experimental platform. Left is THU-ALV2, right is the color camera installed

Fig. 69.4 The distribution of the red traffic light training sample set. Left is the distribution of the
red traffic light training sample set, right is the distribution of the red traffic light training sample
set after PCA transform
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Fig. 69.5 The gray image of the red traffic light and its EDT-based image. Left is the gray image
of the red traffic light color training set, right is the EDT-based image of the red traffic light color
training set

Fig. 69.6 The results obtained from the LCP operation. Left is the original image, right is the
results obtained from the LCP operation

Fig. 69.7 The segmentation
of the ROI
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contain four conditions including sunny, cloudy, morning, and afternoon. Sce-
narios 1, 2, and 3 indicated off-line experiments for traffic light and the remainings
on-line ones. In each scenario, we evaluated the total frames of the whole video
stream, the false detections counting by frames, the residual errors (undetected
errors) counting by frames, and the accuracy. As a result, we calculated the
average accuracy over those experiments.

It can be observed from Table 69.1 that the traffic light recognition system has a
high detection accuracy. The average recognition rate can reach up to 99.29 %.
The proposed approach is able to detect traffic lights far away from camera about
50–80 m. The traffic light recognition system can do real-time recognition. Five or
six frames can be processed in one second. The traffic light recognition system has
little interference by background such as pedestrians, leading vehicles, and tail-
lights of leading vehicles.

69.4 Conclusion

This paper improves the performance of traffic light recognition in real-time,
accuracy, and detection distance. The proposed approach jointly uses the color and
the contour information to detect traffic lights. First, we combine PCA with EDT
image to detect colors. Second, this paper incorporates the above color detection
into the the LCP to further improve the recognition rate of traffic light. Finally, we
conduct a lot of experiments. The results show that our approach is able to detect

Fig. 69.8 The probabilistic templates. Left is circular traffic light, right is sagittate traffic light

Table 69.1 The accuracy analysis on different scenarios

Total
frames

False
frames

Residual
frams

Accuracy (%) Average
accuracy

Scenario #1 1,595 7 0 99.56 99.29 %
Scenario #2 1,442 1 14 98.96
Scenario #3 340 0 0 100
Scenario #4 590 1 0 99.83
Scenario #5 425 0 0 100
Scenario #6 578 7 0 98.79
Scenario #7 501 0 9 98.20
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traffic lights of far away from camera about 50–80 m and the average recognition
rate can reach up to 99.29 %.

In the future, we will further reduce both the time complexity and the space
complexity. Some new learning machine approaches such as deep learning and
manifold learning should be used for the traffic light recognition problem.
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Chapter 70
Multi-Correlation-Based Mode Decision
for Multi-View Video Coding

Qinghong Shen, Fengsui Wang and Sidan Du

Abstract In this paper, an efficient mode decision algorithm, named the multi-
correlation-based mode decision (MMD), is proposed to reduce the computational
complexity while maintaining the high coding efficiency. In this method, the rate
distortion (RD) cost of the Direct mode is always computed and compared with an
adaptive threshold as a possible early termination chance. This adaptive threshold
is determined by using the spatial, temporal and inter-view correlation between the
current macroblock (MB) and its neighboring macroblocks. Experimental results
demonstrate that the proposed MMD algorithm can significantly achieve compu-
tational saving of 72.38 % on average with no significant loss of rate-distortion
performance, compared with the full mode decision in the reference software of
multi-view video coding (MVC).

Keywords Multi-view video coding � Multi-correlation � Full mode decision �
JMVC

70.1 Introduction

In recent years, with the development in camera and display, the new multimedia
applications, such as 3DTV and free-view point TV etc. have been emerging,
which can provide people with the highly-welcome experience of 3D stereoscopic
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and freedom of selecting the viewpoint [1]. The key of these new multimedia
applications is the multi-view video, which is captured by a set of video cameras
from various viewpoints but at the same time [2]. In order to efficiently compress
and transmit these multi-view videos for practical applications, the Joint Video
Team (JVT) of ITU-T VCEG and ISO/IEC MPEG has standardized MVC as a new
extension of H.264/AVC (i.e., Annex H) [3]. Joint multi-view video coding
(JMVC) has been developed as MVC reference software. In order to achieve
higher coding efficiency, JMVC not only adopts intricate intra prediction using
spatial correlation and variable block-size motion estimation (ME) using temporal
correlation within a single view, but also uses variable block-size disparity esti-
mation (DE) using inter-view correlation between neighbor views, compared with
H.264/AVC. However, the higher possible coding efficiency is achieved at the
expense of extremely large computation complexity, which obstructs MVC from
practical application [4]. Therefore, it is necessary to design an algorithm for
reducing computational complexity with maintaining almost the same video
coding quality and the total bit rate.

Recently, some fast mode decision method for MVC has been developed to
reduce computational complexity in [5–8]. Huo et al. [5] proposed a scalable
prediction structure to skip the DE process adaptively for reducing computational
complexity in inter-view prediction. A fast mode decision was proposed by Chan
et al. [6] for MVC based on a set of dynamic thresholds, which were determined by
making use of the on-line statistical analysis of motion and disparity costs of the
first group of picture (GOP) in each view. Zeng et al. [7] proposed an early
termination scheme for skip mode by checking whether the RD cost of skip mode
is below an adaptive threshold for providing a possible early termination chance.
According to coding information of the corresponding MB and neighboring MBs
in the neighboring view, Shen et al. [8] proposed four fast mode decision algo-
rithms to reduce the computational complexity of ME and DE for MVC.

In this paper, an efficient mode decision algorithm for MVC is proposed. For
each current MB, the proposed algorithm always begins with checking whether the
RD cost of Direct mode is below an adaptive threshold. If so, the Direct mode will
be chosen as the optimal mode and the mode decision process is early terminated.
Otherwise, the full mode decision is performed to find the optimal mode.
Experimental results have shown that proposed method can greatly reduce the
computational complexity while keeping almost the same coding efficiency.

70.2 Observation and Motivation

In order to achieve higher coding efficiency, the JMVC employs hierarchical B
picture (HBP) prediction structure [9] and a wide set of block sizes that are
powerful for exploiting the spatial, temporal and inter-view correlation. For ME
and DE, a MB can be partitioned into seven block sizes, 16 9 16, 16 9 8, 8 9 16,
8 9 8, 8 9 4, 4 9 8, and 4 9 4. For the inter-frame MB, there are 11 modes:
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Direct, 16 9 16, 16 9 8, 8 9 16, 8 9 8 which includes four sub-modes,
intra_4 9 4, intra_8 9 8, and intra_16 9 16. In order to maximize the coding
efficiency, JMVC adopts the rate distortion optimization (RDO) function [10] and
full mode decision to identify the optimal mode. In detail, full mode decision is to
exhaustively check all the prediction modes and compute the RD cost of each
mode, and then select the one with the minimum RD cost as the optimal mode.
Consequently, the computational complexity from the full mode decision is
extremely heavy. Thus, a fast mode decision algorithm is highly desirable, espe-
cially for practical application of MVC.

Intuitively, the Direct mode is fit for coding those homogeneous regions with
motion-less or slow motion. These scenes are often encountered in the nature
video sequences. It means that the Direct mode should be more likely to be the
optimal mode. To verify this intuition, extensive experiments have been conducted
to obtain the distribution of optimal mode by using the full mode decision in
JMVC with Quantization Parameter (QP) = 32 based on a set of multi-view video
sequences as listed in Table 70.1.

One can see from Table 70.1 that Direct mode is the dominant mode to be the
optimal mode for MVC, especially for those homogeneous sequences with slow
motion. It should be pointed out that the checking process of the Direct mode
occupies very small computational complexity while the following ME, DE and
Intra prediction are very time consuming. Therefore, this observation implies that
ME, DE and Intra prediction computation of each MB can be entirely saved if Direct
mode can be pre-decided. If so, great computational complexity can be reduced.

70.3 Proposed Multi-Correlation-Based Mode Decision
Method

Based on aforementioned observation, the Direct mode should be pre-decided at
the beginning of the mode decision process to provide an early termination
opportunity by checking whether RD cost of the Direct mode is below an adaptive
threshold. Now the key question is how to determine this adaptive threshold. Since

Table 70.1 Distribution of optimal mode in MVC (%)

Sequences Direct Seven block sizes Intra

Flamenco1 80.79 18.13 1.08
Race1 83.22 14.58 2.20
Ballroom 77.15 21.37 1.48
Exit 86.84 12.98 0.18
Akko and Kayo 77.83 20.02 2.15
Rena 81.07 15.79 3.14
Uli 65.55 31.50 2.95
Average 78.92 19.20 1.88
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multi-view video contains a large amount of spatial, temporal and inter-view
correlations, the coding information of the current MB are highly correlated to that
of its spatial, temporal and inter-view adjacent MBs. As a result, an early Direct
mode decision method is developed as follows by making full use of these spatial,
temporal and inter-view correlation in multi-view video.

First, it is easily perceived that the current MB (i.e., MB0 in Fig. 70.1) has high
spatial correlation with its spatial-adjacent MBs (i.e., MB1, MB2 and MB3 in
Fig. 70.1). Thus, we can use this spatial correlation to compute the spatial
threshold TS as:

TS ¼
X

3

i¼ 1

wi � Bi � RDcostðDirectÞi

,

X

3

i¼ 1

wi � Bi ð70:1Þ

where RDcost(Direct)i and wi are the RD costs of Direct mode and the weights for
the corresponding spatial-adjacent MBi, for i = 1, 2, 3. This spatial threshold is
designed based on two observations: (1) The closer the adjacent MB to the current
MB, the larger the weight should be assigned. Hence, the weights wi are empiri-
cally determined from the extensive experiments. Here, w1 = w2 = 1.11, and
w3 = 0.78. (2) The adjacent MB selecting the Direct mode as its optimal mode has
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Fig. 70.1 Spatial-adjacent, temporal-adjacent and inter-view-adjacent MBs of the current MB
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the reference value to the current MB. In other words, only the RD cost value of
the adjacent MB choosing the Direct mode as its optimal mode will be used to
compute the threshold. Hence, Bi is defined as:

Bi ¼
1

0

if the optimal mode of MBi is Direct Mode

else

(

ð70:2Þ

For the special case that all the Bi are equal to 0, the spatial threshold TS does
not exist.

Second, the temporal-adjacent MBs of the current MBs (i.e. Forward Frame
T - 1 and Backward Frame T ? 1) are shown in Fig. 70.1. Note that MB4 is the
MB with the same position as the current MB in forward or backward picture and
MBi i = 5, 6, …, 12, are the 8-neighbors of MB4. Considering that the current MB
has strong temporal correlation with those temporal-adjacent MBs in both forward
and backward frames, the temporal threshold TT is computed as the average of the
forward temporal threshold TT - 1 and the backward temporal threshold TT ? 1.
Both TT - 1 and TT ? 1 are calculated by fully exploiting the correlation between
the current MB and its neighboring MBs. The details of the derivation process of
the temporal threshold will be introduced later on, together with that of inter-view
threshold.

Third, the inter-view-adjacent MBs of the current MBs (i.e. Forward View
V - 1 and Backward View V ? 1) are shown in Fig. 70.1. It should be pointed
out that MB4 is the corresponding MB of the current MB in forward or backward
view, which is identified by using global disparity vector (GDV) [8]. And
MBi i = 5, 6, …, 12, are the 8-neighbors of MB4. Since two pictures at the same
time instant from two neighboring views usually present the same content, there
exists high inter-view correlation between the current MB and its inter-view
adjacent MBs. Similar to the temporal threshold TT, the inter-view threshold TV is
also computed as the average of the forward inter-view threshold TV - 1 and the
backward inter-view threshold TV ? 1. Both TV - 1 and TV ? 1 are calculated by
following the way of TT - 1 and TT ? 1.

Here, the temporal threshold TT and the inter-view threshold TV are computed
as:

TT ¼ TT � 1 þ TT þ 1ð Þ=2 ð70:3Þ

TV ¼ TV � 1 þ TV þ 1ð Þ=2 ð70:4Þ

where

Tx ¼
X

12

i¼ 4

wx
i � Bx

i � RDcostðDirectÞxi

,

X

12

i¼ 4

wx
i � Bx

i ð70:5Þ

where x denotes the neighboring picture, such as the forward picture, backward
picture etc., i.e., x 2 fT � 1; T þ 1;V � 1;V þ 1g , RDcostðDirectÞxi and wx

i

denote the RD cost of Direct mode and the weights of the MBi located in picture x,
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respectively. Moreover, wx
i are also empirically determined from the extensive

experiments and then documented in Table 70.2. Bx
i is used to denote whether the

MBi located in picture x selects the Direct mode as the optimal mode. If so, Bx
i is

equal to 1, otherwise, Bx
i is equal to 0. For the special case that all the Bx

i for picture
x are equal to 0, the corresponding threshold Tx does not exist.

In the above process, a set of thresholds (i.e., TS, TT and TV) are individually
developed by using the spatial, temporal and inter-view correlation. Now the
question is how to determine the suitable adaptive threshold T, which should be
dependent on the content of the current MB. Obviously, with larger threshold,
more computational complexity can be reduced while more coding efficiency will
be degraded, and vice versa. In order to achieve a good trade-off between the
computational complexity and the coding efficiency, the adaptive threshold T is
determined as the median prediction value of a set of thresholds, that is:

T ¼ medianðTS; TT ; TVÞ ð70:6Þ

For the special case that all the thresholds TS, TT and TV do not exist, the
checking of early termination is skipped and full mode decision is performed.

In summary, the proposed MMD algorithm can be depicted as follows:

Step 1: Check whether the current MB is located in an anchor picture. If so, full
mode decision is performed on the current MB to identify the corresponding
optimal mode; otherwise, go to step 2.

Step 2: Compute the RD cost of the Direct mode (denoted as RDcost(Direct)).
Step 3: Compute a set of thresholds TS, TT and TV, respectively, and then derive

the adaptive threshold T according to Eq. (70.6).
Step 4: If RDcost(Direct) \ T, perform early Direct mode decision, and go to

step 6. Otherwise, go to step 5.
Step 5: Perform full mode decision and all the modes are checked to select the

one with the minimum RD cost as the optimal mode.
Step 6: The Direct mode is selected as the optimal mode and the mode decision

process is early terminated, then go to step 1 and proceed with next MB.

70.4 Experimental Results and Discussion

To evaluate the performance, JMVC 8.0 is selected as the experimental platform.
The results tested on seven multi-view video sequences are shown in this paper.
Note that three views of each test sequence are chosen for experiments. The first

Table 70.2 The weights of the temporal-adjacent and inter-view-adjacent MBs

MBi 4 6, 8, 9, 11 5, 7, 10, 12

wx
i 1.48 1.03 0.85
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and third views are used as the reference views, respectively. The second view is
used as the inter-view views (i.e., the current view). The experimental setup is
described as below: (1) Each test sequence is encoded using the HBP prediction
structure with a GOP = 12; (2) The QPs are set at 24, 28, 32 and 36, respectively;
(3) RDO and CABAC are enabled; (4) The search range of ME and DE is ± 64.

In this wok, we compare the proposed method with that presented in Ref. [7],
and the results are shown in Table 70.3, where ‘‘4PSNR (dB)’’, ‘‘4B (%)’’, and
‘‘4T (%)’’ represent PSNR change in dB, bit rate change in percentage and the
entire coding time change in percentage, respectively. The positive values repre-
sent increments whereas the negative values represent decrements. It should be
pointed out that each method is compared with the full mode decision in JMVC.

From the Table 70.3, one can see that the proposed MMD algorithm can sig-
nificantly reduce the computational complexity while keeping almost the same
coding efficiency. It has reduced encoding time about 72.38 % on average. The
loss of coding efficiency is negligible for the proposed algorithm: the average
PSNR loss is about 0.05 dB, but the bit rate reduction is about 1.06 %. For a better
illustration, Fig. 70.2 shows the RD curves of two sequences ‘‘Rena’’ and ‘‘Uli’’ as
examples. One can easily see that the proposed method is able to yield almost the
same coding efficiency as that of full mode decision in JMVC. Furthermore,
compared with the method presented in Ref. [7], 10.22 % higher computational
complexity reduction, 0.03 dB PSNR improvement and 0.18 % bit rate reduction
is achieved. In summary, the proposed method outperforms Ref. [7] in terms of
both coding efficiency maintenance and computation complexity reduction.

Table 70.3 Experimental results of two methods: \A[ Ref. [7], and \B[ the proposed multi-
correlation-based mode decision (MMD) algorithm

Sequence Method 4PSNR (dB) 4B (%) 4T (%)

Flamenco1 \A[ -0.08 -0.59 -64.38
\B[ -0.06 -0.99 -75.95

Race1 \A[ -0.07 -0.86 -67.91
\B[ -0.06 -0.81 -78.02

Ballroom \A[ -0.05 -0.69 -58.23
\B[ -0.03 -0.98 -67.29

Exit \A[ -0.10 -1.65 -67.23
\B[ -0.05 -1.37 -76.58

Akko&Kayo \A[ -0.06 -0.79 -63.23
\B[ -0.05 -0.90 -73.09

Rena \A[ -0.09 -0.74 -59.89
\B[ -0.04 -1.25 -70.86

Uli \A[ -0.11 -0.84 -54.25
\B[ -0.06 -1.12 -64.87

Average \A[ -0.08 -0.88 -62.16
\B[ -0.05 -1.06 -72.38
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70.5 Conclusion

In this paper, an efficient fast mode decision method is proposed for MVC. The
computational complexity reduction is achieved by skipping the checking process
of the time-consuming ME, DE and intra prediction modes once the RD cost of
Direct mode is below an adaptive threshold derived from the multiple correlations
in multi-view video. Experimental results have verified that the proposed MMD
method is able to significantly reduce the computational load by 72.38 % and the
total bit rate by 1.06 % on average, while only incurring a negligible loss of PSNR.
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Chapter 71
Automated Discrimination of Gait
Patterns Based on sEMG Recognition

Fei Wang, Xiao Hao, Baoxiang Zeng, Chucheng Zhou
and Song Wang

Abstract A general scheme of automated discrimination of gait patterns based on
recognition of surface electromyogram of lower limbs is proposed to classify three
different terrains and six different movement patterns. To verify the effectiveness
of different feature extraction methods, time–frequency features such as RMS and
MF, wavelet variance and matrix singularity value are employed to process the
sEMG signals under different conditions. SVM is used to discriminate gait patterns
based on the selected features. Comparison results indicate that feature extraction
method based on matrix singularity value can obtain better results and over 92.5 %
classification accuracy ratio can be achieved. Experimental result indicates the
rationality and effectiveness of the proposed methods for feature extraction and
pattern classification. The proposed scheme shows great potential in the applica-
tion of lower limb assistance.

Keywords Gait pattern discrimination � SEMG � Wavelet analysis � SVM

71.1 Introduction

Surface electromyogram (sEMG) signal is a comprehensive result of human skin
muscle electrical activity in the skin surface time and space. It is the biological
electrical signals from human skeletal muscle surface through the non-invasive
way to record down the neuromuscular activity by the biological electrical signals,
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which can instantaneity reflect neuromuscular function state in the undamage state.
Because sEMG signal control has some direct and natural characteristics, it can be
regarded as a source to control intelligent artificial limb. We can use some of the
characteristics of multi-channel sEMG for pattern classification, and then drive
artificial limb to make different actions. Its application is more and more widely
[1]. However, sEMG signal belongs to a kind of stochastic signal and it is a kind of
unstable and low signal noise ratio (SNR) of the biological electrical signals,
which cannot achieve the ideal effect when using some traditional signal analysis
and processing method, so how to obtain the relevant information of body
movement from the sEMG signal and complete the human body movement
identification of the lower limbs, has become a key problem in myoelectricity
prosthesis control field.

71.2 Multi-Channel sEMG Acquisition of the Body Lower
Limbs

71.2.1 The Characteristic of sEMG

sEMG is the neuromuscular system activity of one dimensional time series signal
which is recorded down from skeletal muscle surface through the electrode lead.
The changes relate to sports unit quantity, motor unit activity pattern and meta-
bolic state and so on. It can be instantly and accurately reflect the muscle activity
state and functional status [1, 2]. sEMG is a kind of weak biological signal [3], the
amplitude range is in commonly 0–5 mV, muscles contraction 60–300 lV when
slack is about 20–30 lV, and generally lower than the level of noise. For health
men, myoelectric amplitude of the peak value is 1–3 mV. For body crippled, the
muscle electric amplitude is less than 350 lV, some even less than 1 lV, so
through the surface electrode the collected sEMG must pass through the ampli-
fication and filtering after treatment in order to be more accurate and reliable for
scientific analysis and research.

71.2.2 sEMG Signals for Different Gait Patterns

The human body joint activity is through the central nervous system to control the
direction of the physical activity, amplitude, inertia mass and other parameters, so
as to produce ideal muscle activity, Due to the research on the table facial electric
human lower limb movement classification, muscles in the activities of the lower
limbs are mainly rectus femoris, vastus medialis, Vastus lateralis muscle, tibialis
anterior, gastrocnemius and so on. These 10 muscles in the lower limb activity
contraction are relatively obvious, so we choose the position of the muscle to
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collect the sEMG signal. This paper use the Ag/AgCl biological electrode as lead
electrode, every muscle in the direction of the muscle group put two pieces of
surface electrode. The diameter of the electrode surface is 10 mm, electrode
spacing is about 5–10 cm, we put reference electrode in human body lower limb
crural tibial place, because the tibia muscle is in less distribution and can effec-
tively reduce the acquisition process of interference. The electrode position of
Vastus lateralis muscle, rectus femoris, vastus medialis is shown in Fig. 71.1.

This paper mainly aims to discriminate common gait patterns in daily life based
on recognition of sEMG signals. These gait patterns include level walking, upstairs
and downstairs, the movements of squatting kicking and standing up, raising heel,
turning one ankle outward and lifting ball flat as shown in Fig. 71.2.

After determining the surface electrode position and movement patterns,
through the cable guidance, we put the sEMG signal into the independent devel-
opment and design of signal conditioning circuit, then magnify and filter the
sEMG, so it can remove 50 HZ power frequency interference noise, and keep the
10–500 Hz range of effective sEMG. Using the electromyographic signal acqui-
sition system, we can acquire sEMG signal raw data from the human body right

Fig. 71.1 Electrode of vastus lateralis, rectus femoris and vastus medialis

Fig. 71.2 Raising heel, turning one ankle outward and lifting ball flat
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shares lateral muscle and right shares inside muscle when walking on ground, as
shown in Fig. 71.3.

71.3 sEMG Signal Feature Extraction

This paper uses time domain, frequency domain and the time–frequency methods
to analysis the sEMG signals from lower limbs and wavelet analysis is used to
extract the features from the signals.

71.3.1 Time Domain Features

In this study, root mean square (RMS) is chosen as the time domain features of
sEMG. RMS can reflect sEMG signal amplitude variation characteristics in time
dimension. At the same time, it relates to the muscle load resistance factors and
muscle itself physiological, the inner relationship between biochemical processes.
Therefore, the indicator can be reflect muscle activity state in real-time without
damage. The calculation of RMS is as follows:

RMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

R tþT
t EMG2ðtÞdt

T

s

ð71:1Þ

Fig. 71.3 The raw sEMG signals of different lower limb muscles
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RMS curve is directly related to the transformation of muscle force. It is similar
to a periodical rhythm curve and is easy to analysis intuitively.

71.3.2 Frequency Domain Features

For frequency domain features, spectrum and power spectrum calculated by FFT
are selected, which can reflect changes of sEMG signals in different components,
therefore, can perfectly reflect changes of sEMG signals in frequency dimension.
To depict sEMG signal spectrum or power spectrum quantitatively, the following
two indicators, named Mean Power Frequency (MPF) and the Median Frequency
(MF) are adopted as shown as follow:

MPF ¼
R1

0 fPðf Þdf
R1

0 Pðf Þdf
ð71:2Þ

Z MF

0
Pðf Þdf ¼

Z 1

MF
Pðf Þdf ¼ 1

2

Z 1

0
Pðf Þdf ð71:3Þ

where, P(f) is muscle power spectrum.

71.4 Wavelet Analysis

Wavelet analysis (WA) is a classical local time–frequency analysis method. In
WA, the size of windows is fixed, whereas time window and frequency windows
are changeable. For example, it has higher time resolution and lower frequency
resolution in high frequency part, vice versa. This characteristic makes WA self-
adaptable to signals. In small scale, the high frequency character can be expressed,
while in large scale, low frequency character can be demonstrated. In this paper,
different scales are selected to descript sEMG signals.

The discrete wavelet transform can be expressed as follows:

Wf ðm; nÞ ¼ a
�m

2
0

Z 1

�1
f ðtÞwða�m

0 t � nb0Þdt ð71:4Þ

sEMG signal is a kind of unstable stochastic signal, furthermore, it has sensitive
dependence on muscle’s activity. Fourier transformation is difficult to reflect the
change rule of sEMG signal and essence accurately, but wavelet transformation is
similar to a group of bandpass filters whose bandwidth is equal and center fre-
quency is variable. In the time domain and frequency domain it has good locali-
zation properties and can be used for analyzing the unstable sEMG, considering
the small wave of orthogonality and tight branch, Db wavelet is better than the
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other series of wavelet and at present using Db4 wavelet to analyse sEMG is
relative mature [4, 5] decomposition scale generally choose between 5 and 8. This
paper choose db4 wavelet to make sEMG signal six scale wavelet decomposition,
the wavelet decomposition result is shown in Fig. 71.4.

Aiming at the classification of human lower limb movement mode [6–11] in
this paper, we can get all kinds of sports mode sEMG signal wavelet decompo-
sition coefficient matrix singular value and make it as the feature vector for pattern
classification.

71.5 Gait Patterns Discrimination

Support Vector Machine (SVM) is a kind of statistics theory on the basis of the
development of novel learning algorithm. Based on the structural risk minimiza-
tion principle and in the light of limited samples we are able to find out the global
optimal solution, largely solved the model selection, nonlinear, local minimum
point and dimension disaster problems.

Fig. 71.4 Wavelet decomposition at six level of sEMG
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71.5.1 Terrains Discrimination

According to sEMG signal which was acquired from lower limb muscles that
human body is in different terrains, we can discriminate three terrains: level
walking, upstairs and downstairs. Here, we select sEMG signal of the lateral thigh
muscle for analysis. Based on SVM, the three kinds of terrain are classified. The
result of classification between level walking and upstairs is shown in Fig. 71.5.

71.5.2 Movements Discrimination

In this paper, by analysing sEMG signal from lower limb muscles, we completed
six movement patterns classification of squatting, kicking and standing up under
standing condition, raising heel, turning one ankle outward and lifting ball flat,
under sitting situation. By experimental certification, the effect of thigh muscle in
the last three action is small, so we select the lateral thigh muscle’s sEMG signal
for analysis when making the first three actions in standing condition and we
choose the tibial anterior muscle’s sEMG signal for analysis when making the last
three actions under sitting situation. Based on the SVM method, two different
movements make classification respectively. Classification results of kicking for-
ward and squatting is shown in Fig. 71.6.
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Fig. 71.5 Classification result between level waking and upstairs
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71.6 Conclusions

In this paper, two analysis methods were used to extract features from sEMG
signals under conditions of three different terrains, and six movement patterns of
lower limbs. These two methods are: (1) time-frequency analysis, which use RMS,
MF to consist of two-dimensional feature vector; (2) wavelet analysis, which
process the acquired sEMG signals by six scale wavelet decomposition, then
feature vectors are composed of variance of the wavelet coefficient matrix.

In this paper, it is proposed that matrix singular value extracted from wavelet
transform coefficient matrix as signal features, constructing six dimensional fea-
ture vectors by the wavelet coefficient matrix singular value, and inputting to the
classifier to realize gait patterns classification.

Wavelet transform coefficient matrix singular value has two important features:

(1) Matrix singular value has a good stability, when the matrix elements changed,
the change of singular value itself will be very small;

(2) Singular value fully reflects the matrix contains information, which is the
intrinsic feature of matrix.

Singular value decomposition has been widely used in signal processing, such
as confirming the order number in system identification and parameter extraction.

Experimental results show that the feature extraction method based on matrix
singular value has higher classification accuracy with the same classifier SVM.
The result of classification accuracy of all kinds of feature extraction methods are
shown in Table 71.1.
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Fig. 71.6 Classification result between kicking forward and squatting
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From the table, we can draw the conclusion that the proposed sEMG signal
feature extraction method based on matrix singular value is more efficient than
traditional time–frequency method and can obtain a more ideal effect.
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MF RMS 87 82 85
Wavelet variance 90 85 95
Singular value 95 90 95
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Chapter 72
Hierarchical Sparse Representation
for Traffic Sign Recognition

Yaxiang Fan, Hao Sun, Shilin Zhou and Huanxin Zou

Abstract Researchers have proposed various machine learning algorithms for
traffic sign recognition (TSR), which is a supervised multicategory classification
problem with unbalanced class frequencies and various appearances. This paper
presents a novel framework for traffic sign recognition exploiting the sparse
property of intrinsic information of traffic sign. The contributions of our work are
twofold: on one hand, the intrinsic discriminating information among different
categories is utilized, on the other an efficient hierarchical sparse representation
classification (HSRC) strategy is adopted. Experiments on publicly available
datasets show that HSRC is efficient for traffic sign recognition, achieving higher
accuracy than many state-of-the art schemes.

Keywords Traffic sign recognition � Sparse representation � Hierarchical
classification

72.1 Introduction

Traffic sign recognition is an important part in driver assistance system, which
aims to display helpful information to the driver using knowledge about the current
conditions on the road. Traffic signs represent the current traffic situation, show
danger, give warnings to drivers and so on. Characterized by wide variability in
their visual appearance in real-world environments, and traffic sign recognition is a
multicategory classification problem with unbalanced class frequencies. Illumi-
nation changes, partial occlusions, rotations, and weather conditions further
increase the range of variations in visual appearance a classifier has to cope with.
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To solve the recognition problem, various machine learning algorithms have been
proposed, including template matching [1], neural networks [2], support vector
machine [3], etc.

Sparse representation is proposed based on compressed sensing [4]. It aims to
find a new sparse space using different bases from the original space. In the sparse
space, an image could be represented with a significantly smaller number of bases
than when it is represented in original space. The sparsity can help work well in
tasks such as image reconstruction, classification, visualization, etc. Recently a
work on face recognition [5] showed that sparse representation is naturally dis-
criminative and robust to noise, occlusion.

For traffic signs, which have similar shapes, colors, patterns and texts, are
supposed to share certain inherent structures and have inherent sparsity. Further-
more, traffic signs with the same general meaning, such as various speed limits,
have a common general appearance, leading to subsets of traffic signs that are very
similar to each other.

Motivated by the above observations, we proposed a novel hierarchical sparse
representation classification (HSRC) framework for traffic sign recognition.
Firstly, an input testing sample is then represented as the linear combination of all
the training samples by l1-regularized least square method. Then, recognition is
accomplished by using a discriminating function defined on the representation
coefficients. As the traffic signs have the subsets information, we design a hier-
archical classification algorithm to recognize them.

The rest of the paper is organized as follows: Sect. 72.2 describes the meth-
odology. The SR of traffic signs samples is firstly presented, and the algorithm of
HSRC is then given in details. Section 72.3 shows the experimental results.
Section 72.4 concludes the paper and outlines several directions for future work.

72.2 Methodology

In this section, we present the basic components of our hierarchical sparse rep-
resentation algorithm for traffic sign recognition.

72.2.1 Sparse Representation of Traffic Sign

Sparse representation aims to find a new sparse space using different bases from
the original space. In the sparse space, an image could be represented with a
significantly smaller number of bases than when it is represented in original space.
For traffic signs, which have similar shapes, colors, patterns and texts, are sup-
posed to share certain inherent structures. For example, various speed limits have a
common general appearance, leading to subsets of traffic signs that are very similar
to each other. So we suppose that traffic signs have inherent sparsity.
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We arrange the ni samples of the ith class as a matrix Ai ¼ ci; 1;
�

ci; 2; . . .; ci; ni � 2 IRm� ni with each sample being a column. Given that the training
samples of the ith class are sufficient, any new (testing) sample y 2 IRm in the
same class will approximately lie in the linear span of the training samples
associated with class i:

y ¼ ai; 1ci; 1 þ ai; 2ci; 2 þ � � � þ ai; ni ci; ni ð72:1Þ

for some scalars ai; j 2 IRm; j ¼ 1; 2; . . .; ni.
For tumor classification, the membership i of the new testing sample y is

unknown. We arrange the training data samples of each class in matrix A. Suppose
that the samples with the same class are conjoint, i.e., A ¼ A1; A2; . . .; Ak½ �, then
the linear representation of y can be rewritten in terms of all the training samples as

y ¼ Ax0; ð72:2Þ

where, ideally, x0 ¼ 0; . . .; 0; ai; 1; ai; 2; . . .; ai; ni ; 0; . . .; 0
� �T2 IRn is a coefficient

vector whose entries are zero except for those associated with the ith class. In other
words, the nonzero entries in the estimate x0 will be associated with the columns of
A from a single object class i so that we can assign the testing sample y to that
class.

Now, the key problem to be shoved is how to calculate x0. It can be expressed
as the following optimization problem:

x̂0 ¼ arg min xk k0 subject to Ax ¼ y ð72:3Þ

Finding the solution to the above SR problem is NP-hard due to its nature of
combinational optimization. Fortunately, recent development in the theory of SR
and compressive sensing reveals that if the solution being sought is sparse enough,
the solution to the l0-minimization problem in (72.3) is equivalent to the solution
to the following l1-minimization problem:

x̂1 ¼ arg min xk k1 subject to Ax ¼ y ð72:4Þ

This problem can be solved in polynomial time by standard linear programming
methods [6].

72.2.2 Hierarchical Sparse Representation for Traffic Sign
Recognition

Traffic signs can be classified into some subsets with specific similar attributions,
such as speed limit signs, mandatory signs, etc. The intra-class discriminative
information is quite small, while the between-class discriminative information is
big. Such information can be used as the prior knowledge, which is utilized to
further recognition.
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It has been shown that adding structural constraints to recognition has value
both at the level of recognition speed and at the level of recognition accuracy. One
intuitive idea is to adopt a divide-and-conquer strategy, where the training samples
are partitioned into several subcategorization via a high-level knowledge. To
utilize both intra-class intrinsic structure and between-class discriminative infor-
mation, we propose a hierarchical classification algorithm, called hierarchical
sparse representation classification (HSRC). Firstly, we classify the query sign to
the subsets with SRC, then we further use SRC to improve recognition accuracy.
The procedures of HSRC are summarized in Table 72.1. The structure of HSRC is
shown in Fig. 72.1.

72.3 Experimental Results

To evaluate our method, we use German traffic sign recognition benchmark
(GTSRB) dataset [7] and Belgium Traffic Sign Classification Benchmark (Belgium
TSC) dataset [8].

The GTSRB Challenge [7], which was held by IJCNN 2011, is a multi-class,
single-image classification challenge. GTSRB has 43 classes with 39,209 training
images and 12,630 test images.

Belgium TSC is a subset of the Belgium Traffic Sign Benchmark, which is built
for traffic sign classification purposes, and contains 62 different classes of traffic
signs. Belgium TSC consists of a training set with 4,591 images and a testing set
with 2,534 images.

The proposed HSRC is compared with four state-of-the-art methods: SVM,
LRC, SRC, and a typical neural network method, i.e., CCNNs. We use the results
of CCNNs in [7] to compare with other methods tested on the same data set. In
order to improve the algorithm speed, we extract the metasample from the training
samples as the dictionary to represent the test sample. A metasample is a linear

Table 72.1 The HSRC algorithm

Suppose that we have k subsets, and let A ¼ A1;A2; . . .; AK½ �. Each subsets have Kc classes of
subjects, and let Ac ¼ ½Ac

1;A
c
2; . . .; Ac

Kc
�, i ¼ 1; . . .; K, then

1. Normalize the columns of A have unit l2-norm, code y over A via l1- minimization
x̂ ¼ arg min xk k1 subject to Ax ¼ y (72.5)
2. Compute the residuals

ej yð Þ ¼ y� Ajx̂j

�

�

�

�

2
(72.6)

where x̂j is the coding coefficient vector associated with class j
3. Get the c subset of y as
c ¼ identity subset yð Þ ¼ arg minc ecf g (72.7)
4. Then code y over Ac via l1- minimization
â ¼ arg min ak k1 subject to Aca ¼ y (72.8)
5. Output:
identity yð Þ ¼ arg mini y� Acâk k (72.9)
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combination of the gene expression profiles of samples, which can capture the
alternative structures inherent to the data [9].

72.3.1 The GTSRB Dataset

In this experiment, we use HOG Set 2 as the basic feature. The traffic signs of
GSTRB can be separated into six large subsets (speed limit, other prohibitory,
derestriction, mandatory, danger, and unique signs), which are shown in Fig. 72.2.

All the 43 classes of GTSRB are used to test these methods. The recognition
accuracy results are shown in Table 72.2.

From Table 72.2, the experimental results show that HSRC performs better
than the other methods except CCNNs. Comparing with SRC, our HSRC

……

……

……

Fig. 72.1 Structure of HSRC

Fig. 72.2 Samples of the six subsets of similar traffic signs of GTSRB. a Unique. b Other
prohibitory. c Derestriction. d Speed limit. e Mandatory. f Danger
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contribute to recognition accuracy and recognition efficiency. Although CCNNs
exhibit superior performance over classification methods, a high computing cost is
paid for neural-network methods to train the data set.

We select examples that are difficult to recognize from the entire test data set to
form two new test subsets, corresponding to partial occlusion, various lighting.
Some samples are shown in Fig. 72.3. We compare HSRC with three classification
methods: SVM, META ? SVM, SRC. The individual results for each new subset
are listed in Table 72.3.

HSRC achieves considerably better performance than the other methods in
three situations. Sparse representation is an effective technique when the signs are
under partial occlusion or various lighting conditions. Thus, SRC and HSRC
perform better than SVM and LRC. Given that HSRC is also an algorithm that
improve sparse representation, it can more effectively address various
appearances.

72.3.2 The Belgium TSC Dataset

In this experiment, the gray-value feature from the BelgiumTSC is used. The gray-
value feature is extracted from the original traffic sign image and resized into
40� 40 so that it can be represented as a 1600-D vector. The traffic signs of the
Belgium TSC can be separated into five large subsets (see in Fig 72.4).

We use the same setup for the experiment as in Sect. 3.1 and the recognition
accuracy results are shown in Table 72.4. It can be seen that our HMSRC out-
performs the other three methods.

Table 72.2 Recognition accuracy results (%) of GTSRB

Methods SVM SRC LRC CCNNs HSRC

Accuracy rate 85.42 89.27 90.74 99.42 97.36

Fig. 72.3 Samples of the new subsets of GTSRB with various appearances. a Traffic signs with
partial occlusion. b Traffic signs with various lighting conditions
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72.4 Conclusion

In this study, we proposed a new hierarchical SR-based approach for traffic sign
recognition. Classification is achieved by a discriminating function of the SR
coefficients, which are obtained by l1-regularized least square optimization. To
speed up the recognition process, a hierarchical structure is adopted. The proposed
hierarchial SR classification (HSRC) was compared with several state-of-the-art
machine learning algorithms on the GTSRB dataset and the BelgiumTSC dataset.
Experimental results demonstrate the robustness and effectiveness of our proposed
method.

Acknowledgments This work was supported by Specialized Research Fund for the Doctoral
Program of Higher Education (No. 20124307120013).

Table 72.3 Recognition accuracy results (%) of new subsets of GTSRB with various
appearances

Methods SVM SRC LRC HSRC

Partial occlusion 62.31 73.43 67.54 80.61
Various lighting 58.71 70.47 69.33 77.64

Fig. 72.4 Samples of the six subsets of similar traffic signs of GTSRB. a Limit signs. b Unique
signs. c Circle mandatory signs. d Rectangle mandatory signs. e Danger signs

Table 72.4 Recognition accuracy results (%) of Belgium TSC

Methods SVM SRC LRC HSRC

Accurancy rate 80.37 86.83 88.74 92.56
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Chapter 73
A New Sequence-Based Approach
for XML Data Query

Wen Li, Jin Yang, Gaofeng Sun and Sen Yue

Abstract In order to avoid expensive join operations in query processing from
structured XML document, some index methods based on sequence have been
proposed, which transform XML documents and twig patterns into sequences. By
performing subsequence matching, query is processed holistically without break-
ing the twig pattern into many individual root-to-leaf paths, and large useless
intermediate results and expensive join operations are avoided. In this paper,
combining path sequence strategy with region labeling scheme, we propose a new
sequence scheme, Region Path sequence scheme, where the last node of each path
is labeled with the region labeling scheme. Compared with previous approaches,
our approach can avoid false alarm more effectively, and any extra structure for
labeling needn’t be constructed. Furthermore, we construct two level B+-tree
structure to finish the matching, and also propose corresponding matching algo-
rithm. Experiment results demonstrate that our approach can not only avoid false
alarm, but also process query more quickly than previous methods such as ViST,
and Constraint Sequence.

Keywords XML � Sequence structure � False alarm � Region Path
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73.1 Introduction

As a new standard language for representing and exchanging data on the internet,
XML [1] is applied in many commercial and scientific fields. As an instance of
semi-structured data, XML has very flexible structure, which is often represented
as a labeled directed graph. Figure 73.1 shows an example of graph structure.

In order to holistically process XML queries, several sequence-based XML
query approaches [2–6] have been proposed, where query expressions are denoted
as twig patterns which are tree structures and precisely describe the relationships
between two nodes. For instance, the XQuery [7] expression ‘‘/Book [//
Author = ‘Jane’]’’ can be presented as a twig pattern in Fig. 73.2. Here, twig
pattern are considered to be a basic query unit, which avoids breaking the twig
pattern into many individual root-to-leaf paths. In sequence-based query schemes,
XML document and XML queries are transformed into sequence structures, and
XML queries are processed by subsequence matching.

Wang et al. proposed an approach named ViST, which transforms XML data
and XML queries into structure-encoded sequence by preorder traversal of an
XML document tree [8]. The structure-encoded sequence is a two-dimensional
sequence of (Symbol, Prefix) pairs, where Symbol is a node in the XML document
tree and Prefix is the path from the root node to Symbol. The S1 in Fig. 73.3 is
described as S1 = ((P, e) (Q, P) (T, PQ) (S, PQ) (R, P) (U, PR) (T, PR)).

ViST gives us a new view of holistic processing of a twig pattern without
breaking the twig pattern into root-to-leaf paths and processing these paths indi-
vidually. However, query processing may result in false alarm. For instance, the S2
and Q in Fig. 73.3 can be presented with ViST sequences ((P, e) (Q, P) (T, PQ) (Q,
P) (S, PQ)) and ((P, e) (Q, P) (T, PQ) (S, PQ)) respectively. Although sequence of
query Q is a subsequence of S1 and S2, the twig pattern Q only occurs in S1 and
the matching for S2 will result in false alarm. False alarm is processed by
expensive join operation [8].

PRIX is a more succinct encoding sequence [3]. It constructed a one-to-one
correspondence between a labeled tree and a sequence by repeatedly deleting the
leaf node with the smallest label and adding the label of its parent to the sequence.
With tree nodes labeled by unique postorder numbers and unique ordering of the

Fig. 73.1 A structural XML
document
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numbers, the PRIX sequence for the S1 of Fig. 73.3 is (Q Q P R R P). With unique
ordering of the PRIX sequence, PRIX overcomes the false alarm problem.

Instead of using a two-dimensional component in ViST, Constraint Sequence
[5] proposed by Wang et al. encodes each node n in the tree by the path from the
root node to n. So, the sequence of S1 in Fig. 73.3 can be presented as {P, PQ,
PQT, PQS, PR, PRU, PRT}.

In constraint sequence, the notion of constraint is introduced, which checks the
relationship between any two nodes. Constraint matching is used to avoid false
alarm caused by identical sibling nodes and to maintain query equivalence.
However, the process of checking identical sibling-cover has a bad effect on query
performance.

In this paper, motivated by false alarm and poor query performance, we propose
a new sequence scheme, Region Path (RP) sequence scheme which is built by
combining sequence based on paths [6] with region labeling scheme [9]. Region
Path sequence scheme avoids false alarm and gets precise matching results.

The rest of the paper is organized as follow. In Sect. 73.2, we present our idea.
We describe our algorithm in Sect. 73.3. We show our experiment in Sect. 73.4.
At last, we conclude our approach in Sect. 73.5.

73.2 RP Sequence Scheme

In this section, RP sequence scheme is described, which is integration of region
labeling and path sequence. We also present a query algorithm for our approach.

Fig. 73.2 Query twig pattern

Fig. 73.3 An example of
matching
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73.2.1 Description of RP Sequence

By the descriptions of positions of elements and string values on an XML tree,
region label scheme of an XML document is given. As a classic query scheme,
region labeling scheme can determine the ancestor–descendant and parent–child
relationships between the nodes with containment property of the labels. Fig-
ure 73.4 shows the labeling result of Fig. 73.1.

We label last node of each path in the path sequence with the region labeling
scheme. So, we give the definition of RP sequence scheme as follows:

Definition 1 Region Path sequence
With the integration of the region labeling scheme and path sequence, Region

Path scheme is a sequence of (region label, path) pairs:

D ¼ a1; b1; lð Þ;P1½ � a2; b2; lð Þ; P2½ � . . . an; bn; lð Þ; Pn½ �

where label (ai, bi, l) represents the label of the last node of path, pi, l denotes id of
the XML document and the sequence is in ascending order of ai.

Similar to [8] and [5], we use capital letters to describe names of elements, and
use a hash function to map the string values. For example, V1 = h(‘‘XML’’),
V2 = h(‘‘Jane’’). So, with RP sequence scheme, Fig. 73.1 can be represented as
follows: D = [(1, 21, X), B][(2, 4, X), BT][(3, 3, X), BTV1][(5, 12, X), BW][(6, 8,
X), BWA][(7, 7, X), BWAV2][(9, 11, X), BWA][(10, 10, X), BWAV3][(13, 15, X),
BY][(14, 14, X), BYV4][(16, 20, X), BC][(17, 19, X), BCT][(18, 18, X), BCTV5], and
X is id of the document. We also omit id of document in the label when there is a
single document.

RP sequence scheme can correctly reflect the data distribution of the XML
document. The precise tree structure can be gained directly from our sequence
scheme, although there are the cases of identical sibling node [5].

Fig. 73.4 Region labeling
representation of Fig. 73.1
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73.2.2 Avoiding False Alarm

The relationship between two nodes can be determined easily with the contain-
ment property of region label [6]. The property of ancestor–descendant is
described as follows:

In a single document, the node n1 is a descendant of the node n2 if and only if
a1 [ a2 and b1 \ b2

For example, in Fig. 73.4, the string ‘‘Jane’’ with label (7, 7) is a descendant of
the node W with label (5, 12), and the string ‘‘XML’’ with label (3, 3) is a child of
the node T with label (2, 4).

We describe an XML document with RP sequence scheme and a query with
path sequence without containing the interval. With the containment property of
region label, false alarm caused by identical sibling nodes can be completely
avoided, because the relationship of two nodes is unique.

We can denote S1, S2 from Fig. 73.3 with RP sequence scheme and Q with path
sequence as follows, and here we omit ids of documents

S1 ¼ 1; 141ð Þ; P½ � 2; 7ð Þ; PQ½ � 3; 43ð Þ; PQTÞ½ � 5; 63ð Þ; PQS½ � 8; 13ð Þ; PR½ � 9; 10ð Þ½
PRU� 11; 12ð Þ; PRT½ �

S2 ¼ 1; 10ð Þ; P½ � 2; 5ð Þ; PQ½ � 3; 4ð Þ; PQT½ � 6; 9ð Þ; PQ½ � 7; 8ð Þ; PQS½ �

Q ¼ P; PQ; PQT ; PQSð Þ

With the new sequence scheme, the false alarm can be avoided. According to
the containment property of the region labeling, the interval of the parent of PQS
does not contain the interval of PQT, so S2 does not match Q.

73.3 Subsequence Matching Algorithm

In this section, the algorithm for subsequence matching is presented. An auxiliary
structure such as suffix tree [8] or virtual trie structure [2, 5] need not be con-
structed, and the part of region labeling in the region labeling scheme is enough to
decide the relationship between any two nodes. Labels in the region labeling
scheme are used to avoid false alarm and to finish subsequence matching correctly.

73.3.1 Index Structure

Maintaining an in-memory index for the sequences is unsuitable, as the index size
grows mainly with the total length of the sequences. In essence, we would like to
build an efficient disk-based index. Similar to ViST and PRIX, we also maintain a
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two level B+-tree to finish the subsequence matching. The structure is designed as
follows.

• We first insert all the different paths in the sequences from documents into the
B ? -Tree using these paths as keys. We call this B ? -Tree the Path B+-Tree.

• Each leaf node in the Path B+-Tree points to another B+-Tree called Element
B+-Tree. This B+-Tree is indexed on the document IDs as keys and it stores the
intervals from the Region Path sequence.

Figure 73.5 shows the two level B+-tree structure of Fig. 73.4

73.3.2 XML Data Subsequence Matching

Here, a brief description of how query processing is done by subsequence match is
given through an example. Suppose we have the following query sequence
q1; q2; q3; . . .qnð Þ, where qi is a path from the sequence and matches the node

X. Firstly, by using path qi as the key, we search a corresponding leaf node in Path
B+-Tree structure, and return the label (s) of X from Element B+-Tree. Then, in
Element B+-Tree corresponding to the path qiþ1, we find the descendant (s) of
X with the containment property of region labeling. For each descendant, we
repeatedly use the same process to match the next path in the query sequence
above until we reach the last node of the query.

The above subsequence matching can be easily extended to multiple docu-
ments. The only difference is that after getting all the intervals in the first matching
we get next matching according to documents IDs, and the documents ID must be
identical. The following algorithm formalizes the process.

Fig. 73.5 Index structure
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Path B+-Tree, index of paths
Element B+-Tree, index of nodes with <StartPos,
EndPos> labels in XML documents

Output: all occurrences of Q in all the documents

/* Assume (a0 , b0)is label of the root in XML document 
*/

Query((a 0 , b 0 , x),1);

Procedure Query ((a i , b i , x), i+1) 
if i < |Q| then /* |Q| denotes the number of the paths 

in Q */
I ←header link of q 1+i ; 
N ←nodes from I matching q 1+i within the range [ai,

b i ], and X must be identical;
for each node n∈N do

/* n is labeled with (a 1+i , b 1+i ) */
Query ((a 1+i , b 1+i , x), i+2);

end
end

Algorithm 1: Subsequence Matching
Input: a query sequence Q={q1, q2, q3 ,…qn} 

With containment property of region labeling, subsequence matching algorithm
avoids the false alarm. For example, in S2 in Fig. 73.2, the interval of ‘‘PQS’’ is
beyond that of the first ‘‘PQ’’, so the ‘‘PL’’ is not an ancestor of ‘‘PQS’’, and we
cannot match the structure with Query Q.

73.4 Experiment and Analysis

We demonstrate effectiveness of RP sequence scheme with extensive experiments.
In this section, we describe these experiments and present the results.

73.4.1 Experiment Setup

Experiments are implemented in Java with JDK 1.5.0. We conduct the experi-
ments on the AMD Athlon XP 1.83 G with 256 MB main memory running on
Windows XP (sp2) with 80 G hard disk.

We carried out our experiments on real XML database DBLP [9] and synthetic
dataset XMark [10].

DBLP is a popular computer science bibliography database and each record of
DBLP accords to a publication. The document trees in the DBLP dataset have
good similarity in structure. The segment we downloaded has size of 121 MB with
tree structure of maximum depth 6.
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XMark which simulates information about activities of an auction site is a
single record with a very large and complicated tree structure. In our experiments,
we use an XMark database with scaling factor 1.0, 110 MB of data.

73.4.2 Query Performance

In order to compare the performance of RP sequence scheme (RPS) with that of
ViST and Constraint Sequence, queries in Table 73.1 are executed in turn.
Table 73.1 lists eight queries with ascending complexity in terms of selectivity,
presence of values and twig structure. The first four queries from DBLP dataset
represent four kinds of queries respectively and have different characteristics. Q1 is
a single path expression query with two nodes and there is no attribute values
involved. Q2 has one branch structure which involves an attribute value. Q3 and Q4

are twig patterns with three nodes and one branch respectively, and use wild cards
which increase query scope. For XMark dataset, there are also four queries Q5, Q6,
Q7 and Q8. Q5 and Q6 are simple queries with four nodes and five nodes
respectively. Both of them don’t have any value. Q7 is a twig query with seven
nodes and two branches. Q8 is a twig query with five nodes and one branch. Both
Q7 and Q8 have wild cards and attribute values. In Fig. 73.6, we summarize the
performance results in total time elapsed for the queries listed in Table 73.1.

Figure 73.6 shows the performance for the eight queries in RPS, ViST and CS.
Firstly, we tested Q1, Q2, Q3, and Q4 for DBLP dataset. The performance differ-
ence is due to the following reasons. First, similarity in the sequences from DBLP
dataset is very high, which maybe produce many Identical Sibling Nodes and
cause the false alarm problem. ViST’s sequencing and query algorithms do not
guarantee query equivalence between a structure match and a subsequence match,
and expensive join operations [2] is used to avoid false alarm, which takes much
more time. In CS, in order to void false alarm and maintain query equivalence, the
notion of constraint is introduced, which makes query performance of CS better
than that of ViST. In addition, CS takes advantage of sharing of sequences in case
of simple path expression which doesn’t contain any value, so the performance for

Table 73.1 Sample queries over DBLP dataset

Path Expressions Datasets

Q1 /mastersthesis/title DBLP
Q2 /article[mdate = ‘‘2003-01-31’’]/title DBLP
Q3 /*/author[text = ‘‘Peter’’] DBLP
Q4 //author[text = ‘‘Peter’’] DBLP
Q5 /site/people/person/name XMark
Q6 /site/regions/africa/item/reserve XMark
Q7 /site//item[quantity = ‘‘2’’][location = ‘‘United States’’]/name XMark
Q8 /site/open_auctions/open_auction[//author/person = ‘‘person11080’’]/time XMark
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query Q1 is much better than that of our approach. Tree labeling in CS doesn’t
maintain query equivalence, and the constraint is used to decide the relationship
between two nodes, which costs more time than our approach. Second, in ViST
and CS, an auxiliary structure that labels every element in the sequence is con-
structed to finish subsequence match. In the RP sequence scheme, the relationship
between two nodes can be decided by intervals, so we need not spend extra time on
an auxiliary structure.

For the XMark dataset, queries Q5, Q6, Q7 and Q8 are used to test query
performance of PR, ViST and CS. Since XMark has deep and complicated
structure, sharing of sequence is less, which makes identical sibling nodes less than
that in DBLP. Figure 73.6 shows the result of comparison. Q5 and Q6 are simple
path expressions without any value. Because there is less sharing of sequence, CS
also shows good query performance. Q7 and Q8 are more complicated, which have
branches, values and wildcards. Because performance-oriented strategy which
reduces research space is used in CS, the performance comes closest to that of RP
sequence. In Fig. 73.6, the performance of ViST for Q5, Q6, Q7 and Q8 is also
described, and that is worst.

73.5 Conclusion

In this paper, we introduce an XML index approach based on sequence scheme,
which also processes query holistically, without breaking the twig into many
individual root-to-leaf paths, and avoids useless intermediate results and expensive
join operations. Compared with previous index sequence approach, such as ViST,
PRIX, Constraint Sequence, we can process the problem caused by query non-
equivalence more efficiently. Combining with the region labeling scheme, we can
always get precise resultant structure only by containment property of the labels.
Experiment results show RP sequence scheme outperforms previous approaches
on query performance.

0

0.5

1

1.5

2

2.5

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

query Q
T

im
e 

(s
ec

)

RPS  ViST CS
Fig. 73.6 Comparison of
queries processing times

73 A New Sequence-Based Approach for XML Data Query 669



Acknowledgments This work was supported by Science and Technology Foundation Platform
Construction Project of Shanxi Province of China (Project No. 2012091003-0101) and partially
supported by the Youth Fund of Taiyuan University of Technology (No. k201032).

References

1. Bray T, Paoli J, Sperberg-McQueen C (1998) Extensible markup language (XML) 1.0. W3C
recommendation available at http://www.w3.org/ TR/1998/REC-xml-19980210

2. Raw PR, Moon B (2004) PRIX Indexing and querying XML using prüfer sequences. ICDE
2004, pp 288–300

3. HIma K, Sreenivasa P (2005) Efficient indexing and querying of XML data using modified
prüfer sequences. CIKM 2005, pp 397–404

4. HIma K, Rajesh C, Sreenivasa P (2005) Handling updates in sequence based XML query
processing. COMAD 2005

5. Wang H, Meng X (2005) On the sequencing of tree structures for XML indexing. ICDE 2005,
pp 372–383

6. Srivastava D, Al-Khalifa S, Jagadish HV (2002) Structural joins: a primitive for efficient
XML query pattern matching. ICDE 2002, pp 141–152

7. Boag S, Chamberlin D, Fernandez MF, Florescu D, Robie J, Siméon J (2002) XQuery 1.0: an
XML query language. http://www.w3.org/ TR/xquery

8. Wang H, Park S, Fan W, Yu PS (2003) ViST: a dynamic index method for querying XML
data by tree structures. In proceedings of SIGMOD 2003, pp 101–121

9. DBLP database web site. http://uni-trier.de/XML
10. Schmidt A, Wass F, Kersten M, Carey J, Manolescu I, Busse R (2002) XMark: a benchmark

for XML data management. Proceedings of the 28th international conference on very large
databases 2002

670 W. Li et al.

http://www.w3.org/
http://www.w3.org/
http://uni-trier.de/XML


Chapter 74
Model-Based Workpiece Positioning
for Robotic Fixtureless Assembly Using
Parallel Monocular Vision System

Weiwei Yu, Mingmin Zhai and Yasheng Chen

Abstract This paper proposed to use parallel monocular vision system that could
fit different robotic grasping pattern, in order to reduce the computation burden for
real-time grasping control. A novel model-based workpiece positioning approach,
which can solve both 3D or 2D pose estimation problem, is proposed by using the
imagery template and homography matrix. The demand of workpiece template is
not 3D model, but the workpiece template image, which is much easier to obtain.
Moreover, as the positioning expressions based on homography matrix between
the workpiece template and images, and the two camera images, are expressed as a
simple formula, the proposed approach is intuitive for algorithm development.

Keywords Workpiece positioning � Robot fixtureless assembly � Parallel mon-
ocular vision � Model-based pose estimation

74.1 Introduction

Robotic Fixtureless Assembly, that eliminates the need of using complex and rigid
fixtures, is a challenging task which requires solving many innovation problems in
robotics, including precision control, intelligent grasping, sensor integration, part
mating etc. [1]. In particular, the development of a robust, and efficient machine
vision system empowers the robot to identify and determine the pose of the
workpiece. With the help of such vision system, the robot could recognize, servo
to and grasp the target part which may placed with other workpieces in an
unstructured manner, thus enable the automatic robotic assembly.
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According to the location of camera in the robotic fixtureless assembly, it can
be divided into eye-in-hand and eye-on-head design [2]. For the case of eye-on-
hand design, the 3D invariant object recognition and pose calculation can be
achieved by using 2D computer vision in different manner. As the common way of
positioning 3D ordinary object with images, the 3D workpiece pose estimation can
be achieved by the reconstruction through multi-view epipolar geometry [3].
Because of the complex algorithm and time consuming of reconstruction process,
it hardly satisfy the real-time requirement of robot vision servo system.

In recent years, more and more intelligent algorithms, such as Genetic Algo-
rithm, and Neural Network are introduced to the workpiece positioning area.
Feature CMAC neural network is proposed for pose estimation for fixtureless
assembly in [4]. This method has generalization ability and do not rely on the
specific mathematic model of workpiece. A Fuzzy Adaptive Resonance Theory is
applied for 3D invariant object recognition and pose calculation for aligning parts
in assembly task [5]. Besides the intelligent algorithm based method can satisfy the
real-time requirement well, it needs a long period training time priority.

Regardless the reconstruction of object, it is usually to use the affine trans-
formation to estimate the 3D workpiece position from the 2D images. One branch
is upon the weak perspective projection. Wei Liu proposed a method of workpiece
positioning from perspective view based on Differential Evolution algorithm [6].
Another based on the model-based pose estimation method which usually indicates
the shape, texture or the appearance of the object in advance. In [7], a general
method for fitting models with arbitrary curved surfaces and any number of
internal parameters to matched image features is introduced. Chan-Ho Lee
introduced the virtual plane method for the 3D pose estimation of large objects
using single camera systems [8]. As the virtual plane method used multiple sets of
single camera and the CAD information of the object, this method required more
straightforward calculation than conventional solutions.

As the model-based pose estimation is based on the prior knowledge of target
object, the stable matches between the template and image data make it reliable to
estimate the pose from 2D image data. Moreover, with the help of the model, this
method required simpler analysis than other solutions [8]. However, if considering
the robotic grasping pattern during the assembly, workpiece positioning can be
divided into two cases. In the first case, its pose may influence the robotic grasping
or aligning performance, the 3D position of the workpiece center and its rotation
should be determined for the robot to choose the optimal grasping way. In the
second case, if the working part is restricted with sliding on the workbench with
always the same face up, the problem is now simplified as 2D positioning of the
workpiece center and its rotation.

Therefore, the objective of this research is to design a feasible method that
could fit both of the above two cases for eliminating the image analysis complexity
and decreasing processing time for on-line control at the same time. A model-
based approach is presented, in which the workpiece pose can be directly calcu-
lated by the target template image and some homography matrix.
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74.2 Parallel Monocular Vision System

The workpiece pose estimation problem can be simplified into two cases. If
consider the grasping pattern which may hamper robotic performance for fix-
tureless assembly and control complexity, the problem can be simplified as finding
X � Y � Z position of the workpiece center and its rotation about Z axis. However,
if one can reasonably restrict the working parts sliding on the worktable without
seriously hampering the ability to accomplish the assembly, for example, imagine
a human operator casually placing parts on the table, provided the desired face is
always up, the problem now becomes finding the X � Y position of the workpiece
center and its rotation around Z axis [4].

In the first case, because the depth information of the target part should be
calculated, a stereo camera is always chosen. If only X � Y position of the
workpiece is needed for grasping, a monocular camera is enough. The eliminating
of the image matching time could increase the vision servo system on-time effi-
ciency. Therefore, we propose to use two monocular cameras of the same type
whose optical axis are installed strictly parallel. The monocular and stereo vision
can be switched automatically according to different requirement. The installation
and system module of parallel monocular vision is represented in Fig. 74.1.

74.3 Workpiece Positioning with Parallel
Monocular Vision

Consider the location of gravity center of object in the workbench coordinate
system as the pose of the workpiece, since the workbench whose coordinate is easy
transformed to robot coordinate, is always fixed. And its orientation is determined
by the direction angle of the envelope rectangle of the workpiece. The workpiece
model data base contains three type of information: workpiece template image, its
keypoints and descriptor, and the gravity center pixels of the template image.

Image 
collection 

Image processing 
computer

Robot control 
system

Robot

Workbench

Workpiece

Joint position 
feedback

Choice of 
grasping way 

Parallel
monocular vision

Fig. 74.1 Installation and system module of parallel monocular vision
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Different from other model-based methods, the model required in our experiment
is only template image, but not the 3D object model.

74.3.1 Workpiece Positioning with Two Parallel Monocular
Cameras

In the first case with two parallel monocular cameras, the scheme contains three
stages of image matching: (1) feature matching between the left and right camera
image, (2) left camera image matching with the target workpiece template, (3) right
camera image matching with the template. The SIFT algorithm is chosen for all the
matching process, for its advantages of keypoints shown to be invariant to image
rotation and scale, and robust of affine distortion and change in illumination. In order
to reduce the running time and increasing the robustness, the image background
subtraction and segmentation is adopted before first matching step. The workpiece
position can be intuitive calculated by the projection equation, homography matrixes
between the right and left camera images with the target workpiece template image.

74.3.2 Workpiece Positioning with One Monocular Camera

In the case of one monocular camera, the orthography of the workbench with
markers is taken as the workbench template. Different from the first case, in this
scheme, there are only two image matching process should be included: one is the
matching between workbench template and one of the camera image (take the left
camera image as example), the other is between the left camera image and the target
workpiece template. By the first homography matrix, the workpiece image is
transformed to orthographical in order to estimate the object orientation. The
workpiece position can be calculated based on the homography matrix between
the target object image and workpiece template image.

Comparing the two workpiece positioning process, just by substitute the
matching process between the left and right image, right image and workpiece
template with the matching between the left image and workbench template, it is
easy to achieve one scheme that could fit both of the two cases.

74.4 Workpiece Position Calculation Based
on Homography Matrix

The principle of object positioning by two parallel monocular cameras is as same
as binocular vision. Assume that the coordinates of arbitrary object point in the left
camera coordinate system is xl; yl; zlð Þ, in the left and right image the coordinates
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are ul; vlð Þ and ur; vrð Þ accordingly. Based on triangulation principle, the coordi-
nates in the left camera coordinate system are:

xl ¼
zl ul � uoð Þ

ax
ð74:1Þ

yl ¼
zl vl � voð Þ

ay
ð74:2Þ

zl ¼
bax

ul � ur
ð74:3Þ

In the above equations, ax, ay, uo and vo are the camera intrinsic parameters. ax

and ay are the camera scale factor along x and y axis, and uo, vo are the camera
principal point coordinates. b is distance between the camera projection centers.

For a given plane in world coordinate system, the homography matrix repre-
sents the relationship of every feature belonging to the plane in one image and the
corresponding feature in another image from different angle. Assume that

p ¼ ut; vtð Þ ð74:4Þ

q ¼ ul; vlð Þ ð74:5Þ

are the corresponding feature point coordinates from the workpiece template
image and the left monocular camera image respectively. There exists a 3� 3

homography matrix H ¼
h0 h1 h2

h3 h4 h5

h6 h7 h8

2

4

3

5, such that

q ¼ Hp ð74:6Þ

RANSAC is adopted to reject outliers and find the homography matrix between
workpiece templates and current image. Suppose that p and q represent the two
dimension pixel coordinates of workpiece center. For affine transform h8 ¼ 1,
Eq. (74.6) can be written as

ul

vl

1

2

4

3

5 ¼
h0 h1 h2

h3 h4 h5

h6 h7 1

2

4

3

5

ut

vt

1

2

4

3

5 ð74:7Þ

Thus, the workpiece gravity center of the left monocular camera image ul; vlð Þ
can be expressed by the position of gravity center of target workpiece template
ut; vtð Þ:

ul ¼ h0ut þ h1vt þ h2ð Þ= h6ut þ h7vt þ 1ð Þ ð74:8Þ

vl ¼ h3ut þ h4vt þ h5ð Þ= h6ut þ h7vt þ 1ð Þ ð74:9Þ
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In the monocular camera case, the X � Y position of the gravity center of object
can be calculated according to Eqs. (74.8) and (74.9), only related to the
homography matrix and the gravity center pixels of template image.

If H0 ¼
h00 h01 h02
h03 h04 h05
h06 h07 h08

2

4

3

5 represents the homography matrix between the

workpiece template image and right monocular camera image, with the same
method, one can calculate the position of object gravity center as:

ur ¼ h00ut þ h01vt þ h02
� ��

h06ut þ h07vt þ 1
� �

ð74:10Þ

vr ¼ h03ut þ h04vt þ h05
� ��

h06ut þ h07vt þ 1
� �

ð74:11Þ

Assume the 3D gravity center of the workpiece is Cxl;Cyl;Czlð Þ according to
the projection relation Eqs. (74.1)–(74.3), substitute expression of gravity center of
the left camera image which represented by the homography matrix with the object
template respectively,

Cxl ¼
b h0 � h6u0ð Þut þ h1 � h7u0ð Þvt þ h2 � uo½ �

h0 � h6urð Þut þ h1� h7urð Þvt þ h2� ur
ð74:12Þ

Cyl ¼
bax h3 � h6v0ð Þut þ h4 � h7v0ð Þvt þ h5 � vo½ �
ay h0 � h6urð Þut þ h1� h7urð Þvt þ h2� ur½ � ð74:13Þ

Czl ¼
bax h6ut þ h7vt þ 1ð Þ

h0 � h6urð Þut þ h1� h7urð Þvt þ h2� ur
ð74:14Þ

Again, substitute position of object gravity center in the right camera image ur

in the above equation with expression (74.10), the pose of workpiece can be
directly calculated with homography matrix between the workpiece template
image and each of monocular camera image H, H0, the position of gravity center in
target workpiece template image ut; vtð Þ, and camera intrinsic parameter uo.

74.5 Experiment Results and Analysis

In the one monocular camera case mentioned in Sect. 74.2, the Z position does not
hampered the robot grasping during the assembly. According to the workpiece
positioning process in Fig. 74.2, take the orthography of the workbench with 4
markers at each corner as its template (Fig. 74.3a). After the feature matching
between the workpiece template and the image, the image is transformed to
orthography relative to workbench, in order to obtain the workpiece’s orientation.
The position and orientation of the object is calculated based on Eqs. (74.8) and
(74.9), and results are indicated in Fig. 74.3b.
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If consider the grasping way of robot, use two parallel monocular cameras to
determine the X � Y � Z position for workpiece according to the process scheme
in Fig. 74.4. After the background subtraction and morphological segmentation
process, the object target identification and the feature matching with the work-
piece template in the multi-object case, is shown in Fig. 74.5a. In Fig. 74.5b, the
target object is half sheltered from the shadow of robot. It also shows good results
by our proposed approach, because with the aid of morphological segmentation for
identify overlapping objects. It should be emphasized that in both of these two
cases, the images are in the situation of scaling and rotating.

If the difference between position estimation for the workpiece along any of X,
Y or Z direction and its real pose is smaller than the error threshold value, it is
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considered to be a success calculation. In this experiment, the error threshold is set
to be 3j jmm, 80 pair different images are taken as examples, and the image pixel is
1568 * 2352. As the relative position of the camera and object, all the images
taken in this experiment are scaled and rotated. The calculated success rate in this
case is 93:75%.

If substitute the SIFT algorithm for the workpiece image matching process in
the proposed approach with the Harris corner detection, try these two methods in
three situations: (1)the image without scaling and rotation, (2) image with obvious
scaling and rotation, and (3)object with obscured. The comparing results are
shown in Tables 74.1 and 74.2 in the case of 1568 * 2352 pixel image and
480 * 640 image respectively. It is apparently that adopted SIFT algorithm for the
feature matching in this approach gets better results than the Harris corner
detection in all the three situations. However, the success rate for both of the two
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Fig. 74.5 Target object identification in the case of multi-object and obscured, a Feature
matching in the multi-object case. b Feature matching in the obscured case
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methods is influenced by the image resolution, especially in the scaling, rotation
and obscured cases.

Try to calculate the workpiece position without the step of background sub-
traction and morphological transformation based segmentation, and assume that
the running time for this case is 100 %. Again, comparing the success rate and
running time with our proposed method. According to the results listed in
Table 74.3, the running time of the proposed approach is only 84.3 % of the
previous method, and the success rate increased from 83.33 to 93.75 % visibly.
That is because of with the help of the background subtraction and morphological
based segmentation, the matching range is much smaller and more specific, the
overall calculating time is much less. Moreover, the method is more robustness,
since the segmentation result is independent of the shape or placement of the zones
of interest.

74.6 Conclusion

Because of the requirement of different robotic grasping pattern, workpiece posi-
tioning for robotic fixtureless assembly can be simplified into 3D or 2D pose
estimation problem. In order to eliminating the image processing complexity and
decreasing time for on-line control at the same time, a parallel monocular vision
system is presented. A novel approach is proposed to use the imagery target tem-
plate and homography matrix to positioning the workpiece for robot grasping. Since

Table 74.1 The success rate with two methods for 80 1568 * 2352 images

Without scaling
and rotation (%)

With scaling
and rotation (%)

With obscured (%)

Method with SIFT 96.25 93.75 95.00
Method with Harris 88.75 82.50 81.25

Table 74.2 The success rate with two methods for 80 480 * 640 images

Without scaling
and rotation (%)

With scaling
and rotation (%)

With obscured (%)

Method with SIFT 93.33 90.00 91.25
Method with Harris 87.50 80.00 78.75

Table 74.3 The success rate and running time with two methods for 80 1568 * 2352 images

Without background subtraction
and morphological based
segmentation (%)

With background subtraction
and morphological based
segmentation (%)

Success rate 83.33 93.75
Running time 100 84.3
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the positioning expressions based on homography matrix between the workpiece
template and image and the two camera images, are expressed as a simple formula,
the simulation results demonstrate the robustness and less time-consuming of the
proposed approach which required simpler analysis. Because the 3D workpiece
tracking problem appears often in recent robot assembly, we would like to intro-
duce this approach to dynamic tracking of industrial part in future work.
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Chapter 75
Single-Trial Identification of Motor
Imagery EEG based on HHT and SVM

Peng Lu, Daoren Yuan, Yafei Lou, Chi Liu and Shilei Huang

Abstract Single-trial identification of motor imagery (MI) EEG is one of the key
techniques in the brain-computer interface (BCI). To improve the accuracy of
classification and reduce the algorithm time, targeting at motor imagery (MI) EEG
of four kinds of motion, a single-trial identification algorithm of MI EEG based on
HHT and SVM is proposed. Firstly, MI EEG is decomposed into 8-order intrinsic
mode function (IMF) and margin R by empirical mode decomposition (EMD).
Secondly, Hilbert spectrum is got by Hilbert transformation. AR model parameter
of the extracted 6-order IMF is extracted. The acquired 6-order AR parameter and
the characteristic quantity of 29 power spectral density included in the 4-32 Hz
EEGs constitute a 35 dimensional characteristic vector. Finally, support vector
machine (SVM) is used to classify. The single-trial identification results are as
follows: the average recognition rate of the two kinds of thinking actions is
91.6478 %, and that of three is 89.4798 %, four is 89.4064 %.

Keywords Motor imagery � HHT � SVM � Single-trial identification

75.1 Introduction

Brain-computer interface (BCI) technique is one of the hottest research spots at
present. Evoked EEG based on SSVEP and spontaneous EEG based on MI are two
important means to study BCI [1, 2]. The former requires a structured environment
with special apparatus, while the latter is a man-machine interface mode of
independent, non-dependent, non-structured environment [3, 4]. At present,
problems like long training cycle, long consuming of algorithm and low rate of the
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thinking action classification challenge the online BCI system [5]. Therefore,
shortening the training cycle, lowering the algorithm complexity and improving
the rate of thinking action identification are the key techniques for online BCI.

The single-trial identification of MI EEG includes signal pretreatment, feature
extraction, thinking action identification and so on. And feature extraction
becomes the core technology of BCI. The method of feature extraction, which is
the core and key technology, includes WT [6], CSP [7], ICA [8] et al. For the
nonlinear and non-stable MI EEG, the above-mentioned methods exit the problems
of worse self-adaptive, more amounts of channels, non-independent component.

To improve the accuracy of classification and reduce the algorithm time, a
single-trial identification algorithm of MI EEG based on HHT and SVM, targeting
at MI EEG of four kinds of motion, has been devised to address this issue. Firstly,
MI EEG is decomposed into 8-order intrinsic mode function (IMF) by empirical
mode decomposition (EMD). Secondly, Hilbert spectrum is got by Hilbert trans-
formation. AR model parameter of the extracted 6-order IMF is extracted. The
acquired 6-order AR parameter and the characteristic quantity of 29 power spectral
density included in the 4-32 Hz EEG constitute a 35 dimensional characteristic
vector. At last, Support Vector Machine (SVM) is used to classify. The single-trial
identification results are as follows: The average recognition rate of the two MI
tasks is 91.6478 %, and that of three is 89.4798 %, four is 89.4064 %.

75.2 Data Acquisition

The data comes from the non-implanted brain-computer interface laboratory of
Zhengzhou University. The MI EEG data is adopted by a 64-channel 10–20 system
Quik-Cap.

Subjects: The experimental objective is explained to the subjects in detail. Four
healthy subjects (three males and one female, the average age 24.5 years old)
participated in the EGG data acquisition. All the subjects are dextromanuality. No
subjects have known sensory-motor disease or psychological medical history.

Experimental paradigm: The data recording process for each time is as fol-
lows: at the beginning of the experiment (t = 0 s), ‘‘+’’ appears in the black
screen, when t = 1s, ‘‘+?’’ appears. The left, right, upward and downward
direction arrows (corresponding to the left hand, right hand, left foot and right foot
in the four kinds of motor imageries) are truly displayed when t = 2s with duration
4 s. The task was asked to do the corresponding imagery motor according to the
direction of the arrow. When the black screen presents, a temporary rest of 1 s was
taken. Each experiment contains two rounds made up of 40 trails, which has a five
minutes rest.

Data acquisition: The MI EEG primary data from C3, C4, FC3 and FC4 was
analyzed by the relevance analysis.
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75.3 Algorithm

75.3.1 Hilbert-Huang Transforms

Hilbert-Huang transforms (HHT) is a stable processing process of non-stable and
nonlinear MI EEG [9], gradually decomposing the trend terms of different scale
fluctuation and signal contained in EEG through the iterative process of EMD,
then decomposing the MI EEG into the sum of IMF in different frequencies as
Fig. 75.1.

HHT, having high time–frequency characteristic, is divided into two parts:
EMD and Hilbot transform. At first, any signal s tð Þ is decomposed into the sum of
IMFs by EMD.

s tð Þ ¼
X

N

i¼1

ci tð Þ þ rN tð Þ ð75:1Þ

Then spectrum analysis is performed by Hilbert transform for every IMF
component. The marginal spectrum can be further defined by Hilbert spectrum as

h wð Þ ¼
Z

þ1

�1

H w; tð Þd tð Þ ð75:2Þ

75.3.2 Support Vector Machine

The main idea of support vector machine (SVM) algorithm [10] is mapping the
input vector to a high-dimensional feature space using kernel function and con-
structing the optimal separating hyper plane in this space which would be finally

the 
original 
signal

Marginal 
Spectrum

Hilbert 
spectrum

HHT

IMFselecting selecting

integration

No

Yes

The Process of EMD

time

Fig. 75.1 The process of HHT

75 Single-Trial Identification of Motor Imagery 683



coming down to the convex quadratic programming problem. The algorithm can
be described as:

(1) Setting the known training set

T ¼ xi; yj

� �� �

; i ¼ 1; 2; . . .; l;where xi 2 Rn; yi 2 1;�1f g;

(2) Constructing and solving optimization problem:

min
1
2

X

l

i¼1

X

l

j¼1

yiyjaiaj xixj

� �

�
X

l

j¼1

aj

s:t:
X

l

i¼1

yiai ¼ 0

ai� 0; i ¼ 1; 2; . . .; l

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

ð75:3Þ

Get the optimal solution a� ¼ a�1; . . .; a�l
� �T

;
(3) Calculating w� ¼

P

l

i¼1
yia�i xi;

A positive component a�j of a� is selected to calculate b� ¼ yj �
P

l

i¼1
yia�i xixj

� �

(4) The optimal separating hyper plane w�xþ b� ¼ 0 is constructed, and the
decision function is got, f xð Þ ¼ sgn w�xþ b�ð Þ:

75.4 Feature Extraction

75.4.1 Pretreatment

Coherent averaging method is an important single-trial EEG extraction method in
electrophysiological research [11]. The recorded observational signal x tð Þ is
composed by practical EEG s tð Þ and noise, and noise is usually stronger than
response. Therefore, we repeat this stimulus related experiments several times and
got the cumulative average of several observe results. Each record was set as:
xi tð Þ ¼ si tð Þ þ ni tð Þ; i ¼ 1; 2; . . .;N.

The starting time of each record is the instant of imposing stimulation. Accu-
mulation should be performed in the same starting point, which is called coherent

average. x
�

tð Þ ¼ 1
N

P

N

i¼1
xi tð Þ is called average evoke.

It can be seen that coherent averaging method is a simple and effective single-
trial extraction method in Fig. 75.2.
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75.4.2 Feature Extraction

The analysis data of EGG signal of left hand MI in C4 channel are taken as an
example. At first, 8-order IMF components are got by EMD, which is demon-
strated in Fig. 75.3.

From AR power spectrum analysis, the component range of effective EEG and
mode component of each rhythm component are determined. It indicates that the
frequency range of the first mode component is centralized in above 40 Hz in
Fig. 75.4; obviously, this component is mainly high-frequency noise.
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From the above analysis, we can see the effective EEG component is central-
ized in 3–8 mode components. They were superposed and reconstructed. The
comparison of reconstructed EEG and original signal is demonstrated in Fig. 75.5.

HHT and WT method were respectively used to do single-trial EEG extraction
for the same data of left hand EEG in C4 channel, and the EEG extraction efficacy
was compared.

HHT and WT were respectively used to do single-trial EEG extraction for the
left hand EEG in C4 channel. The extraction results were shown in Fig. 75.6. Both
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reconstructions can effectively express the MI EEG, but HHT reconstruction is
evidently smoother than WT because the primary function of WT is predefined,
yet HHT is depended on EEG itself, having the self-adaptional decomposition and
reconstitution in time domain.

75.5 Classification

8-order IMFs which were got after HHT and AR model parameter was extracted
from the last 6 order IMFs. The power spectral density of 4–32 Hz EEG is
regarded as the characteristic.

The characteristic vector of single channel EEG includes 6 model parameters
and 29 power spectral densities, which would synthesize a 35-dimensional char-
acteristic vector.

SVM was used for classification. 600 trails are the training data of the four
kinds of motor patterns, 143 trails are regarded as the test data. The classification
results of C3, C4, FC3 and FC4 were tested by multiple SVM classifiers.

In order to verify recognition accuracy and real-time performance of the proposed
method, five experiments were done, and the experimental results are shown in
Tables 75.1, 75.2, 75.3, 75.4, 75.5. In order to verify the real-time of online BCI, three
methods are used for the single-trial and identification of the collected 200 groups of
primary EEGs. The comparison of the running time is demonstrated in Table 75.5.

Above five experimental groups, these can be obtained as follows: the average
single-trial identification rate based on HHT and SVM is 91.6478, 89.4798 and
89.4064 %, which is more than 70 % higher than that in literature [12]; the first
three tables indicated that using the algorithm of this study high classification
accuracy has been got from MI EEG, and with the increase of imagery motion, the
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classification accuracy slightly declines; Table 75.4 indicate that individual dif-
ference exists in MI EEG classification, at the same time, the classification varies
for different test sets; it shows in Table 75.5 that the algorithm put forward in this
study has good real-time performance, which would provide the basis for real-time
transmission and decoding of brain consciousness in online BCI system.

Table 75.1 Identification results of two kinds of motions

Motion category Identification accuracy (%)

Left hand Right hand – – 92.4731
Left hand – – Right foot 89.1720
– Right hand Left foot – 91.3978
– Right hand – Right foot 93.5484
Average identification accuracy 91.6478

Table 75.2 Identification results of three kinds of motions

Motion category Identification accuracy (%)

Left hand Right hand Left foot – 91.2032
Left hand Right hand – Right foot 89.0125
Left hand – Left foot Right foot 89.5305
– Right hand Left foot Right foot 88.1729
Average identification accuracy 89.4798

Table 75.3 Identification
results of four kinds of
motions in single channel

Lead channel Identification accuracy (%)

C3 90.2098
C4 88.1119
FC3 89.5105
FC4 88.1119
Average identification accuracy 89.4064

Table 75.4 The
identification results of
different test objects

Primary signal Identification accuracy (%)

Lyf 91.6364
Hsl 92.0113
Lyf and Hsl 79.2365

Table 75.5 The running
time of different algorithms

Algorithm Running time(s)

AR ? Fisher 2.8
WT ? SVM 3.6
This study 3.1
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75.6 Conclusion

As for the nonlinear and non-stationary MI EEG, EMD based on the HHT method
and Hilbot transform can effectively and fully demonstrate its effective informa-
tion, and the classification effect of the nonlinear time varying SVM classifier is
very good. The identification accuracy of two kinds of simple imagery motion is
higher than multiple imagery motions. Single-trial identification of MI EEG based
on HHT and SVM can improve the working performance and can meet the need of
online BCI system for single-trial identification of EEG, having good identification
accuracy and real-time performance, which would provide basis for the realization
of online BCI control system based on MI EEG.

Acknowledgments The work for this paper was financially supported by the National Natural
Science Foundation of China (NSFC, Grant No: 60841004, 60971110, and 61172152).

References

1. Jin J, Zhang Y, Wang XG (2011) A novel combination of time phase and EEG frequency
components for SSVEP-based BCI. Neural Inf Proc 7062:273–278

2. Ryu YS, Lee YB, Lee CG, Lee BW, Kim JK Lee MH (2011) Comparative analysis of the
optimal performance evaluation for motor imagery based EEG-brain computer interface. 5th
Kuala Lumpur international conference on biomedical engineering, IFMBE Proceedings
2011, pp 488–491.

3. Duan LJ, Wang XB, Yang Z, Zhou HY, Wu CP, Zhang Q, Miao J (2011) An emotional face
evoked EEG recognition method based on optimal EEG feature and electrodes selection.
Neural Inf Proc 7062:296–305

4. He L, Gu ZH, Li YQ, Yu ZL (2010) Classifying motor imagery EEGs by iterative channel
elimination according to compound weigh. Artif Intell Comput Intell 6320:71–78

5. Holper L, Wolf M (2011) Single-trial classification of motor imagery differing in task
complexity: a functional near-infrared spectroscopy study. J Neuron Eng Rehabil 8(1):34

6. Aberg MCB, Wessberg J (2007) Evolutionary optimization of classifiers and features for
single-trial EEG discrimination. Biomed Eng Online 6(1):32

7. Li Y, Koike Y (2011) A real-time BCI with a small number of channels based on CSP.
Neural Comput Appl 20(8):1187–1192

8. Lee S, Lee S (2008) ICA-based spatio-temporal features for EEGs. Neural Inf Proc
4985:915–920

9. Huang NE, Shen Z, Long SR (1998) The empirical mode decomposition and the Hilbert
spectrum for nonlinear and no-stationary time series analysis. Proc R Soc Lond 454:903–995

10. Liao X, Yin Y, Li CY, Yao DZ (2006) Application of SVM framework for classification of
single trial EEG. Adv Neural Netw 3973:548–553

11. Braecklein M, Pang L, Tchoudovski I, Kellermann W, Bolz A (2005) Comparison of two
different methods for coherent averaging in online ECG analysis. Comput Cardiol
32:463–466

12. Yunfa F, Baolei X et al (2011) The study of single-trial identification of imagined movement
speeds based on EEG. Chin J Biomed Eng 30(4):555–561(in Chinese)

75 Single-Trial Identification of Motor Imagery 689



Chapter 76
Robust Visual Tracking Using
Incremental Sparse Representation

Song Pan and Huaping Liu

Abstract The sparse representation has achieved considerable success in visual
tracking due to its simplicity and robustness. It requires each target candidate is
sparsely represented in the space spanned by target templates and trivial templates.
The sparsity is achieved by solving an l1-regularized least squares problem. When
the sparse representation is incorporated into the framework of particle filter,
solving l1 minimization problem for each particle independently requires a large
calculation time, making real-time implementation difficult. In this paper, we
exploit the redundancy between particles and use the homotopy method to design
an incremental likelihood function calculation approach, and therefore form an
efficient and robust visual tracking algorithm. The proposed algorithm is tested on
extensive video sequences and the experimental results are found to be highly
competitive with other recent trackers.

Keywords Visual tracking � Sparse representation � Incremental approach �
l1 minimization

76.1 Introduction

Visual tracking has received significant attentions due to its crucial value in
practical applications such as surveillance, video indexing, and so on. One popular
approach to tackle the problem of visual tracking is to define it as sequentially
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estimating the state of a dynamic system using a sequence of noisy observations
[1]. For this task, there has been immense attention on particle filters because, for
any nonlinear or nonGaussian dynamic estimation problem, one can design
recursive Bayesian filters by using the Monte Carlo sampling. It has been shown
that for many tracking scenarios, constant subspace assumption is more reasonable
than constant brightness or color assumptions [2, 3]. During the past decades many
works had been developed to construct suitable likelihood function based on the
subspace representation, but how to design a robust likelihood remains an open
challenging problem.

Recently sparse signal reconstruction has gained considerable interests. Vari-
ations and extensions of sparse representation have been applied to many vision
tasks, such as face recognition [4], image super-resolution, and video concept
detection. In many fields, using sparsity as a prior leads to state-of-the-art results.
Based on the basic assumption that good target candidate can be sparsely repre-
sented by both the target templates and the trivial templates, Ref. [5] incorporates
the sparse representation into the tracking framework. This sparse optimization
problem is solved as an l1 minimization problem with non-negative constraints.
Then the candidate with the smallest target template projection error is chosen as
the tracking result. In Ref. [6], a multipart subspace appearance model is devel-
oped for improving robustness and an overcomplete dictionary is learned off-line.
These approaches utilize particle filter to realize the tracking and sparse repre-
sentation is used to construct the likelihood function. Therefore an obvious
problem is that for each particle an l1 optimization problem needs be solved and
the computational burden is high. Although [7] proposes fast tracking algorithm
with two stage sparse optimization, it essentially depends on an online selftraining
classifier and easily suffers from drifting. In addition, the parameter setting in the
proposed two-stage optimization [7] is also nontrivial. Very recently, Ref. [7]
proposes an efficient L1-tracker with minimum error bound. In this approach, the
minimum error bound is quickly calculated from a linear least squares equation,
and serves as a guide for particle resampling in a particle filter framework. Without
loss of precision during resampling, most insignificant samples are removed before
solving the computationally expensive l1 minimization function. This approach
enables us to speed up the original L1-tracker [5] for about 5 times when using
600 particles. However, when the object is occluded, the time-cost reduction
becomes trivial.

In this paper, we exploit the redundancy between particles by employing the
recently proposed homotopy approach to form a very efficient and robust visual
tracking algorithm. The algorithm is tested on extensive image sequences and the
experimental results confirm that the proposed approach is competitive with the
state-of-the-art tracker but achieves obvious reduction in time costs.

The organization of this paper is as follows: Sect. 76.2 gives a brief review of
the particle filter tracking approach. Section 76.3 gives the details of the proposed
incremental sparse representation algorithm. Finally, we give extensive experi-
mental comparison in Sect. 76.4.
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76.2 MCMC-Based Tracking Approach

The task of tracking is to use the available measurement information to estimate
the hidden state variables. Given the available observations Z1:K ¼
Z1; Z2; . . .; ZK�1 up to time instant k � 1, the prediction stage utilizes the proba-
bilistic system transition model p XkjXk�1ð Þ to predict the posterior at time instant k
as p XkjZ1:k�1ð Þ ¼

R

p XkjXk�1ð Þp Xk�1jZ1:k�1ð Þdxk�1. At time instant k, the obser-
vation Zk is available, the state can be updated as p XkjZ1:kð Þ ¼
p ZkjXkð Þp XkjZ1:k�1ð Þ=p ZkjZ1:k�1ð Þ, where p ZkjXkð Þ is described by the observation
equation. Unfortunately, the integral in the recursive Bayesian estimation is ana-
lytically intractable and sampling approach should be used for approximation.

Markov Chain Monte Carlo (MCMC) proves to be an efficient way to achieve

this goal [8]. In this case, a set of unweighted samples Xi
k

� �N

i¼1 generated by
MCMC sampling is used for approximation of p XkjZ1:kð Þ. The famous Metropolis-
Hastings (MH) algorithm can be used to generate an unweighted sample set

Xi
k

� �N

i¼1 with posterior distribution p XkjZ1:kð Þ. In M-H algorithm, a proposed move

is generated by the proposal distribution q X0jXi
k

� �

. The move is accepted with an

acceptance ratio a ¼ min 1; p x0ð Þq x0jxi
k

� ��

p xð Þq xi
kjx0

� �� �

. If accepted, the new

particle Xiþ1
k is set to be X0: Otherwise, the move x0 is discarded and the new

particle xi ? 1 k remains to be the same as Xi
k: By this way, distribution of

samples generated by MCMC will approximate desired distribution p xð Þ. In many
cases, the proposal distribution q X0jXi

k

� �

is symmetry, i.e., we have q X0jXi
k

� �

¼
q Xi

kjX0
� �

and therefore it reduces to be a ¼ min 1; p x0ð Þ
p xð Þ

n o

. The desired distribution

p xð Þ can be set as p xð Þ ¼ p ZkjXð Þ
PN

i¼1 p XjXi
k�1

� �

; where p ZkjXð Þ is the likelihood

function and p XjXi
k�1

� �

is the motion prior. The whole detailed sampling proce-
dure can be found in [8]. If the iteration is finished, we can get a new sample set

Xi
k

� �k

i¼1 and the estimated value of the state xk can be approximated by the

Maximum A Posterior (MAP): X̂k ¼ arg maxi ¼ 1; 2; . . .Np Xi
k

� �

:

To enhance the tracking robustness, Ref. [5] proposed to use the sparse rep-
resentation technology to construct the likelihood function. They construct the
template library as B ¼ TI � I½ �, where T ¼ t1; t2; . . .; tT½ �; ti, for i 2 1; T½ � is the
template vector with appropriate dimension, and I is the unitary matrix with
appropriate dimensions, which represents the trivial templates [5]. We can
therefore reconstruct each candidate sample ci

k with state Xi
k from the template

library B using sparse representation. The likelihood is then set as p ZkjXi
k

� �

/
exp �erri

k

� �

, where erri
k ¼ ci

k � Bai
k

�

�

�

�

2
is the optimized reconstruction error of ci

k.

In the above equation, ai
k represents the sparse coefficient vector which solves the

optimization problem minai
k ci

k � Bai
k

�

�

�

�

2

2
þk ai

k

�

�

�

�

1
, where �k k1 and �k k2 denote

the l1 and l2 norms respectively, and k[ 0 is a regularization parameter.
According to the implementation of Ref. [5], k can be fixed as 0.01.
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The whole tracking algorithm is listed in Algorithm 76.1 (The fifth line will be
explained in the end of the next section). From this list we can see that the main
bottleneck is the calculation of the sparse representation coefficient ai

k. Since the
number of the particles is N, we have to make the above calculation for N times
and the computation burden is too large for real-time tracking. Fortunately, the
MCMC sampling strategy is essentially a sequential sampling approach because
the particle ~Xiþ1

k is sampled from the neighborhood of Xi
k: We can therefore expect

the support of the sparse representation of Xi
k is similar to the support of the sparse

representation of ~Xiþ1
k and we try to exploit this redundancy to reduce the cal-

culation time cost. This is an important reason why we choose MCMC sampling,
but not usual sequential importance sampling [5], under which all particles are
generated in batch manner and the redundancy between particles is difficult to
exploit. In the next section, we will give details on how to exploit the redundancy
between particles.

76.3 Incremental Calculation of the Likelihood Functions

Denote < Xi
k

� �

and < ~Xiþ1
k

� �

to be the image regions associated with particle Xi
k and

~Xiþ1
k , respectively. Then the problem can be reformulated as: Given an image

region < Xi
k

� �

, and its sparse representation aik, how to get the sparse represen-

tation ai ? 1 k for image region < ~Xiþ1
k

� �

, which has large overlap region with

< Xi
k

� �

. We denote the feature vectors for < Xi
k

� �

and < ~Xiþ1
k

� �

to be ci
k and ciþ1

k ,
respectively, and then assume that ai

k which solves the optimization problem

min
a

ci
k � Ba

�

�

�

�

2

2
þ k ak k1 ð76:1Þ

Algorithm 1 MCMC-based particle filter tracking

Input: X̂K�1

Output: X̂K

1: Initialization: Draw the first particle X 1ð Þ
k from the distribution q X̂K jX̂K�1

� �

; Extract the feature

vector c 1ð Þ
k ; Extract the sparse representation a 1ð Þ

k for c 1ð Þ
k and get the weight.

2: for I ¼ 1; 2; . . .;N � 1 do

3: Draw predicted particles from the proposal distribution ~xiþ1
k � q x0jxi

k

� �

4: Extract the feature vector ci ? 1 k for the particle ~xiþ1
k .

5: Extract the sparse representation aiþ1
k for ciþ1

k and get the weight.

(continued)
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(continued)

Algorithm 1 MCMC-based particle filter tracking

6: Calculate the acceptance ratio a, where x0 is replaced by ~xiþ1
k . Then we accept this predicted

particle according to the probability a, i.e., let xiþ1
k ¼ ~xiþ1

k . If this predicted particle is rejected,
then we let xiþ1

k = xi
k .

7: Update the template library B according to [5].
8: end for

9: Obtain the MAP estimation X̂K .

is the sparse representation of the sample ci
k. Similarly, we denote aiþ1

k to be the
sparse representation of the sample ciþ1

k . It can be solved by directly solving the
following optimization problem

min
a

ciþ1
k � Ba

�

�

�

�

2

2
þk ak k1 ð76:2Þ

However, the optimization in (2) is slow and if the number of the particle N is
large, the time-cost of the tracking will be huge. Motivated by the fact that the
region < ~Xiþ1

k

� �

is close to < Xi
k

� �

; we can expect that the extracted sample ciþ1
k

should be similar to ci
k. So, a natural intuition is proposed that there will be little

difference between aiþ1
k and ai

k: Therefore we can solve aiþ1
k based on ai

k: This can
be easily realized by using homotopy continuation, which is recently proposed in
[1]. This approach is very much like recursive least squares: In each step, only a
low-rank update and a small number of matrix-vector multiplications are involved.
It is very effective when the support of the solution does not change too much from
particle to particle. However, it should be noticed that Ref. [1] does not deal with
visual tracking problem.

Assume that calculating time using l1 � ls and the above-mentioned homotopy
approach for one particle is Tl1 and Th, respectively, then the time costs is NTl1 for
[5] and Tl1 þ N þ 1ð ÞTh for our approach, where N is the number of particle. In our
implementation, Th is only about 1/9 of Tl1 and therefore the computational
advantage is obvious. More detailed time complexity analysis can be found in [1].

76.4 Experimental Validation

When implementing our approach, we should set some parameters. In all of the
experiments, we set k ¼ 0:01. The state of each particle filter is defined as

Xk ¼ xk yk sk½ �T , where xk and yk indicate the locations of the object; sk is the
corresponding scale. The proposal distribution is designed as a simple 3-dimensional

zero-mean Gaussian distribution. The variance vector is set as 1 1 0:01½ �T ,
of which the first two component correspond to the location and the third one
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corresponds to the scale. In the experimental validation, all algorithms are the third
one corresponds to the scale. In addition, all algorithm parameters are fixed for all the
experiments.

To quantitatively evaluate the absolute performance, we use CAVIAR dataset
(downloaded from http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/) for eval-
uation since it provides complete ground-truth data. Besides L1-tracker, we also
compare our approach to IVT [2, 3] and ensemble tracking (ET) [9], using code
provided by the respective authors. Note that ET is based on mean-shift search but
IVT, L1-tracker and our approach are based on particle filter and the number of
particle is set to 50.

The experiments are conducted on 15 representative sequences of CAVIAR
dataset. Due to the motion intrinsics of the pedestrian to be tracked, we modify the
original code of IVT and L1-tracker by setting the parameters such that only
location and scale are tracked, rather than a full set of affine parameters.

The tracking accuracy for each frame is evaluated by the overlap ratio, which is
defined as the ratio between the area of intersection GT \ TR and the area of union
GT [ TR; where GT and TR are the ground truth box and the tracking result box,
respectively. The mean tracking accuracy over the whole sequence are given in
Table 76.1, where the column ID represents the object ID which is defined
according to CAVIAR ground-truth file, Frm# is the number of the frames. In
Table 76.1 the red number indicates the best tracking accuracy and the blue
number indicates the second tracking accuracy. From these results we see that the
sparse representation approaches (L1-tracker and the proposed approach) achieve
rather good performance. In addition, the proposed approach is better than
L1-tracker except sequence ShopAssistant2cor. The partial reason is that the

Table 76.1 Accuracy evaluation

Sequence information Mean tracking accuracy

Sequence name ID Frm# L1-tracker IVT ET OURS

EnterExitCrossingPaths1cor 0 382 0.7203 0.2119 0.4457 0.7974
EnterExitCrossingPaths1cor 0 586 0.7003 0.3404 0.326 0.7515
EnterExitCrossingPaths1cor 2 234 0.7112 0.1878 0.5353 0.7481
OneLeaveShopReenter2cor 0 560 0.4065 0.7081 0.256 0.6228
OneShopOneWait1cor 3 273 0.3817 0.5691 0.4104 0.5381
OneShopOneWait2cor 7 1266 0.3802 0.048 0.4307 0.4737
OneStopEnter1cor 1 585 0.6098 0.2262 0.357 0.6728
OneStopEnter1cor 1 448 0.7153 0.3847 0.5002 0.7932
OneStopNoEnter2cor 0 855 0.6231 0.4588 0.3997 0.7258
ShopAssistant2cor 18 772 0.629 0.173 0.1221 0.446
ThreePastShop1co 0 325 0.7181 0.5123 0.0592 0.7401
ThreePastShop1co 2 310 0.5983 0.2542 0.3594 0.7072
TwoLeaveShop1cor 3 592 0.1502 0.4927 0.1165 0.6522
TwoLeaveShop2cor 2 252 0.1425 0.3963 0.3797 0.5249
WalkByShop1cor 5 352 0.4172 0.4454 0.4633 0.5613
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proposed approach intrinsically encourages that similar samples share similar
sparse representations and therefore improve the robustness.

As to the tracking time, we can see that IVT is the fast approach, but its
accuracy is not satisfactory for most sequences. Our approach’s time cost is similar
to ET approach while L1-tracker is the slowest approach. In fact, when the number
of particle is set to 50, the time costs of L1-tracker is about 4–5 times than ours.
Even using a MATLAB implementation, the proposed method can process near
two frames per second.

76.5 Conclusion

The main contribution of this paper is to propose a robust MCMC-based visual
tracking algorithm which incorporates the incremental sparse representation
calculation. Extensive experimental results validate the efficiency of the proposed
approach. The proposed algorithm is tested on extensive video sequences and

Fig. 76.1 Tracking accuracy comparison: from left to right: EnterExitCrossingPaths1cor,
OneLeaveShopReenter2cor, OneLeaveShopReenter2cor. Blue L1-tracker; Green IVT approach;
Cyan ET approach; Red Proposed approach

Fig. 76.2 Tracking results of EnterExitCrossingPaths1cor. Blue L1-tracker; Green IVT
approach; Cyan ET approach; Red Proposed approach
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the experimental results are found to be highly competitive with other recent
trackers. In the future we will extend this work to multiple-object tracking
(Figs. 76.1, 76.2).
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Chapter 77
A Study on Design of Early Warning
Decision Support System of Desertification

Zhengwei Li, Jing Du, Xianyong Meng, Chen Sun and Yongqiang Liu

Abstract At present, the study on the slowly varying monitoring and early
warning system is not perfect at home and abroad. In this paper, desertification
database, knowledge base and model base are designed in details and the future
evolution of the desert is predicted by the desertification early warning system.
The results show that correct rate of simulated distribution of desertification
reaches over 90 % in the study area. And ‘Auto Set Sand instrument—Monitoring
Platform’ can conduct sand data analysis at anytime. In addition, the WebGIS
based system provides necessary decision support for the government.

Keywords Desertification early warning � Database � Model-library � WebGIS �
Decision support system

77.1 Introduction

According to land desertification trends and real-time performance, combined
Computer software technology, GIS technology with communication technology,
this paper provides real-time and reliable continuous data for the desert research.
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The system includes three parts: data collection terminal (Collects Sand Instrument),
monitoring center software system and web publishing platform. These three parts
can complete the data collection and management, data processing and model
analysis, monitoring information and release the results of early warning. Ground
monitoring mainly refers to using automatically collecting sand instrument timing to
obtain the weight of sand, wind speed, wind direction, temperature four elements
which closely related to the sand and return data through the communication net-
work to the data center regularly. Data collection terminal provides data sources for
the entire system. Monitoring center software system is the core of desertification
monitoring and warning system and has desertification database and modelbase and
knowledgebase of Xinjiang which provide database and decision support for system.
Web publishing side is a publishing platform of desertification monitoring and
warning system which releases site real-time monitoring data, desertification fore-
cast warning in study area, monitoring data and early warning analysis etc.

77.2 The Design of Desertification Monitoring System

77.2.1 System Software Architecture

Considering system users and performance, the system uses C/S and B/S archi-
tecture combined and can be divided into four layers: application service layer,
business layer, data layer and infrastructure layer. Application service layer is
responsible for visual display and interacting data with user, users achieve all the
necessary actions through the monitoring center client or WEB browser sending a
request to the network server. The business layer is responsible for response and
processing user requests to finish lots of data analysis which achieve by the Super
Map IS.NET and IIS, etc. Data layer is responsible organization and management
for data and accept the request of which server operates on the database. This
system architecture creatively adds the data acquisition subsystem (automatically
collecting sand instrument), which sends data to the monitoring center and accepts
it’s control (Fig. 77.1).

77.2.2 The Design of Overall System Features Modular

The system relies on the support by monitoring equipment and computer software
and hardware, establishes a monitoring center platform based on C/S structure and
provides functions for professionals including receiving and managing the field
real-time monitoring data, database management, data processing and analysis,
model management, computer applications of model and analysis of monitoring
results, etc. It establishes an information publishing platform based on B/S
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structure, provides users with features including monitoring data published, data
inquiry, early warning published and map analysis, etc. through background
management system (Fig. 77.2).

77.2.2.1 Data Monitoring Subsystem

Data Monitoring Subsystem receives data and stores data in Desertification
Database and conducts other functions including service control, system parameter
settings, site registration and data analysis, etc.

77.2.2.2 Monitoring Center Subsystem

Monitoring Center Subsystem is the core of the desertification monitoring and
warning system, center staff can manage on background data and data analysis by
monitoring center system.

.
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GIS /SDB+Engine Communication interface Data interface

Operating System Database

Data acquisitionequipment

Data monitoring system Monitoring center system

Communication facilities

Knowledge database Model library
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Servers and storage devices
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Fig. 77.1 The structure of software system
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Fig. 77.2 The structure of overall system features modular
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Data management module: include management of database, knowledge base
and model base.

Map Browse and Inquiry Module: displays the map images and vectors of study
area through the map window and combines graphic data and attribute data in
order to enable users to conduct data inquiry and data analysis conveniently.

Desertification forecast and Analysis module: predicts the trend of desertifi-
cation of the study area based on prediction model.

Topography Simulation analysis modules: simulate terrain of study area and
provide a variety of three-dimensional analysis functions.

77.2.2.3 Information Distribution System

This system refers to the desertification monitoring and early warning sites, mainly
used to publish with desertification-related news, the results of early warning and
real-time monitoring data and provide data query including spatial data, moni-
toring data and basic data meanwhile allow the system administrators to manage
the database remotely.

77.2.3 Early-Warning Database

Xinjiang Desertification Database not only includes spatial data associated with
desertification, but also real-time monitoring data, historical statistical data, etc.
The entire database is divided into three parts: Metabase, Spatial Database and
Attribute Database.

1. Metabase: there are variety of data types in Xinjiang Desertification Database,
system establishing Metadata table of Spatial data and Metadata table of
Attribute data to Presentation contents of data, quality, data formats, data
owners, etc. [1].

2. Spatial Database: stores the vector, raster, digital elevation with desertification-
related and image data scanned maps. Spatial database is also the basis of
decision support systems [2].

3. Properties Database: the database not only stores real-time monitoring data of
Collecting Sand Instrument but also stores multiple database tables which relate
to Xinjiang’s climate data, surface factors, social and cultural data and through
keyword to be relevant.

Attribute data mentioned in this study is relative to the spatial data, basic
property data and real-time monitoring data. Spatial data and the basis of attribute
data can be associated through keywords, Such as the Entity ID, NAME, etc. For
the association between Spatial data and Monitoring data (for generate real-time
monitoring Figure), System through the unambiguous ID code of spatial objects
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(Such as the site ID) association with attribute data fields in the table. There is a
certain relationship between the monitoring data table and Spatial data table and
Monitoring data table.

77.2.4 The Construction of Early Warning Models
of Desertification and Model Libraries

Model library is a core part of the Decision Support System, It’s used to drive
Decision Support System for decision-making. Model library refers to a collection
of stored in the computer according to a certain structure [3], models can extract
the laws of reality, and establish the relationship between the rules to simulate
reality of the future. This paper sets early warning models of desertification in the
middle lower reaches of Tarim area as an example of model structure [4]:

SM ¼ g �
X

n

i¼1

Qi �Wcið Þ ð77:1Þ

Qi (factor intensity), Wci (factor weight coefficient), SM (desertification index)
and g (adjustment coefficient). When warning is achieved, Qi uses raster i factors
figure form, Wci With g is a group of parameters. The formation and development
of land desertification is the result of many factors, because the causes of
desertification in different parts are different, so a fixed models is difficulty to
apply in all regions. Therefore, various research areas should establish the cor-
responding models to improve the simulation accuracy. Early Warning Models of
Desertification can be split into three parts: relationship, parameters and variables.
Relationship is the relationship between the expression. Parameter is used to adjust
the every variable indicator (Relational database has been conducted data storage),
In order to adapt to different situations., variables are input interface of model,
different regions may correspond to different models, The same area in different
years corresponds to a different parameter sets.

The model storing, relations and parameter sets are stored separately in this
study. Relationship of models is stored in the program module. Parameter sets are
adopted parameter list and stored in relational databases which achieve an inte-
grated storage between spatial Graphic data and attribute data [5].

77.2.4.1 Relational Storage of Models

In order to facilitate the program calls and expression of models, variables and
parameters are used in the form of an array. The variable is obtained from the
selection of list box, so for the list box control using array control forms and
parameters can be read from the model library. The example of early warning
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models of desertification in the middle lower reaches of Tarim area shows a
relational storage of models program modules.

77.2.4.2 The Storage of Model Parameter

The parameter sets Early Warning Model of Desertification are classified by year,
since index factors on the impact of desertification will gradually change, each
year there will be a corresponding parameter sets. Although very little amount of
relationship between the models, each relation corresponds to a very large set of
parameters. Therefore, the organization and management of parameter sets are the
key to early warning model library of desertification.

77.2.5 The Construction of Knowledge Repository Early
Warning of Desertification

Repository is knowledge base of Early Warning System to monitor desertification
in Xinjiang, providing knowledge, experience and decision support for land
desertification monitoring and early warning. The repository use three types to
store: meta-knowledge table, knowledge of examples and rule knowledge table.
For instance, early warning indicators of desertification and the summary of
desertification, disaster management methods and policies is established based on
Meng et al. (2013) [4, 6].

77.3 The Implementation the Systems of Desertification

77.3.1 Data Monitoring Subsystem

Data monitoring sub-system is the system platform which can receive field
monitoring data and set associated with communication parameter, control data
acquisition instrument remotely. Data transmission components of field data col-
lection instrument use DTU Products of Shenzhen-Hong Dian Company. Devel-
opment kits of the DSC matched to DTU are the basis for system development.
Functions Include communications parameter settings (service control, system
settings, DTU management, etc.). In addition, a number of functions are added
with the actual needs of the project (Data interpretation and storage, remote control
of Collecting Sand Instrument, data storage set, and the site registration, etc). And
a data interpretation and storage mechanism is established to convert the com-
munication data.
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77.3.2 The Design and Implementation of Forecast
and Results Analysis Module of Desertification

The early warning analysis module of desertification is the core of desertification
monitoring and warning system. The core functions of the module include:
desertification forecast, results analysis and desertification early warning function.

Desertification prediction and results analysis: forecast of desertification is the
basis for early warning and implemented through prediction model of desertifi-
cation. Select determined model parameters first, and then determine the status of
data variables, including model parameter settings and model computing settings.
Model computing settings: open the raster image, select the appropriate variables
of operator for predict desertification, and set prediction data names and storage
location.

77.3.3 Desertification Early Warning

Early warning of desertification extract the area which land situation changes after
a comparative analysis between desertification predicted and desertification status
data,. There are three types of output for the user to choose. System extracts the
area of desertification early warning based on user inputted the critical value.
Three types of result:

Condition improved area of land desertification. The type of data refers to the
region which will reverse the development of land desertification in the future,
Land conditions have been improved and desertification was reduced. Naming
rules: [forecast year] ? melioration ? [self named].
Sustainable development area of land desertification. The type of data refers to the
region which will increase the degree of desertification. Naming rules: [forecast
year] ? deterioration ? [self named].
Early warning area of desertification. The type of data refers to extracting the
region where desertification surpasses the warning value from sustainable devel-
opment area of land desertification. Naming rules: [forecast year] ? alarm ? [self
named].

77.3.4 Web Publishing Subsystem

Network publishing subsystem is based on the B/S structure, with Supermap
IS.NET as GIS development platform and development environment in Visual
Studio 2008. The subsystem has user registration, message boards, vector map
browse, etc. Users can browse and query the associated vector map, image data,
early warning map and related attribute data. System uses WebGIS technology to
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establish platform for data query and browsing and query monitoring and early
warning data through a web page (Fig. 77.3).

Acknowledgments To express my gratitude for the research projects were sponsored from the
R&D Special Fund for Public Welfare Industry (Meteorology) (GYHY201306066).

References

1. Ma L, Zhang X (2010) Principles and methods of WebGIS. Science Press, Beijing 3–5,
215–219 (in Chinese)

2. Qi P, Liu W (2009) Research and realization of WebGIS-spatial data. Sci Technol 13:446–447
(in Chinese)

3. Chen D (2005) The study on model library in decision support system. Harbin Engineering
University, Harbin (in Chinese)

4. Meng X y, Liu Z et al. (2013). Sand desertification early-warning model based on a
30 M*30 M gridscale. J Desert Res 33(1):24–32 (in Chinese)

5. Wu X (2009) Spatial database. Science Press 30 May 2009 (in Chinese)
6. Liu D, Zheng J, Liu Z et al (2009) Spatial-temporal simulation and prediction of sandy

desertification evolution in typical area of Xinjiang. In: Proceedings of the China Ireland
information technologies conference, (Maynooth, Ireland, 2009) 19–21st, pp 90–96

Desertification database Knowledge of desertification

Desertification Early Warning analysis module

Desertification model library

Model to support

Decision supportData support

T
he result is stored

Model module Parameters

Fig. 77.3 Early warning analysis module structure of desertification

706 Z. Li et al.



Chapter 78
Fast Fusion Method of TT&C Data
with Multi-Routing Transmission Model

Bin Tian, Yue Yang, Yanhui Pan and Shengjun Luo

Abstract In view of the problem of valid data identification brought by the multi-
routing transmission model in the new generation of TT&C IP network, the
characteristic of TT&C IP network is analyzed. According to the requirements of
transmitting TT&C data in real time and with high reliability, the short delay
priority principle is taken, the comparison operator of TT&C data is defined, and
the algorithm of fast fusion of multi-routing data suitable for the receiver node is
given and tested. The results show that the algorithm has strong points of short
delay and high real-time performance.

Keywords TT&C � Data fusion � Multi-routing � Data flow

78.1 Introduction

The aerospace TT&C data is transmitted by specified channel traditionally. With
the rapid development of aerospace industry, the interval between aerospace
missions becomes shorter and shorter, which induces a surge in amount of data
exchange through aerospace TT&C network. Since the traditional data
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transmission mode is difficult to satisfy the requirement of increasing aerospace
missions, the aerospace IP TT&C network is proposed, which adopts packet
switching technology. But just providing best effort service, the IP TT&C network
is of some limitation in the aspect of reliability for the demands of aerospace
TT&C data with high-precision [1]. In order to ensure the high reliability of the
TT&C data transmission, usually the multi-routing mode is used in the new
generation of IP TT&C network, which has advantages for redundancy and
complementarity. But as a result of different network delays due to different
routings, there would be delay difference, disorder or even data during the process
when the same data transmitted to the receiver node. Furthermore, data redun-
dancy may result in operation repletion of the same TT&C control instruction,
leading to non-expected control or error results. Therefore, it is a key issue, which
should be addressed by the receiver, to realize fast fusion of the multi-channel data
generated by the source node, and finally to acquire the valid data.

78.2 Discuss

Multiple routing of TT&C network refers to multiple independent transmission
channel in separate WAN. It means that the two WAN nodes are connected by
multiple independent routing. And both node ends of the independent routing
belong to different user’s IP address space. Hence, there are plurality of paths
between the source node and the receiver node for TT&C data transmission, and
each path is usually referred as a route, as illustrated in Fig. 78.1. Wherein,
Packets_s = {P1, P2, …, Pi, …, 1 \ i\?} is a symbol that identifies the sequence
of information frames, generated by the source node. a[[1, n], is the route iden-
tifier. And n is the total number of routes. Packets_sa identifies the sequence of
information frame assigned to of the route a. Packets_d identifies the sequence of
information frame received by the receiver node. For certain aerospace missions,
in multi-routing transmission mode, partial or all data are transmitted simulta-
neously from the source node to the receiver node by multiple paths. In other
words, several copies of the same frames, generated by the source node, would be
transmitted to the receiver node by diverse routes. At present, the dual-route
transmission mode is used frequently [2]. Usually, the fusion of multi-routing data
could be attributed to comparison of dual-routing data according to dichotomy.
The dual-routing mode usually adopts the following to kinds of transmission
model:

(1) The homogeneous mode, the source node transmits the same information
frame through each of the communication route simultaneously. It accords
with the equation: Packets_s1 = Packets_s2 = Packets_s.

(2) The heterogeneous mode, one route between the source node and the receiver
node transfers the data frame, and the other one send frame of link monitoring
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information. It accords with the equation: Packets_s1 = Packets_s2, and there
are Packets_s1 the [ Packets_s2 = Packets_s.

For heterogeneous mode, frames are identical and they are transmitted to the
receiver node through identical path. However, the homogeneous mode would
cause the same problem. The same frames, produced by the source node, when
reach the receiver node, they will not be identical taking account of the network
character of frames. When TT&C data are transmitted from the source node to the
receiver node, the network delay is variable. It always changes with the change of
the network operation situation [3]. That is the main factors which should be
considered when discussing the fusion method of TT&C data. The features of the
IP packet switching network delay have been studied by numerous researchers
[4–6] Usually, for different scales, the changes of the IP packet network delays are
of certain rules and the delay jitter is bounded.

To solve the problem, a mechanism to fuse multi-channel data and obtain useful
information frame should be established in the receiver node. Traditionally, the
method of data fusion is mainly applied in the multi-sensor field. But recently, it
has been gradually extended to other application areas [7, 8]. The multi-routing
data fusion of TT&C network mainly is to analysis and processing time-series
routing data obtained by the receiver node, and to gain the useful information
frame sequence generated by the source node.

78.3 Fusion

In order to meet the multi-route transmission demands in aerospace TT&C field, a
fast fusion method of TT&C data with multi-routing transmission model is pro-
posed. The fusion principle and algorithm will be given in the following sections.

Source 
node

Receiver 
node

Packets_s1

Packets_sn

Packets_d1

Packets_dn

route1

routen

Fig. 78.1 The transmission model using multi-routing for TT&C data
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78.3.1 Fusion Theory

In multi-routing transmission mode, the discordance of data in the receiver node is
mainly caused by the different features of various routing and the randomness of
network transmission delay, in which the data lost can be considered with infinite
delay. Therefore, the delay and the consistency of the multi-routing data are the
main factors that should be considered.

78.3.1.1 Delay Constraints

There would be various complex situations in multi-routing transmission mode
because of different network delays of different paths. It shows that the LAN
network delay is less than 10 ms in TT&C network and large scale WAN delay is
up to several hundred milliseconds, according to measurement experiments based
on the ICMP protocol. Let TE(Pi) identify the delay of frame Pi, which is the
difference value between the frame received time and sent time. The principle of
giving higher priority to shorter delay frame is adopted to ensure data are pro-
cessed in real time. According to the transmission characteristics and application
requirements of TT&C network, the value of TE should be in the range:
1s B TE B 2s. Namely, if the value of TE is out the range, the corresponding data
is useless.

78.3.1.2 Comparison Operator

The purpose of multi-routing data fusion is to eliminate the redundant data, and
select the useful data from multi-channels in the receiver node. Based on the above
delay constraints principles, of all the frames with the same information reached in
the receiver node, all the rest frames are redundant, excluding the frame with the
shortest delay. Whether the frames are identical or not is judged by the comparison
operator. The binary comparison operator C(Pi, Pj, G) is defined for frame
information. Wherein, 1 \ j\?, and G is for comparison level. According to the
transmission format of TT&C data, G is defined into three levels, listed in the
follows:

The first level: partial data fields of Pi and Pj are compared, such as source
identifier, destination identifier, task code, data type, data length, and so on. The
operator value is true when the selected partial data fields are identical, otherwise
the operator value is false.

The second level: the header fields of Pi and Pj are compared, such as time
stamp, frame identifier, frame serial number, and so on. The operator value is true
when the values of the selected header fields are identical, otherwise the operator
value is false.
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The third level, the entire data fields of Pi and Pj are compared. The operator
value is true when the values of the entire fields are identical, otherwise the
operator value is false.

All of the above, the first level is the simplest comparison, which can be
realized directly by the comparison of primitive data types, such as string, integer
and so on. But the accuracy level is low. The second level is limited in application
since the frame structures of different TT&C objects are various. The third level is
the most rigorous comparison and also the best one in practical application, which
could be accomplished directly by comparison between blocks of memories.
Because of mature and efficient algorithms, it is not difficult for computers to
compare two memories now and the time-consuming of comparison between
memories is not more than several times of comparison between integers.

78.3.1.3 Buffer Depth

For fusion procedures, TT&C data frames could be considered as streaming data.
To compare information frame, a certain amount of historical data should be
cached. For multi-routing fusion algorithm with high real-time requirements, the
buffer depth is a critical factor affecting the processing speed. Usually, queue is
used to cache the information frame. Let symbol L represent the buffer length,
then:

TEmin � fsourced e� L=n� TEmax � fsourced e ð78:1Þ

Above symbol fsource presents the number of valid information frames generated
by the source node per second. The unit of L is the length of one message frame.
For example, taking fsource = 40, n = 2, the value of L is an integer within the
range of [80, 160].

78.3.2 Algorithm Design

Based on the above data fusion principles, a fast fusion algorithm is designed for
TT&C data. The main procedure is as follows:

(1) Initialization. Set the initial value of the maximum delay TE that the system
can accept. Set periods TP’s initial value to scan data buffer queue. And there
is a condition: 0.25s B TP B 1s. Start timed interrupt event Timer(TP).
Construct frame buffer queue named buffer and initialize it. Set the initial
value of L, which is the length of the information frame buffer queue. Set
default value of the comparison level G.

(2) Let i = 1, and i is the identifier of the received information frame.
(3) Receive information frame Pi from any communication routing.
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(4) Check whether the delay of the information frame Pi. TE(Pi) is greater than
TEmax? If yes, discard the information frame Pi, and goes to step (8).
Otherwise, proceed to step (5).

(5) Check whether the information frame Pi is a redundancy or not.
bool bExist = false.
for(j = 0; j \ buffer.length; j ++){
if(C(buffer[j], Pi, G){
bExist = true;
}}
If the variable bExist is true, goes to step 6. Otherwise, proceed to step (7).

(6) Process the redundant information frame. Discard the current information
frame Pi.

(7) Process useful information frame. Output the current information frame Pi,
and insert the current frame Pi into the frame queue buffer.

(8) i = i +1, and goes to step (3).

In the process from step 1 to step 8, there is a specific process performed in
cycle: when the timer interrupt event Timer(TP) generate an interrupt signals,
check all the message frames buffered in queue buffer. If which the difference
between the current time and the information frame sending time is larger than
TEmax, delete it.

78.4 Analysis and Verification

78.4.1 Algorithm Effectiveness

78.4.1.1 Simulation

According to the multi-route transmission mode shown in Fig. 78.1, the data
fusion algorithms need to process data simultaneously from several routing
direction. So a network structure shown in Fig. 78.2 is used to simulate the above
algorithm. Let n SN (Source Node) send fsource same data to FN (Fusion Node)
per second. But the sending patterns of information frames are various, simulating
different delay features caused by different path. Fusion algorithm runs in the node
FN. In the experiment, taking N = 4, fsource = 8, tp = 0.5s, TE = 1s, L = 40,
and G = 3. The symbol Packets_s represents information frames generated per
second, tagged by number 1–8. Wherein, let SN1 and SN2 node send data nor-
mally, but part of the data are delayed. SN3 doesn’t transmit data with certain
probability. SN4 transmit data only at special moments. Thereby, the above
experiment could simulate the coexistence of homogeneous and heterogeneous
pattern. The specific settings are shown in Table 78.1.
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The output of FN node is 1-SN1 ? 2-SN2 ? 3-SN2 ? 4-SN1 ? 5-SN1 ? 6-
SN4 ? 7-SN1 ? 8-SN3. It satisfies the condition of data fusion: Pack-
ets_s = Packets_d. Besides, the max length of information frame buffer queue is
only seven during the running time.

78.4.1.2 Practical Application

Since the beginning of 2010, the algorithm runs in the foreign exchange core node
of Xi’an Satellite Control Center. After numbers of missions, the algorithm is
proved that it runs in good condition, achieving the purpose of fusing multi-routing
TT&C data quickly in real-time.

78.4.2 Algorithm Performance

The buffer queue in the algorithm only storage the output useful data and the
algorithm clears the overtime data periodically, so the calculation time cost is a
constant and do not increase with the growth of data volume. In addition, the input

FN

SN1

SN2

SNn

SNα

... ...

Fig. 78.2 The simulation
network structure

Table 78.1 The data transmission model of SN node

Node identifier Data model

SN1 (1) {2}{3} (4) (5) {6} (7) {8}
SN2 {1} (2) (3) (4) {5} {6} (7) {8}
SN3 (1) (2) \3[ (4) (5) {6} \7[ (8)
SN4 \1[\2[ (3) \4[\5[ (6) \7[\8[
Remarks:
() means that send data normally.
{} means that send data with 10 ms delay.
\[ means that not send data at the transmission time.
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data are compared only with the data in buffer queue and they will not stay so that
they are not compared with other data. Therefore, the algorithm is of the advan-
tages of short delay, high real-time performance, and giving the fusion results in
the fastest speed among the multi-routings at any time.

78.5 Summary

This paper researches and analyzes the multi-routing transmission model of TT&C
data, and proposes a fast fusion method used for obtaining the useful information
frames generated by the source node. Meanwhile, the implementation steps of the
algorithm and the simulation analysis are given. Further practical application
shows that the method satisfies the real-time and reliability requirements of TT&C
data transmission.
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Chapter 79
Discovery of Static Test Configuration
Model and Data Model Based
on TTCN-3 Test Systems

Yongpo Liu, Shuangmei Liu, Ji Wu and Chuangye Chang

Abstract Aimed at the comprehensibility, reusability and maintainability, the
thesis presents the reverse model recovery for the legacy code developed by
TTCN-3. It can also help tester and maintainers to verify the test implement, etc.
The thesis introduces the discovery of static test configuration model and data
model based on the reverse model discovery system framework.

Keywords TTCN-3 � Reverse engineering � Test system � Static test configu-
ration model � Data model

79.1 Introduction

With the development of TTCN-3, it had been used in many test fields. The test
system based on TTCN-3 had many features as same as software development. But
with the growth of the size of test systems and the alteration of testers, it had
become increasingly difficult to manage and maintain the large-scale test system.
So, by using reverse engineering based on TTCN-3, it can help testers design the
test system from higher level and verify the consistence between designation and
implementation. It is of great importance and value to maintain, extend and
estimate the test systems [1].

In other paper named ‘‘The Designation of The System Framework of Reverse
Model Discovery Based on TTCN-3 Test System’’, the system framework of
reverse model discovery had been designed and the static analyzer based on
TTCN-3 had been also achieved by extending TRex. On this basis, the static test
configuration model and data model were designed and implemented in this paper.
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79.2 Discovery of Static Test Configuration Model

Test configuration is very important for a test system, it can give a description of
the connectivity between test units and the number of test units. In the process of
starting and executing a test, the testers can implement black-box testing by
configuring a complete test scenario. In U2TP, the test configuration had been
proposed, it is necessary to find test configuration information by reverse engi-
neering, so that the information needed in a test could be unfolded in front of the
users in a friendly way [2].

79.2.1 Extract Basic Information

It is very important to extract the basic information for reverse engineering.
Defined in U2TP, the basic information of a test system is the test units and the
relationships among them. Here only concerned to extract the basic information of
test units. As TTCN-3 specification, the test units are declared as component.
Every component has many ports to interact with the external world. The port is to
be defined the way between message interacting, there are two ways, that is
message-based or procedure-based. In a port many data formats are defined as
record, record of, set, set of, union, enum and signature which are in TTCN-3. So,
when traversing syntax trees, the keywords concerned in this paper are mainly
ConstDef, SignatureDef, RecordOfDef, SetDef, SetOfDef, EnumDef, UnionDef,
PortDef, ComponentDef.

According to the grammar, the information and relationships between symbols
have been restructured in the syntax tree. There are two ways to operate the Node,
as follows [3]:

• The first child can be gotten by Node.getFirstchild(), which includes detailed
information.

• The second child can be gotten by Node.getNextsibling(), which mainly con-
tains the possible adjacent elements in the syntactic description.

The whole information of a syntax element can be gotten by traversing the
syntax tree. The syntax elements defined in TRex are shown from Figs. 79.1, 79.2,
79.3, 79.4, 79.5 and 79.6, which are often used in TTCN-3, and also concerned in
this paper.

When extracting the basic information, many recursive algorithms will be used
because of complex nested relations among these syntax elements.

The basic information is saved in TestArchitecture, which is a meta-model of a
test system and defines test units and the relationships between them. Algorithm 1
is to extract the basic information. In order to describe conveniently, this part only
introduces the information of test units. The configuration between units will be
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Fig. 79.1 Record class

Fig. 79.2 Set class

Fig. 79.3 Enum class
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discussed in detail in Sect. 2.2. In this paper, although Arbiter, SUT and Scheduler
are designed, which are the necessary parts of a model, but not implemented
because there is no one-to-one relation between TTCN-3 and the modules [4].

Fig. 79.4 Signature class

Fig. 79.5 Port class
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Algorithm 1 Extracting the basic information

INPUT: Project := { filei | filei is the TTCN-3 script in the project, filei  File } 

File := { module | module is the TTCN-3 module in the file } 

OUTPUT: TestSystem := { <TestArchitecture, TestBehavior, TestData, Time> } 

ALGORITHM BEGIN 

TestSystem.name := Project.name; 

FOR each file in the Project 

module := Module(file); 

FOR each type in module 

IF type == Structure  Enumeration  Signature 

TestArchitecture.DataType.add(type); 

IF type == Port 

TestArchitecture.Interface.add(type); 

IF type == Component 

TestArchitecture.TestComponent.add(type); 

END FOR 

FOR each template in module 

TestData.DataPool.add(template); 

END FOR 

FOR each function in module 

IF function == TestCase  Function  Altstep 

TestBehavior.Behavior.add(function); 

END FOR 

END FOR 

  TestSystem.add(TestArchitecture, TestBehavior, TestData, Time); 

  RETURN TestSystem; 

ALGORITHM END 

TestArchitecture meta-model is shown in Fig. 79.7. There is a fine mapping
relation between Algorithm 1 and the model.

79.2.2 Extract Static Configuration Information

By analyzing static abstract syntax tree and symbols, all the possible test config-
uration information can be found among all the test systems.

In a test system based on TTCN-3, the test configuration is often defined in the
test function which has three kinds, such as testcase, function, and altstep. Here the
test configuration and behavior statements are mainly concerned, which are in
FunctionStatement. FunctionStaement mainly includes ConfigurationStatements,
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CommunicationStatements, BasicStatemetns, BahaviorStatements and Timer-
Statements, shown as Fig. 79.8.

• ConfigurationStatements includes ConnectionStatement, MapStatement, Dis-
connectStatement, UnMapStatement, DoneStatement and so on.

• CommunicationStatements includes SendStatement, CallStatement, Reply-
Statement, RaiseStatement, ReceiveStatement, GetCallStatement and so on.

• BasicStatements includes Assignment, LogStatement, ConditionalConstruct,
LoopConstruct, SelectCaseConstruct and so on.

Fig. 79.6 Component class

Fig. 79.7 The meta-model of TestArchitecture
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• BahaviorStatements includes TestcaseInstance, FunctionInstance, AltstepIn-
stance, ActivateOp, DeactivateStatement and so on.

• TimerStatements includes StartTimerStatement, StopTimerStatement, Timeout-
Statement.

The underlined declaration statements are mainly concerned in this paper. The
call relations among test functions are shown as follows.

• There are two ways when testcase calls function, one is the direct call, when
testcase and function are both running on the same test component; Another is to
instantiate a test component that calls function running on the new instantiating
test component, which is a PTC.

• There are also two ways when Function calls Function. One is the direct call,
when they are running on the same test component; Another is to instantiate a
test component which can call Function.

• Alstep can only be called by above functions by activate.

Algorithm 2 is to extract static test configuration information which are func-
tion call information and test configuration information of TTCN-3. The message
interaction and the timer are not taken into in this section.

Fig. 79.8 Structure of Testcase
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Algorithm 2 Extracting the static configuration information

File := { module | module is the TTCN-3 module in the file } 

ALGORITHM BEGIN 

FOR each file in the Project 

module := Module(file); 

FOR each function in module 

 behavior.setName(function.Name); 

behavior.setComponent(function.runsOn); 

IF function == TestCase 

  behavior.setType(TESTCASE); 

IF function == Function 

behavior.setType(FUNCTION); 

      IF function == Altstep 

behavior.setType(ALTSTEP); 

FOR each statement in function 

behavior.setConfigInfor(statement); 

        IF statement == FunctionInstance 

behavior.setInnerCall(statement); 

      END FOR 

TestBehavior.Behavior.add(behavior); 

END FOR 

  END FOR 

  RETURN TestBehavior; 

ALGORITHM END 

Testers or maintainers can comprehend the test system quickly by using static
configuration information, and can grasp the specific information of test config-
uration and scenario from every testcase. TestBehavior describes the function call
and test configuration of TTCN-3, shown as Fig. 79.9.

It includes many behaviors to indicate the test functions of TTCN-3, such as
testcase, function and alstep. Behavior records the information of name, type,
component and so on from a function. Every behavior uses TestConfiguration to
record the test configuration information used by itself and the relationship
between function calls. The recording process is as follows [5]:

• In the definition statements of the test function, the parameters of Map or
Connect between test units will be written into invoker, invokeprot, receiver,
and receiveport, that is to record the test configuration information.
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• In the definition statements, the name of called function will be written into
innercall meta-model of ConfigInfor, in order to record function calling
information.

79.3 Discovery of Data Model

In a test system, it is an important thing to save and partition test data. Effective
organization and management for the test data not only can keep a very valuable
test legacy, and higher levels of test requirements can also be achieved by using
different data selection and combination strategy. Usually in a TTCN-3 test, testers
need design and produce a large number of test data. For this reason, the U2TP
specifically proposed the concept of test data, and data pool is one of the most
important parts [6].

79.3.1 Extract Data Model

TTCN-3 test specification provides rich types and mechanisms to define test data
whose types are basic type, structure type and predefined type, and whose
mechanisms are inheritance, reference and parametric. As a special test language,
the test data and configuration of TTCN-3 are both realized by encoding. But in the
course of testing, multiplexing and update the test data is very important, so it is
necessary to have a good test data management system [6]. In this paper, by using
reverse engineering, the test data defined in the script is structured by the way of

Fig. 79.9 The meta-model of TestBehavior
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data pool in U2TP. In order to reversely find the data model oriented data pool,
here the templates and data types are mainly analyzed, namely to analyze the
TemplateDef structure in the abstract syntax tree, shown as Fig. 79.10.

• The template provides a way to organize and reuse test data, including simple
inheritance relationship.

• The template can be parameterized, which makes it be seen as function, and be
instantiated by parameter mechanism.

• The template allows matching mechanism, which is another strong function
provided by TTCN-3, and eliminates the cumbersome comparison between
return and expectations in the testing process.

• The template can be used in a message-based communication, also be used for
process-based communication.

In this paper, the template inheritance, parametric and inline forms are not
considered, and the template defined by users can be only found. Because the
template allows to be nested in the defining process, this makes it difficult to show
the template. So the method used in this paper is to remove the nested template
from original structure, which is named a new template and then saved. Such that,
the original structure retains only the new template reference, effectively solves the
complexity of nested template. Finding data model helps testers or maintainers
manage and maintain test data in a large scale.

Fig. 79.10 Structure of template
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79.3.2 Select and Partition Data Model

Although discovery of data model can how the test data of the test system to
testers and maintainers in a graphical way, but it is loose and lack of model
representation [7]. By data model selection and partition, the test data of the test
system can be shown with the form of model, which achieves better abstract. The
meta-model of test data is shown in Fig. 79.11.

In the TTCN-3 test script, the data type is defined by type, while in template the
specific data instances of a data type is defined by type. So the DataPool meta-
model of TestData is a set of template. The Template meat-model records detailed
information of a template, including name, type and value. In the DataPool meta-
model, the selection and partition of test data can be achieved.

TTCN-3 has many types, each template is actually an instance of a data type,
thus the data type can be selected following the template. In addition, the template
can be partitioned by group keyword in TTCN-3 [7]. Each group actually repre-
sents a kind of test data with common properties (such as abnormal data). So you
can partition the equivalence class to follow the template where the group is. In
general, the template can be chosen according to the type, and can also be parti-
tioned in accordance with equivalence class in TTCN-3 [8]. So after all the
templates are identified, standards of selection and classification are given in this
article as follows.

• For the templates that belong to the same type, in this article they will be
classified as category so that testers can choose according to test data type,
namely data selection;

• For the templates that belong to the same group, this article classifies them as a
group, and provides a mechanism that allows testers to detect equivalence
classes of test data distribution, namely data partition;

Based on the data model, TTCN-3 testers can achieve the higher coverage test
in a way of permutation and combination by selecting the data from data pool; or
achieve more high-level security test to vary the data from data pool; or can be
separated from the specific test script to design test data, which avoids to modify
the script code for maintaining test data.

Fig. 79.11 The meta-model
of TestData
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79.4 Conclusion

In this paper, static test configuration model and discovery of data model are
introduced in detail on the basis of the framework of reverse model discovery
system.

The test configuration and data plays an important role in a test system. Test
configuration is used to describe the number of test components in a test system,
and the connecting relationship between test components. Effectively organizing
and managing the test data not only can save a valuable test legacy, but also can
use different data selection and combination strategy to achieve higher levels of
test requirements.
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Chapter 80
A New Method of Unknown Radar Signals
Sorting

Xiaofeng Wang, Xuzhou Zhang, Runlan Tian and Xinglong Qi

Abstract Aimed at the problem of worse real-time in the sorting of unknown
radar signals, a new signal sorting method based on the DBSCAN is put forward.
Using the parameter distribution characteristics of radar pulse data, the method
firstly searches a number of reference points to properly represent original data
points, and then, make use of their density connected character to cluster the
reference points. Because of the decrease of the data involved in clustering, the
method overcomes the immense calculated quantities of original algorithm, and
enhances the clustering speed of unknown radar signal sorting. Computer simu-
lation results show that the proposed algorithm can effectively sort the unknown
radar signals.

Keywords ECM � Signal sorting � Density-based clustering

80.1 Introduction

With the wide applications of radar in aircraft, ships, air defense systems and a
variety of offensive weapons, and the increasing of electronic jamming equipment,
the electronic surveillance has became very dense and complex [1]. In the known
radar signal processing, the use of correlation between the priori knowledge and
radar the received signal [2], sorting accuracy and real-time have reached a certain
height. But the problem sorting unknown signal from the density radar pulse
streams which contains a lot of interfering pulse has been restricting the radar
surveillance data processing.
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Cluster analysis is an important technique in data mining. It can divvied data
into some categories based on the similarity between data objects [4]. We can use
the special nature of cluster analysis to sort unknown radar signal. DBSCAN [5, 6]
cluster is a density-based clustering algorithm, which does not require a priori
information, adopt to the arbitrary shape clustering, and is not sensitive to the
order of data input. The algorithm also has the ability to handle abnormal data, but
is not suitable for heavy data processing because of its complexity. This paper first
analyzes the DBSCAN clustering. Aiming at the complexity problem of
DBSCAN, the paper use a certain number of reference points to represent a certain
neighborhood range of data points, propose an improved algorithm which is
applied to the unknown radar signal sorting. Simulation results verify the effec-
tiveness of the improved algorithm.

80.2 DBSCAN Clustering

DBSCAN clustering has the advantage of no pre-determined the number of
clusters, and DBSCAN is not sensitive to noise data, which solve the problem of
noise pulses.

DBSCAN clustering determine the core object by querying the neighborhood e
of each data in data set D, and then decide how to extend the class. So a large part
of the algorithm is to execute the query region. The time complexity of DBSCAN
is o n � nð Þ, the time complexity of DBSCAN with the R * tree is o n � log nð Þ, where
n is the total amount of data. With the data points increase, DBSCAN clustering
computation complexity increase as exception, so it is not suitable for handling
large amounts of data.

80.3 Improved DBSCAN Clustering

As the computation complexity of DBSACN, it is difficult to meet real-time in
radar signal sorting, this paper proposes an improved DBSCAN algorithm. The
basic idea of improved algorithm is: a certain number of reference points are used
to represent a certain neighborhood range of data points, establishment corre-
sponding relationship between data point and the reference point, removal noise
pulse based on the density of the reference point, and finally complete the refer-
ence point of clustering using breadth-first search algorithm, and the reference
point and the corresponding relationship between the data points on the final
completion clustering of data points.
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80.3.1 Basic Concepts

Definition 1 point density: select the any point p at as the center in the data set, the
number of data in the region radius as the point density, denoted by pd .

Definition 2 reference points: select any point p and the radius R in the data set
D, if met pd [ Th; called point p as a reference point, denoted by r; which Th is the
density threshold. Note that the reference point is not a data point in data set, but a
virtual point.

Definition 3 representative region: the region which reference point is r and
radius is R is called the representative region, reference point can represent the
data points in this region.

Definition 4 connected region: If the representative region of two reference
points r1; r2 is intersection, tangent, or overlap, that is the distance between r1 and
r2 is less than or equal to 2 times R; we called representative region of two
reference points r1; r2 is connectivity.

80.3.2 Find the Reference Point

Select the first data p1 in data set as a reference point r1, calculate the distance
d between data points p2 and reference point r1. If d\ ¼ R; the information p2

will be added to the reference point, update reference point r1 base on mean of all
dimensions parameter values. If d [ R. p2 does not belong to the representative
region of the reference point r1; establish a new reference point use dimensional
parameters p2: Count the distance between next data points and all the reference
point until complete all of the data points.

80.3.3 Establish the Corresponding Relationship Between
the Reference Points and the Data Points

There is only one data point p which the distance is less than or equal to R,
establish the correspondence between the reference point and data point p. when
the distance are less than or equal to R, we can prove that the represent region of
these reference points are connectivity, that is to say they belongs to same class,
this paper will establish correspondence with the nearest reference point. When all
data points are established with the reference point, the number of representative
region is the density of the reference point.

Compare with the density of all the reference points with density threshold Th;
filter out the noise density of less than the threshold reference point, the remaining
reference point is the non-noise data reference point.
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80.3.4 Cluster the Reference Points

We can see from the definition 4, when the representative region of two reference
points r1; r2 is intersection, tangent, or overlap, the representative region is con-
nected. Clustering the reference point is to find these connected regions and put
these connected regions into a class. So we can use the Breadth-first search
algorithm to complete the clustering of reference points. Finally, according to the
corresponding relationship between the data points and the reference points, and
the clustering results of reference points, we can establish correspondence between
the clustering and data points.

Among them, the selection of parameter R has a greater effect to the clustering
result, the little with R, the lower the efficiency of the algorithm, when the R is too
little, all of the data point will be regarded as the reference points to cluster. When
the R is too big, the algorithm cluster all data points to one cluster. According to
the experimental results, when the parameter R is taken from 0.005 to 0.009, the
unknown radar signal sorting can be accomplished perfectly.

In the radar signal sorting, the number of noise signal is much smaller than the
real radar signal, so the density of the noise signal is less than the density of
reference point. The function of density threshold effect is to filter the noise signal,
so we take data and un-filter noise ratio as the density threshold. That is to say the
average density before filtering noise can effectively filter out the noise reference
point.

80.3.5 Algorithm Steps

The steps of radar signal clustering sorting method are shown in Fig. 80.1.

80.4 Simulation Analysis

Select the carrier frequency (RF), pulse width (PW) and the direction of arrival
(DOA) as the characteristic parameters, three attributes of information constituted
a characterization vector [8]. Add 30 % of the total radar pulses number noise
pulse. The specific pulse parameters are shown in Table 80.1. All simulations are
with MATLAB.

Using the improved DBSCAN algorithm cluster pulse data in Table 80.1,
parameters R obtained 0.008. According to the following formula, we can obtain
the clustering results shown in Table 80.2.

sorting accuracy ¼ accuracy sorted pulse number
existent pulse number

� 100%
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normalization

Search reference point

establish the corresponding relationship

filter noise reference point

reference point clustering

Data point clustering

Unknown radar pulse stream

sort result

Fig. 80.1 Algorithm steps

Table 80.1 The radar pulse simulation parameters

Signal RF/GHz PW/ls DOA/(�) PRI/ls Number

Radar 1 8.9–9.3
RF agile

0.3–0.4 38–41 30–40
PRI staggering

120

Radar 2 9.0–9.3
RF hopping

0.8–0.9 36–39 30–60
PRI jittering

100

Radar 3 9.4–9.8
RF agile

0.4–0.5 40–43 40–45
PRI jittering

115

Radar 4 9.6–9.8
RF hopping

0.9–1.0 42–45 40–70
PRI staggering

90

Noise 8.9–9.8 0.3–1.0 36–45 – 127

Table 80.2 Sorting the results of improved DBSCAN clustering method

Radar serial number 1 2 3 4

Existent pulse number 120 100 115 90
Sorted pulse number 125 101 113 88
Accuracy sorted pulse number 106 90 110 84
Error sorted pulse number 9 7 0 0
Omitting sorted pulse number 14 10 5 6
Noise number of sort result 3 4 3 2
Sorting accuracy (%) 88.3 90.0 95.6 93.3
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Simulation results show that four of the radar signal can be sorted correctly, and
effectively eliminate the impact of noise pulses. In order to verify the performance
of the algorithm, we used improve DBSCAN clustering and the original DBSCAN
clustering to sort the same set of radar pulses parameters of. The average accuracy
and average consumption of the two sorting algorithms are shown in Fig. 80.2.
The simulation results show that: with the increase in the amount of data, the
average accuracy rate of improved sorting algorithm declined slightly compared to
the original algorithm, the time consumption of original DBSCAN clustering of
increases exponentially, but the improved DBSCAN clustering has approximate
linear time complexity, which is applied to sort high density signal.

To further validate the effectiveness of the algorithm in this paper using in radar
signal sorting, we respectively use k-means clustering and SVC clustering to
process data in Table 80.1 Three experiment all have 100 Monte-Carlo test, which
is k ¼ 4 in the k-means clustering, the initial centers randomly selected to run in,
SVC is under optimal parameters condition. Simulation results comparison of
three methods are shown in Table 80.3.

Simulation results show that: the average time consumption of this paper
method slightly more than k-means clustering, but the average sorting accuracy is
16.3 % more than k-means clustering. Compared with the SVC clustering, the
average sorting accuracy of this paper method was slightly lower. However, SVC
clustering id not suitable for handling a large number of radar data because of its
severe time consumption. Although the time complexity of k-means clustering is
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Fig. 80.2 Comparison chart of algorithm performance. a average sorting accuracy, b average
time consumption

Table 80.3 Comparison of
three methods

Method Average sorting
accuracy (%)

Average time
consumption (s)

k-means 75.4 4.25
SVC clustering 92.5 215.7
Improved DBSCAN

clustering
91.7 7.62
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low, but k-means clustering requires pre-specified k value and the initial center of
clustering, its results depend heavily on prior knowledge, and it is sensitivity to
noise pulses, therefore it not suitable for unknown radar signal sorting. Therefore,
this paper method has higher overall performance in sorting unknown radar
signals.

80.5 Conclusion

This paper proposes a radar signal sorting method based on improved DBSCAN
clustering, respectively compare with the original DBSCAN clustering, k-means
clustering and SVC clustering, validate the proposed algorithm can complete the
unknown radar signals sorting in a shorter time, which has a good generalization
performance.
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Chapter 81
The Creation of Interactive
Three-Dimensional Microscope Based
on VRML and JavaScript

Di Wu

Abstract When constructing sophisticated 3D interactive apparatus with VRML,
a method is usually adopted that is manipulating another object with a selected
one. Therefore, the way of achieving the linkage movement of three-dimensional
objects on website was crucial. Adjustment of the apparatus for complex inter-
action can not simply be operated with VRML itself. This article takes the creation
of interactive three-dimensional microscope for example, with the technique of
JavaScript programming which realized the interactive operation adjusting the
place of microscope lens horizontally and vertically, a complex interaction and
coordinated controlling campaign achieved.

Keywords VRML � JavaScript � Interactive � Microscope

81.1 Introduction

At present, students can log on to their college physical experiment Web site to
study the principle and the operation of experiments using their spare time. But the
problem is that the current web site with mostly describing text and the displaying
pictures of apparatus or animation of the experiment with the process being set in
advance by the programmers. This is far to the actual experiment. Virtual Reality
(VR) is a three-dimensional environment simulated by computer, the user can
enter the environment through the computer and can manipulate the system and
interact with the objects [1–3]. VRML is the second generation of the key tech-
nologies on the Web [4–8]. It makes the possibility to achieve three-dimensional
virtual scene. Web browsing with transmitting very little data in the Internet

D. Wu (&)
College of Physical Science and Technology, Dalian University, No. 10 Xuefu Street,
Dalian Economic and Tech. Development Zone, Dalian 116622, China
e-mail: wudi@dlu.edu.cn

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_81, � Springer-Verlag Berlin Heidelberg 2013

735



overcomes the shortcomings of the general three-dimensional simulation software.
Therefore using VRML to develop 3D virtual experiments to solve these problems
should be a better way [9–12].

But VRML itself does not perform complex interactions, and thus for the
complex interactions such as the adjustment of apparatus can not be carried out
only by using VRML itself. The linkage complex motion controlling method of a
virtual experiment was studied using JavaScript in this paper [13, 14]; Eventually,
an interactive 3D experimental environment capable for usage of microscope was
established.

81.2 Linkage Control Principle

An interaction in virtual environment can be achieved through the node. Changes
in the state of VRML will be recorded as an ‘‘event’’, the node induced the changes
of other nodes issue ‘‘eventOut’’, the changed node accept the ‘‘eventIn’’. VRML
provides a variety of sensor nodes which monitor some user actions like clicking
on some object, getting close to some object etc. It includes TouchSensor node and
CylinderSensor node etc. The TouchSensor node can change the procedures such
as animations, sounds, changing colors, etc. when mouse clicks on object and then
makes a corresponding physical actions; The CylinderSensor node can move the
mouse into a shape around the axis of rotation; Data exchanging among nodes in
VRML can control objects in the scene forming some simple linkage action: If
turn on the switch a lamp lit and if approach the automatic doors the door opened.
A node can send and receive events. ROUTES are a simple way of defining a path
between an event generated by a node and a node receiving an event. Through the
route and sensor nodes are basically able to achieve a simple linkage in the scene.
However, it can not execute the complex movements such as the animated feature
etc. VRML uses Script node to achieve this complex linkage controlling motion.
Script nodes in the domain use JavaScript to achieve a specific period of the event
handling, and then return the results of the calculation submitted to the Script
nodes in the eventOut, and then through the routes pass the event to the scene of a
relevant field to achieve the purpose of changing the scene.

81.3 The Key Program Design

3DMAX or MAYA can be used to build a three dimensional microscope model
and then convert to VRML format file or use VRML directly to the construction of
the three-dimensional model such as the experiment interface shown in Fig. 81.1.
VRML allows the heavier of user to conduct real-time action on the scene, the
scene node receives event through the eventIn, sents event through the issuing
eventOut. The event system formed by one eventOut node to another eventIn node
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makes VRML have the ability of dynamic interaction. To achieve the complex
linkage functions the interactive function completed by VRML language itself is
limited; it also needs the help of script. Script node allows users to create their own
domain (field) and events, it supports multiple scripting languages such as
VRMLScript, or JavaScript etc.

81.3.1 Controlling of the Sodium Light Turn On and Off

If press the switch ‘Switch Button’, sodium lamp lights yellow as shown in
Fig. 81.1, means the sodium light turns on; if press again, the light turns off. This
function is realized through the touch sensor ‘TouchSensor’. First define the
sodium light, then define the switch, at last create a script to Change the lighting
material parameters ‘emissiveColor’. The route map for the controlling process is
shown in Fig. 81.2. When click on the touch sensor ‘ts’, the ‘isActive’ will be
activated, the value passed to IFTOUCH function in the script ‘switch’ by ROUTE
statement, the lflag value is set to 110 represents yellow, this value transmit to
‘imissiveColor’ parameters of sodium lights mm by ROUTE statement to turn on
the sodium light; when click the touch sensor ts again, lflag set the original value
and the sodium light turn off.

Fig. 81.1 Seat-type light
source
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81.3.1.1 Definition of Lights

Transform { 
The Program is as follows:

    translation -0.6 1.2 0 
    children [  

Shape { appearance Appearance { 
        material DEF mm Material { 
   diffuseColor .6 .6 .6 
   emissiveColor .1 .1 .1 
   transparency 0      } } 
       geometry Box { size 0.1 0.5 0.2 }
  }]} 

81.3.1.2 Definition of Switch

Transform { 
  translation 1.1 0.2 3.65 
  rotation 1 0 0 1.57 
  children [  

Shape { appearance Appearance { 
        material Material { 
   #defination of materials   }} 
      geometry Cylinder { radius 0.5 height 0.2 }} 
      DEF ts TouchSensor  { } 
]}

Fig. 81.2 Routing map of
the sodium light controlling
system
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81.3.1.3 Controlling Script of the Light Switch

DEF switch Script { 
 eventIn SFBool IFTOUCH 
 eventOut SFColor lflag 
  field SFBool Check FALSE 
 url "javascript: function IFTOUCH(butt, eventTime) 
 { lflag=new MFColor(); 
  if(butt==true) 
      {if(Check==FALSE) 
          {lflag[0]=1.0;lflag[1]=1.0;lflag[2] =0.0;Check=TRUE;} 
  else 
  {lflag[0] =0.0;lflag[1] =0.0;lflag[2] =0.0;Check=FALSE;} 
 }}"} 
ROUTE ts.isActive TO switch.IFTOUCH 
ROUTE switch.lflag TO mm.emissiveColo  . 

81.3.2 Controlling of Microscope Lens Horizontal Movement

The horizontal movement of microscope lens implement through cylindrical
sensor ‘CylinderSensor’. First define the CylinderSensor the sensor bangtdgulun
within the micrometer drum, then creating variable ‘pingyis’ script to realize the
function. When click the cylindrical sensor bangtdgulun, the value of parameter
‘rotation_changed’ will be transmitted to micrometer drumthrough by ROUTE
making it rotation, Meanwhile, the changed value is also given to variable my-
rotation in script pingyis, through statement weiyi [0] = rotation.angle/3.14,
change the angle of rotation into a translation distance and then attached it to the
variable weiyi, this displacement variable is assigned to the variables ‘translation’
of the microscope lens to operate horizontally by routing statement ROUTE. The
program listed below.

81.3.2.1 Definition of CylinderSensor

Transform { 
 rotation 0 0 1  1.57 
 children [  

DEF gulun Transform { 
                             translation 2 0.8 0.3 

children [ 
Inline     {url "jilun1.wrl"} ]} 

DEF bangtdgulun  CylinderSensor { 
              maxAngle 1.57 
              minAngle -1.57 
}]} 
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81.3.2.2 Controlling Script

DEF s Script { 
 eventIn SFRotation myrotation 
 eventOut SFVec3f weiyi 
url "javascript: 
    function myrotation(rotation){ 
     weiyi[1]= rotation.angle/3.14; 
}",} 
 ROUTE bangtdgulun.rotation_changed  TO gulun.rotation 
    ROUTE gulun.rotation  TO pingyis.myrotation 
 ROUTE pingyis.weiyi TO pingyi.translation  
The running profile is shown in Fig. 81.3.

81.3.3 Controlling of Microscope Lens Vertical Movement

The vertical movement controlling program is similar to the horizontal one. The
scripts are as follows:

Fig. 81.3 Movement result
pointed on the ruler to the
microscope head along
horizontal direction
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   DEF   pingyis Script { 
        eventIn SFRotation myrotation 
        eventOut SFVec3f weiyi 
    url "javascript: 
                function myrotation(rotation){ 
    weiyi[0]= rotation.angle/3.14; 
  }",} 

ROUTE bangtd.rotation_changed  TO bang1.rotation 
 ROUTE bangtd.rotation_changed  TO bang2.rotation 
 ROUTE bang1.rotation  TO s.myrotation 
 ROUTE s.weiyi TO cy.translation  

81.3.4 Build Up the Geometry Structure of the
Experimental Apparatus

The sodium light and model could be built up by VRMLPad or vrbuild [15].
Sodium light has three translucent light window, first we define one of them, then
use ‘USE’ statement create others; Create a sodium light power model, switch has
been designed in order to control the lights turn on and off; Create the three-
dimensional structure of the microscope model, including eyepiece, objective lens,
vertical and horizontal movements adjusting wheel for microscope lens, a ruler
and other components etc.

81.4 Summary

The coordinated controlling for the complex motion need the help of powerful
high-level language to implement in order to compensate the deficiencies, such as
logic determination and scene precise controlling of VRML its own. In this paper,
the virtual experiment linkage animation technology was focused on by pro-
gramming the Script node in VRML-based research, interactive 3D microscope
and complete linkage has been designed. It will play an important role in the future
teaching reform for injecting new vitality to the traditional teaching. VRML Web
virtual technologies can be expected throughout the experimental teaching,
designing the virtual products etc. It will be having a wide range of application
prospects.
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2012 (No.937).
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Chapter 82
Research and Implementation of Face
Detection System on Android Smart
Phone

Xin Li, Yumei Zhai and Xiong Li

Abstract In order to improve the effect of detecting faces in Android smart
phone, we proposed an effective face detection algorithm. Cluster analysis is used
to segment skin region from the input color image in YCbCr color space. After the
normalization of candidate regions being finished, the weighted Euclid distance is
calculated between the reference templates and candidate regions. Based on this
algorithm we implemented a face detection system on Android platform. Exper-
iment proves that the system allows robust and has a high detection rate.

Keywords Face detection � Android � Cluster analysis � Template matching

82.1 Introduction

Face detection is one kind of technology that accurately confirms and locates faces
which may exist in the input images. Android smart phone is developed on
Android platform, an open source and popular operating system released by
Google. Due to the combination with a lot of Google application software, the
industry of Android smart phone develops rapidly. At the same time, people are
paying more and more attention to the security of mobile phones. So the appli-
cation of face detection and recognition embed in smart phone becomes more and
more important. In recent years, face detection technology has become a research
focus in the field of digital image processing and pattern recognition. At present
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there are several main detection methods, such as neural network-based method
[1], template matching method [2], support vector machines method [3], eigen-
face-based method [4], knowledge-based method [5], and appearance-based
method [6]. However, the methods above are not effective enough for complex
face detection. In this paper, we proposed an algorithm combining skin-color
segmentation with template matching. The face detection is implemented on
Android smart phone giving fairly good results. Experimental results show that
detection effect of this system is satisfactory and rate of detection comes up to
90.74 %.

This paper was organized as follows: Firstly, face detection algorithm is
introduced and explained in Sect. 82.2. Secondly the experimental results are
given with data and pictures in Sect. 82.3. Finally we draw our conclusion and put
forward further enhancements in Sect. 82.4.

82.2 The Design of Face Detection Algorithm

82.2.1 Cluster Analysis-Based Skin Segmentation

At present, there are several popular color spaces [7], such as RGB, YUV, HSI,
YIQ, YCbCr, etc. In this paper we adopt HSI color space, in which cluster feature
of skin is perfect. The input face image is the formula transformed from RGB to
HSI color space according to the following formula:

Y ¼ 0:299Rþ 0:587Gþ 0:114B

Cb ¼ B� Y

Cr ¼ R� Y

8

>

<

>

:

ð82:1Þ

This paper takes sample pixels from 60 images downloaded from Internet. Skin
pixels possess different cluster feature and frequency distribution in H–S subspace
based on different ranges of Y. So we divide Y into eight ranges and respectively
account frequency distribution of sample pixels in Cb-Cr subspace. Then, whether
sample pixels belong to a region of candidate region or not depends on the set
threshold. Cluster analysis-based skin segmentation method in YCbCr color space
is expressed as follows:

(1) Initialize: I and O respectively represent input and output pixelarray. Let mi be
the total of pixels in the range i of Y. Let T1 and T2 be the minimum and
maximum threshold value.

(2) for (i = 1; i \= 16; i++).
(3) for (j = 1; j \= mi; j++).
(4) do F / FREQUENCY(I[j]).
(5) if T1 \= F \= T2.
(6) then O[j] / 1.
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(7) else O[j] / 0.
(8) return O.

After that, we smooth the skin detection results in order to eliminate most of the
noise.

82.2.2 Normalization Processing

As candidate face regions are vulnerable to the variation of gray scale in template
matching, we make normalization before calculating the similarity. Firstly, we cut
out face region in the candidate face image according to the size of the reference
template. Secondly, we calculate rotation angle of the candidate face using (82.2)
and adjust the two-value image to get frontal faces.

q ¼ 1
2

arctan
q

p� r
ð82:2Þ

where

p ¼
X

m

i¼1

X

n

j¼1

x� xð Þ2A i; j½ � ð82:3Þ

q ¼
X

m

i¼1

X

n

j¼1

x� xð Þ y� yð ÞA i; j½ � ð82:4Þ

r ¼
X

m

i¼1

X

n

j¼1

y� yð Þ2A i; j½ � ð82:5Þ

x ¼ 1
S

X

m

i¼1

X

n

j¼1

iA i; j½ � ð82:6Þ

y ¼ 1
S

X

m

i¼1

X

n

j¼1

jA i; j½ � ð82:7Þ

That (x, y) represents the coordinate of pixel x (i, j). S indicates the area of
candidate region. A is m � n dimensional matrix of the candidate face region.
Finally, we use formula (82.3) to normalize gray scale.

g x; yð Þ ¼ b cf x;yð Þ�að Þ ð82:8Þ

where a, b, c are parameters required in histogram equalization process. And f (x, y)
and g (x, y) respectively represent the image before and after normalization.
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82.2.3 Template Matching

In this paper, we proposed a new method- weighted Euclid distance [8] to calculate
similarity between reference template and candidate faces. In consideration of
timeliness and efficiency required by Android smartphone, the size of the reference
template should not be too large or too small. After testing, we choose reference
template of 65 9 85 size. In this paper the weighted Euclid distance is expressed
as follows:

D A;Bð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

m

i¼1

X

n

j¼1

aij Aij � Bij

� �2

v

u

u

t ð82:9Þ

where A and B are the gray matrix of the candidate face and the reference tem-
plate. Also

apq ¼
m� n

P

m

i¼1

P

n

j¼1
Aij � B
� �2

ð82:10Þ

B ¼ 1
m� n

X

m

i¼1

X

n

j¼1

Bij ð82:11Þ

The small the weighted Euclid distance is the most candidate face regions are
similar to the reference template. If the distance is smaller than the given
threshold, the corresponding candidate face window is added to the face region.

Suppose that there are N windows in the candidate face region, the number of
current detected window is w. Dw (A, B) represents current distance. Template
matching method based on weighted Euclid distance is expressed as follows:

(1) Initialize: Let T be the threshold of distance.
(2) for (w = 1; w B N; w ++).
(3) calculate the mean gray of the reference template using formula (82.11);

calculate Dw (A, B) using formula (82.9).
(4) if DW (A, B) \ T then the window is retained as a face region.
(5) else the window is retained as non-face region.
(6) w / w ? 1.

82.3 Experimental Results

82.3.1 Development Environment and System
Implementation

This system is an intelligent project which was developed using Java in eclipse3.5
environment and tested on Android smartphone. We installed JDK 1.6 and
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Android SDK 2.3, and configured the environment variables on Windows XP
operating system with Pentium Dual-Core T2330 processor and 1G memory.
Then, Eclipse3.5 was installed and started. After that, we created an Android
emulator.

We implement this system in eclipse3.5 integrated development environment
by executing Java application and calling Matlab-based face detection function.
The face detection algorithm was coded by Matlab R2009a, and each detection
function is encapsulated as a method of Java class. Matlab and Java communicate
with each other through JNI (Java Native Interface). Android application is
executed by calling Matlab methods.

82.3.2 Experimental Results and Analysis

In order to test the performance of the system, we choose 180 color images
collected from Internet, which are classified as single face test set and multiple
faces test set. The two test sets are expressed as follows:

(1) Single face set consists of 80 single-face color images, whose collection
methods are shown in Table 82.1.

(2) Multiple faces set consists of 100 color images, which contain 326 faces.
The collection parameters of them are the same as single face set.

76 faces are detected and 4 missed in the single-face test set, the correct
detection rate of which comes up to 93.75 %. By contrast, we can see that
experiments have achieved a detection rate of 87.73 % in multiple faces set,
among which 284 faces are detected and 32 faces missed. Some experimental
results of two test sets are shown in Figs. 82.1 and 82.2.

Although some of images are partially occluded and rotated, and there exist
lands and walls which are similar to skin color, the system can still successfully
detect most of the faces. As shown in Fig. 82.2, one face is missed in the fourth
image, the reason for which is the face is shaded with a pair of sunglass and a hat.
The last image. Also the system allows robust to the light, as shown in the fourth
image in Fig. 82.1 and the second image in Fig. 82.2.

Through the analysis above, we can see the system not only allows robust to
light, rotation, and occlusion but also has a high rate of detection.

Table 82.1 Collection
methods of color images

Collection parameters Parameter values

Posture Frontal faces, partly rotated faces
Occlusion Mustache, glass, hat
Illmination Day mode, night mode
Backgrounds Simple backgrounds, complex

backgrounds
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82.4 Conclusion

We have proposed an effective algorithm in this paper. For the purpose of seg-
menting skin regions, we suggest a method of cluster analysis-based segmentation.
For measuring the similarity, we propose a method of template matching based
weighted Euclid distance. The experimental results show the system posses robust
to postures, occlusion, and illuminations, and can accurately detect and locate one
or more faces. In the future we will make further improvement to optimize the
system in real-time detection.
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and Geomatics (No.1103108-27).
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Chapter 83
Image Mosaic Based on SURF and Results
Optimization

Tie Jiang and Guibin Zhu

Abstract In order to improve the insufficiency of SURF algorithm, we present an
auto-adjusted algorithm of image size based on phase-correlation. We detect the
zoom relationship and translation co-efficiency between the images and modulate
the unregistrated image’s scale to the same level as the original image. We obtain
the Region of Interest (ROI) according to the translation parameter and then pre-
treat the images. We propose an image matching method based on the saliency
map. We calculate the saliency map in the Region of Interest and mark the interest
points in the area by using SURF algorithm. In the part of image fusion, the
method of gradated in-and-out which we commonly use is improved to eliminate
seam. As the image exposure differences, we propose two methods to adjust the
exposure of spliced image. One is based on mean value and the other is based on
mean–variance specification. Through the experiment, the validity of the proposed
methods is demonstrated and the quality of the mosaic image is better.

Keywords Image mosaic � Saliency map � SURF algorithm � Mean value �
Mean–variance specification

83.1 Introduction

The automatic construction of large, high-resolution image mosaics is an active
area of research in the fields of photogrammetry, computer vision, image pro-
cessing, and computer graphics. Image mosaics can be used for many different
applications [1–4]. It can be mainly divided into two categories [5]: feature-based
methods, and featureless methods. Feature-based methods assume that feature
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correspondences between image pairs are available, and utilize these correspon-
dences to find transforms which register the image pairs. A major difficulty of
these methods is the acquisition and tracking of image features.

Speeded Up Robust Features (SURF) algorithm [6] based on integral image was
put forward by Herbert Bay, which approximated Laplacian-Gaussian operator by
square filters based on integral image and constructed a Fast-Hessian matrix. The
SURF algorithm improved the detection speed, but its performance was equal to
SIFT algorithm.

In the paper, in order to reduce the running time of the SURF algorithm, before
we use SURF algorithm for detecting feature points, we use a phase correlation
method to calculate the overlap region of original image. We proposed one kind of
feature detection method based on the saliency map. We calculate the saliency
map in the Region of Interest and mark the interest points in the area by using
SURF algorithm. We get fewer, more representative features. In the part of image
fusion, the method of gradated in-and-out which we commonly use is improved to
eliminate seam. As the image exposure differences, we propose two methods to
adjust the exposure of spliced image. One is based on mean value and the other is
based on mean–variance specification [7]. Experiments show that the proposed
algorithm has achieved a well result.

83.2 Pre-Processing

83.2.1 Phase Correlation Algorithm

Phase correlation algorithm uses the cross-power spectrum to registration images
and is used to get the translation factor initially. Imagine there are two images I1

and I2; and the translation between them is as following:

I2 x; yð Þ ¼ I1 x� x0; y� y0ð Þ ð83:1Þ

The Fourier transformation:

F2 u; vð Þ ¼ F1 u; vð Þ � e�j ux0þvy0ð Þ ð83:2Þ

F1 and F2 are the Fourier transformation of I1 and I2. The cross-power spectrum
is:

F�1 u; vð ÞF2 u; vð Þ
F�1 u; vð ÞF2 u; vð Þ
�

�

�

�

¼ e�j ux0þvy0ð Þ ð83:3Þ

F�1 u; vð Þ is the conjugate function of F1 u; vð Þ. We can get an impulse Function
d x� x0ð Þ y� y0ð Þ about the value of translation invariant x0 and y0 by using
Fourier inverse transforming to formula (83.3). Figure 83.1 is an experiment to get
the range shift of by using phase correlation algorithm. The preset value between
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image A and B is (188, 12). There is an obvious impulse at the range shift
coordination compared to the flat site on the inverse conversion curve. So we can
get the shift value via the location of the maximum value.

83.2.2 Saliency Map

The saliency map which Itti [8] proposed is a 2D image that shows the significance of
each point of the image. The point of saliency map and the input image pixel have
topology relationship. Different visual characteristics (such as color, orientation,
etc.) have different contribution for the saliency map. But there is no interaction
between them. The original image is decomposed by linear filtering for a variety of
visual characteristics (brightness, red, blue, yellow, green, direction, etc.) and the
respective characteristic diagram is decomposed into 9-storey Adams pyramid. Then
characteristic maps in different scale and corresponding pixel subtract. We can see
the contrast of the features and background. If the contrast is stronger, the signifi-
cance of the point is greater. In order to eliminate the influence of the size of the
neighborhood on the contrast, the contrast is calculated in multiple scales to generate
a multi-scale feature maps. They use a function on the different characteristics of the
image and filter them. Then they get the summation of response of various features,
as the significant value of the point in the image. Dynamic neural networks were used
for maximum point of significant value as the point of regard. At last, we obtain the
saliency map. Figure 83.2 is a block diagram of Itti algorithm.

On the basis of the overlap region in the original images, we calculate the
saliency map of the overlap region, then binaryzation image is obtained through
adaptive threshold Segmentation. The image of the overlap region is matted with
the binaryzation image, then we obtain a significant area, as shown in Fig. 83.3.

83.3 SURF Algorithm

SURF for interest point detection uses a very basic Hessian-matrix approximation.
This lends itself to the use of integral images as made popular by Viola and Jones,

Image A Image B Spectrum of A Spectrum of B Detection of phase 
      correlation

Fig. 83.1 Use phase-correlation to estimate the offset parameters
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which reduces the computation time drastically. Integral images fit in the more
general framework of boxlets, as proposed by Simard [9].

Comparing with SIFT, SURF algorithms employ slightly different ways of
detecting features. SIFT builds an image pyramids, filtering each layer with
Gaussians while increasing their sigma values and taking the difference. On the
other hand, SURF creates a ‘‘stack’’ without 2:1 down sampling for higher levels
in the pyramid, resulting in images of the same resolution [10]. Due to the use of
integral images, SURF filters the stack using a box filter approximation of second-
order Gaussian partial derivatives.

Integral images allow the computation of rectangular box filters in near constant
time [10]. This paper used KNN to find the nearest neighbor with setting k to 2.
RANSAC [11] is used to estimate a model for finding the minimize error matches
set, which can maintain the correct matches by comparing the distance of the
closest neighbor to that of second-closest neighbor [12]. If it is less than the
distance ratio, then this paper maintains them, else removes. This paper decided to
choose 0.5 as the distance ratio according to Lowe’s experiment in SIFT. This

the overlap region the saliency map binaryzation image significant area

Fig. 83.3 The process of getting significant area of original Image

Input image

Liner filter

Orientation

Gabor filter

Orientation feature maps

Saliency maps

Intensity Colors

Intensity feature 
maps

Colors feature 
maps

Fig. 83.2 Diagram of Itti model
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makes the repeatability larger, which means improving of the matching perfor-
mance. More details of this algorithm can be seen on [13, 14].

The matches results and mosaic based on SURF features is shown in Fig. 83.4.
Matches based on the overlap region are still some mismatch. Matches based on
the significant area eliminate the mismatch and the feature points are reduced. The
feature points are high precision and more reliable.

From Table 83.1, we see the contrast of time-consuming between SURF and
method used in this paper. The speed of image mosaic based on the significant area
is more than twice as high than the original SURF algorithm. The explanation is as
following: Although we added the amount of work for phase section and saliency
map, we delimit the ROI. And along with the preprocessing it decreased the
workload dramatically. As a result the time-consuming was decreasing instead of
increasing. This superiority can be performed better when we conduct the mosaic
work aiming at big scenes and panoramic images.

83.4 Image Fusion

83.4.1 Weighted Function

Once we have found the best transformation H, we can blend the input image
together with the reference image. To reduce visible artifact—that is, to hide the
edges of the component images—we use a weighted average [15] with pixels near

Fig. 83.4 The matches mosaic and results. a Matches based on the overlap region. b Matches
based on the significant area. c Mosaic results
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the center of each image contributing more to the final composite. The weighting
function is:

f x; yð Þ ¼
f1 x; yð Þ x; yð Þ 2 f1

df1 x; yð Þ þ 1� dð Þf2 x; yð Þ x; yð Þ 2 f1 \ f2ð Þ
f2 x; yð Þ x; yð Þ 2 f2

8

<

:

ð83:4Þ

where f1, f2 is the reference image and input image, f is the mosaic image. d is the
weighted value, and d ¼ x2 � xð Þ= x2 � x1ð Þ; x1� x� x2; x1; x2 is the minimum
and maximum of x axis in the overlap region.

But the human eye is nonlinear on the response of luminance. The weighted
factor d is linear. When the exposure of original image is very different, it is not
very ideal that use the gradated in-and-out method to hide the edges of the
component images. From Fig. 83.5c, we can see that the exposure of mosaic image
is inconsistency. So we propose a trigonometric function to improve the weighting
factor. That is a subsection weighting function:

d ¼

1� 0:5 sin x�x1
x2�x1

� �

p x1� x\x1 þ x2�x1
4

ffiffi

2
p
�2ð Þ x�x1ð Þ
x2�x1

þ 3�
ffiffi

2
p

2 x1 þ x2�x1
4 � x� x1 þ 3 x2�x1ð Þ

4

0:5 sin x�x1
x2�x1

� �

p x1 þ 3 x2�x1ð Þ
4 \\x� x2

8

>

>

>

<

>

>

>

:

ð83:5Þ

We use the improved weighted function to do simulation experiment. The
experimental results are shown in Fig. 83.5.

In order to prove the optimization effect of new algorithm, we set two black and
white image to fuse and compare the results. It fully reflects the gradient effect.
Figure 83.6a shows the result that it uses the linear weighted function to fuse and
Fig. 83.6b with improved subsection weighting function. We can see that the
fusion image transition zone is small with the original function and the gray
changes slowly in two sides. The middle part of the mosaic image changes quickly.

Table 83.1 Comparison of the different image mosaic method

Mosaic
method

Original
SURF

Matches based on
the overlap region

Matches based on the
significant area

Time (/s) 4.894 2.544 1.876
4.687 2.484 2.125
2.922 1.812 1.786

Fig. 83.5 Weighting factor use subsection weighting function
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The image transition zone is bigger after using the improved subsection weighted
function. The gray of the image can have the uniform changes in the entire interval
and the transition is smoother. The mosaic image is more natural visual effect.

83.4.2 Exposure Adjustment

The result is still not very good from Fig. 83.6. The image in the overlapping
region will still have brightness jump. It is not true for human eye. In order to
make the mosaic image more smoother, we use Mean value method and Mean–
variance specification method to adjust the exposure of the mosaic image. The
mosaic image will be consistency of exposure, not obviously bright or dark.

83.4.2.1 Mean Value Method

First, we calculate the mean values of the overlap region of two images and
compare it, then calculate the D-value of them. We use the D-value to adjust the
exposure of the mosaic image. When the image exposure is strong, we reduce it.
On the contrary, we enhance it. Then we obtain a balanced effect of exposure. I1, I2

is the two image, I1 is left and I2 is right. Their overlap region are M1 and M2. The
mean values of overlap pixels are M1 and M2, then the public mean value is
M ¼ M1 þM2

�

2
� �

. The image mosaic is I
0

1 and I
0

2 after adjusting.

I
0

1 ¼ I1 � M1 �M
� �

I
0

2 ¼ I2 � M2 �M
� �

(

ð83:6Þ

83.4.2.2 Mean–Variance Specification Method

Another method is Mean–variance specification. It is to use the average and
variance of image. The mean and variance statistical parameters are commonly

Fig. 83.6 Two different
weighted function
comparison. a Original
weighted function.
b Improved subsection
weighting function
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used for color transmission. So we use of the two parameters to adjust the image
mosaic. Statistical characteristics of one image is assigned to the other one. At last,
it is consistency of the overall exposure of image mosaic. It can be expressed as:

l ¼
ZZ

aI2 x; yð Þ þ b� I1 x; yð Þ½ �2dxdy ð83:7Þ

where I2 is the image to be processed and I1 is the reference image, a, b is overall

linear transform coefficients, the formula is a ¼ d2
I1I2

d2
I2I2

, b ¼ MI1 � aMI2 , d2
I1I2

is two

images for the covariance and d2
I2I2

is image variance, MI1 , MI2 are the mean of the
two images. The formula are as follows respectively:

d2
I1I2
¼ 1

S

ZZ

I1 x; yð Þ �M1½ � I2 x; yð Þ �M2½ �dxdy ð83:8Þ

d2
I2I2
¼ 1

S

ZZ

I2 x; yð Þ �M2½ �2dxdy ð83:9Þ

M1 ¼
1
S

ZZ

I1 x; yð Þdxdy ð83:10Þ

M2 ¼
1
S

ZZ

I2 x; yð Þdxdy ð83:11Þ

The final results were:

I2 x; yð Þ ¼ aI2 x; yð Þ þ b ð83:12Þ

The experimental results as shown in Fig. 83.7. The differences of mosaic image
exposure are well adjusted by using the two method. The quality of mosaic image is
further improved. It is good to meet the visual characteristics of human eyes.

Fig. 83.7 The comparison of different method for exposure adjustment. a Exposure adjustment
by mean value method. b Exposure adjustment by mean–variance specification method
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83.5 Conclusions

In this paper we have presented an approach for image mosaic based on phase-
correlation and saliency map. First the scaling and translation relationship is
gained according to the correlation known by phase-correlation. Second significant
area of the overlap region is obtained based on saliency map. Then the feature
points are detected and matched just in this area, based on the SURF algorithm.
The setting of ROI and adoption of preprocessing avoid the useless extraction and
registration thus leading to additional speed-ups and improvement of the precision.

When the original image exposure differences, we proposed two methods to
adjust it. Through adjusting exposure, the brightness jump is eliminated and the
quality of the mosaic image is improved. The results are more in line with the
human visual characteristics.
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Chapter 84
Improved Blind Source Separation Based
on Non-Holonomic Natural Gradient
Algorithm with Variable Step Size

Ce Ji, Baocheng Tang, Kun Yang and Mingbo Sha

Abstract The traditional natural gradient algorithm works badly when the source
signal amplitude changes rapidly or becomes zero at a certain time. In addition, it
cannot resolve very well the contradiction between the convergence speed and
the error in steady state because the step-size is fixed. In order to solve the above
problems, this paper proposes an improved blind source separation algorithm
based on non-holonomic natural gradient by choosing an adaptive step-size and a
suitable nonlinear activation function. Simulation result demonstrates that the
new algorithm performance is superior to the traditional natural gradient
algorithm.

Keywords Blind source separation � Non-holonomic natural gradient � Nonlinear
activation function � Adaptive step size � Natural speech signals

84.1 Introduction

Blind source separation is one of the common research topics in signal processing
and neural network field. It has been widely used in the filed of biomedical science
[1], speech recognition and image processing [2, 3], array signal processing [4],
Geophysical signal processing [5], financial forecasts [6] and so on. The natural
gradient algorithm [7] that was first put forward in 1994 by Cichoki [8] is a very
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important approach for blind source separation. Later, Amari et al. approved the
effectiveness of natural gradient algorithm theoretically [9–11]. The constraint
E fi yið Þyif g ¼ 1 was imposed to the estimation signals in natural gradient algorithm
in order to solve the uncertainty of amplitude. The constraint condition will also
force the separate matrix to change rapidly when the source signals are non-
stationary or their amplitudes rapidly change with time. Aimed at this problem,
one non-holonomic constraint was added to natural gradient algorithm [12]. This
algorithm was called non-holonomic natural gradient algorithm (NNG). When the
magnitudes of source signals rapidly change with time or become zero in a certain
period time, this algorithm still works well. Algorithm performance also does not
fluctuate greatly even when the number of source signals is overestimated.
However, the fixed step size was adopted for the non-holonomic natural gradient
algorithm [12]. The disadvantage of fixed step size is slow convergence speed. The
signal separation is unsuccessful if the oversize step is chosen.

In order to solve the problem above, a new non-holonomic natural gradient
algorithm with adaptive variable step and tangent non-linear active function is
presented in this paper. The improved algorithm has prominent effect in natural
speech signal separation.

84.2 Blind Source Separation and Non-Holonomic Natural
Gradient Algorithm

84.2.1 Blind Source Separation

Blind source separation is the method of recovering the original signals from the
multiple observed signals mixed randomly. The original signals are from different
sources respectively, so usually they are mutually independent. Hypothesize that n
statistical signals si tð Þ i ¼ 1; 2; � � � ; nð Þ are linearly instantaneously mixed. n
mixed signals (or observed signals) xi tð Þ are denoted as:

xi tð Þ ¼
X

n

j¼1

aijsj tð Þ ð84:1Þ

where aij is mixing coefficient. In vector form, Eq. (84.1) is equal to:

xðtÞ ¼ AsðtÞ ð84:2Þ

In Eq. (84.2), s tð Þ ¼ s1 tð Þ; � � � ; sn tð Þ½ �T is n� 1 unknown source signals vector,

x tð Þ ¼ x1ðtÞ; � � � ; xn tð Þ½ �T is n� 1 observed signals vector, and A is n� n unknown
mixture matrix.
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Blind source separation is the process of establishing the objective function of
separating matrix W and making output signal y tð Þ approach the original signal
sðtÞ possibly based on the assumption of statistical independence of each com-
ponents si tð Þ i ¼ 1; 2; � � � ; nð Þ. Therefore, the n� n separating matrix W is given
by:

y tð Þ ¼Wx tð Þ ¼WAs tð Þ ¼ Gs tð Þ ð84:3Þ

In Eq. (84.3), y tð Þ is known as estimated signal or separated signal. If W which
is obtained from some learning algorithm can make global matrix G ¼ I (I is a
n� n unit matrix), then y tð Þ ¼ s tð Þ, and the source signals are recovered.

84.2.2 Non-Holonomic Nature Gradient Algorithm

The classical approach to resolve the non-restraint optimization problem of a
multivariate function is the steepest descent method, also called gradient descent
algorithm. Amari proposed the non-holonomic nature gradient algorithm based on
natural gradient algorithm. Actually, non-holonomic nature gradient uses a specific
diagonal matrix K to replace identity matrix I in natural gradient algorithm. So, the
non-holonomic nature gradient can be expressed as:

W k þ 1ð Þ ¼W kð Þ þ l kð Þ K� F Yð ÞYT
� �

W kð Þ ð84:4Þ

In Eq. (84.4), K ¼ diag k1; � � � ; knf g is the diagonal positive definite matrix
whose elements are ki ¼ F Yið ÞYT

i : F Yð Þ is the activation function of gradient
algorithm. l kð Þ is the step factor. Usually, we use nonlinear odd function as
activation function according to the Gaussian character of separating signals, for
example F Yð Þ ¼ Y3(sub-Gaussian) or F Yð Þ ¼ tanh Yð Þ (super-Gaussian).

From the Eq. (84.4), we can find that non-holonomic nature gradient algorithm
still works well when the magnitudes of source signals rapidly change over time or
when some of them become zero for a while. Even when the number of source
signals is overestimated, algorithm performance also does not fluctuate greatly.
However, the natural gradient algorithm does not have the skill and it will amplify
the small components that do not exist in the source signals and cause the deg-
radation of capabilities. Amari had proved this in detail [12]. The simulation
results in [12] demonstrated that the separation effect and stability of non-holo-
nomic nature gradient algorithm is better than natural gradient algorithm, so we
use non-holonomic nature gradient algorithm to separate natural speech signals in
this paper.
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84.3 The Non-Holonomic Nature Gradient Algorithm
Based on Variable Step

84.3.1 The Selection of Non-Linear Function

Non-linear function not only limits the step size, but also directly influences the
algorithm’s stability. In ideal conditions, the source function of source signal is
chosen as non-linear function. However, the source function cannot be gotten in
practical applications. Generally, when non-linear function and source function
have little difference, the algorithm can reach convergence. In the literature [13],
the active function was chosen as follows:

u yð Þ ¼ 2 tanh yð Þ ð84:5Þ

In this paper, the tangent active function is chosen:

u yð Þ ¼
1 y [ p=4

11
4 tan(y) �p=4� y� p=4
�1 y\�p=4

8

<

:

ð84:6Þ

The performances of two active functions will be compared in the following
experiment of separating natural speech signal.

84.3.2 The Selection of the Controlling Parameters of Step
Adaptation

In Eq. (84.4), l kð Þ is the step factor that affects the convergence speed and sta-
bility of the algorithm. In the adaptive algorithm of blind separation, step size
plays a key role to the algorithm convergence. A better way is to adjust the step
size with learning rate, which changes with time. So a harmony between con-
vergence speed and steady performance is obtained. The purpose of any time-
varying step size processing is to achieve the fastest convergence by increasing the
step size to one large stable value. In fact, when these parameters get to the
neighborhood of the best convergence point, the step size should decrease corre-
spondingly in order to reduce maladjustment error.

The separating matrix W can converge to a certain stable neighborhood, but it
fails to converge to a fixed value. Therefore, the distance between separating
matrix W and the best separating matrix Wopt, which is defined as separating
degree, can be used to adjust step size [14]. Because Wopt cannot be given
beforehand, the similar ways to replace Wopt is as follows:

DW kð Þ ¼ W k þ 1ð Þ �W kð Þk k2
F ð84:7Þ
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In Eq. (84.7), �k kF is Frobenius norm.
The aim of blind source separation is to search the optimal matrix Wopt, which

meets the next equation:

W
k!1
ðk þ 1Þ ¼ W

K!1
ðkÞ ¼Wopt ð84:8Þ

The expression of updating step size can be described as follows:

l k þ 1ð Þ ¼ a kð Þl kð Þ ð84:9Þ

The exponent function e�k has a very good convergence performance. There-
fore, increasing or decreasing a kð Þ exponentially may show a very good conver-
gent effect. The value of a kð Þ can be chosen according to the following equation:

a kð Þ ¼
1þ ce�k DW kð Þ\DW k � 1ð Þ

1
1þbek DW kð Þ[ DW k � 1ð Þ

1 else

8

<

:

ð84:10Þ

In Eq. (84.10), 0\b\1; 0\c\1: b is used to control the stable error when
converging. c is used to control convergence speed. The new non-holonomic
natural gradient algorithm with adaptive step size can be described as:

W k þ 1ð Þ ¼W kð Þ þ a kð Þl kð Þ K� F Yð ÞYT
� �

W kð Þ ð84:11Þ

84.4 Analysis of simulation results

Suppose that there are 4 speech source signals. The first signal is the staccato
alarm, the 2nd signal and 3rd signal are male announcer’s voices, and the 4th
signal is female announcer’s voice. The duration of every signal is 10 s. Sampling
rate is 10 kHz. There are 105 sample points. Firstly, the pretreatment of zero-mean
and whitening are done to speech signals [15]. Let W 0ð Þ ¼ 10I, and mixed matrix
A is given by:

A ¼

0:71812 0:08774 0:85184 0:01423
0:56919 0:44348 0:75948 0:59618
0:46081 0:36630 0:94976 0:81621
0:44531 0:30253 0:55794 0:97709

2

6

6

4

3

7

7

5

In order to compare the separation effect of different algorithms, cross-talking
error E [16] is adopted to measure the performance of the algorithm in this paper.
It is defined as follows:

E ¼
X

N

i¼1

X

N

j¼1

Pij

�

�

�

�

maxk Pikj j
� 1

" #

þ
X

N

j¼1

X

N

i¼1

Pij

�

�

�

�

maxk Pkj

�

�

�

�

� 1

" #

ð84:12Þ
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Here P ¼ Pij

� �

¼WA is the performance matrix of the system.

Algorithm 1: using formula (84.5) as the active function, adopting the constant
step size lðkÞ ¼ 0:0006;

Algorithm 2: using formula (84.6) as the active function, adopting the constant
step size lðkÞ ¼ 0:0006;

Algorithm 3: using formula (84.5) as the active function, adopting the adaptive
step size l k þ 1ð Þ ¼ a kð Þl kð Þ; b ¼ 0:02; c ¼ 0:4;

Algorithm 4: using formula (84.6) as the active function, adopting the adaptive
step size l k þ 1ð Þ ¼ a kð Þl kð Þ; b ¼ 0:02; c ¼ 0:4 (Fig. 84.1).

From the point of actual effect, four algorithms can separate speech signals. The
following conclusion can be obtained by means of specific analysis:

• Whether using fixed step size or adaptive step interval, the improving non-
holonomic natural gradient algorithm based on tangent activation function is
perfectly suitable to blind source separation of speech signals in this paper. By
further analyzing the performance curve, we can see that Algorithm 2 is better
than algorithm 1 before 6� 104 iterations, and Algorithm 4 is better than
Algorithm 3 in the premise of the same step size.

• Comparing with the non-holonomic natural gradient algorithm with fixed step
size, the separation properties of non-holonomic natural gradient algorithm with
adaptive step size is greatly enhanced no matter which kind of nonlinear acti-
vation function is used. Therefore, the adaptive step size of this paper is
effective to the non-holonomic natural gradient algorithm.

Algorithm 1

Algorithm 2

Algorithm 3

Algorithm 4

Fig. 84.1 Cross talk error
curve of four algorithms
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84.5 Conclusion

This paper studies the blind source separation of non-holonomic natural gradient
algorithm based on tangent activation function. On the basis, a new non-holonomic
natural gradient algorithm with adaptive step is proposed. Finally, simulation
results show the improved algorithm has more desirable convergence rate and
steady performance.
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Chapter 85
Multi-Level Fingerprint Classification
Based on Average Frequency of Ridges
for Large Scale Fingerprint Database

Xiaoqi Peng and Yunfei Zhong

Abstract In order to improve the recognition speed, accuracy and robustness of
the Automatic Fingerprint Identification System based on large scale fingerprint
database, a multi-level fingerprint classification method was proposed based on
three independent classification features, in which the quality evaluation indexes
algorithm of fingerprint images was introduced to evaluate the quality of input
fingerprints. For those good quality fingerprints, we classify them into three fea-
tures according to fingerprint pattern type, ridge count between singular points and
average frequency of ridges in central region, respectively, which could decrease
the retrieval space gradually. Experimental results on NIST DB4 show that the
proposed classification algorithms with redundancy mechanism have high retrieval
efficiency and strong robustness, which provides a rapid and effective index
approach for the large scale fingerprint database.

Keywords Multi-level classification � Fingerprint quality evaluation index �
Ridge count � Average frequency
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85.1 Introduction

Biometrics (or biometric authentication) refers to the identification of humans by
their characteristics or traits, which is often used in computer science as a form of
identification and access control with the rapid development of computer networks
and Internet technology [1]. A number of biometric traits are applied in various
applications. Each trait has its own strengths and weaknesses and the choice
typically depends on the application. No single trait is expected to effectively meet
the requirements of all the applications, but fingerprint has a nice balance among
all the desirable properties, and fingerprint recognition is one of the most mature
biometric technologies and is suitable for a large number of recognition applica-
tions because of high distinctiveness, permanence and performance [2].

It is especially difficult in a large-scale identification system in which the
number of enrolled users is huge (e.g., in the millions). Large volumes of fin-
gerprints are collected and stored every day in a wide range of applications,
particularly in forensics and government applications, e.g., background check of
employees. Automatic identification based on fingerprints requires matching the
input (query or test) fingerprint with a large number of templates stored in a
database. To reduce the search time and computational complexity, it is desirable
to classify these fingerprints in an accurate and consistent manner. Fingerprint
classification refers to the problem of assigning a fingerprint to a class in a con-
sistent and reliable way. Although fingerprint matching is usually performed
according to local features (e.g., minutiae), fingerprint classification is generally
based on global features, such as global ridge structure and singularities. Because
common fingerprint classification characteristics exist in smaller between-class
variance and larger within-class variance, low quality finger-print and other rea-
sons, automatic fingerprint classification is always a difficult task in the field of
pattern recognition [3].

Fingerprint classification problem has attracted a significant amount of interest
in the scientific community due to its importance and intrinsic difficulty, and a
large number of papers have been published on this topic during the last 30 years.
The fingerprint classification literature is surveyed in detail and the proposed
methods are categorized into one or more of the following families: rule-based
approaches, syntactic approaches, structural approaches, statistical approaches,
neural networks-based approaches, and multi-classifier approaches [4]. Most of
these classification algorithms built on the basis of Henry’s 5 classification model
or its variants, whose classification quantity is less. When the fingerprint database
is large, these algorithms may not be effective in reducing the number of finger-
prints to be matched.

In order to improve the efficiency of the Automated Fingerprint Identification
System for large scale fingerprint database, a multi-level fingerprint classification
algorithm is proposed based on independent classification features. Quality eval-
uation indexes may be applied to evaluate the quality of input fingerprints, remind
the users to re-enter fingerprints if the quality is poor. For the good quality
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fingerprints, three independent features including fingerprint pattern type, number
of ridges between singular points and average frequency of ridges in central region
are separately used to realize multi-level classification, which could decrease the
retrieval space gradually. Experimental results show that the proposed classifica-
tion algorithm has high retrieval efficiency and strong robustness, which provides a
rapid and effective index mechanism for the large-scale fingerprint database. It has
good real-time performance.

85.2 Outline

Classification characteristics of fingerprint database should have good stability and
separability in order to achieve multi-class classification index. In this paper fin-
gerprint common class of the Galton-Henry classification scheme, ridges count
between neighboring singular points and average frequency of ridges in central
region are selected as classification and retrieval features, which are inherent
characteristics of the fingerprint itself. The steps of fingerprint classification and
retrieval scheme are given below.

• Assuming the entire fingerprint database to retrieve is set A.
• Quality evaluation to every fingerprint image, the good for Galton-Henry

classification is set B and the poor to be discarded.
• Ridge count calculating to get set C.
• Average frequency calculating to get set D from C.
• Detailed feature matching for set D.

Fingerprint image quality evaluation should be done at first because low quality
fingerprint images seriously affect fingerprint recognition accuracy. The combi-
nation of comprehensive evaluation methods with macroscopic and microscopic
characteristics were employed to determine the eligibility of the fingerprint image
quality as described in literature [5]. Complex filtering method can locate the core
point of the fingerprint image and triangular point [6] and provide other infor-
mation of singular point. The fingerprint images can be divided into six classes
according this information [7] including arch, tented arch, left loop, right loop,
whorl and a miscellaneous type which means this type cannot belong to anyone of
the five classes.

Ridge count has been typically used in forensic matching because of the dif-
ficulty of human experts to work in the Euclidean space [8]. When the core point
and a triangular point can be precisely positioned, the ridge count is a fixed value
which is against translation, rotation, etc. deformation factors. So ridge count can
be used as classification feature discrimination with robustness for loop and whorl
fingerprints.
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85.3 Average Frequency of Ridges Methods

A fingerprint is the reproduction of the exterior appearance of the fingertip epi-
dermis. The most evident structural characteristic of a fingerprint is a pattern of
interleaved ridges and valleys. Different fingerprint has different average fre-
quency, therefore the frequency of ridges can be used as a fingerprint classification
feature.

85.3.1 Spectrum Analysis and Preprocessing of Fingerprint
Images

In general nonlinear deformation of the fingerprint center region is usually small
with the sharpness of the ridge. To improve the accuracy of the calculation of the
average frequency, reduce the effects of poor quality of the fingerprint image and
the computational complexity, we selected only the circular center area to deal
with spectrum analysis (the centre of a circle is the fingerprint center point, radius
is the distance between the center point and the edge of the fingerprint image
pixels.). The circular area intercepted was enhanced in order to reduce the impact
on the calculation of image’s gray level, and then which was binarized. The
binarization area was performed by Fourier transform to obtain the average fre-
quency of the ridge in the frequency domain of the fingerprint image center region
by the spectrum analysis. The above processing was shown in Fig. 85.1.

85.3.2 Frequency Spectrum Characteristics Analysis
and Average Frequency Calculating of Ridges

Let f x; yð Þ represent the gray value of the N � N digital image, where x; yð Þ,
F u; vð Þ is two-dimensional Discrete Fourier Transform of f x; yð Þ, then:

Fig. 85.1 Spectrum analysis of fingerprint center region (from left to right: a original fingerprint
image; b locating the center point; c clipped image by circle; d enhanced image; e binarized
image; f frequency spectrum image)

772 X. Peng and Y. Zhong



F u; vð Þ ¼
X

N�1

x¼0

X

N�1

y¼0

f x; yð Þe�2pj uxþvyð Þ=N½ � ð85:1Þ

where u; v 2 0; . . .;N � 1f g.
Fingerprint center region was operated by the two-dimensional Discrete Fourier

Transform to obtain centrosymmetric spectrum which was shown in Fig. 85.1f.
We set the center point at the origin, the distance between the origin and the
destination point be the radius r, the angle of the target point be h and the fre-
quency spectrum in the polar coordinate system be F r; hð Þ. The average frequency
was calculated as follows:

• Spectrum amplitude distribution probability density function p r; hð Þ

p r; hð Þ ¼ F r; hð Þj j2
R1

0

R 2p
0 F r; hð Þj j2drdh

ð85:2Þ

w h e r e F r; hð Þj j2 is the energy value of target point in frequency domain, and
R1

0

R 2p
0 F r; hð Þj j2drdh is the whole energy value.

• Spectrum amplitude probability density function p rð Þ of the edge

p rð Þ ¼
Z 2p

0
p r; hð Þdh; r 2 0;

NFFT

2
� 1

� �

ð85:3Þ

p rð Þ is the spectral energy distribution density on the ring with radius r.

• Average frequency

�r ¼
Z 90

10

p rð Þ
p�all

rdr ð85:4Þ

where p�all is the spectral energy distribution density on the ring with radius
r 2 10; 90½ �. The spectral structure analysis and experiments show that the highest
stability of the average frequency of the calculation result can be obtained when
the integration interval is taken in the range of 10; 90½ �.

85.3.3 Result Analysis

Nine different fingerprint images corresponding to three fingers were randomly
selected from FVC2002 fingerprint database. Follow the above steps to spectrum
analysis and the corresponding average frequency were obtained as shown in
Table 85.1.
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The average frequency has only small difference for the different fingerprint
images from the same finger undergoing rotation, translation or different pressure.
There is a big difference for the different fingerprint images from the different
finger. These indicate that the average frequency of the fingerprint ridge can be
used as a stable, distinguishable classification feature.

If there is quality difference between the same source fingerprints, it may lead
that the calculation of the average frequency is not exactly. In this paper, we
proposed a redundancy classification strategy which applies the average frequency
to establish three categories; thereby the number of fingerprints to be matched was
further reduced. The fingerprints without being classified in the second classifi-
cation could be also classified by this way, such as arch, tented arch and the
miscellaneous type. Because any fingerprint can calculate the average frequency of
the ridges, it can be suited for any fingerprint classifications. Search can be carried
out in the same category of the average frequency of the ridges. If the search
failed, the second search can be carried out in a similar average frequency
category.

In the multi-level classification system, classification error has cascading
properties. Because fingerprint pattern type categories and ridge count between the
singular points have strong stability and consistency, the first and second level
classification features were adopted respectively. Therefore, the average frequency
of the ridges may be reasonably treated as the third level classification features
because the stability of the average frequency of the ridges is weaker than that of
the Galton-Henry classification scheme and ridges count between neighboring
singular points.

85.4 Performance

NIST released two fingerprint databases well suited for development and testing of
fingerprint classification systems: DB4 and DB14. Both databases consist of 8-bit
grey-level images of rolled fingerprint impressions scanned from cards; two

Table 85.1 The average
frequency of different
fingerprint images from the
same finger

Finger no. Images �r

13 1 38.848
13 2 38.495
13 3 38.173
14 1 33.298
14 2 33.390
14 3 32.468
15 1 35.531
15 2 35.179
15 3 35.238
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different fingerprint instances (F and S) are presented for each finger. Each fin-
gerprint was manually analyzed by a human expert and assigned to one of the five
classes: Arch (A), Left loop (L), Right loop (R), Tented arch (TA), and Whorl (W).
Actually, in DB4, some ambiguous fingerprints (about 17 %) have an additional
reference to a ‘‘secondary’’ class. DB4 contains 2,000 fingerprint pairs which
uniformly distributed in the five classes. NIST DB4 became standard benchmarks
for fingerprint classification and most of the algorithms published in the last
decade were tested by one of these databases. In this paper, we randomly selected
2000 fingerprint image for quality evaluation from the NIST DB4 and we found
214 fingerprint images is unqualified. The performance of the fingerprint classi-
fication system was tested for the remaining 1786 fingerprint images, and first
level classification results are shown in Table 85.2.

The error rate on DB4 of the first classification level approach was 10.5 %,
which can be calculated from Table 85.2. The accuracy of the proposed method
shows a distinct advantage compared to 14.6 % mentioned in literature [9] and
15.7 % in [10].

1065 performance test images of the second level classification were selected
from the remaining 1786 fingerprint including L, R and W. Because W-type
fingerprint has more than two singular points, the experiment was to calculate the
ridge count between the nearest singular points. There are errors during the cal-
culation due to the effects of noise and the thinned process may cause part of the
ridge distortions. The process of singular points position calculation may also
produce errors too. The redundant classification strategy was put forward in order
to improve the robustness and accuracy of classification algorithm. Let the max-
imum ridge count be n, the fingerprints of ridge count from 0 to 2 were divided
into a class, referred to as R1. The fingerprints of ridge count from 2 to 4 were
divided into a class, labeled as R2, and so on, until the fingerprints of ridge count
from n - 2 to n were divided into the last category. Thus the fingerprints were
divided into 13 categories. The results are shown in Table 85.3.

1786 fingerprint images were classified by the third level classification method.
The test result showed that the average frequency of ridges distributed in the range
17–49 and the 34–46 was about 74.2 %. The redundant classification strategy was
also employed. The results are shown in Table 85.4.

The second and the third classification are continuous classification and the
accuracy rate can be validated by matching experimental. If the retrieval is within

Table 85.2 The classification results of the first level

True class Hypothesized class

L R W A TA Miscellaneous

L 335 3 9 13 0 22
R 3 313 8 10 2 15
W 8 6 350 2 3 9
A 2 0 2 424 3 2
TA 6 5 9 36 176 10
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the maximum search radius, the matching accuracy rate can reach 100 %. In
practice fixed radius or incremental search may be used for indexing the database
in a continuous classification technique.

In order to evaluate the performance of the classification algorithm mentioned
above, we introduce the classification efficiency function [11]. If using k classi-
fication features for fingerprint classification and wi class fingerprint probability is
p wið Þ, the entropy of classified information:

H wð Þ ¼ �
X

k

i¼1

p wið Þ log2 p wið Þ: ð85:5Þ

The classification efficiency function of classification algorithms was defined as

E ¼ 2H wð Þ ¼ 2
�
P

k

i¼1

p wið Þ log2 p wið Þ
¼ 1

,

X

k

i¼1

p2 wið Þ: ð85:6Þ

Equation 85.6 shows that classification algorithms can divide the fingerprint
database into E categories. The classification efficiency function from the first
level to the third level is 5.13, 9.30 and 7.53. The classification efficiency of multi-
class classification algorithm developed in this paper is E1 � E2 � E3 and would
be 359.25, which means that classification system has the ability to divided fin-
gerprints into 359.25 categories. Relative to the traditional five major categories of
classification, the classification efficiency has improved significantly. This method

Table 85.3 The statistics results of the second classification level

Class Percentage (%) Class Percentage (%)

R1 12.86 R8 6.29
R2 11.64 R9 4.88
R3 12.30 R10 4.32
R4 14.27 R11 1.13
R5 12.58 R12 0.85
R6 11.46 R13 0.56
R7 6.86

Table 85.4 The statistics results of the third classification level

Class Average frequency Percentage (%) Class Average frequency Percentage (%)

F1 17–22 4.4 F6 37–39 19.5
F2 22–26 3.6 F7 39–41 15.1
F3 26–30 5.5 F8 41–43 12.2
F4 30–34 9.6 F9 43–46 9.6
F5 34–37 17.8 F10 [46 2.7
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can meet the classification requirements of large scale fingerprint database and
significantly improve the retrieval speed and matching accuracy.

85.5 Conclusion

The rapid recognition technology of the large scale fingerprint database is a hot
and difficult field of research. In this paper, the multi-class classification algo-
rithms based on three independent classification features were put forward in order
to improve recognition efficiency. The experiments result shows that the classifi-
cation algorithms are of good retrieval efficiency, robustness and small matching
recognition space. It provides a fast and efficient retrieval and matching mecha-
nism and has a strong practical for large scale fingerprint database.
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Chapter 86
Two Improved Edge Coloring Algorithms
for Data Migration

Gangfeng Huang, Maishun Yang and Mingming Jing

Abstract The problem of computing a migration plan among the store devices for
moving the data from current configuration to the target configuration is called
data migration problem. There are some reasons to cause the data migration, the
reordering of the data combination, the system’s load balancing, and the change of
use mode. In this paper, we ignore the network speed and transfer speed. And only
consider the situation that each store device can be used as sender of receiver in the
transfer process at the same time. We develop two algorithms based on the multi-
graph edge coloring problem: complete decomposition algorithm and the Greedy
of maximum degree and weigh match algorithm. They can be used in different
circumstances and has better performance, they have better parallelism in the data
migration, and consume less time in the process of data migration.

Keywords Data migration � Edge coloring � Max-degree and time greedy match

86.1 Introduction

For the modern large-scale storage systems (such as large-capacity disk) device, it
consists of several disks connected using a dedicated network, there are two key
reasons to influence the system performance: load balancing and the transfer
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speed. Unfortunately, the layout of the data in store devices is not static, in some
special circumstances, such as the system upgrade, device addition and removes
and so on. The layout of data will change. So it is inevitable to design a data
migration plan, whether it is a cyclical change or a new change, the data must be
migrated from the old configuration to the new configuration. To minimize the
impact of data migration, this migration plan must be as efficient as possible,
especially for large data objects (Gigabytes units), the data migration need a few
days.

In this paper, we only consider the half-duplex communication model and
ignore the new data layout change in the period of the data migration. We develop
two algorithms using external disks, and our data migration is running as a
background process, can perform an offline migration or less when the user
requests (night and weekend).

86.2 Models and Assumptions

The formal description of the data migration problem is as follows: data item
i resides in a specified (source) subset Si of disks, and needs to be moved to a
(destination) subset Di In other words, each data item that initially belongs to a
subset of disks needs to be moved to another subset of disks [1]. (We might need to
create new copies of this data item and store it on an additional set of disks.) See
Fig. 86.1 for an example. If each disk had exactly one data item, and needs to copy
this data item to every other disk, then it is exactly the problem of gossiping.

For Fig. 86.1, we can get every item’s source device and destination device, for
example, item 1 is located in disk A and B in the initial layout and in the target
layout C; we need to create a copy of the item in disk C. Using this method, we can
get all item’s source device set and destination device set. With these source sets
and destination sets, we are led to describe the input to our problem as a directed
multi-graph G = (V, E) without self-loops that we call the demand graph. Each
node in the demand graph corresponds to a storage device, and each directed edge
u; vð Þ 2 E represents an object that must be moved from storage device u (in the

initial configuration) to storage device v (in the final configuration). An example of
how a demand graph is defined based on an initial and goal configuration is given
in Fig. 86.2.

1, 2

1, 2, 3, 42, 3, 42, 4

41, 3

Device A Device B Device C

Init 
Layout

Target 
Layout

Fig. 86.1 The init layout
and target layout of devices
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Most variants one can imagine on this problem are NP-complete [2]. The
migration problem for networks of arbitrary topology is NP-complete even if all
objects are the same size and each device has only one object that must be moved
off of it. The problem is also NP-complete when there are just two storage devices
connected by a link, if the objects are of arbitrary sizes.

The time data migration need depends on many factors: network speed, the
parallelism of the migration process, the data size of the object. For most storage
devices, it only can work as one transmission side at the same time, but some
devices are full duplex. In order to make the research simple, before discuss the
data migration algorithms, we will make some assumptions:

1. Every device has enough free space for the data migration.
2. Each device can be used as only one object (sender or receiver, but not both) at

the same time.
3. The store system has complete network.

With these three assumptions, we will find that the data migration problem in
this form is as same as the problem multi-graph edge coloring problem.1 We can
use the model of graph edge coring as our research model [3]. Our goal is to use
minimal color to cover all the edges of the graph.

86.3 Research Method

86.3.1 Use Bypass Node to Improve the Parallelism

First, we explore a variant of the coloring algorithm, by using the bypass node,
data movement to reduce the number of colors required. In the indirect data
migration plan, a data object may first be sent to a temporary intermediate storage
device and it is finally sent to the destination node. This can increase the paral-
lelism of the migration process [4].

A

B C

1

1

2

3

2

4

4

3

4

1

Fig. 86.2 Data migration
graph

1 Definition The chromatic index of a graph is the number of colors required to color the edges
of the graph in such a way that no two adjacent edges have the same color.
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Proposition 1 Use bypass node to improve the parallelism (Fig. 86.3).

Before introduce out algorithm, there are two theorems for out algorithms.

Theorem 1 A connected undirected graph has an Euler cycle, each vertex is of
even degree [5].

Theorem 2 Hall’s marriage theorem

A class contains n girls and n boys. Each girl likes k boys and does not like
others. Each girl can be paired up with a boy that she likes [6].

Algorithm 1 Complete Decomposition Algorithm

1. In graph G(V, E), if the maximum degree is D0, add edge, make sure every
vertex’s degree is 2D0/ 2, get a regular graph G0;

2. Find an Euler-tour of G0, And to reassign the direction in accordance with the
direction of the Euler-tour [7];

3. Set up a bipartite graph with the Euler-tour of G0, with a representative of each
node in the graph on both sides. Make sure all edges going from left to right;

4. Find a match of the bipartite graph, remove the edges from G0, and use it build a
new graph G00, this G00 will include all the vertexes, and all the vertexes’ degree
is 2;

5. In the G00, if exists exist cycle with odd length path, add an bypass node w, and
find out an edge (u, v) in the cycle, and then use edge (u, w) and (w, v) replace
the edge (u, v);

6. For every components of G00, use A/B alternately label the edge, for the sub-
components with bypass node, make sure the edge send to the bypass node is
marked as A [8];

7. At first, execute the edge with flag A, and then execute the edge with label B;
8. If there are still edges in graph G0, go back to step 2;

86.3.2 Use Greedy Match Algorithm to Cut Down
the Time Needed

Sometimes, the time every edge needed is different. In the process of migration,
for parallel edge, the consume time is the maximum of value.

A

a1

b

a2

B C

A

a1

b

a2

B C

T

a2

Fig. 86.3 Use bypass node
to reduce the number of
colors. On the left side, we
need three colors, and on the
right side, by using the device
T as the bypass node, we only
need two colors
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To minimize the total time about move data on the disk, it is a good idea to
make sure the objects with high weight execute at the same time [9] (Fig. 86.4).

Yet there is a problem: how to make the balance about bypass node number and
the time spent by the migration? We develop another algorithm for this situation

Algorithm 2 Greedy Match Algorithm

1. In graph G(V, E), D0 is the maximum degree, for each vertex with degree D0,
find the edge with biggest weight, delete this edge from G and added it into G0,
if the edge already exists in G0, then skip it. (after this step, G0 will include all
the vertex with degree D0, and each vertex has a edge connected to it);

2. Find the edge (u, v) with maximum weight in G, and if in graph G0, the degree
of the u, v 0 is less than 2, add (u, v) into G0 in and deleted it from the G. Cycle
doing this step until no edge math the condition [10];

3. In Graph G0, check whether exist cycle with odd length path, if exists, add an
bypass node w, and find out an edge (u, v) with minimum weight, and then use
edge (u, w) and (w, v) replace the edge (u, v);

4. For every components of G0, use A/B alternately label the edge, for the sub-
components with bypass node, make sure the edge send to the bypass node is
marked as A;

5. At first, execute the edge with flag A, and then execute the edge with label B;
6. If there are still edges in graph G, go back to step 1;

86.4 Results and Analysis

In order to validate our algorithm, we need to calculate the total time they need for
the data migration, and verify that the required number of bypass node decom-
position algorithm and the greedy algorithm.

We tested all of these algorithms on two types of multi-graphs:
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1

20

8
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3

Fig. 86.4 Left side is the
original graph, the edge value
is the time it needed, we can
use different methods
decomposition it, but the total
time it consumed is different
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1. Load-balance graph, the time every edge need is very similar.
2. Non load-balance graph, for this type graph, the time every edge need is quite

different.

86.4.1 Load-Balance Graph

A data migration graph can be generated from any two configurations of a set of
objects on a set of nodes in a network. To generate the Load-Balancing graphs
[11], we used a method of generating sequences of configurations of objects which
might occur in a real world system.

We will get 100 graphs, for each degree D (i), we generate 10 different graphs
with different nodes number N (i),

N ið Þ ¼ 100þ 200 � i� 1ð Þ i ¼ 1; 2. . .10

D ið Þ ¼ 5þ 10 i� 1ð Þ; i ¼ 1; 2. . .10

The number of nodes in each graph is from 100 to 1 for the graphs in all sets
except the third in which most graphs has around 300 nodes. The edge degree for
each graph varies from about five for most graphs in the third set to around 65 for
most graphs in the fourth set (Fig. 86.5).

86.4.2 Non-Load-Balance Graph

For the situation that all edge with the extreme disparity time value, decomposition
has best performance (Fig. 86.6).

Fig. 86.5 All edge with the
similar time value,
decomposition has best
performance
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86.5 Conclusions

In this paper, we studied the data migration problem. Our objective is to find a
migration plan among the storage devices. Our experiments indicate that the
weighted matching heuristic with some randomness does very well. It converts the
data migration problem to the edges of the graph coloring problem [12] and use
bypass nodes to improve the parallelism of data move process. We develop two
algorithms for different circumstances. We have empirically tested the algorithms
and have found that there are some quite good performances in practice.
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Chapter 87
Medical Image Fusion Algorithm Based
on the Laplace-PCA

Pengtao Zhao, Gang Liu, Cen Hu, Huang Huang and Bing He

Abstract Medical image fusion processing, as an indispensable part of the
modern medical treatment, has been used widely in clinic medicine. The Paper
firstly describes the Gauss decomposition of the medical image and the estab-
lishment of the Laplace pyramid decomposition images, then fusing medical
image using PCA fusion criteria, finally obtaining the fusion image based on the
Laplace pyramid image reconstruction. The experimental results show that the
algorithm can be complementary information of the CT image and MR image
highlights, and has a good fusion effect.

Keywords Gauss pyramid � Laplacian pyramid � PCA � Image fusion

87.1 Introduction

Image fusion is that integrated and extracted two or more of the original image
information, to obtain a more accurate, comprehensive and reliable image of the
same scene or target, to make it more suitable for the human eye perceives or
computer subsequent treatment [1, 2]. Image fusion is an important branch of the
multi-sensor data fusion, and it takes full advantage of multiple fusion of redun-
dant information contained in the image and complementary information, is dif-
ferent from the general sense of the image enhancement [3]. Medical image fusion
processing, as an indispensable part of the modern medical treatment, has been
used widely in clinic medicine, such as plan design, program implementation and
efficacy assessment of disease diagnosis, surgery and radiation therapy [4].
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Pyramid image fusion processing algorithm was first proposed by Burt and
Adelson [5], and is a multi-scale, multi-resolution method. Image fusion algorithm
based on pyramid decomposition is conducted in different scales and spatial res-
olution and different decomposed layer, respectively [6]. Compared with the
simple image fusion algorithm, it can obtain better fusion effect, and used in
broader occasions [7]. The algorithm of image fusion criterion has pixel gray value
weighted average, maximal pixel selection and minimal pixel selection [8, 9]. The
key of pixel gray value weighted average method lies in the determination of the
weighting coefficients, and PCA (Principal Component Analysis) is used to
determine the weighting coefficients.

The basic idea of this paper is that retaining the image boundary information
using Laplace pyramid decomposition, determining the weighting coefficients
using PCA algorithm, so as to achieve more objective medical image fusion. The
Paper firstly describes the Gauss decomposition of the medical image and the
establishment of the Laplace pyramid decomposition images, then fusing medical
image using PCA fusion criteria, finally obtaining the fusion image based on the
Laplace pyramid image reconstruction.

87.2 Laplace Pyramid Decomposition Principle

Laplace pyramid image processing is obtained in the the Gauss pyramid image
basis, and therefore has medical image Gauss pyramid decomposition firstly.

87.2.1 Gauss Pyramid Decomposition

Source image G0 is the Gauss bottom of the pyramid (layer 0). The first layer of
the Gauss pyramid is obtained through the Gauss low-pass filtering and interlaced
sampling separation column of the original image, then obtained the second layer
of the Gaussian pyramid by low-pass filtering and lowersampling the first layer
image. Gaussian pyramid image can be obtained by repeating the above process.
Gauss pyramid image Gl (layer l):

Gl ¼
X

2

m¼�2

X

2

n¼�2

xðm; nÞGl�1ð2iþ m; 2jþ nÞ

0\l�N; 0\i�Cl; 0\j�Rl

ð87:1Þ

wherein N represents the number of layers of the Gauss pyramid top; Cl represents
the number of columns of the Gauss pyramid layer l; Rl represents the number of
rows of the Gauss pyramid layer l; Gl�1 is the Gauss pyramid layer l-1; xðm; nÞ is
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the 5 9 5 window function of Gauss low pass characteristics, its expression is as
follows:

xðm; nÞ ¼ 1
256

1 4 6 4 1
4 16 24 16 4
6 24 36 24 6
4 16 24 16 4
1 4 6 4 1

2

6

6

6

6

4

3

7

7

7

7

5

ð87:2Þ

G0, G1, …, GN constitute Gauss pyramid, where G0 is the bottom of the pyr-
amid (it is the original image), GN is the top level of the pyramid. This layer image
is the result of previous layer images Gaussian low-pass filtering and making of
interlaced and sampling every column down 2. The size of this layer image is 1/4
of the previous layer image. Gauss pyramid decomposition of the image is
obtained as shown in Fig. 87.1.

87.2.2 Laplace Pyramid Decomposition

Gl is interpolated zoom, and obtained enlarged image G�l . The size of G�l is the
same as the size of Gl�1. The expression of G�l is as follows:

G�l i; jð Þ ¼ 4
X

2

m¼�2

X

2

n¼�2

x m; nð ÞGl
iþ m

2
;
jþ n

2

� �

0\l�N; 0\i�Cl; 0\j�Rl

ð87:3Þ

wherein Gl
iþm

2 ; jþn
2

� �

¼ Gl
iþm

2 ; jþn
2

� �

When the iþm
2 ; jþn

2 is an integer
0 Others

�

:

The expression of Laplace pyramid image is as follows:

LPl ¼ Gl � G�lþ1

LPN ¼ GN

(

ð87:4Þ

Fig. 87.1 Gauss pyramid image
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wherein, N is the number of layers of the Laplace pyramid top; LPl is the Laplace
pyramid decomposition l-layer image.

LP0, LP1, …, LPN constitute the Laplace pyramids. Each layer image is the
difference between a Gauss pyramids present layer and its high interpolated image.
This process is equivalent to a band-pass filter, so Laplace pyramid is also known
as the bandpass pyramid decomposition. Laplace pyramid decomposition of the
image shown in Fig. 87.2. The Laplace pyramid image can express the the
boundary characteristic information of the original image.

87.2.3 Reconstruct the Original Image by the Laplace
Pyramid

Reconstructed image is done by the Laplace pyramid image according to the
formula (87.4). Its expression is as follows:

GN ¼ LPN

Gl ¼ LPl þ G�lþ1

(

ð87:5Þ

According to formula (87.5), layer by layer from top to bottom starting from the
top of the Laplace pyramid, its corresponding Gauss pyramid can be recursived,
and, ultimately, the original image can be obtained.

Fig. 87.2 Laplace pyramid image
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87.3 Image Fusion Based on Laplace-PCA

87.3.1 Laplace Image Fusion Principle

The purpose of image Laplace pyramid decomposition is the decomposition of the
source image to a different spatial frequency band. The fusion process is carried
out separately in each of the spatial frequency layer, so that the features and details
may be on different frequency bands for different decomposed layer, aiming to use
different fusion operator to highlight specific band features and details, that may be
fused together from different image features and details is shown in Fig. 87.3, in
which the image M, N are two source images to be fused, F is the fusion image.
Fusion algorithm of multiple images can be and so on.

87.3.2 PCA Fusion Criterion

In practical problems, it involves a large number of variables, and in many
cases,There is some correlation between variables and these variables are provided
overlap information to a certain extent. People want to be the ‘‘transformation’’ of
these variables. Very few new complementary variables reflects most of the
information provided in the original variable. The new variable achieves the
purpose of problem-solving, which is the idea of principal component analysis
(PCA). Image PCA algorithm is that after discarding a minor constituent of the
poor correlation, determining the weight of being fused image based on the main
component. Then weighted fusing based on its weight. Fused image is the best
approximation in the statistical sense of the original image.

Original 
Image M

Original 
Image N

Fusion

Fusion

Fusion

Fusion 
Image F

Pyramid 
Decomposition

Matching Image Laplace Pyramid Image Laplace Reconstitution Pyramid Image

Image 
Reconstitution

Fusion Image

Fig. 87.3 Block diagram of image fusion algorithm based on Laplace pyramid decomposition
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PCA algorithm process is as follows:

1. The column vector is row or column priority components of the image, and
calculating covariance;

2. Striking a feature vector based on the covariance matrix, and determining the
feature vectors corresponding to the first principal component;

3. In accordance with the feature vectors corresponding to the first principal
component, weights is determined.

Suppose there are two images A, B. The feature vector of its first principal

component is ðx; yÞT , the weight of image A is x
xþy, the weight of image B is y

xþy.

87.3.3 Laplace-PCA Fusion Step

Flow chart of medical image fusion algorithm based on Laplace-PCA is shown in
Fig. 87.4.

The steps are as follows:

Step 1: Each piece of source image are done to the Gauss pyramid
decomposition;

Step 2: Each of Laplace pyramid were constructed for each piece of source
images;

Step 3: Weight is determined based on the the PCA fusion criterion, then to be
fused Laplace pyramid;

Reading Original 
Image

Gauss Pyramid 
Decomposition

Laplace Pyramid 
Decomposition

Laplace Pyramid  
Image Fusion Based 
on PCA Criterion

Reconstitution and 
Fusion Image

Fig. 87.4 Flow chart of
image fusion algorithm based
on Laplace-PCA
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Step 4: After fusion Laplace pyramid image reconstructing, obtaining the final
fusion image.

87.4 Conclusion

Fusion algorithm MATLAB simulation results based on Laplace-PCA shown in
Fig. 87.5. Black in CT images said the low-absorption region, namely, low-density
areas, namely ventricle; while white indicates high absorption region, namely high
density areas, namely the skull. Intracranial soft tissue can be well manifested in
MR images. Two types of image is with information complementary. Image fusion
algorithm based on Laplace-PCA is able to highlight the respective complemen-
tary information fusion.
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Chapter 88
Filter Parameter Estimation in
Non-Local Means Algorithm

Hong-jun Li, Wei Hu, Zheng-guang Xie and Yan Yan

Abstract In this paper, improvements to the Non-local Means (NL-Means)
algorithm introduced by Buades et al. are presented. The filtering parameter is
unclearly defined in the original NL-Means algorithm. In order to solve this
problem, we calculated filtering parameter by the relation of noise variance, and
then proposed a noise variance estimate method. In this paper, noisy image is
transformed by wavelet. The wavelet coefficients in each sub-band can be well
modelized by a Generalized Gaussian Distribution (GGD) whose parameters can
be used to estimate noise variance. The simulation results show that the noise
variance estimate method is not only exact but also makes the algorithm adaptive.
The adaptive NL-Means algorithm can obtain approximately optimal value, and
need less computing time.

Keywords Non-local means algorithm � Filtering Parameter � Generalized
Gaussian Distribution � Wavelet Domain

88.1 Introduction

In recent years, patch-based methods have drawn a lot of attention in the image
processing community. Buades et al. have proposed the Non-local Means deno-
ising algorithm [1]. That paper proposed a very elegant nonlocal denoising method
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shown to propose a state-of-the-art result. The NL-Means restores the original
image by considering Non-local neighborhoods of a given pixel.

The aim of this paper is to discuss the choice of parameters of the standard
NL-means filter. To discuss the tuning of parameters of the NL-means algorithm,
we interpret this choice as a bias-variance dilemma. Contrary to the approach of
[2], which also relies on a bias variance analysis, we mainly focus on the choice
of the smoothing parameter rather than on the search window. This choice
should be made depending on the regularity of the image, a notion that is to be
defined. The study of [3] discussed the influence of two important parameters on
this algorithm: the size of the searching window and the weight given to the
central patch.

The Filter parameter in [1] is searched in oracle, and set an optimal value as the
filtering parameter in NL-Means algorithm. The author mentioned that the value of
Filter parameter is correlated to image noise variance, but the definition of Filter
parameter is unclearly. In this paper, we first present an overview of the NL-Means
algorithm introduced in [1]; also analyze the relation between Filter parameter and
noise variance. Then we estimate the noise variance by the parameters of GGD
model. Finally, we use the estimated Filter parameters to solved traditional
NL-Means algorithm drawbacks.

88.2 NL-Means Image Denoising Method

In this section, a brief overview of NL-Means algorithm is introduced. Given a
discrete noisy image v ¼ v ið Þji 2 If g, the estimated value NL v½ � ið Þ is computed as
a weighted average of all the pixels in the image,

NL v½ � ið Þ ¼
X

j2I

w i; jð Þv jð Þ ð88:1Þ

where the family of weight w i; jð Þf gj depend on the similarity between the pixels i

and j, and satisfy the usual conditions 0�w i; jð Þ� 1 and
P

j w i; jð Þ ¼ 1.
The similarity between two pixels i and j depends on the similarity of intensity

gray level vectors v Nið Þ and v Nj

� �

, where Nk denotes a square neighborhood of
fixed size and centered at a pixel k. This similarity is measured as a decreasing

function of the weighted Euclidean distance, v Nið Þ � v Nj

� �
�

�

�

�

2

2;a
, where a is the

standard deviation of the Gaussian kernel. The application of Euclidean distance to
noisy neighborhoods raises the following equality.

E v Nið Þ � v Nj

� ��
�

�

�

�

2

2;a
¼ u Nið Þ � u Nj

� ��
�

�

�

�

2

2;a
þ2r2 ð88:2Þ

This equality shows the robustness of the algorithm since in expectation the
Euclidean distance conserves the order of similarity between pixels. So the most
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similar pixels to i in v also are expected to the most similar pixels i in u. The
weights express the amount of similarity between the neighborhoods of each pair
of pixels involved in the computation.

88.3 Obtain the Value of Filter Parameter

In [1] Buades obtained the filtering parameter h by experiments, and found that the
value of the filtering parameter h is between 10� r and 15� r. Buades made an
error, he wanted to say h2 ¼ 10� r but he said h ¼ 10� r. In [4] the author
discussed the relation between filtering parameter h and noise variance, and gave a
relation between them. However, too many parameters are considered in estima-
tion and new parameters lead the relation uncertainly. The [4] proposed that
h parameter and noise variance are linear correlative.

In Eq. (88.2), the weight function is Gaussian kernel with standard deviation
h=

ffiffiffi

2
p

acts as a filtering parameter. On the other hand, under the circumstances that
the noise presents as a Gaussian distribution, the pixel and neighborhood pixels
have the same value of gray. But the added Gaussian white noise will make them
have different value of gray. Gaussian white noise will cause the difference
between current pixels which can be calculated by Euclidean difference. So the
value of filtering parameter is approximate

ffiffiffi

2
p

times of noise sigma. It is difficult
to obtain the value of filtering parameter accurately, so we chose the approximate
one to substitute. The filtering parameter can be calculated by noise variance
estimation. We show how to estimate in next section.

88.4 Noises Estimate

Many image denoising algorithms assume that the noise level is known prior; and
the algorithms are adapted to the amount of noise instead of using fixed param-
eters. In 1993, Olsen [5] gave a complete description and comparison of six earlier
estimation algorithms. They are classified into two different approaches: filter-
based and block-based. In filter-based methods, the noisy image is firstly filtered
by a low-pass filter to suppress the image structures. Then the noise variance is
computed from the difference between the noisy image and the filtered image. The
main difficulty of filter-based methods is that the difference image is assumed to be
the noise but this assumption is not true as images have structures or details. In
block-based methods, images are tessellated into a number of blocks. The noise
variance is then computed from a set of homogeneous blocks. The main issue of
block-based methods is how to identify the homogeneous blocks.

In this section we used the image block method in the wavelet domain, and
proposed a novel image noise estimate method. In the wavelet domain, the most
simple method about noise variance estimation is calculated by diagonal sub-bands

88 Filter Parameter Estimation in Non-Local Means Algorithm 797



coefficients. The noise variance estimate method proposed by Donoho and
Johnstone [6] is expressed as follows: rn ¼ MAD=0:6745; Where MAD is middle
value of diagonal sub-bands coefficients. In methods of [6], it is inappropriate to
take the entire coefficients in HH sub-band to estimate noise variance without
considering the coefficients also contain the edge information in direction 45 and
135�. So these methods are no suitable to estimate noise variance.

The threshold proposed by Chang [7] is derived in a Bayesian framework, and
the prior used on the wavelet coefficients is the GGD widely used in image
processing applications. The proposed Bayesian risk minimization is sub-banded
dependent. Given the signal being generalized Gaussian distributed and the noise
being Gaussian, via numerical calculation a nearly optimal threshold defined as:
TB rsð Þ ¼ r2

�

rs; where r2 is the noise variance, and r2
s is the signal variance. This

threshold only on the standard deviation and not on the shape parameter, it may not
yield a good approximation for values of shape parameter, and the threshold may
need to be modified to incorporate shape parameter. Our method is based on the
Bayes-shrink threshold and takes the two parameters of GGD model into account.

88.4.1 Wavelet Coefficients Modelized by GGD Model

Mallat [8] proved that the histogram of wavelet coefficients can be well fitted by
GGD model. Define GGD, p x; a; bð Þ,

p x; a; bð Þ ¼ b
2aC 1=bð Þ exp � xj j=að Þb ð88:3Þ

a ¼ rx

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C 1=bð Þ
C 3=bð Þ

s

b [ 0 ð88:4Þ

where, rx is the standard deviation of the signal and C :ð Þ is the Gamma
function; a is the scale parameter and b is the shape parameter. The value of b
determines the decay rate of the probability density function. Then our purpose is
to obtain the scale and shape parameters.

88.4.2 Analyze the Parameter of GGD Model

Zhang [9] find that many well-known types of image distortions lead to significant
changes in wavelet coefficient histograms, and measurement is based on the
parameters of generalized Gaussian model. The paper introduce a new way to
calculate the distortion of image, so there are some relation on the image distortion
and the parameters of generalized Gaussian model indeed. So to find out a proper
relationship of them is most important. In the previous work, Do and Vetterli [10]
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used GGD model to fit distribution of wavelet coefficients, and proved shape
parameter is among [0.7 2.0]. When noise variance increases, shape parameter
changes smoothly. When shape parameter is among [0.7 2.0], the relation of scale
parameter and the standard deviation of the signal is approximately linear. On the
experiment, when noise variance increases, shape parameter changes smoothly. So
when add noise increase, and research the point, shape parameter can not well
calculate by the standard deviation of the signal. So we need to analysis the
relationship of shape parameter and noise variance.

We used several images for test under different noise variance, and obtained the
sequence value of a on different types of images. In order to obvious the rela-
tionship of scale parameter and noise variance deeply; we used experiments to find
out the relationship of them. It is an interesting observation that the reciprocals of
scale parameter changes smoothly when noise variance research the point, it is
similarly the character of shape parameter. The value of 1=a is reduced dramatically
when the value of noise variance is small, and then keeps a fixed value when noise
variance reach a certain value. As the noise variance increase the value of 1=a
changes small. When r ¼ 20; it keeps among [0.035 0.040]. When the noise sigma
is bigger than 20, the value of b is bigger than 1 in most images. We find that in the
situation of low density noise; if the value of 1=a is smaller than a certain value, the
image has the character of abundant information and detail structure.

88.4.3 Noise Estimate Method

We found that the scale parameter and shape parameter are closely related to the
standard deviation of noise, and have some superior characters. Our estimation
method is consider both the scale parameter and shape parameter. We found the
shape parameter increases a little, when standard deviation of noise increases. We
observed that a GGD with the shape parameter ranging from 0.5 to 1 can ade-
quately describe the wavelet coefficients of a large set of natural images. The detail
of estimate method is show in the follow steps. 1. Wavelet transformation in noisy
image; 2. Used GGD to model wavelet coefficients probability histogram in each
scales and directions; 3. Donoho noise variance estimate method; 4. Image noise

estimate, using the scale and shape parameter: (a) When b� 1, r_ ¼ rn�
rn=rxð Þ 2�bð Þ=b; (b) when b� 1 and a�1� 0:2, r_ ¼ rn � rn=rxð Þ 1�bð Þ=b; (c) when

b� 1 and a�1 [ 0:2, r_ ¼ rn � rn=rxð Þ 1þbð Þ=b. rx is considering all coefficients in
image, so that the value is bigger than rn in most condition. The value of rn=rx is a
little smaller than 1. In high density noise, rn is approximate to the noise value. So
we set rn as a reference value. In low density noise, we use scale parameter to sort
different kind of images mentioned above. If scale parameter smaller than 0.2, the
image has complex structure and abundant details. In this situation, rn is bigger
than the added standard deviation of noise.
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88.5 Adaptive Non-local Means Algorithm

88.5.1 Filter Parameter h Estimate

We can calculate the filter parameter h by the noise variance method proposed
above. In Table 88.1, we compare key parameters in original NL-Means algorithm
and the method we proposed. Our method can estimate noise variance in good
condition, and compute the h filtering parameter in low computational complexity.
The complexity is 10 % of the original method. The proposed value of h is
approximate to the optimal value, and the Peak Signal to Noise Ratio (PSNR) is
acceptable.

88.5.2 Adaptive Non-local Means Algorithm

We used parameter of GGD to obtain the noise variance, and then used the noise
variance to estimate parameter h. It makes the method adaptive to preprocessing
image instead of searching an optimal filtering parameter h. When image is
decomposed by the wavelet, the size of image is reduced half. If the decomposition
scale increases, the size will be reduced. Also the computational complexity is
reduced quickly. So our algorithm not only solved the set of filtering parameter h,
but also reduced the computation complexity. Figure 88.1 gives the denoising
results about different algorithms; Visual quality of our method outperforms the
Non-local means method [1], and better the method [11] with different value of
filter parameter.

Table 88.1 Compare with different method

r 10 20 30 40 50

Method in [1] using oracle
Sigma([1]) 10 20.4 30.9 41.2 51.0
Time(S) 480 462 473 479 461
h(0ptimal) 14.1 28.6 43.2 57.7 71.4
PSNR(0ptimal) 31.5 28.7 26.8 25.2 24

Method in [1] using h2 ¼ 10� r
h([1]) 10 14.3 17.6 20.3 22.6
Time(S) 47 48 47 45 44
PSNR 31.4 27.8 24.0 20.8 18.3

Method proposed in this paper
Sigma(proposed) 10.5 21.1 30.5 41 50.3
h(proposed) 14.7 29.5 42.7 57.4 70.4
Time(S) 42 46 45 48 43
PSNR 31.4 28.5 26.7 25.2 23.9
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88.6 Conclusions

In this paper, we proposed a noise estimate method to solve the problem about the
definition of parameter h and the estimation of noise variance. We used the
parameters of GGD model to estimate the noise variance, also took the noise
variance in whole area into account. The classical noise estimate method is the
fundamental of our method and support it in theoretic. Noise estimate method
proposed in this paper, not only solved the problem about parameter h, and
reduced the computation complexity of traditional Non-local Means algorithm
when searching an optimal filtering parameter h. So the Adaptive NL-Means
Algorithm can succeed automatically.
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Fig. 88.1 Image denoising results based on different algorithms: a Original image; b noisy
image; c method in [11] with h ¼ 1:2r; d method in [11] with h ¼ 1:4r; e method in [1]
h2 ¼ 10r, 2007; f our method
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Chapter 89
Image Fusion Using Compressed Sensing
in Nonsubsampled Contourlet Transform
Domain

Fu Liu

Abstract Image fusion algorithm using compressed sensing theory in
NonSubsampled Contourlet Transform (NSCT) domain is proposed, NSCT can
provide better sparsity than wavelet transform in image transform. After the
transform of NSCT, low-frequency coefficients of the image are preserved, only
high-frequency coefficients are measured. Fused coefficients are calculated
according to different fusion rules in low frequency and high frequency domain.
In the reconstruction, OMP algorithm is used to recover the high-frequency coef-
ficients and the image is reconstructed by inverse nonsubsampled contourlet
transform. Compared with wavelet compressed sensing algorithms, simulation
results demonstrate that the quality of reconstructed image can be greatly improved.

Keywords Nonsubsampled contourlet transform � Image fusion �Multi-resolution �
Compressed sending

89.1 Introduction

Research about multi-sensor information fusion is very popular in recent years,
image fusion technology is one of the most important part in this research area.
Image fusion can combine information from multiple images of the same scene,
and acquire more exact and comprehensive description of the image. So, the
technology of multi-sensor image fusion is applied widely on many fields, such as
computer vision, remote sensing, intelligent robot, medical image analysis and so
on. And the development of multi-sensor image fusion technology is developed
very quickly.
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There are many kinds of fusion algorithms based on transform domain, multi-
resolution image fusion, such as Pyramid and multi-resolution wavelet transform
[1] are common. Because of the correlation between layer decomposition, image
fusion effect of pyramid transform is not very good. Wavelet transform has good
properties of time domain and frequency domain and multi-resolution. Image’s
low frequency information and three high frequency information (horizontal,
vertical and diagonal) can be obtained easily. Its fusion effect is better. But wavelet
transform suit isotropic objection, for those anisotropic objectives, such as
borderline and lineal objection in image, it is not a very good tool.

In order to solve these defects, Contourlet Transform (CT) was put forward by
Do and Vetteri [2]. But down-sample and up-sampling in Contourle Transform
made it lack Shift-invariance property. Shift-invariance is very important in image
enhance, smooth and fusion. There will be obvious Gibbs phenomenon in image
fusion if no property of Shift-invariance. Nonsubsampled Contourlet Transform
(NSCT) is made up of a nonsubsampled pyramid and a nonsubsampled directional
filter bank, it is similar to contourlet transform, except for most of the excellent
property which contourlet has, nonsubsampled contourlet transform also have
shift-invariance and higher redundancy.

Conventional fusion methods require some prior knowledge of original images,
The recent theoretical results in compressive sensing (CS) [3–5] prove that a
sparse or compressible signal can be exactly reconstructed from a small number of
nonadaptive linear projections, which is far fewer than the number of samples
which the signal is sampled at the Nyquist rate. Thus, CS has the superiority in
reducing storage space and computation cost, and simplicity on the hardware side
[6–9]. Another key merit offered by CS is that samples can be collected without
assuming any priori information about the signal being observed. Owing to these
benefits, CS is an attractive scheme for image fusion, and there are many
advantages if combining the CS technique with image fusion application [10].

89.2 Nonsubsampled Contourlet Transform
and CS Theory

89.2.1 Nonsubsampled Contourlet Transform

Contourlet transform is composed of Laplacian Pyramid decomposition and
directional filter bank (DFB) [11]. The Pyramid decomposes the original image
into low frequency sub-band and high frequency sub-band, high frequency sub-
band is decomposed into several directions by DFB. Low frequency sub-band is
processed like this repeatedly, so multi-resolution and multi-direction decompo-
sition is completed. Because of the excellent properties of anisotropic and direc-
tionality, CT allows different direction numbers in different scale, high frequency
information can be divided into several directions.
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Nonsubsampled pyramid structure (NPS) and nonsubsampled directional filter
bank (DFB) are used in NSCT to overcome the disadvantage of Gibbs phenom-
enon caused by lacking Shift-invariance in CT [12, 13], downsample and
upsampling are abandoned in NSCT. The NPS is achieved by using two-channel
nonsub-sampled 2-D filter banks, Pyramid filter bank is used first to complete
multiscale decomposition. The DFB is achieved by switching off the down-sam-
plers/up-samplers in each two-channel filter bank in the DFB tree structure and up-
sampling the filters accordingly to complete multi-direction decomposition. Input
image make a convolution with a 2 dimension filter mask to obtain the low
frequency approximate image, the differentials of original image and low fre-
quency image is high frequency details. Then details are processed by Nonsub-
sampled directional filter bank to get the directional details. As a result, NSCT
yields better frequency selectivity, regularity, and shift-invariance.

89.2.2 Compressive Sensing Theory

According to Shannon sampling theorem, image can be recovered exactly from a
set of uniformly spaced samples taken at the Nyquist rate. The Nyquist rate is so
high that too many samples are needed, but a large number of acquired samples are
discarded while traditional image compression method is used in storage or
transmission.

CS is a new method to capture and represent compressible signals at a rate
significantly below the Nyquist rate. Theoretical results show that if the signal is
sparse or nearly sparse in some basis, then with high probability, the measurement
essentially encode the salient information in the signal, further, the unknown signal
can be estimated from these compressive measurements to within a controllable
mean-squared error.

Suppose any signal in Rm can be expressed by linear combination of N 9 1 basis

vector, and suppose these basis are standardized orthogonal. Let Vector Wif gN
i¼12

RN be a column vector to form a N 9 N basis matrix W ¼ W1;W2; . . .;WN½ �, So any
time-domain signal x which is real, finite and discrete with one dimension can be
expressed as:

x ¼ WH ¼
XN

i¼1
hiWi ð89:1Þ

where, vector H is the coefficients of x which is represented in basis W sparsely
(decomposed).

X and H are equal expresses of same signals, x is spatial express of the signal,
and H is the express of signal. In W-domain especially, if the non-zero number in
vector H is K, it’s called k-sparse.

If H is sorted and attenuated with power law in basis W, x is compressible.
Generally speaking, signal is not sparse itself, but when it is transformed (like

wavelet transform), the coefficients can be considered sparse. For example, when a

89 Image Fusion Using Compressed Sensing 805



signal is transformed by wavelet transform, we can reserve k bigger components of
the coefficients, and set other n-k components to zero (because their contribution to
signal reconstruction is very small), and then obtain approximate reconstructed
data by inverse wavelet transform. Thus x can be considered K-sparse in wavelet
basis W.

Let H be linear transformed by measurement matrix U 2 RðM�NÞ.
Where measurement times M� N, measure result can obtained as following:

y = Ux = UWH ð89:2Þ

where y ¼ yif gM
i¼1 is considered as linear projection. The dimension of y is much

lower than the dimension of x. When x is reconstructed by y, it can be exactly
reconstructed with a high probability from measurement results by solving the
optimal problem of l0 norm.

~x ¼ arg min xk k0 s:t: y ¼ Ux ð89:3Þ

The problem of solving l0 norm is a NP-hard problem, so the problem can be
changed as following:

~x ¼ arg min xk k1 s:t: y ¼ Ux ð89:4Þ

where l1: the optimal problem with smallest norm. Algorithms like Match Pursuit,
Orthogonal Match Pursuit [5], Gradient Projection, Chain Pursuit etc. are current
solutions.

89.2.3 Compressive Sensing Algorithm Based on NSCT

When CS theorem is used in image processing, measurement matrix U is formed
by random Gaussian matrix which obeys (0, 1/N) distribution, or ±1 Bernoulli
matrix, namely Noiselet, etc. Image is transformed to certain domain, all of the
transform coefficients are measured by U, and then M 9 N measurement coeffi-
cients are obtained. When recovering image, OMP algorithm can be used.

The procedure of CS algorithm based on NSCT is as following:

1. Decomposing the N 9 N size image by NSCT, getting the coefficients of high-
frequency and low-frequency sub-bands.

2. Selecting suitable value of M to get the measurement matrix U which is
M 9 N/2 size and Gaussian distribution, measuring the high-frequency sub-
band coefficients.

3. Using OMP algorithm to reconstruct the high-frequency sub-band coefficients,
and combining the low-frequency sub-band coefficients to do inverse trans-
formation of NSCT to get the recovery image.
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Choosing Lena as simulation objective image, measurement matrix U is
random Gaussian matrix which obeys (0, 1/N) distribution, reconstruction method
is OMP algorithm. High-frequency coefficients are measured by matrix U but low-
frequency coefficients are preserved, measurement times M is 10, 30, 50, …, 210
respectively. On the other hand, compressed sensing algorithms based on wavelet
transform is simulated as a contrast. Result shows in Fig. 89.1.

The above figure shown that very few measured times M in algorithm based on
NSCT can reconstruct high quality image, but in algorithm based on wavelet more
measure times are needed. In the CS algorithm based on wavelet, wavelet
decomposition level has significant impact on reconstruction results, the less the
decomposition level is, the worse the reconstruction results is. With the increase of
the decomposition level, reconstruction effects will be improved. That’s because
original image could be decomposed to low-frequency sub-band and high-
frequency sub-band by wavelet decomposition. High-frequency sub-band can be
considered sparse, but low-frequency sub-band is the approach signal of original
image under different scales, it cannot be considered sparse. When measurement
matrix U is multiplied by low-frequency and high-frequency coefficients together,
the correlation among low-frequency approximate components coefficients will be
damaged, which will deteriorate reconstruction results. When the number of
wavelet decomposition level is 1, the reconstruction image is completely different
from its origin. So, the wavelet decomposition level should be as large as possible.
Even so, the recovered image quality is less satisfying than the CS algorithm based
on NSCT.

Fig. 89.1 Comparing results between algorithm based on Wavelet and NSCT, (a) is original
image, (b), (c) and (d) are reconstructed image based on Wavelet when M = 200, 150, 100
respectively. (e) and (f) are reconstructed image based on NSCT when M = 100, 50 respectively
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89.3 Image Fusion Algorithms Combined NSCT and CS

89.3.1 Procedures of Image Fusion Algorithms

Using CS theory in NSCT domain, the image fusion algorithms procedures are
following:

1. Decomposing the N 9 N size image by NSCT, Calculate the NSCT jth layer
coefficients CA,j(x,y), CB,j(x,y) of the original image A and B respectively.
getting the coefficients of high-frequency and low-frequency sub-bands.

2. Selecting suitable value of M to get the measurement matrix U which is
M 9 N/2 size and Gaussian distribution, measuring the high-frequency sub-
band coefficients. Preserving the low-frequency coefficients

3. Calculating fused coefficients according to some fusion rules.

In order to get better fusion effect, different fusion rules are used in low frequency
and high frequency domain.
For high frequency coefficients fusion rules, using following fusion rule:

CF;j x; yð Þ ¼ argi¼1;...;Imax Ci;jðx; yÞ
�

�

�

�

� �

ð89:5Þ

For low frequency coefficients, fusion rule is follow:

CF;j x; yð Þ ¼ 1
I

XI

i¼1
Ci;jðx; yÞ ð89:6Þ

where, CF,j(x,y) are the composite coefficients, Ci,j(x,y) are the measured NSCT
coefficients, I is the total number of the source images.

4. Using OMP algorithm to reconstruct the high-frequency sub-band coefficients,
and combining the low-frequency sub-band coefficients to form reconstructed
NSCT coefficients CF,j(x,y).

5. Using CF,j(x,y) as NSCT coefficients and do inverse transformation of NSCT to
get the fused recovery image.

89.3.2 Experimental Simulation

In this section, two multi-focus images are selected to make fusion, wavelet
domain average method, wavelet domain maximum region value method, tradi-
tional PCNN method and NSCT domain compressed sensing method are used to
make comparison [14, 15]. In order to evaluate image fusion algorithms capability
correctly, evaluation targets such as standard deviation, entropy and mutual
information are used besides vision effect evaluation.

Figure 89.2 shows the fusion result. One can obviously find that the fused
images of shift-invariant methods are clearer and more natural than the WT and
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PCNN fused results. It is proven that NSCT domain compressed sensing methods
can overcome the pseudo-Gibbs phenomena successfully and improve the quality
of the fused image around edges.

Table 89.1 shows the comparing results, from it one can know, wavelet domain
average method has big standard deviation, detail information is missing seriously.
Wavelet domain maximum region value method is better than average method, but
losing a little texture and detail information. Traditional PCNN has good perfor-
mance. But NSCT domain compressed sensing method proposed in this paper has
bigger mutual information, so it include more original image information.

89.4 Conclusions

According to the characteristic of high and low-frequency sub-band coefficients in
NSCT image transform, Image fusion algorithm based on NSCT domain com-
pressed sensing theory is proposed, it is a kind of high-efficiency fusion algorithm

Fig. 89.2 Multi-focus image and fusion results. a ClockA: Focus on right, b ClockB: Focus on
left, c CS in NSCT domain, d PCNN, e Wavelet domain maximum, f Wavelet domain average

Table 89.1 Objective criteria compare about several fusion algorithms

Algorithm Standard
deviation

Entropy Mutual
information

Wavelet domain average 90.80 5.04 20.12
Wavelet domain maximum 89.58 5.35 19.81
PCNN 85.39 5.69 20.05
NSCT domain compressed sensing 87.52 5.81 20.22
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fitting human vision properties. It can reserve image edge and texture well. As well
as include more original image information. Compared with the some algorithms
based on wavelet, the performance of the proposed algorithm is better, fewer
measure times can reconstruct better recover image. But how to choose their
parameters correctly need to be research deeply.
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Chapter 90
The Reverse Loop Subdivision Algorithm
on Approximate Minimum Error

Boning Ma, Longxing Kong, Xiaoan Tang and Gangyao Kuang

Abstract A new reverse Loop subdivision algorithm based on approximate
minimum error is presented. At first, all isolated reverse equations in a finite grid
region are found out according vertices relationship and symmetry of Loop sub-
division mesh. And an integrated reverse equation is constructed using all these
isolated equations by undecided parameter method. Then, the error between
original grid and re-construction grid is calculated by vary original vertex. And
undecided parameters are solved by using minimization error condition. To make
undecided parameters independent on valence of neighbors, some approximation
is applied on calculating mean error. At last, the integrated equation’s computing
effect on whole grid is analyzed and an equivalent computation is obtained, and a
fast implementing steps is given. The experimental results show that our algorithm
can get a stable reverse result for those distorted subdivision grid.

Keywords Loop subdivision � Reverse subdivision � Multi-scale representation

90.1 Introduction and Related Work

Subdivision techniques are now widely used in modeling applications. Loop
subdivision is presented by Loop in 1987 [1]. It can get C2 continuity and the
result grids are triangles which can be conveniently preceded by graphics hard-
ware. This paper focuses on the reverse Loop subdivision.

The existed reverse Loop subdivision algorithms can be classified three types.
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The first type is using wavelet directly for reverse Loop subdivision [2, 3]. The
fine grid vertices are divided into odd vertices and even vertices. The odd vertices
are predicted by the even. In this type algorithm, the coarse grid vertices are picked
out directly from original grid and the result is not an optimum one.

The second type is using wavelet indirectly. These algorithms calculate coarse
grid vertices from vertex-vertices and adjacent edge-vertices according to Loop
subdivision scheme. In the simple solution, a coefficient is above 1 which makes
algorithm unstable [4, 5], so different improved methods are issued. Bertram [4]
and Li et al. [5] construct an approximate biorthogonal Loop-subdivision wavelet
which adds a lifting operation on simple solution and can get stable results. Its
disadvantage is that the reverse coefficients are related with the valence of
computing point’s neighbors.

The third type is not based on wavelet and it need not convert the reverse
solution to wavelet form. Sadeghi and Samavati [6, 7] solve coarse vertices from
vertex-vertices and their neighboring edge-vertices. And then, the coarse gird is
adjusted according local error and surface smoothness. This method needs two
times computation on whole grid. In [8], Samavati calculates the coarse vertices
from vertex-vertices and their neighboring edge-vertices. They extend their idea to
texture, but their algorithm is unstable.

In allusion to the problems, we present a method which is called reverse Loop
subdivision algorithm on approximate minimum error (RLSAME). We derive a
strict reverse Loop subdivision equation with undecided parameters. And then we
solve the parameters using approximate minimum error criterion. At last, we give
the fast implementation method of RLSAME. The RLSAME algorithm is stable
and needs only one times computation on grid.

90.2 The RLSAME Algorithm

90.2.1 The Deduction of Reverse Formula with Undecided
Parameters

Denote K 0l as a Loop subdivision grid after l subdivision steps. Kl is the edited
result of K 0l ; so Kl is no longer a subdivision grid. ~Kl�1 is Kl’s reverse subdivision
grid andK 00l is subdivision result of ~Kl�1. The vertices of K 0l ;Kl; ~Kl�1 and K 00l are
denoted respectively as v0; v;~v and v00. The vertices sets of Kl and K 00l are denoted
as V and V 00. The relation of all these grids is depicted in Fig. 90.1. Obviously K 00l

'
1lK −
subdivision '

lK
modification

lK
reverse 

sudivision

1lK −
''
lK

subdivision

Fig. 90.1 Relationship of different grids
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is not equal to Kl. Our aim is to reduce the K 00l ’s deviation from Kl and at the same
time the algorithm should be a strict inverse algorithm.

At first, we set there is none modification on K 0l . For vertex number is increased
in subdivision process, there may be more than one equation to calculate reverse
vertices. For simplicity, in this paper, we use only 2-neighborhood to find isolated
reverse equations. The topological relation between Kl and ~Kl�1 is shown in
Fig. 90.2. vr or ~vr is our focus point. ~Kl�1 is depicted by solid lines and solid points
marked with ~vi. Kl is depicted by all lines and points. vi is the vertex-vertex on Kl

corresponding to ~vi. vi;j is the edge-vertex on Kl corresponding to ~vi and ~vj.
Valence of ~vi is denoted as n ~við Þ.

We solve Loop subdivision equation using methods in [7, 8] and obtain

~vr ¼ 5 5� 8nbð Þ�1vr � 8b � 5� 8nbð Þ�1
X

n�1

j¼0

vr;j, crvr þ c0

X

n�1

j¼0

vr;j

~vi ¼ brvr þ
X

n�1

j¼0

bðj�iÞ%n � vr;j

� �

; i 2 0; n� 1½ �
ð90:1Þ

where n is the valence of ~vr, b ¼ 1
n

5
8� 3

8þ 1
4 cos 2p

n

� �2
� �

; a ¼ 1� nb:

Equation (90.1) can be explained using masks in Fig. 90.3, in which rectangle
means pending vertex and circle means vertex on Kl. The computation of ~vr is
depicted as Fig. 90.3a which is called concentric stencil. The computation of ~vi is
depicted as Fig. 90.3b which is called eccentric stencil. We symbolize concentric
stencil as f ~vrjvrð Þ and Eccentric stencil as g ~vijvrð Þ.

We can get more equation by analyzing Fig. 90.2b. If we let v0 be the center of
eccentric stencil and observe ~vr, ~vr can be calculated by g ~vrjv0ð Þ. In the same
arguments, ~vr can be calculated by g ~vrjv1ð Þ; g ~vrjv2ð Þ; . . .; g ~vrjvn�1ð Þ. And if we
observe ~vi using concentric stencil, ~vi can be calculated by f ~vijvið Þ. So, we get

f ~vijvið Þ � g ~vijvrð Þ ¼ 0; i 2 0; n� 1½ � ð90:2Þ

rv

1nv − 0v

1v

2v3v

,0rv

,1rv

,2rv,3rv rv

, 1r nv −

…

rv

1nv −

0v

1v

2v3v

…

…

…

…

(a) (b)

Fig. 90.2 Topological relationship of loop division and reverse division. a the focus vertex vr

and its 2-neighbourhood, b 3-neighbourhood of the focus vertex

90 The Reverse Loop Subdivision Algorithm 813



Considered ~vi’s symmetry properties relative to ~vr, all isolated reverse equation
determined by 2-neighborhoods can be summarized as

~vr ¼ f ~vrjvrð Þ; ~vr ¼
1
n

X

n�1

i¼0

g ~vrjvið Þ; 0 ¼ 1
n

X

n�1

i¼0

f ~vijvið Þ � g ~vijvrð Þð Þ ð90:3Þ

We symbolize undecided parameters as k1 and k2. And then we can construct
integrated reverse Loop subdivision formula as

~vr ¼ k1 � f ~vrjvrð Þ þ 1� k1ð Þn�1
X

n�1

i¼0

g ~vrjvið Þ þ k2n�1
X

n�1

i¼0

f ~vijvið Þ � g ~vijvrð Þð Þ

ð90:4Þ

90.2.2 Solution of Undecided Parameters

Now, we vary K 0l with v ¼ v0 þ Dv0 in Fig. 90.1. We notice that Loop subdivision
schema and Eq. (90.4) are all local linear computation. If we don’t consider the
difference between vertex-vertex and edge-vertex, we can write K 00l ’s variation Dv00

produced by Dv0 as.

Dv00i ¼
X

j2Ai

ai;jDv0j ð90:5Þ

where ai;j is the coefficient which is function of k. Ai, which is related with index
of i, represents indexes set of K 0l’s vertex that will affect Dv00i . Then we have

Dv00i
� �2¼

X

j2Ai

ai;jDv0j

 !2

¼
X

j2Ai

a2
i;jDv02j þ 2

X

j2Ai;j 6¼k

ai;jai;kDv0jDv0k ð90:6Þ

We can divide Eq. (90.6) into two parts:
P

j
a2

i;jDv02j and 2
P

j 6¼k
ai;jai;kDv0jDv0k.

Obviously, the first part is larger than the second part. The components in the first
part are all nonnegative numbers and can not counteract each other. The second
part is decided by the correlation of Dv0 and can be neglected if Dv0 is homoge-
neous distribution. So we omit the second part. Then we can compute the
subdivision error of K 00l to Kl approximately as

…
rv

…

iv rv
rb

0b
1b 2b

3b

4b1nb −0c
0c

0c
0c

0c

0c

rc

rv

(a) (b)Fig. 90.3 a Concentric
stencil b Eccentric stencil
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E ¼ V 00 � Vk k2¼
X

i

Dv00i � Dv0i
� �2�

X

i

X

j

ai;j � bj

� �2
Dv02j bj ¼ 0; 1 ð90:7Þ

From Eq. (90.7), we can see that the subdivision error by varying K 0l ’s all
vertices at the same time can be approximated by summarizing all subdivision
errors by varying K 0l ’s vertex one by one. This approximation means we can vary
only one vertex in K 0l and use min V 00 � Vk kð Þ in this situation to solve ki.

Now, vertices difference is considered. For each vertex type, we just need to
calculate one V 00 � Vk k by varying one vertex in K 0l . We solve k1, k2 by minimum
error energy and the results for common valences are listed in Table 90.1.

90.2.3 Fast Implementation of RLSAME

In Eq. (90.4), each vertex in ~Kl�1 needs to compute 3nþ 1 stencils (including
concentric stencil and eccentric stencil) and the computation is inefficient. We can
rewrite Eq. (90.4) as

~vr ¼
1
n

n � k1 � f ~vrjvrð Þ � k2

X

n�1

i¼0

g ~vijvrð Þ þ 1� k1ð Þ
X

n�1

i¼0

g ~vrjvið Þ þ k2

X

n�1

i¼0

f ~vijvið Þ
" #

ð90:8Þ

In the following analysis, ~vk is arbitrary vertex in ~Kl�1 and ~vi, i ¼ 0; 1; . . .; n� 1
is ~vk’s immediate neighbors in ~Kl�1. Their corresponding vertices in Kl are vk and
vi. vk;i is the edge-vertex connected with vk and vi.

When ~vk is computed by Eq. (90.8), component
P

n�1

i¼0
f ~vijvið Þ means each vi is

needed to apply concentric stencil and their results should be added to ~vk, which is
showed in Fig. 90.4a. The same process should be applied to ~vi as ~vk does, which
means vk’s concentric stencil result should be added to ~vk’s immediate neighbors.

Table 90.1 The results of undecided parameters for common valence (n: valence)

n n = 3 n = 4 n = 5 n = 6 n = 7 n = 8 n = 9 n = 10

k1 -0.189 0.2508 0.4242 0.535 0.575 0.5985 0.6057 0.6066
k2 0.561 0.0909 -0.0955 -0.2231 -0.272 -0.3033 -0.3159 -0.3209

concentric 

stencil

(a) (b)

Fig. 90.4 Equivalence effect of concentric stencil (solid points are vertex-vertices). a the
computing process of original formula, b the computing process of equivalent formula
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So, we can convert the computation of Fig. 90.4a to the form of Fig. 90.4b as far
as the final result of whole grid is concerned. The process in Fig. 90.4b is depicted
as concentric stencil should be applied on vk and the result is added to each ~vi

which is ~vk’s immediate neighbor.

Component
P

n�1

i¼0
g ~vkjvið Þ means each vi is needed to apply eccentric stencil and

their results should be added to ~vk. The coefficient b0 should be acted on vk;i when
eccentric stencil is used on vi. The process is showed in Fig. 90.5a. The same
process should be applied to ~vi as ~vk does. So, in the same argument as concentric
stencil, we can convert the computation of Fig. 90.5a to the form of Fig. 90.5b.
The process in Fig. 90.5b is depicted as eccentric stencil is applied on vk with b0

acting on vk;i and the result is added to ~vi until eccentric stencil rotates one circle.
According above analysis, we can present our fast implementing method as

Step 1: Allocate ~v’s storage and set its value to zero.
Step 2: Apply concentric stencil on vertex-vertex vk in Kl and the result is f vkð Þ.
Step 3: For ~vk in ~Kl�1, compute ~vk ¼: ~vk þ n vkð Þ � k1;n vkð Þ � f vkð Þ.
Step 4: Find all ~vk’s immediate neighbor in ~Kl�1 and denote the set as A ~vkð Þ.
Step 5: For each vertex ~vi in A ~vkð Þ, compute ~vi ¼: ~vi þ k2;n við Þ � f vkð Þ.
Step 6: For each ~vi in A ~vkð Þ; compute g ~vijvkð Þ; ~vk ¼: ~vk � k2;nðvkÞ g ~vijvkð Þ and

~vi ¼: ~vi þ 1� k1;n við Þ
� �

g ~vijvkð Þ.
Step 7: Repeat step 2–6 until all vertex-vertices in Kl are proceeded.
Step 8: For each ~vk; compute ~vk ¼: ~vk=n vkð Þ. And the ~vk is the final result.

In above steps, for each vertex vk, we have one concentric stencil applied and
n vkð Þ eccentric stencil applied. The total applied stencil is n vkð Þ þ 1 which is less
than 3n vkð Þ þ 1 by using Eq. (90.4) directly.

90.3 Experiment and Discussion

The grid for experiment is showed in Fig. 90.6. The data is produced by adding
Gauss noises on a smooth grid. Our algorithm belongs to non-wavelet based
algorithm and the computation process is similar with [8]. Therefore we compare
our algorithm with [8] in the experiment.

eccentric 
stencil

+ + +

(a) (b)

Fig. 90.5 Equivalence effect of eccentric stencil (hollow triangle marks the position of b0). a the
computing process of original formula, b the computing process of equivalent formula
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Figure 90.7 shows the reverse subdivision results on two scales. As shown, the
RLSAME algorithm’s results can fit the original grid very well, while [8] get
serious distorted results with reverse level rising.

The RLSAME algorithm and [8] are all strict reverse algorithms. But when
original grid is far from subdivision grid, [8] can’t get similar form and this shows
it is unstable. While RLSAME algorithm can get well result in this situation
because RLSAME algorithm uses more fine vertices to estimate reverse vertices
and its undecided parameter is solved on approximate minimum error condition.

90.4 Conclusion

We have presented a new reverse Loop subdivision algorithm which is abbreviated
to RLSAME. Our approach exploits several reverse equations and we use these
isolated equations to construct our reverse Loop equation by undecided parame-
ters. We modify vertices’ value in original grid and then calculate the error
between original grid and reconstructed grid from reverse results. We use the
minimum error condition to solve undecided parameters. Some approximation is
adopted when we calculate the minimum error to make undecided parameters

Fig. 90.6 Grid for
experiment

Fig. 90.7 The result comparison of RLSAME and algorithm in reference [8]. a 1 level reverse
results of RLSAME, b 1 level reverse results of [8], c 2 level reverse results of RLSAME,
d 2 level reverse results of [8]
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depend only on valence of focus vertex. To improve computation efficiency, we
analyze the equivalence effect of our reverse stencils and get a fast implementation
method. The fast implementation method can reduce most stencil computation for
one reverse vertex.
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Chapter 91
A Hybrid Algorithm Based on PBIL
Algorithm and Zooming Algorithm
and Its Convergence Proof

Gaopeng Wang

Abstract A hybrid algorithm (HA) based on population based incremental
learning (PBIL) algorithm and zooming algorithm (ZA) is proposed, and its
convergence is proved in this paper. In the hybrid algorithm, PBIL algorithm is
employed for the evolutionary process as it can accelerate the convergence speed
by a reduced time complexity, zooming algorithm is used to improve the PBIL
algorithm as it can reduce search space on a large scale, and develop the con-
vergence speed and the precision of solution obviously. The convergent analysis
shows that if the population is big, and the parameters are proper, the hybrid
algorithm converges to the global optimal solution.

Keywords Hybrid algorithm (HA) � Population based incremental learning
(PBIL) � Zooming algorithm (ZA) � Convergence proof

91.1 Introduction

Estimation of distribution algorithm (EDA) is a well-known stochastic optimiza-
tion technique, which is a combination of the statistical learn theory and random
optimization algorithm [1, 2]. Population based incremental learning (PBIL)
algorithm is a kind of EDA, it is based on iteratively evolving the genome of a
search population by updating a probability vector, guided by the extent of class-
separability demonstrated by a combination of features [3]. By virtue of its
straight-forward design philosophy and implementation simplicity, PBIL has
attracted the attention of many researchers, and has been used very successfully in
solving a wide range of optimal problems in many disciplines [4].
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Binary coding is used in PBIL algorithm. The convergent process of PBIL is the
highest position of binary code convergence first, then followed the second high,
third high etc. This order convergence process is named as domino phenomenon
[5], which suffers the disadvantages of slow convergence, long time running and
low precision of solutions. In order to overcome these disadvantages, a zooming
algorithm (ZG) is proposed in Refs. [6, 7]. ZA can pinpoint an optimal solution at
any level of desired accuracy, and it is used in various optimization problems,
especially in high accuracy optimization problems [8].

The purpose of this paper is to summarize the hybrid algorithm (HA) proposed
in Refs. [6, 7], and the convergence proof of the hybrid algorithm is studied.

91.2 PBIL Algorithm

91.2.1 Encoding and Decoding

Binary coding is used in the algorithm. Supposing the search space is single

variable numerical interval as x 2 ½a; b�, the space of EDA is 0; 1gf l, if an indi-

vidual marked as h ¼ hlhl�1 � � � h2h1 2 0; 1gf l, the decoding formula is defined as

x ¼ aþ
X

l

i¼1

hi2
i�1

 !

b� a

2l � 1
ð91:1Þ

The representing accuracy of x is e ¼ b�a
2l�1.

91.2.2 Solution of Statistical Vector

The probability model is represented by a probability vector denoted as
pðxÞ ¼ p xlð Þ; p xl�1ð Þ; . . .; p x1ð Þð Þ, where p xð Þ is the probability distribution of
population, p xið Þ 2 0; 1½ � is the probability when the gene in position i is 1, 1�
p xið Þ is the probability when the gene in position i is 0. Supposing the current
generation is the kth generation, the probability vector of kth generation is pk xð Þ,
computing the fitness values of the N individuals and selecting the best T indi-
viduals, if x1

k ; x
2
k . . .xT

k is the best T individuals, then the probability vector of
k þ 1ð Þth generation is pkþ1ðxÞ, and pkþ1ðxÞ has the formula as:

pkþ1ðxÞ ¼ ð1� lÞpkðxÞ þ l
1
T

X

T

j¼1

x j
k ð91:2Þ

Here l is the learning rate. In order to make sure the algorithm convergence to the
global optimal solution, adjusting the plþ1ðxÞ to make sure pðxiÞ is not too big nor
too small, that is pðxiÞ 2 ½e; 1� e�. Herei ¼ 1; 2; . . .; l, e is a small constant.
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91.2.3 Population Initialization

According to the above coding method, each individual is represented as bit string
composed of 0, 1 with the length of l. Initialization of population is to generate a
certain number of individuals according to probability vector
p0ðxÞ ¼ ð0:5; 0:5; . . .; 0:5Þ, the initialization population is defined as D0.

91.2.4 Fitness Function

The fitness function is a function of variablex, expressed as

f ¼ f ðxÞ ð91:3Þ

91.2.5 Algorithm Steps

Step 1 Confirmation of the individual length, initiation the population with N
individuals according the probability vector p0 xð Þ ¼ ð0:5; 0:5; . . .; 0:5Þ:
Step 2 Computation of the fitness of N individuals; if the result satisfies the
termination conditions, iterative process finishes, if not, go to Step 3.
Step 3 Selection of the optimal T ¼ cN T\Nð Þ individuals as advantage com-
munity, computation probability vector of next generation with (91.2), mark the
probability vector as pkþ1ðxÞ.
Step 4 Adjustment of pkþ1ðxÞ to make sure pkþ1ðxiÞ 2 ½e; 1� e�; if pkþ1ðxiÞ\e,
pkþ1ðxiÞ ¼ e; if pkþ1ðxiÞ[ 1� e, pkþ1ðxiÞ ¼ 1� e, i ¼ 1; 2; . . .; l; 0\e\0:5.
Step 5 Generation of N � T new individuals according to pkþ1ðxÞ, the new pop-
ulation is composed of the new generated individuals and the optimal T ¼ cN
individuals, back to Step 2.

91.3 Zooming Algorithm

Binary coding is used in PBIL algorithm, then the search space is normally repre-

sented by 0; 1gf l. Without loss of generality, supposing the search space is single

variable numerical interval as ½a; b�, while the space of PBIL is 0; 1gf l. If an indi-

vidual marked as h ¼ hlhl�1. . .h2h1 2 0; 1gf l, the decoding formula is defined as

x ¼ aþ
X

l

i¼1

hi2
i�1

 !

b� a

2l � 1
ð91:4Þ
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The representing accuracy of (91.4) is e0 ¼ b�a
2l�1. If marks the positions of string

h from right to left, the positions of h1; h2; . . .; hl, are marked by position 1,
position 2, . . ., and position l. The change of the number at position l means a
dramatic transfer in search space.

Definition 1: Each string of 0; 1; �gf l is called a pattern of 0; 1gf l.

For example, H ¼ 10 � 1 is a pattern of 0; 1gf 4. By changing the * with 1 and 0,

the results as 1011 and 1001 are the samples matching with pattern 0; 1gf 4. Pat-
terns describe the structure comparability of binary strings.

Definition 2: If many individuals have same k firmly numbers from position l to
its right, then they belong to pattern HlpðsÞ, where s is the firmly number string.

For example, 10*10, 10000, 10**1 are all belong to H52ð10Þ as they both have
the same binary numbers of 1, 0 in position 5 and position 4.

After k generations, if k [ K, and arranging the individuals from high to low
according to the fitness value, if the best aN individuals at the front part belong to
a same pattern marked as HlpðsÞ, it is sure that the individuals denoted optimal
solution belongs to HlpðsÞ on the condition of K and a are big enough.

For example, If k [ K, and the aN best individuals belong to pattern H52ð10Þ, if
the K and a are big enough, the optimal solution locates the certain domain of
10–11, as it is shown in Fig. 91.1.

If the best aN individuals belong to HlpðsÞ, it is sure that the optimal solution
belongs to HlpðsÞ, based on the schema theorem, more and more individuals will
match pattern HlpðsÞ as the generation increased. Arrangement of the individuals
from high to the low according to the fitness value, the number of individuals at the
front part matching a same pattern HlpðsÞ marked as MðkÞ. If the number of
generation is marked as k, when k!1, then MðkÞ ! N, here N is the number of
the whole population.

If giving two parameters of K and a are proper, when k exceeds K and
MðkÞ[ aN, it is sure that the optimal solution locates at inferior area of ½a; b�. The
representing accuracy e as well as convergence speed will not been improved if the
algorithm keeps on searching the interval of ½a; b�, In order to overcome these
disadvantages, zooming process is introduced.

According to the above analysis, if it is sure that the individual denoted optimal
solution belongs to HlpðsÞ, the searching space can be narrowed by the zooming
algorithm with the follow steps.

(1) Rearrange the individuals from the high to low according to fitness value.
(2) Select sN best individuals from the population, and then deletes their p genes

of gi i ¼ l; l� 1; . . .; l� k þ 1ð Þ, the deleted genes will been used in decoding
formula.

00 01 10 11
a b

Fig. 91.1 The demonstration
of domain of optimal solution
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(3) Shift left the remaining genes’ position for p, which means that the gene in
position i change to position iþ p, where i ¼ 1; 2; � � � ; l� p, and then add p 0
to these individual.

(4) Generates ð1� bÞN individuals with length of l randomly to replace the non-
selected individuals. The new population is composed of the bN individuals
and the new ð1� bÞN individuals.

After once of this improved zooming process, the decoding formula of the new
population is:

x ¼ aþ
X

p

i¼1

gl�i
1
2

� �l�iþ1
 !

b� a

2l � 1
þ

X

l

i¼1

hi2
i�1

 !

1
2p

b� a

2l � 1
ð91:5Þ

where gi is the gene in the position i of the individual which has the highest fitness
before the zooming process, hi is the gene in position i of the individual in the new
population after the zooming process. The accuracy of x is e1 ¼ 1

2p
b�a
2l�1.

After a series improved zooming process which denoted as Hlp1ðs1Þ,
Hlp2ðs2Þ; . . .;HlpjðsjÞ, after jth zooming process, the decoding formulas is:

x ¼ aþ b� a

2l � 1

X

p1

m¼1

g1;l�mþ12l�m þ
X

p2

m¼1

g2;l�mþ12l�q1�m þ � � � þ
X

pj

m¼1

gj;l�mþ12
l�
P

j�1

i¼1

pj�m

0

@

1

A

þ
X

l

m¼1

hj;l�m2m�1

 !

� b� a

,

2

P

j

m¼1

pi

ð2l � 1Þ

ð91:6Þ

where gj;l�iþ1 i ¼ 1; 2; . . .; kj

� �

denotes the ki same genes in the jth zooming pro-

cess; hðjÞi i ¼ 1; 2; . . .; lð Þ are the gene of position i of the new individuals after jth
zooming process. The accuracy of x is ej ¼ 1

2

P

j

i¼1

pj

b�a
2l�1.

91.4 Hybrid Algorithm Based on PBIL Algorithm and ZA

The hybrid algorithm has two actions, one is the population evolution, and the
other is the zooming process. According to the PBIL algorithm and the improved
zooming process described above, the hybrid algorithm has the flowchart as shown
in Fig. 91.2.

In the flowchart, the parameters of K and a are set to guarantee that the optimal
solution and the best individual are belong to a same pattern. If the value of K and
a are too big, the convergence speed is slow; If they are too small, the probability
of the optimal solution and the best individuals belong to the same pattern is small.
Pattern HlpðsÞ is depends on the aN individuals which have the higher fitness value
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in the population. c is set for preserving the important information of the former
population. If c is too big, the diversity of the new population is bad. If c is too
small, the new population will lose the information of the former population. l is
the learning rate of the PBIL algorithm, and e is set to make sure the PBIL
algorithm convergence to the global optimal solution.

For multi-dimensional optimal problems, the fitness function are denoted
asf ðxÞ ¼ f ðx1; x2; . . .; xt; . . .; xnÞ, here x ¼ x1; x2; . . .; xt; . . .; xnð Þ, x 2 D. If xt 2
½at; bt� are coded as hi hi ¼ hi

li
hi

li�1 � � � hi
2hi

1

� �

, the solution can be denoted as

h ¼ h1
li
h1

li�1 � � � h1
2h1

1
|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

h1

h2
l2

h2
l2�1 � � � h2

2h2
1

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

h2

. . . hn
ln

hn
ln�1 � � � hn

2hn
1

|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

hn

, then the improved zoom-

ing process are executed for each xt separately.
References [6] and [7] give many examples of using this hybrid algorithm to

solve optimization problems. The results show that the hybrid algorithm is
effective.
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Fig. 91.2 Flowchart of the hybrid algorithm

824 G. Wang



91.5 Convergent Analysis of Hybrid Algorithm

The optimization problem is expressed as:

maxf ðxÞ; x 2 W ð91:7Þ

where x ¼ ðx1; . . .; xt; . . .; xnÞ, W 2 Rn is a nonempty bounded closed set. f ðxÞ is
continuous non-negative objective function. There must have x� ¼
ðx�1; . . .; x�t ; . . .; x�nÞ makes f ðxÞ� f ðx�Þ for any x x 2 Wð Þ, thus x� is named as global
optimal solution, and G� ¼ f ðx�Þ is named as global maximum. If C\G�, then
H ¼ xjx 2 D; f ðxÞ[ Cf g is non-empty set.

91.5.1 Convergent Analysis of PBIL Algorithm

Supposing PopðkÞ is the population of step k, PopSðkÞ is selected from PopðkÞ for
founding probability model. If PopðkÞ belongs to probability model pðx; kÞ,
PopSðkÞ belongs to probability model pSðx; kÞ, if the population of PopðkÞ and
PopSðkÞ is big enough, the probability density functions statistic from PopðkÞ and
PopSðkÞ convergence to pðx; kÞ and pSðx; kÞ separately. Therefore, if the population
is big enough, pðx; kÞ can be used to represent the population of step k, and pSðx; kÞ
can be used to represent the dominate population selected from PopðkÞ which is
used for founding probability model. The principle of estimation of distributed
algorithm can be represented as the fellow steps:

Step 1 Dominate population pSðx; kÞ is selected from population pðx; kÞ;
Step 2 pðx; k þ 1Þ as population of next step is sampled from dominate population
pSðx; kÞ.

If defining

EðkÞ ¼
Z

D

f ðxÞpðx; kÞdx ð91:8Þ

then EðkÞ is the average fitness function. Given

lim
k!1

EðkÞ ¼ G� ð91:9Þ

If satisfying (91.9), the estimation of distributed algorithm is convergence. That is
mean all the individual of the population is the global optimal solution when the
algorithm convergence.

According to the evolution process above, at step k, the selection process of
PBIL algorithm is to range all the individuals at their fitness from high to low, and
selecting optimal individuals as dominate population. If the selecting probability is
c, the selected probability model is [9]:
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pSðx; kÞ ¼
pðx;kÞ

c ; f ðxÞ� bðkÞ
0; f ðxÞ\bðkÞ

	

ð91:10Þ

where

c ¼
Z

f ðxÞ�bðkÞ

pðx; kÞdx ð91:11Þ

Equation (91.11) means that individuals are not selected into the dominate pop-
ulation if their finesses smaller than bðkÞ, and bðkÞ is the individual of smallest
fitness when the selection probability is c.

PBIL algorithm selects dominate population PopSðkÞ, founds probability model
from PopSðkÞ, and generates new next population from the new probability model.

Because when f ðxÞ\bðkÞ, pðx; k þ 1Þ ¼ 0, then
Z

f ðxÞ�bðkÞ

pðx; k þ 1Þdx ¼
Z

D

pðx; k þ 1Þdx ¼ 1 ð91:12Þ

From Eq. (91.11)
Z

f ðxÞ� bðkþ1Þ

pðx; k þ 1Þdx ¼ cðk þ 1Þ\1 ð91:13Þ

Comparison of Eqs. (91.12) and (91.13), it obtained that

bðkÞ\bðk þ 1Þ; k ¼ 1; 2; . . . ð91:14Þ

Then there exist lim
k!1

bðkÞ, supposing

b ¼ lim
k!1

bðkÞ ð91:15Þ

Assume that b\G�, therefore

pðx; kÞ ¼ pðx; 0Þ
Y

k�1

i¼0

½c��1� c�kpðx; 0Þ ð91:16Þ

whenever f ðxÞ[ b. Noting that pðx; 0Þ[ 0 for any x 2 D, it has

lim
k!1

pðx; kÞ ¼ þ1 ð91:17Þ

for all x with f ðxÞ[ b. Make S ¼ xjx 2 D; f ðxÞ[ bf g, since b\G�, the Borel
measure of S is positive, by Fatou’s lemma it obtain

lim
k!1

Z

S

pðx; kÞdx ¼ þ1 ð91:18Þ

826 G. Wang



which contradicts the fact that pðx; kÞ is a probability density function. Therefore,
it obtain

lim
k!1

bðkÞ ¼ G� ð91:19Þ

Since

EðkÞ ¼
Z

D

f ðxÞpðx; kÞdx�
Z

D

bðkÞpðx; kÞdx ¼ bðkÞ ð91:20Þ

it have

lim
k!1

EðkÞ ¼ G� ð91:21Þ

The PBIL algorithm is convergent.

91.5.2 Convergent Analysis of Hybrid Algorithm

In the hybrid algorithm, the PBIL algorithm is convergent. If the population is big
enough, and the parameters of K and a is appropriate, after one zooming process,
the optimal solution is still in the searching space.

Since the zooming algorithm decreases the searching space of each variable
independently, to help describe, only consider one variable.

The decoding formula of indigent variable xt after j times zooming process is:

xðjÞt ¼aþ b� a

2lt � 1

X

p1

i¼1

g1;l�iþ12z�i þ
X

p2

i¼1

g2;l�iþ12z�p1�i þ � � � þ
X

pj

i¼1

gj;l�iþ12
z�
P

j�1

i¼1

pj�i

0

@

1

A

þ
X

li

i¼1

hðjÞl�zþi2
i�1

 !

� b� a

,

2

P

j

i¼1

pi

ð2lt � 1Þ ¼ gðjÞ1 þ gðjÞ2

ð91:22Þ

where gðjÞ1 ðj ¼ 1; 2; � � �Þ is a monotonically increasing sequence. Here to prove it is
bounded.

Since
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gðjÞ1 ¼ aþ b� a

2z � 1

X

p1

i¼1

g1;l�iþ12z�i þ
X

p2

i¼1

g2;l�iþ12z�p1�i þ � � � þ
X

pj

i¼1

gj;l�iþ12
z�
P

j�1

i¼1

pj�i

0

@

1

A

� aþ b� a

2z � 1

2z�1 1� 1
2

� �p1

 �

1� 1
2

þ
2z�p1�1 1� 1

2

� �p2

 �

1� 1
2

þ � � �
2

z�
P

j�1

i¼1

pi�1
1� 1

2

� �pj

 �

1� 1
2

8

>

>

>

<

>

>

>

:

9

>

>

>

=

>

>

>

;

¼ aþ b� a

2z � 1
2z 1� 1

2

� �p1
� 


þ 2z�p1 1� 1
2

� �p2
� 


þ � � � 2
z�
P

j�1

i¼1

pi

1� 1
2

� �pj
� 


8

<

:

9

=

;

¼ aþ b� a

1� 2�z
1� 1

2

� �p1
� 


þ 2�p1 1� 1
2

� �p2
� 


þ � � � 2
�
P

j�1

i¼1

pi

1� 1
2

� �pj
� 


8

<

:

9

=

;

¼ aþ b� a

1� 2�z
1� 2

�
P

j

i¼1

pi

0

@

1

A

gðjÞ1 � aþ b�a
1�2�z when j!1, gðjÞ1 ðj ¼ 1; 2; . . .Þ is an increasing and bounded

series, then it convergent and its limit exist [10]. Meanwhile, when j!1, the

limit of gðjÞ2 exits, so the limit of xðjÞt exists.
Denote

lim
j!1

xðjÞt ¼ x0
t ð91:23Þ

Assuming x0
t 6¼ x�t , where x�t is the optimal solution of xt. Since x�t and x0

t belong
to a same searching space, there must has d 2 ½g; h� (g 6¼ h) and x�t 2 d, x0

t 2 d:
According the zooming algorithm, after one zooming process, searching interval

is reduced to 2�p1 times of original, after j times zooming process, searching interval

of x0 reduces to 2
�
P

j

i¼1

pj

of original. When j!1, the length of search interval is
close to 0, which is contradiction with the existence of d. Therefore, x0

t ¼ x�t . That
means x is convergent to x�, the hybrid algorithm is convergent.

91.6 Conclusion

This paper proposes a hybrid algorithm based on the PBIL algorithm and zooming
algorithm. The zooming algorithm improves the convergence speed and the pre-
cision of the solution of PBIL algorithm. On the condition of population is big
enough, and the parameters of zooming algorithm are proper, it is proved that the
hybrid algorithm can converges to the global optimal solution.
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Chapter 92
Image Intensity Correction Under
Illumination Changes Based on Mixture
Gaussian Model

Yanxiang Han, Zhisheng Zhang, Lei Zhang, Ping Chen and Fei Hao

Abstract Illumination changes in video sequences result in a drastic increase in
the number of falsely detected change regions and make change detection unre-
liable. In this paper, we propose a novel approach for intensity correction under
illumination variation. A mixture Gaussian model consisting of two density
components associating with two classes is used. Based on Expectation–maxi-
mization algorithm, the statistical parameter estimations are performed. Under the
assumption of Gaussian distribution for stationary pixels, the global intensity
factor can be calculated for image intensity correction. Finally, two experiments
are carried out to verify the proposed method.

Keywords Intensity correction � EM algorithm � Parameter estimation

92.1 Introduction

All the time, dynamic sequence is widely used in remote sensing, medical
imaging, optic flow and object tracking [1–3]. Dynamic sequence has been proved
very successful in a well-constrained environment, where there is full control over
lighting conditions. However, illumination changes of scene usually occur due to
lights switching on or off, clouds moving in front of the sun. As a result, illumi-
nation variations give rise to image intensity changes over time, which result in a
drastic increase in the number of falsely detected change regions and makes
change detection unreliable under changing illumination conditions.

An approach [4], was proposed to remove disturbing temporal fluctuations of
image intensity by equalizing local frame means and variances in the temporal
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scene based on compensating for camera pan followed by local motion detection.
However, this is not the case in most practical situations, and the variance need to
be estimated in other applications. Withagen et al. [5] proposed generally appli-
cable algorithms to correct for global difference in image intensity between images
recorded with a static or slowly moving camera based on intensity-quotient esti-
mation. Subsequently, Sayed et al. [6] presented an efficient algorithm for high
definition video surveillance applications by using an apparent gain factor to
correct global intensity changes and by using local mean and standard deviation to
correct local intensity changes. Although the global correction method performs
well when illumination changes globally, the process of outlier removal is nec-
essary to be carried out based on the choice of optimal value of non-stationary
factor which may change for different scene.

In this paper, we propose an intensity correction method based on a mixture
Gaussian model. It is assumed that the distribution of intensity value in the ratio
image can be modeled as a mixture Gaussian model consisting of two density
components. The estimations for statistical parameters relating to stationary and
non-stationary pixels are performed based on Expectation–maximization
algorithm.

92.2 Proposed Algorithm

In this section, we present an efficient estimation for intensity factor of illumi-
nation changes based on a simplified model of a CCD camera [7]. We firstly
introduce a model of intensity correction [5]. Then a mixture Gaussian distribution
model in the ratio image is built for the classifications of stationary and non-
stationary pixels. Moreover, parameter estimations relating to two classes are
performed based on EM algorithm.

92.2.1 Model for Intensity Correction

Based on a simplified CCD model with gamma correction, Withagen et al. [5]
proposed a correction method for global changes in image intensity under illu-
mination variations, where the intensity difference can be modeled as follows:

it;corrected ¼
it

a
ð92:1Þ

where it is the current image intensity, it;corrected and ir have equal global intensity.
a is the intensity factor of illumination change, which can be estimated by mini-
mizing the criterion,
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L ¼
X

s2S

x2
s it;s � a ir;s

� �2 ð92:2Þ

for all pixels s in the set S in the least squares sense [5].
In the process, outlier removal was performed for non-stationary pixels based

on statistics with the assumption that the majority of pixels depicted the same
scene in both images. Here, the coefficient for outlier removal Toutlier as decided by
using empirical strategies or manual trial-and-error procedures, which may affect
both the accuracy of the estimation for the intensity factor.

92.2.2 Basic Principle for Intensity Factor Estimation

Consider two images, Xc ¼ xc i; jð Þj1� i�M; 1� j�Nf g and Xb ¼ xb i; jð Þjf
1� i�M; 1� j�Ng. The main objective is to discriminate between the stationary
pixels and non-stationary pixels from the ratio image Xr ¼ xr i; jð Þj1� i�M;f
1� j�Ng which can be computed as intensity ratio of corresponding pixels
between the current and the reference image, i.e.,

xr i; jð Þ ¼ xc i; jð Þ
xb i; jð Þ ð92:3Þ

where xc i; jð Þ and xb i; jð Þ is the current and reference image intensity at the location
x; yð Þ, respectively. For all the pixels, including stationary and non-stationary

pixels, the method assumes the probability density function p xrð Þ computed on the
pixel values in the ratio image Xr can be modeled as a mixture density distribution
consisting of two density components associated with two classes xs and xn,
respectively, i.e.,

p xrð Þ ¼ p xrjxsð ÞP xsð Þ þ p xrjxnð ÞP xnð Þ ð92:4Þ

where xr is the intensity value in the ratio image Xr; xs and xn denote the sets of
‘‘stationary’’ and ‘‘non-stationary’’ pixels, respectively; p xrjxsð Þ and p xrjxnð Þ are
posteriori probability density functions, and P xsð Þ and P xnð Þ are priori proba-
bilities of the class, xs and xn, respectively. The estimations of
p xrjxsð Þ; p xrjxnð Þ; P xsð Þ; P xnð Þ can be performed by using EM algorithm.

92.3 Estimations for Intensity Factor

In this section, this goal is to estimate the set of statistical parameters
h ¼ us; un; r2

s ; r
2
n;P xsð Þ;P xnð Þ

� �

by maximizing the log likelihood L h; Xrð Þ of
the two-components mixture defined in (92.4). A possible choice for likelihood
estimations of mixture parameters is to use EM algorithm [8], which performs well
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for incomplete data problems. The EM algorithm is consisted of an expectation
step and a maximization step, which are iterated until convergence is reached.

E-step:
This step is assumed that the observations Xr in the ratio image are incomplete.

With respect to the previous estimates of the parameters ht, the current priori
probability for the class, xs and xn, can be computed as follows,

Ptþ1 xsð Þ ¼
P

xði;jÞRXr

Pt xsð Þpt x i;jð Þjxsð Þ
pt x i;jð Þð Þ

MN
ð92:5Þ

M-step:
In this step, the parameters which characterize the density functions p xrjxsð Þ

and p xrjxnð Þ are determined according to the estimations of prior probability. This
corresponds to estimating us; un; r2

s ; r
2
n for the two components of GMM with

respect to,

ltþ1
s ¼

P

x i;jð Þ2Xr

Pt xsð Þpt x i;jð Þjxsð Þ
pt x i;jð Þð Þ x i; jð Þ

P

x i;jð Þ2Xr

Pt xsð Þpt x i;jð Þjxsð Þ
pt x i;jð Þð Þ

ð92:6Þ

r2
s

� �tþ1¼
P

x i;jð Þ2Xr

Pt xsð Þpt x i;jð Þjxsð Þ
pt x i;jð Þð Þ x i; jð Þ � lt

s

� �

P

x i;jð Þ2Xr

Pt xsð Þpt x i;jð Þjxsð Þ
pt x i;jð Þð Þ

ð92:7Þ

where the superscripts t and t ? 1 represent the current and next iteration indices,
respectively. ls and rs denote the mean and variance of the density function
associated with the class xs. The estimations for priori probabilities concerning xs

are calculated using the iterative variables Ptþ1 xsð Þ and Ptþ1 xnð Þ, respectively.
The Gaussian model parameters associating with the class xs are estimated using
the iterative process. Analogous equations are used for the class xn.

Considering the effect of noise in the ratio image, model parameters ls and r2
s ,

can be considered as statistics of intensity factor under illumination changes. Since
the values of stationary pixels neighboring the mean ls have same contributions to
the value of the intensity factor, it can be computed according to the following
equation,

a ¼ 1
jSj

X

xr i;jð Þ2S

xr i; jð Þ ð92:8Þ

where Sj j denotes the number of pixels in the set of pixels
S ¼ xrði; jÞjus � 0:5rs� xrði; jÞ� us þ 0:5rsf g. Here, us and rs denote the esti-
mations for Gaussian distribution model parameters associated with the stationary
class xs.
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92.4 Experiment

In this paper, the first image of a sequence is selected as the reference image for
the convenience of computation. The distorted images are generated by using
synthetically global change factors applied to original images. For each frame in
the test sequence, the factors for global intensity changes are obtained with the
range from 0.75 to 1.25, which are randomly selected. Then original images can be
distorted by using the following equation [6],

I i; jð Þ ¼ Y i; jð Þdp ð92:9Þ

where Y i; jð Þ is the intensity in the original image at location i; jð Þ; I i; jð Þ is the
distorted intensity at location i; jð Þ and dp is the illumination change factor.

For the accuracy evaluation, we use the normalized root mean squares error
between the image intensity corrected by the proposed method and the intensity in
the original image for all pixels of each frame,

eaccruacy ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
Sj j
P

i x;yð Þ2S icorrected i; jð Þ � ioriginal i; jð Þ
� �2

q

255
ð92:10Þ

where icorrected i; jð Þ represents the image intensity at location i; jð Þ in the corrected
image with the proposed method, and ioriginal i; jð Þ denotes the image intensity at
location ði; jÞ in the original image jSj is the number of pixels in the frame.

The analysis of the normalized root mean squares error for ‘HALL’ sequence is
shown in Fig. 92.1. In particular, the mean of normalized root mean squares errors
with the algorithm [5] and the proposed method in this paper is 0.32 and 0.34 %,
respectively. Samples of the original, distorted, and corrected image are shown in
Fig. 92.2.

Fig. 92.1 The analysis for
the normalized root mean
squares errors for ‘HALL’
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Samples of the original, distorted, and corrected image are shown in Fig. 92.3
for the sequence ‘HARBOUR’, in which change regions between the current
image and the reference image are much larger than that in the sequence of
‘HALL’. The results of normalized root mean squares errors are shown in
Fig. 92.4 with the average error 1.23 % while the average error is 1.76 % provided
by the literature [5].

Fig. 92.2 Examples of the original, distorted, and corrected image from ‘HALL’ sequence.
a original image. b distorted image. c corrected image

Fig. 92.3 Examples of the original, distorted, and corrected image from ‘HARBOUR’ sequence.
a original image. b distorted image. c corrected image

Fig. 92.4 The analysis for
the normalized root mean
squares errors for
‘HARBOUR’ sequence
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It can be seen that the accuracy between the algorithm [5] and the proposed
method is very close for the experiment of ‘HALL’ sequence, while the accuracy
is improved for the sequence of ‘HARBOUR’. From the analysis of image
sequences, it may imply that there are more complex motion and change regions in
the latter sequence. In that situation, the mixture Gaussian model is more efficient
to discriminate between stationary and non-stationary pixels. Although the abso-
lute average error increases in the latter experiment due to existence of the
complex motion, the relative error between the algorithm [5] and the proposed
method decreases. It implies that the proposed method is more robust to complex
dynamic scene for intensity correction under illumination changes.

92.5 Conclusions

In this paper, image intensity correction is performed by using the global intensity
factor. It is assumed that the probability density function computed on the pixel
values in the ratio image can be modeled as a mixture Gaussian distribution. The
estimations of Gaussian model parameters can be performed by EM algorithm.,
and the intensity factor is obtained for image intensity correction under illumi-
nation variations. Results of experiments show that the proposed method is more
robust for intensity correction under situations of the existence of more complex
motions in the image sequence.
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Chapter 93
Maneuver Target Detection Method
with Iterative Endpoint Fitting Assisted

Zhangsong Shi and Zhonghong Wu

Abstract A target maneuvering detection method with iterative endpoint fitting
assisted is derived and presented. With the similarity between image curve fitting
and maneuvering target tracking has been thought of in the method, when the
traditional target maneuvering detection method was used, the target maneuver
information could be abstracted with the principle of iterative endpoint fitting
assisted, and the maneuver start point would be detected more accurately by the
information feed backed to the detection process. The effectiveness of the method
has been verified by numerical simulation.

Keywords Point � Iterative endpoint fitting � Target maneuvering detection �
Maneuver target tracking

93.1 Introduction

Maneuvering target tracking has received much attention in recent years due to its
military value, which mainly includes single-mode method based on the decision-
making and multi-mode method. As for single-mode method, the process is mainly
composed of data preprocessing, target maneuver model, maneuver detection, fil-
tering and prediction, etc. Maneuver detection is one of the important component
modules. Despite the tracking performance of multi-mode method is better
compared with single-mode method, the applicable scope of this method received
limit as the design process is complex and the calculated resource consumption is
tremendous[1, 2]. However, studies have shown that with a good maneuver detection
method single-mode method can get a similar tracking result to multi-mode method,

Z. Shi � Z. Wu (&)
Department of Command and Control, College of Electronic Engineering, Naval University
of Engineering, Jiefang Dadao Road 717, Wuhan 430033 Hubei, China
e-mail: yizhousan@163.com

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_93, � Springer-Verlag Berlin Heidelberg 2013

839



in view of this fact realization target maneuver detection timely and accurate become
the key of single-mode method [3, 4].

The main maneuvering detection method is sliding window detection and its
improved methods [5, 6]. Target maneuver detection has been system discussed in
these methods, and properties of typical maneuver detection methods have been
analyzed in [7], target maneuver detection research has been helped by all these
studies.

In fact, the process of maneuvering target tracking is similar to the process of
image curve fitting, on account of this fact, an maneuvering target detection
method with iterative endpoint fitting assisted has been presented in this paper, as a
result of this method used, target maneuvering information such as start maneu-
vering point and start maneuvering time could be abstracted, feed these infor-
mation into the process of traditional maneuvering target detection method, the
details of target maneuvering could be understood better, therefore target has been
tracked more accurate.

93.2 Algorithm Principles

Although there are many target maneuvering styles, all styles are consisted of the
following two basic modes, direction changed and velocity changed. Therefore the
target maneuver styles can be divided into three types that direction changed type,
velocity changed type and direction changed with velocity changed type, etc., like
shown in Fig. 93.1.

When a maneuver target is tracked, the difference between observed value and
predicted value will increase gradually, and after a certain data processing cycle
filter divergence, then target maneuver can be determined. As shown in Fig. 93.2,
along with the target maneuver, the difference between observed value (point P5,
point P6, point P7) and predicted value (point P50, point P60, point P70) became
more and more large, and then set a threshold value; when the difference is greater
than the threshold value, the target maneuver is determined.

P1 P2 P3 P4
P5

P6

P7

P1 P2 P3 P4 P5
P6

P7

P8
P1 P2 P3 P4 P5

(a)

(b)

(c)

Fig. 93.1 Three modes of target maneuvering. a Direction changed maneuvering b Velocity
changed maneuvering c Both direction and velocity changed maneuvering
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On the base of the target maneuver has been determined, the number of points
which used to be processed by iterative endpoint fitting method would be choose
according to certain principle, and then the target maneuvering information can be
abstracted on accordance with the relationship that the distances of the points to
the line which is made of start point and the end point.

93.3 Maneuver Target Detection Method with Iterative
Endpoint Fitting Assisted

93.3.1 Identification of Target Maneuvering

Set the measurement error of the sensor in the x direction is variance dx, in the y
direction is variance dy; the difference between observed value and predicted value
in x direction is variance d0x, in the y direction is variance d0y. It was found by
experiments that when choose 3dx and 3dy as threshold values the best detection
and tracking performance could be gotten, the target occurred maneuver dis-
criminate in accordance with Formula (93.1), if (1), target maneuvered in the x
direction, else if (2), target maneuvered in the y direction, else if (3), target
maneuvered in the x direction and y direction.

d0x� 3dx and d0y� 3dy ð1Þ
d0x\3dx and d0y� 3dy ð2Þ
d0x� 3dx and d0y� 3dy ð3Þ

:

8

>

>

<

>

>

:

ð93:1Þ

P1 P2 P3 P4

P5

P6

P7

P5' P6' P7'
Forecast track

Real track

Start maneuvering 
point

1d
2d

3d

4d

5d

Fig. 93.2 The principle of algorithm
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93.3.2 Iterative Endpoint Fitting Method

The iterative endpoint fitting method is a method of curve fitting of the discrete
points in digital image processing, the principle is shown in Fig. 93.3, and the
specific steps are as follows [8].

� Connect two endpoints of the set of discrete points A and B to get a straight
line AB, calculate the distances of the points to AB;

` Set a threshold value, find the point of maximum distance to the straight line
AB as C, if the distance is less than the threshold, then the set of discrete points can
be fitted by one same function, else go to step ´;

´ Connect point A with C and B with C, and then do iterative process follow
the steps � and `, until find out all points that the distances to the line are greater
than the threshold, which are called key points, and points between the two
adjacent key points fitted by same function to obtain a final fitting function.

93.3.3 Target Maneuvering Detection

� Calculate the number of points be used to fit. If there are a group of points which
all the differences between observed values and predicted values are greater than the
measurement error of the sensor, and the differences of the point latest loaded is
greater than threshold, set the number of these points as i, then the number used of
points be used to be fitted which set as n could be calculate follow as Formula (93.2).

n ¼ 2� iþ 1 ð93:2Þ

` Iterative endpoint fitting process. Set the coordinates of the two endpoints as
xs; ysð Þ and xe; yeð Þ, the coordinates of the discrete point as xi; yið Þ, the formula of

the straight could be calculated follow Formula (93.3) and the distances of the
discrete points to the line can be calculated follow Formula (93.4).

A

C

B A

C

B

D
E

A

C

B

D
E

F

A

C

B

D E

F

(a) (b)

(c) (d)

Fig. 93.3 The principle of iterative endpoint fitting method. a First step, b Second step, c Third
step, d Final step
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y ¼ ye�ys

xe�xs
xþ ys � ye�ys

xe�xs
xs ye 6¼ y and xe 6¼ xs

x ¼ x0 ye 6¼ y and xe ¼ xs ¼ x0

y ¼ y0 ye ¼ y ¼ y0 and xe 6¼ xs

8

>

<

>

:

ð93:3Þ

d ¼

ye�ys
xe�xs

xi�yiþys�ye�ys
xe�xs

xsj j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ye�ys
xe�xsð Þ2þ1

q ye 6¼ y and xe 6¼ xs

x0 � xij j ye 6¼ y and xe ¼ xs ¼ x0

y0 � yij j ye ¼ y ¼ y0 and xe 6¼ xs

8

>

>

>

>

<

>

>

>

>

:

ð93:4Þ

´ Compare the distance of each point to the line to identify the point of
maximum distance value, then the point can be determined as start maneuver point
and switch the tracking model, proceed to Step ˆ.

ˆ Output the maneuver detection results of the current target, to determine
whether all targets discriminate completed, if completed, the end, otherwise return
to Step � to process next target.

Through an iterative endpoint fit method to get target maneuver information,
and feedback the information to the target maneuvering detection processing, the
performance of target maneuvering detection could be improved.

93.3.4 Data Processing Flow

Data processing flow is shown in Fig. 93.4.

93.4 Simulation and Analysis of Algorithm

Set target motion plot as that a moving target in the horizontal plane is observed by
a two coordinates radar, the target do linear motion along negative direction at the
time of at the speed of, the start position of the target is, and at the time of to make
a turn to positive direction, the acceleration is, form the time of make a turn to
negative direction, the acceleration is until to the time of. Radar scan period is and
in the direction and direction observe independently, observation noise standard
deviation were all.

In order to verify the effectiveness of the algorithm, in response the above
scene, the comparative calculation tracking algorithm based on singer model and
tracking algorithm based on singer model with iterative endpoint fitting assisted
has been done, target tracking tracks are shown in Fig. 93.5.

Figure 93.6 shows comparisons of the estimated square errors in the direction
and direction of two methods.
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As can be seen from the simulation results, with the detection method assisted
which is proposed in this paper, when Singer model is used for target tracking, the
performances of detection and tracking are better, and filtering accuracy is more
accurate, the accuracy and practical of the algorithm has been verified in theory.

93.5 Conclusions

Maneuvering target tracking problem has been one of the difficult problems in the
field of target tracking. How to improve the fast performance and tracking
performance of the tracking method is the key to maneuvering target tracking
algorithm research. In this paper, we consider the similarities of the curve fitting
with the target maneuvering track, drawing on the iterative endpoint fit method in
image processing, put forward a target maneuvering auxiliary detection method to
try to improve the performance of maneuvering target tracking, which expanded
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Fig. 93.6 Comparisons of the estimated square errors of two methods
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target maneuver detection method research ideas, has certain theoretical signifi-
cance and application reference value.
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Chapter 94
Multi-Camera Tracking via Online
Discriminative Feature and
Multi-Cue MRF

Jianyong Wang, Feng Chen, Jianwu Dong and Dingcheng Feng

Abstract Visual tracking across distributed cameras with disjoint views consists
of many challenges, such as illumination changing and similar appearance of
multiple persons. In this paper, we present a new solution to the problem in the
formulation of Multi-Cue Markov Random Field (Multi-Cue MRF), and employ
the max-product linear programming (MPLP) algorithm to find the MAP config-
uration of MRF. Moreover, in order to bridge the gap among different camera
views, we propose a hybrid strategy which integrates spatio-temporal relationship
modeling, online visual feature selection and local pair-wise code (LPWC)
extraction into one framework. Finally, experimental results conducted with
challenging video sequences verify the effectiveness of our method.

Keywords Multi-camera tracking � Multi-cue MRF � Surveillance

94.1 Introduction

Multi-camera tracking is significant in many areas such as building safety and
security. It is a very challenging problem despite of large amount of study on it. In
practical applications, the distributed cameras with non-overlapping views are
usually required due to physical constraints, which leads to different view angles
and lighting conditions from different cameras. Javed et al. [1] used a kernel
density estimation approach to model the spatio-temporal relationship, and trained
brightness transfer functions (BTFs) to handle the color transformation. However,
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the illumination usually changes along with time, so the appearance of the same
object can look much different due to the non-uniform illumination conditions,
automatic white balance or infrared radiation, which the BTFs cannot explicitly
cover. Matei et al. [2] combined joint kinematic and appearance features to solve a
multi-hypothesis tracking problem. Song et al. [3] viewed similarity between
neighboring views as a random variable and estimated its distribution. They also
measured the feature variance along the estimated path to avoid association error.
Kuo et al. [4] proposed an appearance affinity model by online multiple instance
learning. However, the trained classifier lacks of generalization ability for new
instances. Practically, we only need to solve the association within a sliding time
window, and hence it will be beneficial to select the most discriminative features to
separate the objects from different periods and camera views. The similar idea can
be found in [5], where the authors projected features into a subspace by partial
least squares reduction using a one-against-all scheme. Picus et al. [6] employed a
branch-and-bound technique to construct trajectories association based on geo-
metric relations with calibrated cameras. Mazzon et al. [7] assumed that the
people’s behavior towards different goals can be predicted by a motion model
without any appearance features. To coordinate labels for two cameras efficiently,
a natural way is to formulize it as a weighted bipartite graph, which can be solved
with complexity O(n2.5) [1], but the problem is NP hard for more than two
cameras. To handle this case, Jiang et al. [8] formulated the problem as a multi-
path covering problem and solved it by LP relaxation. Chen et al. [9] also proposed
a Markov Chain Monte Carlo (MCMC) method.

In this paper, we address the task by combining spatio-temporal and online
discriminative features in the Multi-Cue MRF framework, which is a popular and
powerful tool in modeling relationship among large variable and is widely used in
the field of computer vision. For spatio-temporal features, we assume that the
transition distance in each blind area can be modeled by independent Gaussian
distributions. The appeajrance feature includes two novel parts: (i) we identify the
global optimal feature subset adaptively for different people sets by a trace ratio
criterion [10], which is crucial when people have similar dressing or the lighting
condition is poor; (ii) we introduce local pair-wise code (LPWC) for pairs in the
same view to penalize the error for hypothesized associations, as we assume that
the relative appearance relations are more robust to illumination.

Our main contributions include: (i) we perform online feature selection to
preserve the most powerful appearance feature subset; (ii) we design the LPWC
to suppress the illumination-originated bad impact; (iii) we use Multi-Cue MRF to
solve the problem with a well-known inference algorithm named MPLP [11],
making the computation process more systematically and efficiently.
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94.2 Formulation Using Multi-Cue MRF

We aim to coordinate persons passing through multiple cameras with non-over-
lapping views based on the detection and tracking results in single cameras.
Suppose the camera network topology is available, and there are N complete
passing through (observations) in the entrance regions with unique labels L0 ¼

l1; l2; . . .; lNf g; and we denote labels of observations from other cameras by
L ¼ l01; l

0
2; . . .; l0M

� �

. Our task is to assign labels for L from the candidate set L0.
Note that each observation is comprised of Q snapshots with original image pixels
and transition time/position/velocity information when appearing/disappearing. In
the following we denote ith observation with unknown label as Oi.

As the number of associations increases rapidly when person or camera number
becomes larger, it is difficult to achieve the global optimum. In our work, we
approximate the solution by MRF, which is a class of well-known graphical
models. In MRF, many existing inference algorithms can be used to solve the
MAP problem efficiently. Moreover, the MRF modeling is flexible with different
camera setup contexts. Suppose there is a hidden variable vector x and observation
vector y, the distribution P(x|y) can be factorized to the product of node potentials
and edge potentials defined on cliques of the graph

p xjyð Þ /
Y

k2Vertex

w xkð Þ
Y

i;jð Þ2Edge

w xi; xj

� �

: ð94:1Þ

The objective can be

x� ¼ arg max
x

Y

k2Vertex

wðxkÞ
Y

ði;jÞ2Edge

wðxi; xjÞ

¼ arg min
x

X

k2Vertex

hðxkÞþ
X

ði;jÞ2Edge

hðxi; xjÞ;
ð94:2Þ

where h xkð Þ and hðxi; xjÞ is the negative logarithm of node and edge potential. For
simplicity, we name them by node potential and edge potential, respectively.

When a camera encounters an observation, a vertex will be added into the
graphical model. The node potential can be interpreted as the penalty matrix when
the observation is assigned by different labels, and the edge potential is the penalty
matrix when the two linked vertices are assigned by different joint labels. For Oi

its previous and successive observations determined by the topology and transition
time threshold are represented by pre(Oi) and suc(Oi). In the Multi-Cue MRF, the
successive observations of an observation form a block where the vertices are fully
connected. The edges in the block enforce the mutually exclusive labels and
evaluate assignment by LPWC, respectively. Other edges connect the possible
transition pairs in adjacent cameras. Examples of Multi-Cue MRF are in Fig. 94.1.
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94.3 Spatio-Temporal and Appearance Feature
Relationship Modeling

The transition time interval and velocity are commonly used cues for association.
Another important cue is the color feature, and its similarity comparison can be
implemented in a more discriminative and lower dimensional space in our method.
Additionally, LPWC is proposed based on the fact that the relative appearance will
be maintained for pairs in the same view.

94.3.1 Spatio-Temporal Feature

Let the spatio-temporal state of Oi be St Oið Þ ¼ Va Oið Þ;Vd Oið Þ; Ta Oið Þ; Td Oið Þ
� �

;

which includes the appearing/disappearing velocity and time. The Gaussian
distribution N �ð Þ of transition distance can be learnt by the state vector of the same
person. Thus, the transition penalty measured by spatio-temporal feature is

f stðOi;OjÞ ¼ 1� Ni;j 0:5ðVaðOjÞ þ VdðOiÞÞ � ðTaðOjÞ � TdðOiÞÞ
� �

: ð94:3Þ

Fig. 94.1 Multi-Cue MRF for different cases, the dotted box indicates the vertex block. a 4
persons pass through cameras in a chain. b 4 persons pass through cameras from two entrance
regions
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94.3.2 Discriminative Appearance Feature Selection

Although the spatio-temporal relationship is effective if people traverse in order, the
appearance features could be more discriminative when more persons interact with
the system together. We select the channels in HSV and YCrCb space (V and Y are
the same) to calculate the pixel average of horizontal stripe. All the image channels
are normalized to the size of 60 9 100. Thereby, one snapshot’s feature is repre-
sented by a normalized 500 dimensional vector. Suppose we seek the subset from
P tracks with Q snapshots, then the feature matrix is X ¼ x1; x1; . . .; xPQ½ �; where
each column is the feature vector. We denote the optimal subset by Y ¼
y1; y1; . . .; yPQ½ �; and selection matrix by W, then we have Y ¼ WT X In [9], the with-

class and between-class matrix Aw and Ab in Fisher score scheme are

ðAwÞij ¼
1
Q lðxiÞ ¼ lðxjÞ
0 else

�

ðAbÞij ¼
1

PQ� 1
Q lðxiÞ ¼ lðxjÞ

1
PQ else

(

; ð94:4Þ

where l xið Þ represents the class of xi. The selection criteria can be written as

W� ¼ arg max
W

P

i;j
yi � yj

	

	

	

	

2ðAbÞi;j
P

i;j
yi � yj

	

	

	

	

2ðAwÞi;j
¼ arg max

W

trace WT XðDb � AbÞXT Wð Þ
trace WT XðDw � AwÞXT Wð Þ ;

ð94:5Þ

where Db and Dw are diagonal matrices, and Dbð Þii¼
P

j Abð Þij; Dwð Þii¼
P

j Awð Þij.
An algorithm [9] is used to find the global optimal subset. Finally, if the subset
is selected based on observation set O, the similarity can be measured by
Bhattacharyya distance

f app Oi;Oj;O
� �

¼ Bhattacharyya Yo Oið Þ; Yo Oj

� �� �

; ð94:6Þ

where YoðOiÞis the average feature of Oi’s snapshots.

94.3.3 Local Pair-Wise Code Extraction

In most surveillance tasks, the illumination changing arises from lots of reasons
and it is not feasible to model them all explicitly. In this section, the LPWC is
defined to coarsely depict the invariant relationship, which is assumed that two
persons will reserve relative appearance as long as they are in the same view. For
example, person A’s jacket is darker than person B’s, while pants are lighter in
camera M, this relationship will be kept in camera N. To extract LPWC, the body
is firstly divided into three regions through a fixed ratio: the head, torso and leg,
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and then in each part the average pixel for all the snapshots will be calculated.
For Oi; the concatenated average values in all parts and channels is denoted by Zi.
The LPWC calculation flowchart is explained in Algorithm 1 and Fig. 94.2.

The penalty when associating Oi with Om and Oj with On is measured by
Hamming distance (if one of the input lpwc is null, the result is 0).

f lpwcðOm;On;Oi;OjÞ ¼ HammingðlpwcðOm;OnÞ; lpwcðOi;OjÞÞ: ð94:7Þ

94.3.4 Potential Functions

In this subsection, we focus on how to choose the potential functions of Multi-Cue
MRF. Let the initial observation set with known labels be V, then the ith element in
the node potential is the penalty when this vertex’s state is assigned by the label of
Vi: Let the kth vertex be Vk. For simplicity, we assume the vertex is the same with
observation. Therefore, the node potential can be written as

Fig. 94.2 The process of LPWC calculation. The lpwc is only calculated in gray scale for
illustration
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ðhðxkÞÞ½i� ¼ af appðVi;Vk;VÞ þ bf stðVi;VkÞ � dðVk 2 preðViÞÞ: ð94:8Þ

The edge potential indicates the joint penalty when the vertex pair is assigned
by different joint states, and it can be divided into two types in Multi-Cue MRF:
the inner edge potential and the outer edge potential. The inner edge potential is
defined inside the vertex blocks:

ðhðxi; xjÞÞ½m; n� ¼ f lpwcðVm; Vn; Vi; VjÞ m 6¼ n
u m ¼ n;

�

ð94:9Þ

here u is used to penalize the assignment of the same label to different observa-
tions in the block. The outer edge potential is defined on the edge between adjacent
cameras to measure the transition penalty:

ðhðxi; xjÞÞ½m; n� ¼
kf stðVi; VjÞ þ lf appðVi; Vj; preðVjÞÞ m 6¼ n

c m ¼ n;

�

ð94:9Þ

where c is to penalize wrong label assignment for branch paths. Finally, we solve
the problem in cluster-based LP relaxation scheme. To achieve a good tradeoff
between accuracy and computational complexity, MPLP [10] is chosen to solve
the cluster adding problem with the well-known dual LP method.

94.4 Experimental Results

We conducted experiments in two typical video sequences: elevator and building.
In elevator, there are eight cameras on eight floor lobbies, and one zenithal camera
inside the elevator car. The lighting condition has dramatic change because lamp
number and window position differ among lobbies, which renders targets almost
indistinguishable even by human eyes. In the busiest time, there are eight
passengers transferring together. In building, there are five cameras mounted
outdoors, indoors and on different floors. To test our method in more challenging
situations, we selected the videos taken in winter, when the dark and heavy clothes
make people appearance look very similar. Note that the appearance similarity can
be ignored if view angles are totally different, such as the views in the elevator
lobby and car. The experimental results are shown in Fig. 94.3 and Table 94.1.

From Fig. 94.4 we can see that the accuracy decreases when the LPWC or
feature selection strategy is dropped. In elevator, the illumination changing is
fiercely due to infrared radiation, lamp number, etc., but the clothes are a bit more
diverse, so dropping LPWC will hurt accuracy more. Unlike elevator, persons in
building are dark, leading to less discriminative relative appearance. However, the
illumination did not vary that fiercely, so the selected local features play more
important roles.
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Fig. 94.3 Experimental results: a elevator video sequence; b building video sequence

Table 94.1 Multi-camera
correspondence result in two
video sequences

Video seq. # of camera # of transition # of correct
correspondence

Elevator 8 98 94
Building 5 40 40
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94.5 Conclusion

In this paper, we propose a method to solve the person correspondence problem
among multi-cameras, where a Multi-Cue MRF framework with MPLP algorithm
is employed. In order to make the solution more robust and adaptive, we utilize a
hybrid method which combines spatio-temporal relationship modeling, online
discriminative feature selection strategy and local pair-wise appearance code
extraction. Our future work includes incorporating it into intra-camera detection
and tracking systems.
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