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Preface

The 2013 Chinese Intelligent Automation Conference (CIAC2013) was Sponsored
by Intelligent Automation Committee, Chinese Association of Automation and
organized by Yangzhou University in Yangzhou, Jiangsu Province, China; 23-25,
August, 2013. The objective of CIAC2013 was to provide a platform for
researchers, engineers, academicians as well as industrial professionals from all
over the world to present their research results and development activities in
Intelligent Control, Intelligent Information Processing and Intelligent Technology
and Systems. This conference provided opportunities for the delegates to exchange
new ideas and application experiences face-to-face, to establish research or
business relations and to find partners for future collaboration.

We have received more than 800 papers. The topics include adaptive control,
fuzzy control, neural network-based control, knowledge-based control, hybrid
intelligent control, learning control, evolutionary mechanism-based control, multi-
sensor integration, failure diagnosis, and reconfigurable control, etc. Engineers and
researchers from academia, industry, and government can gain an inside view of
new solutions combining ideas from multiple disciplines in the field of Intelligent
Automation. All submitted papers have been subject to a strict peer-review pro-
cess; 285 of them were selected for presentation at the conference and included in
the CIAC2013 proceedings. We believe the proceedings can provide the readers a
broad overview of the latest advances in the fields of Intelligent Automation.

CIAC2013 has been supported by many professors (see the name list of the
committees); we would like to take this opportunity to express our sincere grati-
tude and highest respect to them. At the same time, we also express our sincere
thanks for the support of every delegate.

Zengqi Sun
Chair of CIAC2013
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Chapter 1
3D Point Cloud Based Hybrid Maps
Reconstruction for Indoor Environments

Biao Zhang and Qixin Cao

Abstract In this article we investigate the problem of constructing a useful 3D
hybrid map for both human being and service robots in the indoor environments.
The objects in our laboratory include different tables, shelves, and pillar, which are
of great importance for indoor service robot. We detail the components of our map
building system and explain the essential techniques. The environment is detected
in 3D point clouds, after sophisticated methods operating on point cloud data
removing noise points and down sampling the data, we segment the data into
different clusters, estimate the posture for clusters that can be recognized from
library and replace it with VRML model we built in advance, then reconstruct
surface for which cannot be recognized. Finally the preliminary hybrid maps are
represented with the form of point cloud, VRML model and triangular meshes in
3DMapEidtor.

Keywords 3D Point cloud - Hybrid map - Indoor environment

1.1 Introduction

Autonomous service robot are playing an increasingly important role such as
moving objects and cleaning up in our everyday life, as a result they must have a
detailed perception of the indoor environments: the position of different objects,
the length and width of the wall and other important information.

Map is essential for these service robots designed to navigate around a space
with some persistent memory of the features of that space. However, high-quality
maps for robots may not be very useful to human being, people want good visual
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effects but robot need more location information. Our goal is to construct a hybrid
map useful for both robot and people, this way it can simplify man-robot com-
munication and save a lot of time. For example, [1] represents a navigation system
based on hybrid map for intelligent wheelchair.

We approach the map reconstruction problem by designing a structured system,
then we attach the system with a large database (knowledge library) prepared in
advance, in the database there are both VRML models and point cloud model
feature of objects in our building, VRML models and point cloud model are linked
correspondingly. In actual experiments we first collect point cloud data, after some
processing work we compare the segmented point clusters with objects in library,
then we estimate the posture for those objects we can recognize, for those clusters
cannot be recognized we reconstruct their surface, the final map can be imported
into 3DMapEditor for better visualization effect without losing important infor-
mation for robot navigation.

The reminder of the paper is structured as follows. The next section briefly
describes an overview of related work, followed by an architecture of our system
in Sect. 1.3. In Sect. 1.4, we present the preparation of point cloud data.
Section 1.5 presents the results of our experiment. Finally, we conclude and plan
for future work.

1.2 Related Works

For many years the field of map building with mobile robot platform have attracted
lots of researchers, many efforts have been made. But most of them focus on
localization and navigation using 2D map [2, 3], a few researchers develop
algorithm for 3D point cloud processing [4, 5]. Our system is the result of com-
bination of different algorithms and publications.

In [4], Rusu et al. investigates the problem of acquiring 3D object maps of
indoor household environments, in particular kitchens. The objects modeled in
these maps include cupboards, tables, drawers and shelves. Rusu et al. also
investigated semantic labeling of planar surfaces in indoor environments in [5].
Their proposed approach includes a processing pipeline, including geometric
mapping and learning, for processing large input datasets and for extracting rel-
evant objects useful for a personal robotic assistant. In our approach, we improve
this type of approach using larger scale scanned scenes that include multiple point
clouds taken from different positions.

In [6], Alexander et al. presents an extension to their feature based mapping
technique that includes information about the locations of horizontal surfaces such
as tables, shelves, or counters in the map. Their preliminary results are presented in
the form of a feature based map augmented with a set of 3D point clouds. We
improved the hybrid map into a map containing three kinds of data structure,
including point cloud, triangular mesh and VRML models.
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In Dr. Martin Magnusson’s doctoral thesis [7], The Normal Distribution
Transform (NDT) algorithm is explained in detail, it can serve as a registration
algorithm that uses standard optimization techniques applied to statistical models
of 3D points to determine the most probable registration between two point clouds.
We employ this algorithm to determine a rigid transformation between point cloud
data sets gathered from different positions in our lab. [7] classifies 3D data from a
laser sensor into walls, floor, ceiling, and doors, but their segmentation scheme are
very limited, we also improve it in the segmentation section.

1.3 System Overview

An overview of our reconstruction system is given in this section, mainly
including on-line process and off-line process, as well as outlier removal, point
cloud registration and segmentation, feature extraction and other components.

A more detailed diagram of the system description can be seen in Fig. 1.1. The
whole system is built on PCL (Point Cloud Library, an open project for 2D/3D
image and point cloud processing), 3DMapEditor (Developed by SJTU in China,
developed for 3D display and simulation) and other open source tools.

The first step of processing point cloud data and constructing 3D map is reg-
istration and segmentation, after that we can match different parts of point cloud
with models in our libraries built previously, the second step is to calculate the
position and rotation of all the objects, with all the information we got from steps
above it would be simple to replace the whole point cloud with 3D hybrid map
(Fig. 1.2).

The hybrid map refers to the combination of different data structure in the map,
which indicates points, triangle meshes, 3D models, geometry shapes, and so on.
Different tasks can require proper data structure from this map. For example, 3D
collision detection may need triangular meshes, and object recognition requires
geometry feature of point cloud. In our implementation the hybrid model map is
formed by 3 different types of maps:

(1) VRML model. We build 3D VRML model for featured furniture in our lab,
including different tables, pillars, and some other robots. The scale and struc-
ture is totally the same with real objects, once a point cluster is recognized as a
specific object, we can replace the point cluster with our VRML model.

(2) Triangular meshes, used for 3D collision detection, also it shows a better
visual effect than point cloud, as shown in Fig. 1.3.

(3) Point cloud, used for those environment parts like ceiling, wall, and floor.
These parts are thought of as being static or unmovable, which indicates that
they are rarely manipulated or changed. However, they provide us a lots of
useful information for indoor robots completing tasks.

In the following sections we will explain the key technique used when building
hybrid map in detail.
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Fig. 1.1 The main frame of our map reconstruction system

Fig. 1.2 The relationship between point cloud model and VRML model, left point cloud; right

VRML model

1.4 Point Cloud Registration and Segmentation

In this section, we describe our approach for 3D point clouds registration, as well

as for segmenting 3D point cloud into independent clusters.
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Fig. 1.3 From left to right the real scene, point loud cluster, and corresponding triangular
meshes

1.4.1 Registration

Registration is the technique of combining several datasets into a global consistent
mode, its goal is to find the relative positions and orientations of the separately
acquired views in a global coordinate framework. The main idea is to identify
corresponding points between the data sets and find a transformation that mini-
mizes the distance between corresponding points.

The specific description of our robot platform can be checked in Sect. 1.5, when
we manually drive the robot through our lab environment, we periodically stop the
robot to take 3D scans using our tilting laser scanner LMS200, also odometry
information is also logged. So from hardware system we can get a series of data set
of point cloud gathered from different positions, as well as odometry information
used as initial values in iteration of registration algorithm.

For every set of point cloud data acquired from different positions, we use NDT
algorithm [8-10] to align them together into a single point cloud model, so that
subsequent processing steps such as segmentation and object reconstruction can be
applied.

1.4.2 Segmentation

Point cloud registration will yield a complete 3D point cloud map of indoor
environment with all things together. But real environment may be filled with all
kinds of objects, such as tables, desks, robots, and so on, segmentation is to tackle
with the problem of separating different objects from each other, making it pos-
sible to recognize and replace objects in the following procedure, at the same time
reducing processing time.
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Fig. 1.4 The two largest plane components extracted from point cloud data set, the ceiling plane
is on the left and floor on the right, the positions where we gather data are marked with red
number from 1 to 10

There are mainly two steps in this process, the first step is to separate ceiling,
floor, and walls from the rest part of the map, to do this we use the well-known
RANdom SAmple Consensus (RANSAC) method [1]. Specifically in our case the
ceiling contains the most points, so we first extract the largest horizontal plane
which contains most inliers, then we extract the second largest plane at approxi-
mately the position of the floor. In this process, only horizontal planes (which can
be distinguished inside RANSAC algorithm) are considered. If one estimated
plane is not horizontal, it would be trimmed from original point cloud, then we
seek for the next largest plane, this way we can save a lot of computation time.
Once we found the horizontal plane, we check its average coordinate of z-axis to
decide if the result is right, the extracted ceiling and floor can be seen in Fig. 1.4.
Then we estimate all the vertical planes which represent walls from the rest points,
before moving to step two, all the inliers of the ceiling, floor, and walls are all
trimmed.

Step two aims at separating objects in the room from each other, we use
Euclidean clustering method to realize it. The main thought is to use a Kd-tree
structure for finding the nearest neighbors, the detailed algorithmic steps for that
would be from [11]. The clustering step serves 3 purposes: (1) to remove small
individual clusters with points less than threshold value (in our work the threshold
is set to 800); (2) to separate multiple objects from different position which dis-
tance larger than threshold value; (3) to reduce processing time. The clusters with
sufficient points are saved into separate files for further purpose. The number and
position of clusters is also sent to mapping system.

We use Viewpoint Feature Histogram (VFH) feature [12] to compare objects
with models in our knowledge library, in our preliminary experiment the knowl-
edge library contains 15 different objects including desks, tables, cupboards,
shelves, robots, and so on. Those clusters can be recognized will be registered to
the reference model, and get the position and angle values. Replace objects from
point cloud to VRML model is the final step before we get the hybrid map, the
point cloud map and triangular mesh can be loaded directly without changing their
position, the position and rotation of VRML models has already been calculated.
Finally we save these three kinds of map according to XML file format for
3DMapkEditor to load in and check out.
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1.5 Experimental Results

In this section, we provide an overview of our robot platform, describe our data
collecting process, display the environment we mapped and our result hybrid map.

1.5.1 Robot Platform

The robot used in our experiment is mainly composed by a modified mobile base
from our soccer robot, a SICK LMS-200 for data collection, a motor used for
rotating LRF to get data of 360°, and a laptop computer for calculation, processing
and display. The robot is also equipped with a panoramic digital camera, even
though not used in this work, in our future work we may integrate these two
sensors (LRF and camera) together.

1.5.2 Data Collection

The robot was manually driven through our building, it was stopped at some
certain places to record the odometry and point cloud data, while moving to the
next place it would process the data collected from last position, saving lots of
time.

The scans were taken from 10 different positions (7 of them are shown in
Fig. 1.5) through this journey, position 1, 2, 6 were located in the corridor while
position 2-5 were chosen in the hall, position 8—-10 were chosen in a room. We
tried to make scan spots distribute evenly so that different objects would end with
the same detail, but still some objects have denser coverage than other areas. The
elementary point cloud map after registration is displayed in Fig. 1.6.

Fig. 1.5 The layout of our experiment environment, the positions where we gather data are
marked with red spots and are numbered from 1 to 7
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Fig. 1.6 The registration outcome of point data sets from 10 positions. The complete point cloud
map is in the middle, with red lines lead from their registered locations to their original form in
the surrounding area

Fig. 1.7 The segmentation
result of point data sets,
ceiling area is removed to get
a clear perspective. Different
clusters are rendered
distinctly. For example, walls
are in argent and blue, floor is
colored in reddish brown

1.5.3 Hybrid Map

The data recorded from our robot platform contains approximately 3 million
points. We tests our mapping algorithm on that point cloud data set, the inter-
mediate result can be seen in Fig. 1.7 while the final hybrid map shown in Fig. 1.8.

In Fig. 1.7, the ceiling section is removed to achieve better perspective view,
different sections are colored distinctly. The walls, floor, tables can be seen clearly
from each other, almost all objects are separate successfully.



1 3D Point Cloud Based Hybrid Maps Reconstruction for Indoor Environments 9

' |&) 30 Map Editor v1.0 s W wwYS oo = Rl B e — i T 1
| Fie Edit View Buiding Window Topo Hen )

[o]=|m]n]al [olEle|]a] vl <] [+ ¥« [Lla]=

Fig. 1.8 The final hybrid map loaded in 3DMapEditor, as is shown in the map, point cloud,
triangular mesh and VRML model are all displayed together

We performed a qualitative analysis of the hybrid map. The whole point cloud
map of the SiYuan building’s 1st floor is more than 100 MB, after down sampling
the map become a little more than 31 MB without apparent reduce in accuracy.
After constructing hybrid map, the final result map is approximately 10 MB,
which can be used in most mobile robots with moderate memory, and also
achieves a better visual effect.

1.6 Conclusions

We have presented a comprehensive system for constructing 3D hybrid map based
on 3D point clouds and explained the key methods used to achieve that. Our hybrid
map contains 3 components: (1) a point cloud map which contains the fixed parts
of indoor environment with pragmatic value (such as walls, ceilings and floor). (2)
a VRML model map which is composed by the VRML model built in advance. (3)
a triangular mesh map. The point cloud map is built through extracting planar
regions in the original dataset, and provide pragmatic information for mobile
robots. After that step, point cloud clusters will be compared with models in our
knowledge base, if a point cloud cluster is recognized as an object, its pose will be
estimated and it will be replaced with VRML model. Triangular mesh serves for
3D collision detection and path planning.
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Chapter 2
Efficient Discriminative K-SVD for Facial
Expression Recognition

Weifeng Liu, Caifeng Song and Yanjiang Wang

Abstract Dictionary learning has attracted growing intention for its prominent
performance in many computer vision applications including facial expression
recognition (FER). Discriminative K-SVD (D-KSVD) is one of conventional
dictionary learning methods, which can effectively unify dictionary learning and
classifier. However, the computation is huge when applying D-KSVD directly on
Gabor features which has high dimension. To tackle this problem, we employ
random projection on Gabor features and then put the reduced features into
D-KSVD schema to obtain sparse representation and dictionary. To evaluate the
performance, we implement the proposed method for FER on JAFFE database. We
also employ support vector machine (SVM) on the sparse codes for FER.
Experimental results show that the computation is reduced a lot with little per-
formance lost.

Keywords Facial expression recognition - Sparse representation - K-SVD -
Discriminative K-SVD - Random projection - Gabor

2.1 Introduction

In recent years, many new technical methods have been exploited for face rec-
ognition and facial expression recognition [1-4]. Sparse representation based
classification has been performed well in facial expression recognition which
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exploits sparse coding to approximate an input expression image by a sparse linear
combination of samples from an over-complete dictionary. In particular, dictionary
leaning, which aims to learn a small dictionary including few atoms from huge
amounts of original information, has achieved many successful applications
including audio and vision data processing [5, 6], image analysis [7-9] and cer-
tainly facial expression recognition [10]. And K-SVD [11] is state-of-the-art
dictionary learning method.

Discriminative K-SVD algorithm [12, 13] extends basic K-SVD algorithm by
incorporating the linear classifier into K-SVD algorithm and finally unifies the
representation power and discriminate ability to train the dictionary and classifier
simultaneously. D-KSVD algorithm has been proven effective and efficiency in
image classification. In [10], Liu etc. utilize D-KSVD algorithm working on Gabor
feature in facial expression recognition which significantly boosts the perfor-
mance. However, the high dimension of facial features will cost a lot of learning
time.

On the other hand, random projection (RP) [14, 15] can project original high-
dimensional data onto a low-dimensional subspace using a random matrix. And
Johnson-Lindenstrauss (JL) lemma [16] identifies that RP can preserve the dis-
tance between two points. In this paper, we introduce random projection as a
preprocessing for feature selection and then incorporate the reduced dimensional
feature into D-KSVD framework. As a result, the proposed method can effectively
reduce the computation and then save the training time significantly with only a
little lost of performance. Finally, we carefully construct the experiments on
JAFFE dataset [25]. Experimental results demonstrate the superiority of the pro-
posed method.

We also employ SVM on the sparse codes for FER. The verified experiments
achieved the approximate results with D-KSVD algorithm.

The rest of this paper is arranged as follows. Section 2.2 introduces discrimi-
nate K-SVD algorithm in detail. Section 2.3 describes the method of random
projection. Section 2.4 presents the experiment result and analysis. Finally, we
conclude with discussion in Sect. 2.5.

2.2 Discriminative K-SVD for Facial Expression
Recognition

2.2.1 Sparse Representation of Facial Expression Images

The basic idea of sparse representation [2—4] is using the over-complete dictionary
to replace the traditional orthogonal basis and then finding the best linear com-
bination of several atoms to represent a signal. Figure 2.1 shows the decomposi-
tion of a facial expression image using sparse representation.
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Fig. 2.1 The decomposition schematic of facial expression

As showed in Fig. 2.1, an expression can be decomposed as the linear com-
bination of the expressions in dictionary. The coefficient corresponds to the weight
of each facial expression images in dictionary.

The mathematical model can be represented as:

y = DX. (2.1)

X indicates the sparse coefficients. According to compressive sensing theory
[17], the problem can be transformed to solve the minimum /;-norm problem as.

min||X||, s.f.y=AX € R™. (2.2)

Various algorithm including L1-magic, OMP algorithm [18] etc. can be used to
solve (2). Define 0;(X) as the coefficients of the ith class. The minimum error can
be as the criteria to judge the belongings of this expression.

min ¢ = ||y — D3i(X)]], (2.3)

2.2.2 Discriminative K-SVD Algorithm

Discriminative K-SVD [7, 12, 13] is the extension of K-SVD combining the
representation power of K-SVD and discriminate ability of linear classifier.

K-SVD algorithm [11] tackles the drawbacks of sparse representation through
learning a small-scale dictionary from the given training samples and preserving
the representation power of the original dictionary. The algorithm can be achieved
by the followed problem.

min || Y — DX|} st ||X||, < T (2.4)
DX
where Y denote the training samples and 7 is a fixed sparsity factor. The algorithm

works well in image denosing and reconstruction. But it is restricted in image
classification without considering discrimination ability.
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A linear predictive classifier will introduced to make the dictionary optimal for
classification. The linear classifier Q(X, W,a) = WX + a can be replaced by the
followed optimal problem:

[W,a] = argmin ||Q — W' X — a||* + r||W||? (2.5)
W.a

Set a = 0. An objective function for learning a dictionary with representation
power and classification ability can be defined as the following optimal problem:

min [V = DX, + B0 — WIX||, + W, st [XI,<T  (26)

In order to learn the dictionary D and W simultaneously, drop the regularization
penalty term r||W||, and convert the problem into the following equation:

(o) = (fw )Xl s Xy <7 27

where Q is label information. Set § = 1, (2.7) can be converted to:

min||7 - " dix| = mm||( - dx,) A [ min| | — Al
ko Xk

(2.8)

where ¥ = ( g) ,D= ( 3) , d, indicate the kth atom of the dictionary D and

X is the corresponded coefficient.
At testing phrase, the label of the test image can be obtained through the
product between linear classifier W and the sparse coefficient o.

label = W x o (2.9)

The maximum of label can be viewed as the class of the test image.

2.3 Random Projection

There exist many dimensionality reduction algorithms [19-22] which project the
data into a reduced subspace to reinforce the discriminate capability. RP (random
projection) [14, 15] has been applied widely in dimension reduction. The principle
of RP is very simple and easy to implement. The central idea is aroused by
Johnson-Linderstrauss lemma [16]: Given an image matrix I" which contains
N points in d-dimensional vector space, the matrix can be projected to a lower-
dimensional space while the distance between two points is preserved.

Tixn = Rixa - Tasn (2.10)
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The transformed matrix R has many formats. In this paper, we select the sparse
projection matrix proposed by Achlioptas [23].

e z=1/3
R(ry=2)=42% z=0 (2.11)
e z=-V3

This distribution reduces the computational time to calculate R - I'. Random
vectors are sufficiently approximate to orthogonal [24], so we can use the sparse
random matrix directly.

The proposed efficient D-KSVD based on random projection for facial
expression recognition can be described in table:

The proposed efficient D-KSVD algorithm for FER
Input: The training facial images and test facial image
Output: The label of the test facial images
Step 1 Extract the feature of facial expression images
Step 2 Reduce the dimension of the feature using random projection
Step 3 Learn the dictionary D and classifier W adopting D-KSVD algorithm
Step 4 Find the sparse coefficients o of the test sample y exploit OMP algorithm
Step 5 The label of test sample can be obtained finally.
Step 6 The coefficient X of step 3 and o of step 5 as the training sample and testing samples
separately would be sent to SVM for classifying

2.4 Experimental Results and Analysis

A series of experiments of discriminative K-SVD with RP are performed on the
JAFFE database [25]. JAFFE database contains 213 expression images in total
including seven classes of expressions (Angry, Disgust, Fear, Happy, Sad, Surprise
and Neutral) of ten Japanese women, which each expression has two to four
images.

We use the cropped and normalized face expression images of 120*%96 pixels.
The images are split into two groups which one contains 70 images as test sample,
and the others as training sample.

2.4.1 Experiments Analysis of Efficient D-KSVD Algorithm

The role of feature [26] is not neglected and various features have been applied in
facial expression recognition. Three features including gray-scale feature, LBP
feature [27] and Gabor feature [28] have been selected. The original dimensions
are 11520, 512, 11520*4 for gray feature, LBP and Gabor feature respectively.
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Then the experiments based on discriminative K-SVD perform on the features
respectively in different reduced dimensions using random projection. Each image
can be separately projected into eighty-dimensions, sixty-dimensions, fifty-
dimensions, thirty-dimensions, twenty-dimensions, ten-dimensions and five-
dimensions. At last, the contrast of the recognition results between the original
data and dimensionality reduction data is given as shown in Fig. 2.2a—c. While the
comparison of training time is presented in Fig. 2.2d.

From Fig 2.2a—c, it can be seen that the recognition rates remain comparable
until the dimension reduced to ten dimensional. On the other hand, in (d),
the training time is decreased significantly after dimensional reduction. In addition,
the performance is not only determined by the classifier, but also the extracted
feature. The recognition results of D-KSVD algorithm with Gabor feature per-
forms best in the three features.

As showed in (c), On the whole, fixing the number of atoms, the results keep
steady until the dimension drops to a lower number such as five dimensions. On
the other hand, fixing the dimensions, the results show a rising trend with the
number of atoms increasing, but it will remain unchanged basically when the
atoms reaches a certain number.

(a) 90 — (b) 80 =10, d
d=origin; d=arigil
Q 8 =60__ d_so ~ 70 c_n - 25040230
2 : = Q
T 70 ~ i T 60 Z /]
2 o
c d=10
g 80~ S 508 ”
‘6 . /‘\ =10 E /
+ 50 - O 40t A
QL / a-.) d=5
* 40 & 30 et
—— d=5 ﬁ L
60 80 100 120 60 80 100 120
The number of atoms The number of atoms
(c)100 (d)1095 —
— d=origin: :22:‘”
o
& 80 d=100 m
g %, %
g ‘ﬁ_ﬁ o /
g 60 o d=10 S 555
£ I o /
£ 2
5 a0 E l///
=
20 10
0
60 80 100 120 5 10 30 50 60 80 100 original

The number of atoms Dimensions

Fig. 2.2 Contrasts of performance and training time between original data and the data after
dimensional reduction a Gray feature, b LBP feature, ¢ Gabor feature, d Contrasts of training
time
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Fig. 2.3 The performance of 100
three methods using SVM in |
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80 //
2 / \
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c 60 =
©
Sl /] /
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lg.) 40 // / //
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2.4.2 Verification Experiments Using SVM

The training coefficient X and the testing coefficient « as the training feature and
the testing feature separately would be classified using SVM algorithm. The
classified accuracy would be presented in Fig. 2.3.

As shown from the table, the performance using SVM is in line with that using
D-KSVD algorithm. The overall trend is declined with the reduction of dimen-
sions. However, the accuracy after dimension reduction still remains unchanged
basically if the reasonable and appropriate dimension is selected.

2.5 Conclusion and Future Work

An efficient discriminative K-SVD algorithm for dictionary learning is proposed
for facial expression recognition. Particularly, dimensionality reduction uses ran-
dom projection acted on a series of features (gray, LBP, Gabor) which are
extracted from the facial expression images. Then the features after dimensionality
reduction are used to train the small-size dictionary and classification simulta-
neously. Finally, the dictionary and classification are implemented for facial
expression recognition system. Experimental results demonstrate that the training
time can be greatly reduced with little performance lost after dimension reduction
using RP.
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Chapter 3
An Improved RANSAC Algorithm
of Color Image Stitching

Weijie Huang and Xiaowei Han

Abstract Image mosaic is a technique being used to stitch multiple images
together to form a stitched image with higher resolution and large field of view.
This paper presents an improved RANSAC algorithm of color image mosaic.
Image mosaic mainly comprises two steps, namely image registration and image
fusion. This algorithm comprises main modules, such as Harris corner detection,
NCC rough matching, improved RANSAC exaction, estimating the projection
transformation matrix, projection transformation, image smoothing. The improved
RANSAC for feature points exaction based on statistical regularities can greatly
support the real time of the algorithm. The experimental results show that the
algorithm presented is fast and effective.

Keywords Image mosaic - Feature point detection - Improved RANSAC exac-
tion - Projection transformation - Image smoothing

3.1 Introduction

As the images captured with the camera will contain less information than what
can be observed by the human eye, image mosaic technique combines two or more
images that are partly overlapped to form a high resolution image [1]. Widely used
in digital video compression, motion control, virtual reality technique, remote
sensing image processing [2] and medical image analysis, image mosaic technique
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has become a hotspot in photo graphics, computer vision, image processing and
computer graphics.

Image mosaic mainly comprises two steps, namely image registration and
image fusion. Image registration is the most difficult and critical procedure that not
only extracts feature points from images, but also searches correct matching
points. Generally, feature points detection includes many methods, such as Harris
feature points, KLT feature points, Susan feature points, SIFT feature points, Surf
points and other methods.

In recent years, researchers have done a lot in the image mosaic technology.
Richard Szeliski proposes a panoramic image mosaic algorithm, based on motion,
which calculates geometric transformations between images [3, 4]. The result
achieves image registration and image smoothing. Document [5] puts forward a
new image mosaic technology, which uses a rotation matrix to represent the
relationship between the mosaic images. This method improves the clarity of the
image mosaic. Compared with the foreigners, in China image mosaic technology
starts late, but the development is fast. Sun Jiaguang, Liu Qiang and Qi Chi, in
Tsinghua University, raise a cylindrical panorama method by tracing texture
feature between adjacent frames [6, 7]. The precision of this algorithm is high but
it also needs too much computation. In the image mosaic algorithms, RANSAC
exaction is an important step [8], and this step is poor real-time. This paper
presents an improved RANSAC algorithm based on statistical regularities [9, 10]
of feature points. In this method, some mismatching points existing in no over-
lapping regions will be rejected [11] to support the real time.

3.2 Image Mosaic
3.2.1 Harris Feature Point Detection

The Harris operator which is based on the characteristics of the signal point
extraction is proposed by C. Harris and M.J. Stephens. It has some features, such
as simple calculation, uniform extraction, stable operator, and so on.

(1) Each point on the left frame and the right frame is filtered by the improved
horizontal and vertical difference operators.

| Ky
= {ley Iy? } (3.1)
I =Ix+ Ix (3.2)
L =Iyxly (3.3)

(2) Use Gaussian filter to filter the four parameters of /, then get the new /. The
discrete Gaussian function is:
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(¥ +5°)
Gauss = exp < o2 (3.4)

(3) Calculate the tensor of feature point:

. I)% *I)zv - (ley)z 35
cim = W ( . )
(4) Finally, when the cim meet the threshold and the point is local maximum
point, the feature point is found.

3.2.2 Normalized Cross Correlation Method

The feature points extracted by Harris operator may be mismatched, so it must be
dealt with the matching method. Normalized cross correlation method (NCC) is a
classical algorithm which calculates the cross-correlation value between the
template image (Left) and the matching image (Right).

(1) 5 neighborhoods of the feature points in two images are filtered by the
smoothing operator.

(2) By using the result of 1, a normalized cross-correlation matrix is raised. Let
the size of the search image S be M x M and the size of the template T be
M x N. M, N both are the pixels and M is larger than N. Let template 7 move
on the image S. S% is the area covered by template T in the image S. i, are the
coordinates of the top left corner in the S’/. The measure function measures the
similarity between the search image and templates.

353 S (m,n)T
k@) = M N ’":1"%'1 2 M N (3.6)
S [Si=f(m,n) — 3"]} X4 >3 [T(m7 n) — T]z

m=1n=1

(3) On basis of the normalized cross-correlation matrix, the maximum values of
the feature points are calculated.

(4) By using the result of 3, the initial matched points are found.

(5) Cycle to calculate all the feature points.

3.2.3 The Improved RANSAC Exaction

Random sample consensus (RANSAC) algorithm is able to match the feature
points with noise and it has good robustness. As few feature points are in no
overlapping areas and there are obvious differences between no overlapping areas
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and overlapping areas, the improved RANSAC exaction can easily remove the no
overlapping areas based on statistical regularities of feature points.

(1) The whole image is divided into eight pieces. Count the number of the feature
points in every region. The result shows that more numbers of feature points
are in the overlapping areas while fewer feature points are in no overlapping
areas. The no overlapping areas are removed while the overlapping areas are
preserved by the number of feature points.

(2) In the preserved areas, four pairs of feature points are randomly selected.

(3) Set the number of model consistent points to zero.

(4) Select points from (x1,y1)(x2,y2)...(x3,y3) and (x},¥}) (x5, 5). .. (x,,¥,).
Point (x;,y;) and Point (xg,y;) make the projection transformation produce
support points. According to the projection transformation model,
api,an, by, ax,axn, by are calculated.

d((xio ), (€537)) = (6 = P+ — 3 <T (3.7)

If (3.7) is right, the number of consistent points adds one.

(5) If the number of consistent points is greater than a given threshold value
N:(10 %), this model will be the best model. Otherwise, the process repeats
from steps 1-3.

3.2.4 Image Smoothing

In order to eliminate the obvious edge, a linear transition method which is often
used in the overlapping areas is proposed in this paper. The pixel value of the
overlapping area can be calculated according to Eq. (3.8).

W=kx WL+ (1 —k)x WR (3.8)

where, k is the weighted average coefficient (0 < k < 1). In the overlapping area
of the image portion, along the left to the right k becomes 1 to 0.
d
k =
di+d

(3.9)

dy,d, are the distances from the matched point to the left boundary and the right
boundary in the overlapping region.
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3.3 Simulation Results Analysis

Experimental hardware platform is a PC, which contains 2.93 GHz CPU and
2.00 GB memory. The software platform is Matlab R2009a/Simulink, which is
system simulation platform.

In this method, main modules are feature point detection, NCC feature points
coarse matching, RANSAC feature points matching, projection transformation,
image smoothing (Fig. 3.1).

Original images are shown in (Figs. 3.2, 3.3).

NCC is shown in (Fig. 3.4).

The result of improved RANSAC method is shown in (Fig. 3.5).

From the above experiment, Improved RANSAC method, which removes the
outliers, can greatly support the real time. At the same time, calculating parameters
of projection matrix are prepared for projection transformation. Image smoothing
eliminates the verge.

The result of image smoothing is shown as follows (Fig. 3.6).

Comparing excluding outliers and including outliers are shown in (Table 3.1).

Fig. 3.2 Left image

Fig. 3.3 Right image
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Table 3.1 Improvement results

Including outliers Excluding outliers
The number of feature points 54 42
Algorithm time 2.507894 s 0.672846 s

3.4 Conclusions

This paper proposes an improved RANSAC algorithm of color image mosaic. It
suits different times and different camera angles. Harris corner detection, NCC
angle point rough match, improved RANSAC exaction, estimating the projection
transformation matrix, projection transformation, image smoothing are the main
modules of the algorithm. The improved RANSAC algorithm is based on statis-
tical regularities of feature points. In this method, some mismatching points exists
in never overlapping regions will be rejected to support the real time.
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Chapter 4
Target Tracking Algorithm Based
on Visual Perception Mechanism

Peng Lu, Shilei Huang, Chi Liu, Daoren Yuan and Yafei Lou

Abstract A method based on visual perception mechanism is proposed for
solving the problem of target tracking. The tracking of target can be achieved in
stability. In this paper, the algorithm use neural responses as the visual features.
Firstly, the receptive field of cells in primary visual cortex is obtained from natural
images. Then the neurons response of background image and video image
sequences can be received and calculated the difference, and the difference is
compared with dynamic threshold, the target can be detected in this way. Finally,
the target tracking can be realized by iterative. Many categories experiment results
show that this method improve accuracy and robustness of the tracking algorithm
in condition of time-real.

Keywords Target tracking - Visual perception . Overcomplete set - Neural
responses

4.1 Introduction

There are a lot of target tracking methods, which are divided into region-based,
feature-based, deformable template-based and model-based generally [1], Among
them, the typical algorithm include Camshift [2, 3] and SIFT [4, 5], and so on.
The sparse coding model of complete basis requires the orthogonal basis
functions [6]. It does not reflect the internal structure and characteristics of images,
and also have less sparsity [7]. Overcomplete model more in line with the
mechanism of visual feature extraction, and has a good sparse approximation
performance [8, 9]. However, the asymmetry of the input space and encode space
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increases the difficulty of the sparse decomposition and the model solution
[10, 11].

For the above problems, we use the energy-based models method for solving
the overcomplete model, and use the response coefficient matrix instead of the
base function matrix for expressing visual features to solve difficulties of the
sparse decomposition and the model solution.

4.2 Overcomplete Sparse Coding Model
The sparse coding model is:

I:ZA,S,-—&—N (4.1)

i=1

where [ is a n dimensional natural image, A; is a basis function with n dimensional
vector, N is a Gaussian noise, s; is the response coefficient, m is the number of
basis functions. If m = n, formula (4.1) is a sparse coding model of complete basis,
if m > n, s is a redundant matrix, then formula (4.1) is transformed into over-
complete spare coding model.

We assume that W is receptive field, A = W1 in condition of the model of
complete basis. However, A is a redundant matrix in case of the model of over-
complete basis, so it is very difficult to solve A.

To solve the above problems, we use the logarithm of probability density
function to define the energy-based models, as following formula (4.2):

log p(x fokG X) + Z(Wi, .o W, 0l 0) (4.2)

where x is a single sample data, n is the dimension of sample data, m is the number
of receptive fields, the vector wy = (wyy, . .., Wi, ) is constrained to the unit norm,
Z is the normalization constant of w; and «;, G is the metric function of the sparsity
of neurons response s, and o; are estimated following with w;.

In overcomplete basis case, solving the normalization constant Z is very dif-
ficult. Therefore, we adopt the score matching to estimate the receptive field. Let
us introduce score function which is defined by the gradient of logarithm of
probability density function:

W(x; Wiy, ... o) = Vilogp(x;w) Zukwkg wix) (4.3)

where g is the first-order partial derivative of G.
We used the distance square of score function between parameter model and
sample data to get the objective function:
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(4.4)

where x(1),x(2),...,x(T) are T samples.
By the above analysis, the solution process of the receptive field can be sum-
marized as follows: looking for W to promote the objective function to minimize.
We used the gradient descent algorithm to make the objective function
minimization:

aJ

W+ 1) = W) = n(r)

(4.5)
where #(r) is the learning rate, which changes with time or iteration times.

The algorithm 1 is the learning process of overcomplete set W.

Algorithm 1: Learning of overcomplete set algorithm

Input: Sample images

Output: Overcomplete set W

Steps:

—_

. Random sampling to the sample images for obtains the training samples;

2. Whiten the samples by the principal component analysis (PCA) method, and
project them into whitenization space;

3. Selected the initial vector W, and initialize it to the unit vector, set the error
threshold &;

4. Update W according to the formula (4.5), and normalize the unit vector,
meanwhile update parameter o

5. If norm(AW) <, stop iteration, otherwise, return to step 4;

6. Stop learning, project the learning result W back into the original image space,

then get the overcomplete set W.

4.3 Target Tracking Algorithm Based on the Visual
Perception

Based on visual sparse and competitive response characteristics, only a small
amount of neurons is activated to portray the internal structure of images and priori
properties [12, 13]. We selected N neurons which have larger response as the
visual feature representation of images as shown in Fig. 4.1.

We assume the difference of neurons responds between video sequence image
and background image is as follows:
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Fig. 4.1 Feature extraction of image visual. a The response of neurons caused by image. b The
representation of visual feature

h = ‘svi_sgi| (46)

where s,; is the response of ith video sequence image patch, where so; is the
response of ith background image patch.
The dynamic threshold is as follows:

1 n
o= ;Z ’SW' — Sg[’ (47)
i=1

The target tracking algorithm (TTA) is as follows:
Algorithm 2: Target tracking algorithm

Input: Video sequence image and background image
Output: The results of moving target tracking

Steps:

1. Sequential sampling to the video sequence image and background image;

2. Whiten the samples by the principal component analysis (PCA) method;

3. Calculate the neural responses of the video sequence image and background
image with the formula s = Wx, and take the same number of N largest nerve
responses;

4. Calculate the difference h of the neural responses of video sequence image
patches and background image patches in the same location, and compared it
with the dynamic threshold o, if & > J, output the results of the perception,
otherwise, no further treatment;

5. Display the recognition results of the target;

6. Then enter the following frame of video sequence, return to step 1.

Flow chart of TTA is shown in the Fig. 4.2.
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Fig. 4.2 The flow chart of TTA
4.4 Experiment
4.4.1 Learning of Overcomplete Set

Experimental environment: software system-matlab7.0, operating system-Win-
dows XP, CPU-1.86 GHz, memory-1 GB, image resolution-512*512.

Experimental process: Firstly, we select 10 video sequence images and use the
16*16 sliding space sub windows for sampling each image randomly, then we get
5000 16*16 pixels sampling patchess from one image, and 256*50000 sampling
data sets from 10 images, and then preprocess the sampling data sets, which is
using the PCA method to centralize and whiten the images, and reduce the
dimension to 128. The data sets of 128*50000 is dedicated to the input of over-
complete set training. Finally, a overcomplete set representation with 512 recep-
tive fields is estimated based on the energy-based models and the result is shown in
Fig. 4.3.

Fig. 4.3 The learning of overcomplete set
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4.4.2 Target Tracking

From left to right and top to bottom, we use the 16*16 sliding space sub windows
for sampling each image, and get 1024 pixels sampling patches from one image.

We designed experiments for simple background, target scale change, partial
block and complete block. Results of tracking are shown in Figs. 4.4, 4.5, 4.6, and
4.7.

Figure 4.5, the scale and shape of target were changing in the vision.
Figures 4.6 and 4.7, the target just passed behind different and similar objects in
condition of the partial and complete block, so inter-class change occurs in
tracking process.

frame 542

frame 529

frame 512

e n—
frame 502

Fig. 4.4 Tracking result of the simple background

frame 140 frame 165 frame 180 frame 205

Fig. 4.5 Tracking result of the target scale change

"§ L]
_,4-/‘ e

frame 30 frame 40 frame 50 frame 60

Fig. 4.6 Tracking result of the partial block
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Fig. 4.7 Tracking result of the complete block

Table 4.1 The statistics results of three algorithms

Video Right False discover False judge Wrong Recognition
sequences tracking target (frame) non-target tracking (%)
(frame) (frame) (frame) (frame)
TTA 898 840 26 32 58 93.5
SIFT 898 663 124 111 235 73.8
Camshift 898 564 159 175 334 62.8

Table 4.2 Time-consume comparison of three algorithms

Video sequence (frame) Time-consume of one frame (ms) Total time (ms)

TTA 898 31.2 28017.6
SIFT 898 53.7 48222.6
Camshift 898 18.3 16343.4

In order to verify the validity of TTA, we compared with the typical SIFT and
Camshift on the robustness, accuracy and real-time.

4.4.3 Analysis of Results

As can be seen in Figs. 4.4, 4.5, 4.6, and 4.7, TTA which was based on visual
perception mechanism achieved tracking of target stably in condition of the block
and target scale change. In the Table 4.1, error tracking frames include the false
discovery and false judge non-target: the false alarm and missed alarm, the TTA
algorithm improves the accuracy of target tracking compared with SIFT and
Camshift. It can be seen from the Table 4.2, the time-consume of TTA algorithm
is less than the SIFT, and more than the classic Camshift slightly, but to meet the
real-time requirement.
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4.5 Conclusion

By simulating visual perception mechanism, we established a new kind of target
tracking algorithm TTA, and its accuracy and robustness have been improved.
TTA algorithm achieved tracking of target stably when occurred scale change of
target and block interference, and also target deformation and inter-class exchange
at the same time. The furthermore work is we will take further research combined
with high-level visual semantics, such as attention and learning mechanism.
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Chapter 5
Positioning Tropical Cyclone Center

in a Single Satellite Image Using Vector
Field Analysis

Jinfeng Yang and Haoren Wang

Abstract Tropical cyclone (TC) center location or eye fix is the first and inevitable
procedure in TC forecasting, but mostly done manually in practice. Here we present
a novel and objective method to locate TC center by compensating conventional
pattern matching and vector field analysis methods together. The experimental
results show satisfactory results in comparison with the best track data from the
China Meteorological Administration especially when the spiral patterns of TC are
well structured. Our method being introduced, TC forecasters can fix TC eye
objectively and easily from data of all kinds of meteorological satellites.

Keywords Typhoon - Location - Ridge - Gradient field - Equiangular - Spiral

5.1 Introduction

A tropical cyclone (TC) is a low-pressure system with a warm core that forms over
tropical and subtropical waters [1]. In TC forecasting, it is the most basic problem
that accurate and timely TC center located from all kinds of remote sensed data.
Typically, a majority of attempts to fix TC eyefall into two categories: pattern
matching (PM) and vector field analysis (VFA) [2].

Briefly speaking, PM is to define a model for TC with and eye and then match it
with image data in computer under some criterion. Different PM approaches
mainly vary in different models, such as [3-5]. Though intelligent searching
algorithms can be introduced to low calculating time [6], time-honored pattern
matching method is becoming time-consuming as the models are getting more
complicated and the spatial resolution increasing.
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In VFA, the first step is to construct vector field from consecutive images [2].
Next step is to analyze the vector field to find a TC center, including algebraic
analysis (AA) and structural analysis. The idea of AA is to decompose a vector
field into a sum of solenoidal and irrotational components [7]. Singular point or
critical point can be considered as the eye of TC, such as in [8, 9]. Structural
analysis, proposed in [2, 10], is a geometric analysis method. Since the vectors in
field are rotated and expanded to sectors which seemed like flashlights and the
method employs a voting schema, we would like to name this unique algorithm as
rotated flashlight voting (RFV). It takes use of the geometric feature of spiral that
the angle between radial and tangent lines of log spiral is always constant. RFV is
fast and performs well in noise tolerance. However, there is an assumption that in
the step of vector field construction that the movement of TC is rigid motion. In
this scenario, RFV can show performance only when data with high temporal
resolution are available.

To the best of our knowledge, we find that both PR and VFA methods have
their advantages and disadvantages. If they can be combined together, PR and
VFA would compensate each other. In this study, we developed a schema to make
the two kinds of methods into one. The proposed method is capable of locating TC
center from any data source without taking temporal resolution into account,
which is convenient for forecasters to fix the TC eye fast, accurately, and
objectively.

5.2 Methodology
5.2.1 About Logarithmic Spiral Model

In this sub-section, we described the features of logarithmic spiral—the model of
our schema. Logarithmic Spiral is defined in polar coordinate as:

p(0) = a.e”’ = a.e’ (5.1)

where a, b and « are TC-specified parameters. As can be seen in Fig. 5.1, the value
of § equals to:
ﬁz@—qo:g—oc. (5.2)

There is a feature of log spiral that the value of « in every point of the spiral is
always identical. This can be proved as follows.

_dy dy [Jdx p'(0)tan0+ p(0)
tan y = dc dx/ do  p'(0)—p(O)tan0’ (53)

And, as seen in Fig. 5.1 that, y = o + 0, then,
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Fig. 5.1 Parameters of a e

spiral flow, where is the angle > >

between the radial line and \ A

the tangent line of the spiral, 3o

B is the angle between the .

radial line and the ;o
perpendicular of tangent line Y

(gradient of the spiral), y is i
the angle of tangent line, and N
¢ represents the direction of ;
gradient ’
tan y — tan 0
tan o = tan (y — 0) = —0 ' 0T (5.4)
1 +tan y tan 0
Then, substituting formula (5.3) into formula (5.4) yields
0
tan o = p/( ) . (5.5)
p'(0)
And then, substituting formula (5.1) into formula (5.5) yields
b0
a.e 1

tang = ——— = —. 5.6
ab.e’ b (56)

So the logarithmic spiral is also named equiangular spiral. Then it is obvious
that f is also a constant, according to formula (5.2). This feature will be helpful our
schema.

5.2.2 Steps

5.2.2.1 Preprocess

As we know, clouds are usually colder than the underlying sea surface, continent
or other backgrounds. Colder brightness temperatures correspond with higher
grayscales of IR images [11]. In this paper, we first extracted the cloud mass in
image by threshold. In such a way, brighter pixels were retained and the rest were
assigned the value zero. Then the extracted image was cropped for shortening time
cost. We then applied histogram equalization on the image to enhance the contrast.
The average filtering was applied in this step to eliminate Gaussian noise. After
preprocessing, the noise involved was reduced while preserving the details.
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5.2.2.2 Construct Vector Field in a Single Image

In our algorithm, we would like to construct vector field in a single image rather
than a sequence of images. The spiral features give clues to fix eye of TC, whether
the eye is recognizable or not. Therefore, the vector field we got shall be related to
the spiral trend of cloud instead of motion trend. As we know, an image can be
considered as a scalar field. The question turns out to be how to construct vector
field from a scalar field. In vector calculus, the gradient of a scalar field is a vector
field. The gradient is defined as:

v = [6:6)"= |22 57)
@(x,y) = tan™! (G,/G)), (5.8)

where f(x,y) represents the gray-scale image. Thus, we tried gradient operator on
the image that we had previously preprocessed. And then the gradient field was
averaged. However, after these procedures, the gradient field we got was full of
unordered and disorganized vectors which would be helpless in TC eye fixing. So
far, the gap between scalar field and vector field is still remaining. The problem is
then how to filter out the noise in the gradient field.

Inspired by the concept in [12, 13], we found that the pixel values of
2-dimensional imagery could be viewed as z-axis values in 3-dimensional space. It
is very similar to a mountain, and we call it a cloud mountain, illustrated in Fig. 5 2.
Also, as we know, the pixel value in IR imagery is a function of temperature, which
is related to the cloud height. The trend of circulating cloud looks like mountain
crest which can tell the range of a mountain. To extract the venation of a cloud
mountain, in this paper, we determined the candidate ridge points [13] by analyzing
the local maxima. If a point is a ridge point, the point will be local maxima along the
gradient direction formula (5.8). The contrary of this happens when it is a valley
point. We selected the points that were relative maxima to the gradient direction as
valid points. In this manner, the gradients which are local maxima are filtered as
valid gradients. Then helpful information about the circulating trend was extracted
while useless noises were abandoned at the same time. In addition, the number of
vectors to be processed is reduced which makes the algorithm more efficient in
time. The gap had been filled out so that a feasible vector field was obtained.

5.2.2.3 Analyze the Vector Field to Locate the Center

Since a vector field was obtained in the last step, we could then employ the RFV
[10] (Fig. 5.3). In [10], to offset the effect of noise and rounding errors of motion
field estimation, sector span ¢ and a small tolerance angle ¢* is introduced, and
another parameter 4 is brought into control the distance of influence.
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Fig. 5.2 3D view of a TC,
the values on z-axis are the
grayscales of image which
are related to the cloud
height. It looks like a
mountain composed by cloud

Actually, the vector field we got in previous procedure is a gradient field.
Moreover, the vector field used in the RFV algorithm [10] is a directional field.
Since the direction field is, in principle, perpendicular to the gradients [13], here is
a question that can the rotation step in RFV algorithm be canceled.

The RFV algorithm is based on the property of logarithmic spiral that the angle
between its tangent in any point and the corresponding radial is always a constant
as o (see formula (5.6) and Fig. 5.1). The parameter « controls the directions of
vectors in the field with respect to the radials. And the optimal rotation angle is
n — o with o unknown in practical situation. If the rotation step in RFV is can-
celed, then o = ”/2, coto = 0, the logarithmic spiral will degenerate to a circle.
However, it is obvious that not every TC spiral feature is circular. Therefore,
o = ™, is not enough, which means the gradients need to be rotated more than 90°.
In this paper, different from the solution in work [10], we tackled this problem with
another procedure that we canceled the rotation at first and verified the candidate
centers at last.

As mentioned in [2], for TC eye fix in northern hemisphere, typically varies
form 100° to 102°. Therefore, in [10], the optimal o is set to 101°, with ¢* of at

(a) (b)
n T
—— \/
/

Fig. 5.3 The rotated flashlight voting (RFV) algorithm, a construct vector field first, b rotate
every vector at a same angle, ¢ expand the rotated vectors to sectors to vote for the center



42 J. Yang and H. Wang

least 2° to make sure sectors from fields in all the typical cases are wide enough to
cover the center. This solution is sound in typical spiral cases while some TCs
have symmetrical circular structure in maturity period [10]. In our method, instead
of rotating the gradient vectors, we enlarged the span of sectors by increasing the
value of ¢ to make sure both typical and untypical TC centers were covered. And
parameter ¢* is canceled for simplification. The real center should be among the
most covered points or the most voted ones. Thus, we determined that the pixels
whose numbers of voting tickets were among the top 1/m in all, m is a human-
specified parameter, as the candidate centers. Note that, in all candidate pixels, if a
pixel is the real center of TC, the angle between every valid gradient and the
corresponding radial should be totally identical (see formula (5.2) and Fig. 5.1). In
practice, these angles should be approximately the same. In other words, the sum
of the variances of angle 3 should be the smallest (see formula (5.2) and Fig. 5.1).
The real center is defined as:

Creal = @mln{zl Var(|6f - ¢z’)}7 (59)

c

where C,.,; is the position of the real center, {c} represents the set of candidate
centers, i depicts every pixel of valid gradients, 6; means the polar angle from
candidate center c to pixel i, and ¢; means the angle of valid gradient in position i.

5.3 Experimental Results

The data used in our experiment was IR-images derived from FengYun-3A and
FengYun-3B with 1 km spatial resolution. Due to higher spatial resolution, images
from polar-orbiting satellites are favorable for our scheme. In our experiments, 8
IR-images related to TC Muifa (August 5—7, 2011) were chosen for testing the
proposed algorithm, see Table 5.1. The best track data of the CMA (China
Meteorological Administration) is linearly interpolated to evaluate the proposed
locating method.

Since our data was low in temporal resolution, the track in Fig. 5 4 is a little
discontinuous and unsmooth. However, it is shown that the track of our method is
in general similar with the observed track. The mean absolute error for our
examples was found as 0.28° in latitude and 0.24° in longitude respectively. It
must be pointed out that the presented method is theoretically well performed in
condition that bare bones of TC is equality in pitch. Thus, the accuracy of the
presented algorithm is mainly affected by the symmetry of the TC. In other words,
it depends on how well structured the TC is. Another factor relating to accuracy
are the value of parameter ¢ in RFV [10]. In our work, ¢ was set to b which could
be optimized by some hit and trial experiments in future work.
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Table 5.1 Experimental result for verifying our proposed algorithm

Universal time Satellite CMA CMA Our Our Error Error
brand Lat (°) Lon (°) Lat (°) Lon (°) Lat (°) Lon (°)
08050550 FY3A 25.69 127.31 25.86 127.12 0.17 —0.19
08051235 FY3B 26.05 126.84 25.65 126.66 -04 —0.18
08060530 FY3B 28.42 125.24 28.79 125.72 0.37 0.48
08060840 FY3A 28.90 125.02 28.52 124.77 —0.38 -0.25
08061020 FY3A 29.15 124.91 28.87 124.59 —0.28 —0.32
08061220 FY3B 29.46 124.78 29.58 124.89 0.12 0.11
08070820 FY3A 33.91 123.94 33.49 124.12 —-0.42 0.18
08071000 FY3A 34.27 123.83 34.33 124.03 0.06 0.20
Fig. 5.4 Comparison of our B _ : : 5 :
proposed method and the best ( : 3 S“‘ T'az" of EMA :
track data from CMA sl : | [ Provosed Method |
2
o=
=
= W
-
2
5 28
2‘5 L
24 i i I i L i j
123 124 125 126 127 128 129 130

Longtitude (degree)
5.4 Conclusion

In summary, we proposed a novel algorithm for TC center locating by making the
pattern matching and vector field analysis methods combined together and com-
pensated each other. By the concept of cloud mountain, we obtained valid gradient
vectors that are also ridge or valley points from a single satellite IR image which is
a scalar field, so that gradient field related to the mountain trend would be feasible
for analyzing TC center. And we verified the candidate centers afterwards
according to the equal pitch property of log-spiral and circle instead of rotating the
gradient vectors more at first, so that the robustness of our algorithm to different
TC life period is enhanced without so much extra calculation. In this way, the
proposed method benefits from both sides and can be used in images from solar
orbiting without taking temporal resolution into account. However, one of the
limitations of this technique is its inability to handle the case where the field is
viewed orthographically but not directly from the top [10]. And further work will
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be required to test more TCs of different structure and different period of life cycle
before operational application.
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Chapter 6
Target Extraction Study on the Vision
System of Apple Picking Robot

XinWen Cheng and XueQiang Shi

Abstract This paper studied the color images of mature apple in natural
environment, there is a general distinction between mature apple’s color and the
background. Apple and background distributed in different area of color space.
According to this characteristic, this paper proposed an object extraction algorithm
based on sample color space. First we construct the sample color space in L*a*b*
space by using apple samples’ image and using mathematical morphology to
optimized it. Then recognised the apple target according to the sample color space.
For the small target of depth of field and serious keep out targets, we make them
into binarized images and use morphology structure element again to processing
them. At last we got the ideal segmentation effect with high recognition rate.

Keywords Image segmentation - Sample color space - Binarization - Mathe-
matical morphology

6.1 Introduction

China is the world’s largest producer of apple and occupied an important position
of fruit production in the world. However, our apple picking is still artificial
completed, efficiency is very low. Using computer vision to detect and recognize
apple in natural scene of image can realize its automatic picking. Image

X. Cheng (X))

Jiang Cheng College, China University of Geosciences, 4th Floor, Administrative Building
No 8 XiongTing Bi Road, ZhiFang, JiangXia, Wuhan, China

e-mail: chxw377@126.com

X. Shi

Faculty of Information Engineering, China University of Geosciences, 3rd Floor, No 388
LuMo Road, HongShang, Wuhan, China

e-mail: 574980758 @qq.com

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation 45
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_6, © Springer-Verlag Berlin Heidelberg 2013



46 X Cheng and X Shi

segmentation is one of the crucial steps. So this paper studies the apple image’s
segmentation of natural conditions and provides fast complete object segmentation
method for subsequent robot visual identification and automatic picking. At
present, there are many people study on the color image segmentation at home and
abroad. In traditional image target recognition, image will often directly make into
binary and extract the object. For example Niu xi-quan etc., [1] make the color
mature apple image under natural scene into gray image, then segment into binary
images through threshold. Finally using mathematical morphology filter to remove
high frequency noise. That segmentation method fully avoid human intervention
and fast.

However the use of gray image lost a lot of useful image information. For the apple
image with complex background, it cannot achieve the ideal effect with directly
binarization. Using multi-threshold segmentation was easy to cause target and
background segmenting into a single tablet that can not recognise of target [2].
Clustering algorithm and stochastic model algorithm are difficult to meet the real-time
effects because of the complex computation and cost of processing time [3].

According to the characteristic that the apple target have obvious difference
with the background apple on color, we carry on the research from color space.
First we establish a apple sample color space and then segment the apple image
according to the sample space. For the small target of depth of field and serious
keep out targets, we use morphology to process recogise them and got the ideal
segmentation result.

6.2 Color Space System

In the design principle of chromatology, there are some common color spaces like
RGB, HSV, YCb, L*a*b* and so on. In this paper we mainly introduced the RGB
and L*a*b* color space involved first. RGB color space is established according to
the low of trichromatic theory and one of the basic color spaces. It corresponding a
cube of cartesian coordinate system. RGB represent the three axes respectively. As
shown in Fig. 6.1: When RGB took 0 is origin of coordinates is black, all take the
maximum means white.

Fig. 6.1 RGB color space
diagram blue (0.0, 255)
_)_,
L] right
l <
| O
.@
*.
A e i i
_~black (0.0.0) " green (0. 255.0)

red (255,0,0)
>
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Fig. 6.2 L*a*b* color space yellow
a*b* diagram -8

blue

L*a*b* model is one of the two color spaces recommended by the international
lighting committee in order to uniform color difference evaluation method and its
advantage is luminance component separation. We can use the space distance to
present the differences of two colors. In L*a*b* space, L*means luminance, its
value is 0—100. a* present red and green and their change. The positive value of a*
means red and negative means green, ranging from —60 to 60. b* means the
change from yellow to blue, positive of b*means yellow and negative means blue.
Ranging from —60 to 60. Show as Fig. 6.2. The transformation formulas from
RGB space to L*a*b* space is [4]:

Lx = 116(0.299R + 0.587G + 0.114B)'* — 16 (6.1)

ax =500[1.006(0.607R + 0.174G + 0.201B)"/? 62
— (0.299R + 0.587G + 0.114B)""*] '

bx =200[(0.299R + 0.587G + 0.114B)'/* 6

— 0.846(0.066G + 1.117B)'/?]

In L*a*b* color space, a* and b* have nothing to do with the brightness of the
component. We can weaken the radial and shade’s influence of segmentation
results in natural environment and use the two component to build apple sample
color space.
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6.3 Building Apple Sample Color Space
6.3.1 Sample Collection

Taking many mature apple pictures from apple orchard with a digital camera,
cutting out mature apple areas

Taking the same variety of mature apple pictures bought back from market in
all sorts of natural light and background conditions like early morning, noon,
evening, sunny and cloudy with ground, leaves or weeds.

6.3.2 Building Sample Space

Building an 120 x 120 two-dimensional zero array A[120][120], then transforming
the apple sample color image collected from RGB color space to L*a*b* space.
Using array A to count the number pixel (i, j) of sample appeared in space a*b*
(L* is ignored). If pixel (i, j) appears one time, then A(i, ) corresponding increases
one. At last we can got the 2D color distribution density array of sample. Selecting
an appropriate threshold value depending on how many the samples are. Proba-
bility value which pixels appears less than threshold will be assigned to zero.
Finally the pixel set in a*b* space corresponding by the non zero array is the apple
sample color space. In order to reduce the random error and noise on the influence
of sample color space and improve the recognition accuracy, we optimized the
color space with the morphology: The statistical array can take as a two dimen-
sional image after threshold processing, Zero remain unchanged, nonzero namely
assignment is 1, Two-dimensional array becomes a binary map. Mathematical
morphology open operation and closed operation are made on the binary image,
we can eliminate holes, saws and small gaps so as to reduce the error noise,
accidental pixels and edge transition pixels’ impact on the results of the sample
space. Finally the pixel sets in a*b* space corresponded by the binary image is the
apple sample color space.

6.4 Mathematical Morphology

The mentioned mathematical morphology above introducted as follows:

The most basic operations of mathematical morphology are corrosion and
inflation [5]. Corrosion: supposing P is input elements, Q is structure elements.
Q correds P, which shows P ® Q. As follows:

POQ={x:Q+xP} (6.4)
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If Q is regarded as a template, P ® Q composes of all points that can be filled into
the interial template of P when they are in the processing of translation template.

Inflution is the dual operation of corrosion. The follow is the definition that Q
influts P:

PeQ=U{P+q:qeQ} (6.5)

The Morphological opening and closing operation are different combinations of
corrosion and inflation. The image Q is used for the opening operation of image P,
which is represented as POQ.

PeQ = (P®Q) ©Q=U {Q+ x:Q+xP} (6.6)

There are two functions of the opening operation. First, the disk is applied in the
opening operation so that the internal edge can be polished. In additional, the
discal rounding can get the low pass filtering effect.

Closing operation is the dual operation of opening, and is defined that inflution is
processed before corrosion. P @ Q means that Q is used in the closing operation of P.

P@®Q=(P®B)®B (6.7)

The closing operation can remove foraminule and concave department of
images and fill in small gaps or hole of target interior. It also can lap an short
intermittent to product the connectivity.

6.5 Apple Target Recognition Test
6.5.1 Experimental Design and Realization

Transforming the apple color image of natural environment into a L*a*b* space.
Inquiring the apple color image’s pixels at the sample color space constructed, the
pixels are perceived as apple target’s pixesl if they can be found in sample space,
otherwise, the background. Then we realized the apple target recognition and
segmentation. In practice, we selected apple color image pixels’ seven areas for
statistics judgment.

Transforming the apple color image of natural environment into L*a*b* space,
treating a*b* pixels array as S[120][120], if more than half of the pixels in seven-
neighbourhood of S(i,j) can found in sample color space, S(i,j) can be treat as
apple pixel, otherwise treat as the background pixel. Such processing can effec-
tively inhibit noise influence on the result and can distinguish apple target edge
pixels resultful. Programming to realize the above algorithm and experiment.

We took 500 mature apple images in the natural environment with all kinds of
lighting conditions using a digital camera and constructed the apple sample color
space. Then extracting apple from the image of natural environment conditions.
Part of the division examples and results as is shown in Table 6.1.



X Cheng and X Shi

50

JOYS 9SO[D PUE I8

PaI12A0D [enIed

pazoaooun

Surssaooxd ASoroydiojy

Surszoaur pue Surkern)

aSewr uoneIUSWIIAS

aSeuwrr TeuIsuQ

jnsar eyuowadxy 1°9 Jqel,



6 Target Extraction Study 51

6.5.2 Analysis

From the above a series of processing results we can see that, the algorithm used in
this paper can achieve full recognition of the same depth of field and uncovered
goals. It can also inhibit the influence of the light on the result. The vision of far
depth of field cannot be completely identify and differentiate because of that color
is the sole identify factor in sample color space. In the practical production, the far
apple targets cannot be picked by the picking robot in one time and they are small
areas in pictures. So we treated the far apples as background. We use morphology
on the basis of color sample space algorithm to process the images with small
target. We choose a quarter of apple’s radius in close shot as the structural ele-
ment’s radius to remove the small target at the same time do not affecting the apple
target recognition with close shot. Show as Table 6.1, row four, column five. After
morphology processing we also know target can be recognized if the apple targets
are partial covered by leaves and petioles meanwhile apples’ area contain the
obstruction area image. However, if contour lines of apple targets are covered by
leave or branches, integrity of target recognition will be affected. Show as
Table 6.1, row three, column five. This result also to provide a reference for robot
design avoiding of the branches and obstacles, reducing the damage of apple tree,
and improving the service life of the machine.

6.6 Result

The algorithm based on the apple sample color space proposed and optimized with
morphology in this paper is suitable for apple’s segmentation when the mature
apple and background have obvious difference. The segmentation effect is
remarkable. This algorithm can also inhibit the affect of light to the result.

When the contour line of the apple was covered by the branches, the apple
target can be incompletely recognized. This paper also treat the deep small target
objects as background, such processing considered the actual production situation
and also increased the efficiency of target segmentation.

For the apple target can not complete recognized with partial covered, in
production we can use different positions of photography and multiple picking
method. The algorithm in this paper has important meaning for production
practice.

Acknowledgments Nature Science Foundation of Hubei Province (2011CDB353).
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Chapter 7
The Research on the Method of Traffic
Area Dynamic Division and Optimization

Yirong Guo, Baotian Dong and Lei Wu

Abstract Based on the Temporal and spatial variation characteristics of traffic
flow, this paper puts forward the traffic area dynamic division method and how to
realize the merger and separation of nodes in the control area, as well as inter-
regional automatic combination and split. First, according to the traffic relevance
and traffic similarity between adjacent intersections in the traffic area, the appli-
cation of clustering analysis method, the traffic area is divided into some dynamic
control zones. Then, application node shrinkage method is to determine the key
nodes of the control zone, and relying on the fuzzy cognitive map is to analyze the
direct and indirect influence of the key nodes and the other nodes in the control
zone. Finally, according to the traffic flow state changes forms: basic remains the
same, crowded diffusion and crowded subsided, respectively, is corresponding to
the dynamic changes of the control zones: remains unchanged, expansion com-
bination and shrinkage decomposition, in order to achieve the merger and sepa-
ration of the nodes in the control zone, as well as inter-regional automatic
combination and split.

Keywords Traffic engineering - Dynamic division - Merger and separation -
Fuzzy cognitive map - Control zone
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7.1 Introduction

At present, about the traffic control zone dynamic division, at abroad it was studied
mainly from the degree of coupling, gravity, coordination coefficient [1], grading
system classification technique [2], etc., while in domestic it was studied mainly
from the angle of traffic flow, distance, cycle, etc. [3]. And the application of cycle
is used to determine the changes of merger coefficient in SCATS system [4], in
order to judge whether the control zone is merged.

In this paper, first according to traffic relevance and traffic similarity between
adjacent intersections in the traffic area, it is divided into several traffic zones of
strong internal relevance and similar traffic characteristics. Then, in order to make the
control area adapt to the constant change of the traffic flow, according to the traffic
flow state changes forms: basic remains the same, crowded diffusion and crowded
subsided, respectively, is corresponding to the dynamic changes of the control zones:
fine tuning, expansion combination and shrinkage decomposition, which achieve the
merger and separation of the nodes in the control zone, as well as inter-regional
automatic combination and split, thus can ease traffic congestion effectively.

7.2 Traffic Area Dynamic Division

Traffic zone is a set of nodes or lines with a certain traffic correlation degree and
traffic similarity, which changes along with the time, correlation degree and
similarity changes. It reflects the traffic characteristics of the spatial and temporal
changes about the urban road network.

7.2.1 Traffic Correlation Degree

Traffic correlation degree reflects traffic correlation characteristic between nodes.
Traffic correlation characteristic is represented by Iy, which refers to associated
with the degree of traffic parameters between nodes. The calculation of sections
relevance between adjacent intersections, using Whitson improved model is [5]:

Ir = ! @_1 1 (7.1)

—1 " 1+¢
" > 0; +
i=1

n is from upstream intersection traffic flow into branch number; Q; is from the
upstream intersection traffic flow into the first i branch; Q,,,, is from upstream
intersection traffic flow into the maximum; # is the average travel time between two
intersections, unit: min, equals to the intersection spacing D divided by the average
vehicle speed V.
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7.2.2 Degree of Traffic Similarity

Degree of traffic similarity reflects the traffic similarity between nodes. It is repre-
sented by I, which refers to the degree of traffic parameters similarity between each
node. Calculation between adjacent intersection traffic similarity, can be used to
represent by the cosine of the angle between the adjacent intersection of state vector.

Among them, the node state vector is available saturation X, cycle T and flow
QO to express. For the node v; and v;, the state vector is X = (X;, T}, Q;) and y = (X;,
T;, Q) respectively, so the degree of traffic similarity /¢ is:

XY

Ic =cos) = ——
|x, ||

(7.2)

7.2.3 Control Area Division

Fuzzy C-Means Algorithm (FCMA) is a typical kind of Fuzzy clustering Algo-
rithm. According to the calculation of each group membership degree of data to
determine the set of data belong to a certain degree of clustering, this will be
multidimensional data space of discrete data to classify [6]. The specific method of
calculation is not presented in this paper because of space limitations.

Using fuzzy C-means clustering analysis method based on the values of sections
relevance and the traffic similarity carries on the control area division. Traffic area as
shown in Fig. 7.1 can be divided into five control zone, as shown in Fig. 7.2. The
relevance between the control zones is much smaller compared to the control zone
associated with the node. The node number of control zone is lat least.

In Fig. 7.1, the arc refers to association impact strength between the nodes.
One-way line represents the direction of the association impact strength is far
stronger than another direction, whichever takes the greater value. Two-way line
shows that between the two directions of association impact strength is consistent.
No arc indicates that it is not connected between the intersections.

Fig. 7.1 Traffic area between nodes association diagram
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Fig. 7.2 Traffic area divided into control zones
7.3 Determine Key Nodes Within the Control Zone

Urban traffic network can be mapped a complex weighted network [7], namely:
intersection corresponds to the node, the road corresponds to the edge, the vehicles
on the road encountered impedance corresponds to the weight of the edge.

7.3.1 Road Impedance Function

At present more popular and use a wide range of road impedance function is that
U.S. Bureau of Public Roads is based on a large number of sections to carry out a
survey and regression analysis to get BPR function model. The basic form of this
model is:

t=to(1 + a(q/c)’) (7.3)

t is road impedance; Q is road traffic volume; 7, is free flow travel time; c is road
capacity; a, f§ is a regression coefficient, recommended value o = 0.15, f = 4.

7.3.2 Average Path Length

In the Complex weighted urban traffic network, the length of the shortest path
between two intersection nodes v; and v; is dj;, which is defined as the connection
between the two intersections weight minimum path length. The average path
length L is the average length of the shortest path between all intersections.

2
L= dj+—"0— (7.4)
>y )

N is the number of nodes, V is the set of nodes.
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7.3.3 Node Important Degree

Definition 1 Complex network node important degree is the reciprocal of the
product of network node numbers and average shortest path.
The definition can get the following formula:

1 N -1
0= =—— 7.5
ijev

0 is node important degree, and other parameters are the same meaning as above.

Obviously, 0 < 0 < 1, when complex network only one node, we take the
maximum value 1.

According to the weight of the road network, namely, road impedance, the use
of node shrinkage method, calculates the degree of each node importance within
the control zone, so as to determine the key nodes in the control zone. For each
control zone in Fig. 7.2, separately calculated node importance, it can be con-
cluded that the A3 and A12 is the key node of its control zone, while A7 and A8
node importance is equivalent, A13 node importance is 1.

7.4 Dynamic Adjustment and Optimization of the Control
Zones

Because the network traffic flow is constantly changing, and traffic control also
alters the original crowded state, control zone can’t be fixed, as well as its control
range is also in constant change. Therefore, we need make the appropriate
adjustment according to the traffic flow change trend.

7.4.1 Merger and Separation of Nodes in the Control Zone

In order to determine influence degree of the direct correlation and indirect cor-
relation between the nodes, the theory of fuzzy cognitive map is introduced. Bart
Kosko proposed a fusion Zade fuzzy set concept and Alexrod cognitive map of the
soft computing method on the basis of classical cognitive map, which is fuzzy
cognitive map (FCM).

Definition 2 In a control zone of the road network, the node set S = {1,2,..., n} is
the finite set, for S, there are two different nodes i, j, if the two nodes are connected
and W;; # 0, then called i to j have directly associated with the impact, denoted by
-]
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Definition 3 In a control zone of the road network, the node set S = {1,2,..., n} is
the finite set, for S, there are two different nodes i, j, if there are different node k;,
koy..., kgn—py € S, j), make i — k;, k; — ka,..., ky—py — j established, then i
through the directed chain e, = < i, k; >, e; = <k;, ko > ,..., €y, = < kim—1),
Jj > to j have indirectly associated impact, denoted by i — < ¢y, ey,..., €, > — J.

In order to get comprehensive associated impacts, the direct correlation clas-
sified to the indirect association will be considered together. Namely, make each
node in the control zone join their associated link, and set the w;; = 1, therefore,
i — jisequivalent to the linki —» < e;,e; > — j,wheree; = <i,i >, e, = </,
j >, vialink < e;, e; >, i to j of the associated weights is:

W;j|<glﬁez> = W,’,’W,’j = W,'j (76)
If there are m links in the road network of the control zone to make the node
i associated to j (i # j), the associated weights of the links are respectively:

w w® L wm (7.7)

y y y
So, comprehensive associated impact of node i to j:

m

Aij) =Y wim (7.8)

m=1

Thus, it can not only describe the node i through the different link to j associ-
ated impact strength, but also can determine i to j of comprehensive associated
impact strength. Setting the threshold value 4 is i to j of comprehensive associated
impact strength, and realize the merger and separation of the nodes in the control
zone.

Reference the concept of the “Merger Index” in SCATS system, each signal
cycle should be carried out once the merger index calculation. First identify the
key node of control zones in each signal cycle, and calculate comprehensive
associated impact strength of the key nodes and other nodes. If the associated
impact strength is greater than the threshold value, then the “Merger Index” value
plus 1, conversely, the “Merger Index” value minus 1. If the “merger index” is
accumulated to 3, then this several intersections should be combined with coor-
dination control; If the “merger index” is 0O, then there is no need to combine
together to control this several intersections, should be separated to control alone
or to merge with other nodes coordination control. Adjustment process of nodes
within the control zone is shown in Fig. 7.3.
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Fig. 7.3 Adjustment process chart of nodes within the control zone

7.4.2 Automatic Combination and Split Between the Control

Zones

Automatic combination and split between the Control zones is adjusted and
optimized on the basis of the original traffic area division. According to the spread
of congestion and subside, for boundary intersections and sections between the
control zones, by calculating traffic similarity and correlation degree of boundary
intersection with adjacent intersection, the “merger index” is used to judge

whether combination and split.
The boundary type of control zones (a) is shown in Fig. 7.4, for (a) provisions:

. When two boundary intersections of the two control zone need to merge
intersection B, respectively calculate traffic similarity of the intersection B and
two boundary intersections to make a comparison, if the traffic similarity of
control zone A’s boundary intersection is larger than intersection B’s, then B is
merged into the control zone A; Conversely, B is merged into control zone C.

. Calculating traffic similarity of the intersection B and connected intersection
within the combined control zone A, if the associated impact degree is less than
the threshold value and “merge index” is equal to 0, then intersection B will be
separated from control zone A, considering whether automatic combination
with other neighboring control zones. If the “merge index” of intersection B
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and the intersections within the adjacent control zone C is also equal to 0, then
intersection B will become an independent control zone, implements a single

point of control.
The boundary type of control zones (b) is shown in Fig. 7.4, for (b) provisions:

When two boundary intersections of the two control zone need to be merged,

calculated traffic correlation degree of the two boundary intersections, then

respectively compared with the minimum value of the associated degrees of
adjacent intersections in the control zone A and C, if the minimum value of the
control zone A is much closer to the correlation degree of the two boundary
intersections, then C’s boundary intersection D is merged into A; conversely,

A’s boundary intersection is merged into C.

(a)
Q control zone Q
A
Intersection \ control zone
B C
C\ 4 4R 7 a
J \_/ NI NN
(b)

@ control zone Q
A

ntersection. contro Izone C

-
(T

O—CO

Fig. 7.4 Boundary type of control zones (a), (b)
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2. Calculating traffic similarity of the intersection D and connected intersection
within the combined control zone A, if the associated impact degree is less than
the threshold value and “merge index” is equal to 0, then intersection D will be
separated from control zone A, considering whether automatic combination
with other neighboring control zones. If the intersection D is adjusted to control
zone A because of congestion diffusion, so the intersection will be pulled back
to the original control zone C.

So, in accordance with the rules of the merger and split, due to the crowded
diffusion, original control zone can automatically extended combination, and as
congestion is gradually dissipated, the extended control zone will gradually be
shrunk to the original control zone.

7.5 Conclusion

Previous traffic zone division methods can’t provide timely and effective decision-
making basis for the management and control of the road network congestion.
Based on the temporal and spatial variation characteristics of traffic flow, appli-
cation of fuzzy theory, puts forward the traffic area dynamic division method and
how to realize the merger and separation of nodes in the control area, as well as
inter-regional automatic combination and split. The method is updated in real time
to adjust and optimize the control zone, so as to make it adapt to the change of
traffic flow, and can effectively alleviate traffic congestion.
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Chapter 8
Multiclass Vehicle Detection Based
on Learning Method

Zhiming Qian, Jiakuan Yang and Lianxin Duan

Abstract This paper presents a real time vehicle detection framework using
learning method. This framework combines offline multiclass support vector
machine and online boosting method for vehicle detection. Compare to tradition
approaches, the proposed method can robust deal with multiclass vehicles and
unfamiliar environment. Experiments with the city vehicle database are used to
evaluate this method. The experimental results demonstrate the consistent
robustness and efficiency of the proposed method.

Keywords Vehicle detection - Support vector machine - Online boosting

8.1 Introduction

The application of computer vision technology to traffic detecting and information
collecting is an important subject in intelligent transportation systems, and video
vehicle detection is the basic parts. Efficient and robust detection of vehicles from
a video sequence has important application value in the machine vision. In recent
years, tremendous efforts have been made in the field of vehicle detection to
improve detection effectiveness [1-3].

In general, video vehicle detection can be divided into two categories: the
learning-based approaches and the appearance-based approaches. Based on how
the learning takes place over time, the learning-based approaches can be catego-
rized as offline learning and online learning. Offline methods require all the
training data to be available from the beginning of learning process. These kinds of
algorithms try to produce results which are consistent with all the collected data
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samples. On the other hand, in online learning is more consistent with how the
human learns and provides the machine with the ability to learn continuously and
adapt all the time to its inputs. The effectiveness of a vehicle detection system
employing offline training typically relies on large amount of training data. The
quality and quantity of the training data certainly determine the detection capa-
bility of the system. In order to resolve the problem, the online learning methods
have been an area of great recent interest in the vehicle detection.

There are some online learning methods to detect vehicle which have obtained
good results [4, 5]. However, these methods have some insufficient as follows:
(1) These methods can not deal with multiple class patterns. In real world, the
vehicle type is various. Using single modular to detect multiclass vehicles will
result in efficiency reduction. (2) Due to online learning method natural defects,
such as the drift problem emerged when reusing video images to update the
classifier, which also will lead to detection rate reduction.

To solve these problems, some researchers have presented many new methods.
Saffari et al. [6] presented online multiclass learning method which can deal with
multiple class information in the real-time environment. Grabner and Bischof [7]
presented online multiple instance learning method to solve the drift problem.
These methods haves obtain better results in some experiments.

Offline learning strategies which means the entire training set at once which
eases optimization and yields good results. In contrast, online learning strategies
which means suitable for video data and environmental change. In this paper, we
presented a simple and effective multiclass vehicle detection frameworks. It
combines with the advantage of multiclass support vector machine (SVM) and
online boosting method. The proposed method has the following characteristics: It
can detect different vehicle classes in real-time environment efficiently; it just
needs less time for training or learning in advance.

8.2 The Proposed Method

Given an input of a video sequence taken from a moving vehicle, system outputs a
types and locations of the vehicles in the images. The system contains two main
components: the vehicle classification and vehicle detection. In the vehicle
classification, offline SVM algorithm is used to categorize classes of vehicles and
create the training sample sequences for the online learning. In the vehicle
detection, online learning algorithm is employed to detect the positions of
the vehicles by learning the train sample set. Finally, System uses the new clas-
sifiers which are created by online learning to achieve the multiclass vehicles
detection task. A general overview of the system framework can be seen in
Fig. 8.1. The dashed part is completed during the initial training process of online
classifiers.
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Fig. 8.1 The system framework of our method

8.2.1 Vehicle Classification

In vehicle classification phrase, we use multiclass SVM method in the LibSVM [8]
to achieve vehicle classification. LibSVM is a useful library for SVM. It is
currently one of the most widely used SVM software. LibSVM uses the one-
against-one approach for multiclass learning problems [9]. If k is the number
of classes, then k(k—1)/2 classifiers are constructed and each one trains data from
two classes. For training data from the ith and the jth classes, LibSVM solve the
following two-class classification problem:

min l(w’j)Tw"j+CZ(§"j)t (8.1)

i bi

{ (wij)T¢>(x;) +bI>1 = EN >0,  x, in the ith class (8.2)

(a)"j)rqﬁ(xt) +bi< éﬁj —1; éij >0, x; in the jth class
After classifiers are constructed, use the “Max Wins” voting strategy doing the

future testing: if szgn(( i) (]5( ) + bY )) say x is in the ith class, then the vote for

the ith class is added by one. Otherwise, the jth is increased by one. Then we
predict x is in the class with the largest vote.
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8.2.2 Vehicle Detection

Boosting is one of the best and thus one of the mostly applied methods in vehicle
detection. Boosting for vehicle detection as described in the previous section most
works offline. Hence, all training samples must be given in advance, which is not
the case for video vehicle detection. Since for online learning each sample is
discarded directly after an update all steps have to be online. In this paper, we use
Grabner et al.’s online boosting method creating vehicle detector.

The main steps of online learning are briefly described below.

A selector s,(x) can be considered a set of M weak classifiers
{h(x),...,hy(x)} that are related to a subset of features F, = {fi,...,fu(x)},
where F is the full feature pool. At each time the selector s,(x) selects the best
weak hypothesis according to the estimated training error.

To start the learning process a fixed set of N selectors sy, ...,s, is initialized
randomly. Whenever a new training sample (x, y) arrives the selectors are updated.
These updates are performed with respect to the importance weight A of the current
sample, which is initialized with A = 1.

To update the selector s, first all weak classifiers A, ,(x) are estimated by
evaluating the feature f, ,, on the sample image x and the corresponding errors:

Jwrong
n,m
bnm = Jcorr | zwrong (8.3)
n,m n,m
are computed. The weightst A7) and /)" are estimated from the correctly and

wrongly classified examples seen so far. Then, the selector s, selects the weak
classifier A, with the smallest error &, = &, where m* = argmin,, (smm):

$0(2) = s (3) (8.4)

According to the error ¢, the voting weight o, and the importance weight A are

updated:
1 1 —e¢,
oy = §1n< . ¢ ) (8.5)

1

A sa(x) =y
2(1 — ¢,
=g e (8.6)
A— otherwise
2¢,

The importance weight 4 is passed to the next selector s, 1. In order to increase
the diversity of the classifier pool F, and to adapt to changes in the environment
the worst weak classifier A, ,_, where m~ = argmax,, (s,hm), is replaced by a
classifier randomly chosen from the feature pool F.
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Finally, a strong classifier is computed by a linear combination of N selectors:

H(x) = sign Z Oty ~sn(x)> (8.7)

After all online classifiers are constructed, we also use the “Max Wins” voting
strategy doing the vehicle classification.

8.3 Experiments

In the training phrase, the data set is the image segmentation data, where each class
is a vehicle type collected from a 32 x 16 region of a vehicle image. There are
four classes to classify: motorcycle, bus, truck, and car. The training set consists of
1000 samples per class while the size of the test set is 400 samples per class. Some
training images from all classes are shown in Fig. 8.2. In the test phrase, if all the
classifiers obtain detection results, the detection result will be considered to
include in the detection rate; if all the classifiers do not obtain detection results or
the detection results give the incorrect classification, the detection result will be
considered to include in the error rate. We make a comparison of detection rate
and error rate with offline SVM multiclass classifiers and online boosting multi-
class classifiers using the test dataset. The detection results are shown in Table 8.1.
It clearly shows that our method performs better than SVM multiclass learning.

Fig. 8.2 A subset of the training samples for the four classes

Table 8.1 Detection results on test dataset

Classifier SVM SVM Final Final
detection rate error rate detection rate error rate

Motocycle 71 36 92 13

Bus 85 21 98 4

Truck 78 31 96 8

Car 82 27 96 6
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More significantly, we create online multiclass classifiers which are suitable for
video sequence with small training samples. Some detection results in the video
sequences are shown in Fig. 8.3.

We test our system on several video sequences, which consists of more than ten
minutes of RGB video taken on city highways during the day. The sequences
consist of 150 frames images per class. Table 8.2 shows the results for our
detection system, and Fig. 8.4 shows the average detection errors of four classes on
the video sequences.

Fig. 8.3 Some detection results in the experimental sequences

Table 8.2 Detection results on video dataset

Classifier Detected vehicles Vehicles not detected
Motocycle 14 3
Bus 16 1
Truck 12 0
Car 31 2
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Fig. 8.4 Average detection error on video sequences
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8.4 Conclusion

We have proposed a real-time vision framework that detects multiclass vehicles in
videos. The framework employs a combination of multi-class SVM and online
boosting method to analyze the video images. Our framework is able to run in real
time with simple, low-cost hardware. Our experimental results demonstrate
effective, multiclass vehicle detection in real traffic environments by applying the
proposed approach. If new classes of vehicles or unfamiliar environments are
encountered, the proposed framework can adapt itself to the changes and detect
vehicles successfully.
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Chapter 9

An Object-Level Approach Improved
by Quadtree to Dynamic Monitoring
of Mining Area Expansion

Liang Huang, Yuanmin Fang, Xiaoqing Zuo and Xueqin Yu

Abstract An object-level approach improved by quadtree to dynamic monitoring
of mining area expansion is proposed. In order to improve the efficiency and
quality of objects acquired from high spatial resolution remote sensing image,
multi-scale segmentation combined with quadtree segmentation is used to obtain
objects of multitemporal remote sensing images; Then object-oriented image
analysis method which takes into account the spatial relationship between ground
objects is used in multitemporal remote sensing images to extract mining infor-
mation respectively; Finally, overlay is use in mining areas extraction respectively,
and Inter-erase operation is used to obtain result of mining expansion. Experiments
are carried out in remote sensing images from a certain phosphate area of Anning,
and the results prove that method was proposed in this paper is feasible and
effective.

Keywords Mining areaexpansion - Dynamic monitoring - Quadtree segmentation -
Orient-object - Multi-scale segmentation

9.1 Introduction

The mineral resources are important natural resources; it is an essential material
basis for the development of social production. Mineral resources belong to the
non-renewable resources, and reserves are limited. Over the years, the development
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and utilization of mineral resources in China is relatively extensive, some unrea-
sonable exploitations and utilizations, illegal disordered mining and neglect of the
mining area ecological environment are serious. These lead to not only the loss of
mineral resources, waste and destruction, but pollution of ecological environment
around mining and huge life and production losses of the surrounding folks.
There are two main methods to dynamic monitoring the mining development
and expansion: (1) field survey; (2) mining expansion dynamic monitoring based
on multitemporal remote sensing images. The field survey method can get high
accurate monitoring results, but it needs a lot of manpower, especially for complex
terrain and large areas of mining. Because remote sensing have many character-
istics, such as macroscopic, dynamic, fast and objective, it provides a new tech-
nical method for monitoring the change of mine environmental [1]. There are three
ways for dynamic monitoring the mining expansion in multitemporal remote
sensing images: (1) visual interpretation; (2) pixel-based change detection method;
(3) object-level change detection method. Although visual interpretation method
can obtain higher monitoring accuracy, but it relies on the expertise and interpret
experience of interpretation personnel, and it takes a lot of time and energy, so the
timeliness of the information can not be guaranteed. In the past, the low or middle
resolution remote sensing images are main image data sources of dynamic mon-
itoring of mining area expansion. Pixel-based change detection method is the main
method of change detection based on low or middle resolution remote sensing
images; changes are identified by comparing two images that are acquired on the
same geographical area at two different times pixel by pixel. Such pixel-based
change detection technique is usually divided into three main technological pro-
cesses: (1) pre-processing; (2) generating a different image by comparing two
registered and corrected images pixel by pixel. (3) Analyzing the different image
to divide the pixel points into change points or no change points [2]. There are
several methods to obtain the difference image, such as image difference method,
image ratio method, CVA (Change Vector Analysis) [3-5] and difference method
used after transforming the Multitemporal images by PCA (Principle Component
Analysis), ICA (Independent Component Analysis) and KICA (Kernel Indepen-
dent Component Analysis) [6]. Unsupervised change detection on remote sensing
images based on Bayesian theory [7] or MRF (Markov Random Field) [8] are the
main methods for processing the difference image. With the successful launch of a
new generation of high spatial resolution remote sensing satellite, the space
structure and surface texture of target ground objects can be more clearly
expressed, more sophisticated internal composition of ground objects can be dis-
tinguished, the edge information of the ground objects can be seen clearly in the
high spatial resolution remote sensing images, so the high spatial resolution remote
sensing image becomes the condition and basis of effective mining area expansion
dynamic monitoring. It is limited to use pixel-based change detection method to
dynamic monitor mining area expansion on high spatial resolution remote sensing
image, because there are low separability of each class, huge computation and
ambiguity of “change” [9]. In order to solve the problems, the object-level change
detection method came into being and widely used. Walter (2004) proposed a
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remote sensing image change detection methods based on object-oriented classi-
fication. The method classifies objects instead of pixels [10]; Jovanovic et al. [11]
presented a new method which used object-oriented image analysis techniques for
land cover change detection; Bovolo [12] presented a novel multilevel parcel-
based approach to detect change in very high resolution multitemporal images;
YOU [13] proposed a multi-scale optimization of SAR change detection method,
the method used multi-scale segmentation to generate parcels of two images, then
cross-entropy was used to calculate the degree of difference between the parcels
and obtain the change region. Objects are as units in object-level change detection
method, so the intrinsic object size and shape characteristics can be used fully, the
separability between the change domain and no change domain can be improved,
and so do separability between different ground objects. But acquisition of the
objects becomes the difficulty. Now lake of an universal and high precision
segmentation algorithm for high spatial resolution remote sensing image is the
bottleneck. Comprehensive consideration of the pros and cons of the above
methods, An object-level approach improved by quadtree to dynamic monitoring
of mining area expansion is proposed. It takes advantage of flexible blocking and
high compression ratio of quadtree segmentation [14], it combined with the multi-
scale segmentation is used to generate the image objects; Then object-oriented
image analysis method which takes into account the spatial relationship between
ground objects is used in multitemporal remote sensing images to extract and
classify mining information respectively, and the results can be obtained; Finally
the mining expansion results can be got by compare the classification results.

9.2 Dynamic Monitoring of Mining Area Expansion
9.2.1 Proposed Method Scheme

With the continuous improvement of spatial resolution, difficulty in high spatial
resolution remote sensing image automatic disposal increases. Mass data and
complex details not only make pixel-based change detection inapplicable, but
increase difficulty of object-level change detection. Because traditional image
segmentation can hardly be used in high spatial resolution remote sensing images
directly. In order to solve the problem, an object-level change detection approach
improved by quadtree is proposed in this paper. First, preprocessing (radiation
correction, geometry correction, image filtering and image registration) is used in
two remote sensing images (T1 and T2) acquired on the same geographical area at
different times; Second, quadtree segmentation is used in T1 and T2 respectively
to obtain original objects, on that basis, multi-scale segmentation is used in T1 and
T2 respectively to obtain final image objects; Then, object-oriented image analysis
method which takes account the spatial relationship between ground objects is
used respectively for image objects classification, meanwhile mining and other
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ground object classes can be extracted; finally, results of mining area expansion
are obtained through comparing and analyzing results of classification and
extraction. The specific process is shown in Fig. 9.1.

9.2.2 Data Source

Two remote sensing images from a certain phosphate area and surrounding areas
of Anning are used as date source in experiments. One image (T1) with a spatial
resolution of 2.5 m is acquired by the SPOT-5 satellite in 2005, shown as
Fig. 9.3a, another (T2) with a spatial resolution of 0.1 m is acquired by photo
plane in 2011, shown as Fig. 9.4a. Quality of data is good, and radiation correction
and geometric precision correction were carried out in images.

9.2.3 Object-Level Change Detection Method

Remote sensing image classification, thematic information extraction and target
recognition are main researches of object-level remote sensing image analysis
method, but there is very little research on remote sensing image change detection.
With continuous improvement of resolution of remote sensing image, object-level
change detection has become one of main development trends in the remote
sensing image change detection [15]. Image segmentation and change regions
extraction are key technologies of object-level change detection method.

Fig. 9.1 General scheme of T1 Ren;g}s ySeensing T2 Aerial image
the proposed approach &

Co-registration

Pre-processing
Image Filtering

Quadtree based

Quadtree based
segmentation

segmentation

Multi-scale

! Multi-scale
segmentation i

segmentation
Object Oriented
image processing
T2 Classification
Results

Object Oriented
image processing
T1 Classification

Results
Classification
Results Comparison

Change-detection
Results



9 An Object-Level Approach Improved by Quadtree 75
9.2.3.1 Image Segmentation

Image segmentation means that specific regions of interest are extracted from
remote sensing image, and it is the basis of automatically extracting ground objects
with computer, expressing and measuring ground objects. So, Image segmentation
becomes one of main research contents of object-level change detection method.
At present, multi-scale segmentation algorithm developed in eCognition by
Definiens in Germany is the most widely used segmentation algorithm. The
algorithm has advantage of that it can reduce average heterogeneity and also
increase object homogeneous in more image objects. But it also has some short-
comings, for example, original objects are formed slowly, this can affect overall
segmentation efficiency, and inappropriate segmentation scale can cause broken
segmentation and over-segmentation. To solve problem of efficiency, quadtree
segmentation in remote sensing image is introduced as pre-segmentation in this
paper. Quadtree segmentation method is image segmentation algorithm based on
uniformity detection. In the algorithm image is expressed as a quadtree, and the
original image is expressed as root. In the tree, each tree node has 4 child nodes
except leaf nodes, the 4 child nodes mean subblocks in 4 quadrant of original
image or image block. The basic idea behind it that an image is subdivided into
4 regions, if a region meets consistency standard, segmentation should be stopped
in it; else segmentation is done until each sub-region meets consistency standard.
The advantage of this method is high flexibility and fast computation speed [16].

In the paper, quadtree segmentation was first used in image to obtain original
objects, then multi-scale segmentation was used after the first segmentation, and
finally image objects were obtained. To compare efficiencies and qualities of
multi-scale segmentation algorithm combined with quadtree segmentation and
traditional multi-scale segmentation algorithm, experiments were carried out in
local image (Fig. 9.2a). In experiments, segmentation scale was chosen as 100.
The run time of multi-scale segmentation algorithm combined with quadtree
segmentation was 1067.124 s, run times of quadtree segmentation and multi-scale
segmentation were 42.282 s and 1024.842 s; but run time of traditional multi-scale
segmentation algorithm was 1665.208 s. Results of multi-scale segmentation
algorithm combined with quadtree segmentation and multi-scale segmentation
algorithm were shown respectively in Fig. 9.2b, c. The results of experiments
proved that efficiency of multi-scale segmentation algorithm combined with
quadtree segmentation was improved and segmentation quality could meet
requirement of subsequent change regions detection.

9.2.3.2 Change Region Extraction

There are two change region extraction methods: one is post-classification
comparison; another is extracting after direct comparison between objects. Because
of different data source and huge data, direct computing can not be implemented
effectively between region objects using current algorithms. Post-classification
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(c)

Fig. 9.2 Image segmentation: a original image; b results of multi-scale segmentation algorithm
combined with quadtree segmentation; ¢ results of multi-scale segmentation

comparison depends on high-precision classification results, however high-
precision classification results are often difficult to obtain. So, now efficiency of
post-classification comparison is still much higher than efficiency of direct com-
parison between mass objects. To obtain high-precision classification results,
object-oriented image analysis method which takes into account the spatial rela-
tionship between ground objects is used in T1 and T2 for images classification. The
results are shown in Figs. 9.3 and 9.4, Figs. 9.3a and 9.4a are the results including
mining, vegetation and water. The following classification strategies were carried
out in two different temporal images:

(1) Vegetation and water: First of all, NDVIwas used to differentiate vegetation areas
and nonvegetated areas, in this step water was recognized as vegetation; and then,
Mean Blue was used to separate water from vegetation areas through spectrum
difference between vegetation and water. For example, NDVI was chosen as
(—0.9, 0) to differentiate vegetation areas (include water) and nonvegetated
areas, Mean Blue > 100 was set to separate water from vegetation areas.

Fig. 9.3 Classification results of T1 image: a T1 image; b mine include vegetation; ¢ mine
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Fig. 9.4 Classification results of T2 image: a T2 image; b mine include vegetation and water;
¢ mine

@

3

Road network: Part of roads was difficult to extract in remote sensing image
T1 for that resolutions of remote sensing images T1 and T2 are different, so
only the main roads would be extracted in images (T1 and T2). In order to best
use the road long/width ratio, and taking into account that the spectral char-
acteristics of the roads, bare ground and mining are similar, firstly the roads
segmented were merged artificially, and then road network was extracted by
road long/width ratio.

Bare land and mining area: Because the spectrum, shape and texture of bare
land and some mining areas were extremely similar, mining areas were dif-
ficult to extract only by spectrum, texture and geometric feature. In the paper,
the spatial relationship between ground objects was introduced to mining
extraction. Mean Red, Mean Green and Mean blue of greater than 230 were set
to extract some mining areas for that Mean Red, Mean Green and Mean Blue
of phosphorite were greater than 230; relationship with adjacent objects of
mining was used to separate from areas, in which spectrum of mining and bare
land were similar. For example, according to distance relations in “Relations
to Neighbor Objects”, Distance to Mine lot of greater than 30 pixels was set
to extract mining in T1 through classification. Semi-automatic or human-
interactive method was used to extract through classification in mining areas,
whose spectrum, shape and texture were similar to them of bare land. The
relationship of coincidence boundary in all directions of vegetation or water
and mining was used to extract vegetation and mineral bath from mining areas.
For example, mineral bath and vegetation in mining areas were extracted as
mining by border relationship in “Relations to Neighbor Objects” through
setting Border to Mine lot of greater than O pixel and Border to Vegetation/
Water of less than O pixel.

After the classification results of T1 and T2 were obtained, overlay (Fig. 9.5a)

was implemented in the output mining areas of T1 and T2 using Arcgis9.3. Then
results (Fig. 9.5b) of mining area expansion were acquired through inter-erase.
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(a) (b)
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Fig. 9.5 Change analysis: a mining area overlay of T1 image and T2 image; b mining area
expansion and subduction; ¢ expansion area overlay of T1 image

9.2.3.3 Results Analysis

Mining areas are acquired through analyzing the results of mining information
extraction in T1 and T2 respectively. There are two mining areas in research area
of 2005, and areas of them are 69078.125 m? and 673218.750 m”. Mining of 2011
has an area of 1114850.481 m> Expansion area of 455341.964 m? is acquired
from 2005 to 2011 through inter-erase, two mining areas of 2005 reduce
69078.125 m* and 13710.230 m? respectively (Fig. 9.5b). As Fig. 9.5¢ shows,
expansion area is main forest in 2005, and mining area expansion destroys local
forest. However, mining reduction area is forest, which was mining before;
Figs. 9.3b and 9.4b show that exploited mining are gradually transformed into
vegetation.

9.3 Conclusion

Greatly improve the efficiency of the high spatial resolution remote sensing image
segmentation by quadtree segmentation combined with multi-scale segmentation
methods. The object-oriented image analysis method which takes into account the
spatial relationship between ground objects can take full advantage of various kind
of spatial relationship has greatly improved the accuracy of the mining classifi-
cation and extraction. In the basis of the two, mining information were separately
extracted, then the mine information of multitemporal remote sensing images were
processed by inter-erase, and finally the mining expansion results were obtained.
The expansion results prove that method was proposed in this paper is feasible and
effective. Because of different objects with same spectrum, the capability of
applying remote sensing images on mining classification is reduced. Due to
interference of different objects with same spectrum, part of the misclassification
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occurred. But correct the misclassification is difficult to achieve a fully automated,
partially corrected using a semi-automatic way, and thus how to better automatic
extract the mining information need to be further study.
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Chapter 10
Heuristic Optimization Algorithms
for Solving MRMPT

Chunhua Meng, Hongguo Wang, Zengzhen Shao and Yanhui Ding

Abstract Multi-vehicle ride matching problem with transfers (MRMPT) studies
how to match passengers as much as possible to vehicles at the basis of MRMP
which has no transfer mechanism. The passengers in this problem are classified
according to their needs. The first-level passengers have been matched in the basic
MRMP. And what we are solving is matching the second-level passengers in
MRMPT. To improve the riding rate, a heuristic algorithm based on ant optimi-
zation for the MRMPT is proposed. The algorithm is divided into three steps:
Finding starting and ending sets; optimizing the routes by ant optimization; Tri-
ming the vehicle routes. Simulation experiment shows that the algorithm can
achieve riding rate of 80 %. The results show clealy that the algorithm can find the
matching routes with high efficiency and low cost.

Keywords MRMPT - Heuristic algorithm - Transfers - Passengers classification

10.1 Introduction

Traffic congestion has always been a big problem for many countries. In order to
deal with the problem of traffic congestion, the “free-rider” phenomenon came
into being. There are some carpool information publishing platforms for travellers
selecting vehicles to ride on the internet. But these are mere simple selecting
artificially. Thus it is vital to research on the algorithm about vehicle ride matching
problem.

Transfers and passengers classification have seldom been addressed in the lit-
erature on multi-vehicle ride matching problem. References [1-3] studied the PDP

C. Meng (X)) - H. Wang - Z. Shao - Y. Ding

School of Management and Engineering, Shandong Nomal University,
No. 88 East Wenhua Road, Jinan, China

e-mail: mengl662@163.com

Z. Sun and Z. Deng (eds.), Proceedings of 2013 Chinese Intelligent Automation 81
Conference, Lecture Notes in Electrical Engineering 256,
DOI: 10.1007/978-3-642-38466-0_10, © Springer-Verlag Berlin Heidelberg 2013



82 C. Meng et al.

problem with transfers. Sophie N [4] proposed a solution of dial-a-ride problem
based on the heterogeneous users. Hame [5] solved single-vehicle dial-a-ride
problem using an adaptive insertion algorithm. There are also many literatures that
solve routing problems using ant algorithm [6, 7], which showed that the ant
algorithm has a better ability to find excellent routings. Shao et al. [8] proposed a
two-stage clustering algorithm to solve the static MRMP with time windows.
Based on this framwork, we studied MRMPT increasing trasfers and passengers
classification mechanism.

10.2 MRMPT Model with Passengers’ Classification
10.2.1 Description of the Problem

Within a region, a car fleet F consisting of m vehicles, can provide riding pas-
sengers on the basis of their own travel needs. And there are n passengers. The
brand, spare capacity and travel speed of the vehicles are different. Vehicles
information and needs information are certain and constant. The up and off stations
of the vehicles and passengers are certain and have corresponding fixed time
windows. The object is matching the n passengers as much as possible to the
m vehicles. This is the basic MRMP problem.

In this work, MRMPT with passengers’ classification considers different pri-
ority of passengers. Passengers are divided into two levels. The first level of
passengers belongs to the basic multi-vehicle matching problem areas. The second
hierarchical passengers can transfer and have no strict time window constraints.
What we are to solve is finding routes for the second hierarchical passengers based
on the vehicles’ routes with the first hierarchical passengers. The transfer points
which are in the set of intersections of the previous vehicle routes are not fixed.
Thus, it won’t produce inflexibility because of the increase of fixed transfer points.

10.2.2 Problem Formalization and Symbol Definitions

Assume that the number of the intersections of the vehicle routes k. The number of
passengers of the first priority is n—d. Thus, the remaining quantity having second
priority passengers is d. Let F be vehicle set: F = {1,2,...,m}; P be passengers
set: P ={1,2,...,n}; D be the second level passengers set: D = {1,2,...,d}.

Assuming F* as set of vehicles’ up points, F ~ as set of vehicles’ off
points, P* as set of passengers’ up points, P~ as set of passengers’ off points, V as
the set of all points on the path. Tras set of all routing crosspoints:
Tr=1{1,2,.,k};
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Defining the remaining capacity of the vehicle k(k € F) as Oy, The Traveling
time that vehicle k required from point i fo point j as tZ
F7 is the number of transfer points; T, is time loss resulting from transfering.

10.2.2.1 Objective Function

The objective is to improving the riding rate, and then reducing total costs
(including costs from transfering).

maxZZZX){_y (10.1)

JEF xe§ yeV

Ui

minz (fe; + Zacj -sloql )+ Z Fr-Ta (10.2)

JjeF u=1 meD

A binary variable X){L\, is assigned ti each arc < i, j > and vehicle j, so that X){‘y
is 1 if vehicle j travels through arc (i, j), and otherwise is 0. x, y € V, x #y,j € F.
fc; is the fixed costs of vehicle j. The variable cost is ac; - sJ - q){ui]. ac; is the

costs that vehicle j increases one unit goods in every unit mileage. s/ is the
distance between station x,, and x,,_;. q}{H is the goods capacity when arriving at
station x,,

10.2.2.2 Constraints

(a) Time windows constraints

T/ <l, x€P,jeF (10.3)

T/ —T < T;, x€D,i,jEF (10.4)

(b) Vehicle capacity constraint

¢, =initg, x€F" jeF (10.5)

q, =initg;, xcF ,jeF (10.6)

¢. <0, x€P jEF (10.7)
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(c) Visit order constraint

T, +RTy <Th.,.., XEN" j j€EF (10.8)

(d) Trasfer times constraint

Fr <r (10.9)

10.3 Heuristic Optimization Algorithm Based on Ant
Colony for MRMPT

The ant colony algorithm is a randomized algorithm for solving complex com-
binatorial optimization problems. Bullnheimer [9] showed that the ants algorithm
is competitive when compared with other metaheuristics such as Tabu Search,
Simulated Annealing and Neural networks.The most important two parts in the
ants—pheromone updating stragety and selecting stragety, will be discussed in
detail later in the paper.

The flow of the algorithm based on ant colony is shown in Fig. 10.1

This three-step in looking for every customer point of transfer route is serial, in
order to prevent confusion between routes.

10.3.1 Step 1: Finding Out the Starting and Ending Sets

Let s be start point of the new passenger, ¢ be end point. Assuming starting set as
S:{Si,Sn.....Si}. ending set as E: {e;1 en......ex}. i € P, k € F. When finding S
and E, we used a distance clustering. Seting a proper parameter d. Let’s see how to
find S as an example. With start point as the center, finding all points that in the
distance of d with s in the original routes net. These points can be added to S. In
the same way, we can find the set E.

Stepl Step 2

Finding out starting and Using ant algorithm Step 3
ending sets with the start to find the optimal Trimming the
and end points as the routes from starting optimal routes

center .
set to ending set

Fig. 10.1 Algorithm processes
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10.3.2 Step 2: The Ant Colony Algorithm to Find
the Optimal Transfer Route

S can be regarded as the anthill in the ants colony, and E is regarded as the food
source. The original routes of the vehicles are the routes net of the new problem.
Ants forage on the routes net from S to E. And in the end, we can find an optimal
routes of all ants. In the process, These factors must be considered: time window of
the vehicles and their passengers on the vehicle, the capacity constraint of the
vehicles.

10.3.2.1 One-Way Ants

The algorithm is shown in the following steps;

One-way ant colony algorithm steps
Initialization
Structuring pheromones matrix, and the same number m ants are placed on the every point in the
starting set S;
Repeat
Repeat
From a starting point in the S, ants move to the next point according to the transition
rules, and the point was added to the corresponding ant’s taboo table;
If transfer times reach r, the ant will die;
If the ant reaches any point of the ending set E, recording the route and update the
optimal solution. Then enter the next starting point for optimization;
Until all ants complete their foraging;
According to pheromone amending rules, update pheromone of the path;
Until meet the constraint of the max iterations Nc;

The optimum of the ants is the least time instead of shortest distance. This is
because that in the routes net composed of vehicles the speed is not constant. This
paper presents two kinds of ant colony optimization algorithm and compares them
with each other. One kind is one-way ants in which all ants start at starting set and
end at ending set. The other kind is two-way ants in which part of ants start at
starting set and end at ending set and other parts start at ending set and end at
starting set.
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Two-ant ant colony algorithm steps

Initialization

Structing pheromones matrix, and an equal number m/2 ants were placed on the starting set S and
the ending set E point;

Repeat
Repeat

From a starting point in the S or in the E, ants move to the next point according to the
transition rules, and the point was added to the corresponding ant’s taboo table;

If transfer times reach r, the ant will die;

If any ants from S encounter the ants from E or the ant reach its food source, recording
the routes and update the optimal solution. And According to pheromone amending rules,
updating pheromone of the path
Until all ants complete their for aging, or there are no path to go;

Until meet a number of iterations Nc bound;

10.3.2.2 Two-Ant Colony

The steps are as follows:

10.3.2.3 Pheromone Updating and Transition Probabilities

In the ant colony algorithm, the pheromone updating and the transition probability
of ant’s path selection are essential. When selecting routes ants refer to the time
instead of distance. So the pheromone update strategy as well as transition prob-
abilities are improved. The improvement is given by the following method:

(a) Pheromone updating

Two factors should be taken into account when selecting route: transfer times
and travel time. The updating rule is given according to the two factors.
The increasing pheromone is as follows:

B Vl—f ol 1
s () L

4 is the importance of selecting vehicles, mainly determined comprehensively
according to the remaining capacity as well as the time window of the vehicle.
The general value of 0.8-1.2;

n is the maximum number of transfers

f is the transfer times that the current trip need,;

ol is the coefficient that transfer times influence on path selection;

t is travel time that the ant required;

betal is the coefficient of travel time influence on the path selection.
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When ants complete foraging, pheromone strength on the path that ants don’t
pass will gradually weakened as time goes by. The dissipation rate of the phero-
mone is p = 10-30 %. After some time, there will be a certain degree of pher-
omone dissipation on all the routes.

Pheromone update formula is as follows:

R — (1 = p) Rota +AR;
- (1 = p) Rold;

(b) Transition probabilities

In the foraging process, ants can’t select the path they have travelled. So the
taboo table Tk that ants can’t travel for every ant can be established.

R;Xnﬁ.

Y . 5
=] Tred I

0; Others

e P ij (k) is the probability that the kth ant chooses the edge (i, j)
e R ij is the strength of the edge (i, j) of the pheromone
e eta ij is the visibility of the edge (i, j) - ij = 1/t ij

10.3.3 Step 3: Trimming the Optimal Routes

Trimming the optimal routes that ant colony algorithm found is matching the up
and down station to the original routes of the vehicles. For example, let s and e be
the passenger’s up and down station. Ant colony algorithm’s optimal route
i8: < rj—r,—r3—ry—rs—rg—ry (transfer)—rg—ro >. That is r; and ro aren’t nec-
essarily s and e. If route < r;—r,—r;—r,—rs—rs—r; (transfer) > belongs to
vehicle i, and route < r; (transfer) —rg—ro-> belongs to vehicle j, the passenger
needs to ride vehicle i first and then transfers to vehicle j to reach the destination.
Assuming that the start and end station of the passenger are fixed, the vehicles
have to trim their routes to carry the passenger on condition that they don’t change
the original passengers’ up and down station.

When trimming, we do insertion sort for the vehicle’s route. The needs of first-
level passengers have to be noticed. The trimmed routes must meet first-level
passengers’ up and down stations and their time windows.

Fisrt, Find out the vehicle that include the subroutes before the first transfer
point. Then add the up station s of the new passenger to the vehicle’s route. The
method is: Find out the passengers’ points in the vehicle’s route before the first
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transfer point. Put these passengers’ points and transfer points in a list. The insert
the up station s into the list. Then sort the list to find the order of the minimum
cost. After the sorting, insert the intermediate node into the order to get the new
route of the vehicle. For example, the orginal route of the ith vehicle is < i;—i,—
Fj—Fr—r3—Fy—Fs—rg—rz—i3—iy >. The trimming route is < i;—i,—S—r;—r,—r;—
ry—rs—rg—rz—i3;—iy > (the underline part is the subpath of the new passenger).

For the last transfer point, using the same method, insert the off station e to the
route of the vehicle that include the subroute behind the last transfer point. For
example, The original route of the jth vehicle is : < j;—r;—rg—ro—j>—js—js—js—
Je >, the trimming route is < j;— r;—rs—ro—j2—e—j2—js—js—js—js >

For the middle transfer points, only consider if the transfer cost influence the
passengers’ time windows.

In this way, a final route of the new passenger is acquired: < s—r;—r,—r;—rys—
rs—rg—ry (transfer) —rg—ro—jr—e >.

10.4 Experimental Results Show

The experimental data is based on the experimental data and results of literature
[8]. Assuming that there are m = 10 vehicles that can provide riding service, and
there are 30 first-level passengers. In the first-stage matching, 28 passengers have
been riden. Based on the data, adding a second-level passenger at a time. Five
s-level passengers are added in series. The contents of the experiment include:
finding the optimal transfer routes and the comparison between the two kinds of
ant algorithm.

10.4.1 Parameter Settings

The experiment parameter settings are shown in Table 10.1.
The distance parameter d is the first quartile of the distance between the points
in the database, which is actual distance instead of straight-line distance.

Table 10.1 Parameters set

Parameter name Parameter values Parameter name Parameter values
d 150 ol 0.8

m 15 p1 2

p 0.15 A (0.8-1.2)

o 0.8 f 1

p 0.5 Nc 20

TL 30
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Table 10.2 Performance comparison between one-way ant colony and two-way ant colony

Passenger One-way /Two-way Oneway / One-way /two-way
num optimal solution two-way transfer times running time (in s)
31 17, 16, 15, 33, 23, 35, 36, 42, 56/ 171 528/
17, 16, 15, 33, 23, 35, 36, 42, 56 495
32 8, 13, 35, 36, 42/ 2/2 1860/
8, 13, 35, 36, 42 1320
33 26, 31, 51/ 0 2690/
26, 31, 51 2360
34 12, 36, 42, 56, 57, 59, 60, 61, 64, 80/ 1/1 2960/
12, 36, 42, 56, 57, 59, 60, 61, 64, 80 2255
35 26, 31, 51, 91, 90, 79/ 1/1 2771/
26, 31, 51, 91, 90, 79 1990

10.4.2 Analysis of Experimental Results

Experimental results are shown in Tables 10.2 and 10.3.

As can be seen from Table 10.2, the results of one-way and two-way ant colony
optimization are the same, which is largely due to the reason that the number of
ants in the ant colony parameters and the number of iterations are set sufficiently
large enough to find the optimal transfer path for ants colony every time. However,
one-way ant colony which used less running time is more efficient than two-way.

Table 10.3 shows that the 32th passenger has no solution, which is because the
transfer times are limited. And even if the transfer times are not limited, it doesn’t
meet the time window constraint of the 8th vehicle.

Figure 10.2 describes the transfer route of passenger 31, whose up station is 20,
down station is 58. The optimum transfer route by ant algorithm is < 17, 16, 15,
33, 23, 35, 36, 42, 56 >. And from the ant algorithm, we can know the passenger
need ride vehicle 9 first and then ride transfer at station 36 to ride vehicle 8.
Because the up and down station of passengers are fixed, we need trim the routes
of vehicle 8 and vehicle 9 to carry the passenger 31.

The final route of the passenger 31 is < 20, 17, 16, 15, 33, 23, 35, 36, 42, 56,
57, 58 >. For vehicle 9, the route before carrying passenger 31 is < 5, 18, 17, 16,
15, 33, 23, 35, 36, 37, 38, 39 >, and after trimming, the route is < 5, 18, 19, 20,

Table 10.3 Second level customer path fine-tuning after solution

Passenger Passengers’ solution routes Transfer Vehicles Total
num points ridden cost

31 20, 16, 33, 36, 42, 58 36 9-8 5430
32 No solution

33 6, 17, 24, 26, 31, 74, 75, 102 No 4 5534
34 13, 36, 42, 41, 58, 59, 61, 64, 80, 82 64 8-3 5892
35 21, 24, 26, 31, 51, 91, 90, 79 51 4-10 5690
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! 20 (Start point) -_— =

= -5 — Original vehicle route

[ | — — » Vehicle route after trimming|

Vehicle 9

Vehicle 8
59

64

Fig. 10.2 Transfer path of passenger 31

17, 16, 15, 33, 23, 35, 36, 37, 38, 39 >. For vehicle 8, the route before carring
passenger 31 is < 12, 36, 42, 56, 57, 59, 60, 61, 64 >, and after trimming, the

route is < 12, 36, 42, 56, 57, 59, 60, 61, 64 >.

10.5 Conclusion

This paper researched on the MRMP with transfers and passengers’ classification.
And the three-step solution based on ants algorithm is proposed: finding starting
and ending set; ant algorithm optimization; trimming the routes. Finally, the
experiment showed that the algorithm can solve the second matching problem, and
has better effect. However, some passengers can’t be matched, which is due to the
time window and capacity constraints of the vehicles and the first-level passengers.
For the future research, two aspects can be considered: (1) The MRMP model this
paper proposed is still in static stage. In future work, we consider adding the
influence of the traffic flow to realize dynamic MRMP. (2) The parameters com-
binations in the algorithm are to be further improved. A large number of experi-

ments is required to optimize the algorithm.
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Chapter 11

A Delay-Based Analysis of Multiple
Bottleneck Links of End-to-End Paths
in the Internet

Jingang Liu, Wei Peng, Yonglei Yang and Zhijian Huang

Abstract Measurement and analysis of bottleneck links play an important role in
improving the network quality of service (QoS) and preventing network attacks in
the Internet. Existing methods usually treat the link with the smallest available
bandwidth or the largest delay as the bottleneck link, without considering multiple
bottleneck links in an end-to-end path. In this paper, we propose a new approach to
measure and analyze bottleneck links based on path delay. We design a parallel
active measurement framework to measure the path delays of many destinations
simultaneously. Then an algorithm to identify multiple bottleneck links is pro-
posed using the Ward data clustering method. Experiments are conducted to test
the algorithm by measuring 10 different destinations in the Internet for 14 days.
Using the proposed approach, we have found that bottleneck links are mainly few
constant links which are in the intermediate of end-to-end paths or near the des-
tinations. Furthermore, the results have shown that the number of intra-domain
bottleneck links takes a large portion in most cases, which hints that the perfor-
mance of end-to-end paths may be greatly influenced by iBGP routing. Besides,
the results have also demonstrated that the intercontinental links in an anonymous
system (AS) incline to be bottleneck links in end-to-end paths.

Keywords Bottleneck link - Delay - Network measurement - Data clustering

11.1 Introduction

With the rapid development of the Internet, a variety of network applications have
emerged and people’s life is heavily depended on the Internet. Network perfor-
mance has become one important problem for the Internet Service Providers (ISPs)
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and researchers. Bottleneck links represent the handicaps that prevent the
improvement of network performance. It has become an important research topic
on how to detect and eliminate them.

Currently, the most widely-used methods use available bandwidth in the mea-
surement and analysis of bottleneck links [1, 2]. The available bandwidths of links
in an end-to-end path are estimated using active probing method and the link with
the smallest available bandwidth is identified as the bottleneck link normally.
Typical software tools include Bfind [3] and Pathneck [4]. In [5], a detection
algorithm is proposed based on statistical methods to detect the presence of bot-
tleneck links by examining strong frequencies in aggregate data traffic. It needs
multiple monitoring points and assumes that the traffic through the bottleneck link
is dominated by packets with a common size, thus its applicability is limited. In [6],
a statistical model for packet transmission probability is proposed to detect network
bottleneck links. The method is based on the assumption of having knowledge
about network structure. There are few approaches on measurement and analysis of
bottleneck links using network delays.

Some work have been done on measuring and analysis of the characteristics of
network delays [7-9]. In this paper, we focus on the study of the bottleneck links
determined by network delays. By this study, we can find out bottleneck links
more accurately and the impact of network delays. A link in an end-to-end path
becomes a bottleneck link if it satisfies the following two conditions:

(1) The link delay should be larger than a threshold value. In other words, the link
delay should be large enough to influence the network performance;
(2) The link delay is obviously greater than most of other links in the path.

There may be more than one bottleneck link in an end-to-end path. In previous
research work, the link with the maximal delay is usually considered as the bot-
tleneck link and only one bottleneck link is checked. In [10], the authors analyze
the characteristics of link delays along some end-to-end paths located among some
servers which are deployed in the Internet for measurement. In [11], the raw giant
data samples authorized by CAIDA [12] are studied. The former identifies bot-
tleneck links by calculating the largest link delay on the path. It does not solve the
problem of multiple delay bottlenecks in an end-to-end path. The later identifies
delay bottlenecks using predefined delay ranges. It has the ability to identify
multiple delay bottlenecks in an end-to-end path. However, there lacks a delay
range which is commonly accepted as criteria of bottleneck links.

To identify multiple bottleneck links in an end-to-end path simultaneously, we
propose a new approach using data clustering methods. Specifically, we use the
WARD clustering method [13, 14] to analyze the link delay data and the links
within the group with the largest delays are identified as bottleneck links. To
gather data to test the method, we measure link delays in the Internet using an
improved traceroute program which probes many destinations parallely. The
experimental results have shown that the proposed method can accurately locate
multiple delay bottlenecks in most cases. Besides, we find that a large portion of
bottleneck links are distributed in the middle of paths or near the destinations. And
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Fig. 11.1 Illustration of an end-to-end path

bottleneck links may come from intra-domain links which locate in the interior of
some autonomous systems (ASes), which suggests that the routing performance of
some transit ASes has great impact on the quality of service (QoS) of the Internet.

The rest of the paper is organized as follows. We describe the measurement
method and the method of identifying and analysis of multiple bottleneck links in
Sect. 11.2. Experiment settings and experimental results are shown in Sect. 11.3.
We conclude the paper in Sect. 11.4.

11.2 Measurement and Analysis Method of Bottleneck
Links

11.2.1 Basic Idea

An end-to-end path is composed of many hops normally, as shown in Fig. 11.1.

The source, the destination and intermediate routers on the path are called
network nodes, denoted as a;, i = 0, 1...n. The links between adjacent network
nodes are denoted as /;, i = 1, 2...n. Because of route changing, different nodes
may appear in the i-th hop, leading to different values of a;. The end-to-end path is
denoted as (ag, a; ... a,). The delay from the source a, to the i-th hop is denoted as
D; and d; is the delay of link /;, i = 1, 2...n. Thus, we have Dy =0, d; = D; —
Di—la i = 1, 2...n.

The change of link delay in an end-to-end path exhibits a non-linear pattern
usually (see Fig. 11.2). We define the delay bottleneck as the link which satisfies
the following conditions:

(1) Assume the link delay is d;, d; > DT, where DT is the bottleneck threshold. In
other words, the delay of a bottleneck link must be high above a threshold
value;

(2) The delay of a bottleneck link should be greater than the delay of a non-
bottleneck link significantly.
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11.2.2 Measurement of Path Delay

To measure the link delays in an end-to-end path, we design and implement a
parallel active probing tool based on traceroute, called OPtraceroute. It is based on
OpenMP [15] parallel computing package and SOCKET networking library.
Figure 11.3 describes the details of OPtraceroute.

Comparing to traditional traceroute, the characteristics of OPtraceroute are as
following:

(1) OPtraceroute parallely sends and receives different 77L ICMP packets from
intermediate routers of end-to-end path based on OpenMP, it is not like tra-
ditional traceroute which sends the next TTL ICMP packets until it receives
the respond of the last. In OPtraceroute, each group of the ICMP probing
packet takes up one thread. According to the CPU performance of the source,

Input: the IP address of destination

Output: (ay, a;...a,)and D, i = 1,2...n

1 set the value of OpenMP environment variable NUM_THREADS

2 for TTL =, j=1, 2,..., 32 do

3 parallelly send ICMP_ECHO packet with TTL = k, jeke (NUM_THREADS+j) ;

4  parallelly receive ICMP_REPLY packet from q,, record the IP address of @, and RTT as:

2xDy;

5 if the time for receiving ICMP_REPLY packet from g, is out,
then repeatedly send ICMP_ECHO packet with 7TL = k, until repeat time exceeds 3;
if repeat time exceeds 3, then g, is unreachable;

if the IP address of ¢, equal to the destination IP address then break
stop probing and output (a,, q,...a,),D;,i=12...n

N

Fig. 11.3 OPtraceroute process
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the number of threads supported is also different, the maximum threads as:
NUM_THREADS x the numbers of destinations. This method can effectively
shorten detection period.

(2) The traditional traceroute with the same TTL detects 3 times. OPtraceroute
detects only once, unless timeout for the response of intermediate route,
reduces duplication detection.

(3) OPtraceroute could not use UDP packet, but ICMP, and save the result to text
for analysis.

11.2.3 Method to Identify Multiple Bottleneck Links

11.2.3.1 WARD Data Clustering Method

Clustering analysis is a mathematical method to study and analyze the relationship
and regularity of data. The WARD data method is a clustering analysis method
based on the concept of distance which measures a kind of fuzzy similarity
relation. The algorithm is described as follows [13].

The set X which includes n samples is divided into k categories: Gy, Ga,..., G,,,
t = k; X" is the i-th element of G,,, the number of the elements of G,, is n,,
i=1,2,..,n:X (m) is the average value of the elements in G,,; the sum of square
deviation of the elements in G,, is:

n;

Sm= (%" - 5((’”>)/(Xi('") - x) (11.1)

i—1

Let G,, be the combination of G,, and G, and their sums of square deviation are

S,q Sp and S, respectively. We define the distance of G, and G, as:
D s _5 _g - (X(N y(q))’(gm ;*((q)) (11.2)
pq — PP4 T PP T Pa T a o :
p+q

From (11.2), we get the distance matrix as:

DY, DY, e D
0 D23 D2k

RW = (11.3)

: : : )
0 0 0 D<k71)k

In the matrix R, we can find the minimum distance D3,, and then we merge G,
and G, to get Gy,. R™ would be reduced to a (k—1)-order matrix. The above
procedure is repeated until the required order is reached.
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11.2.3.2 Identify Bottleneck Links Using WARD Method

We analyze the data obtained through OPtraceroute using the WARD method and
identify multiple bottleneck links in end-to-end paths. The specific procedure is
stated as follows:

Step 1: Data pre-processing. Ideally, the delays of links in an end-to-end path
should grow monotonically. Formally, we have d; < d, < --- < d, where n is the
hop number. But in real measurement data, there may be d; < d; when i > j. Thus,
we need to correct such data to make the delays of links to grow monotonically
and the procedure is illustrated as follows:

(1) Take the average of d; for 10 continuous measurements, i = 1, 2, ..., n. The
end-to-end path (ag, a; ... a,) of 10 measurements must keep the same. If the
end-to-end path in the m-th measurement changes, we take the average of d;
for the previous m — 1 measurements, 1 < m < 10.

2) Ifdy <d;,i=1,2, .., n—1, then let d; = d;,; so that the delays of links
grow monotonically.

Step 2: Identify bottleneck links. We cluster the corrected data using the
WARD method until the maximal delay value d,,,., is clustered into one group.
Then the links in the group are considered as bottleneck links.

11.2.4 Analysis of Bottleneck Links

11.2.4.1 Relationship of Bottleneck Links and Autonomous System

After identifying multiple bottleneck links, an interesting question is to know how
the bottleneck links distribute in the Internet. Specifically, we hope to know
whether the bottleneck links are inter-domain links or not. By analyzing the ratio
of inter-AS and intra-AS bottleneck links, we can find whether the performance of
the Internet is mainly affected by links between ASes.

Firstly, we get the mapping of IP addresses to AS numbers from the data of
Routeviews [16]. Then we know a bottleneck link belongs to the category of inter-AS
or intra-AS links by comparing the AS numbers of two end-points of the link. Similar
to the approach in [4], we classify the link /; into one of the following three categories:

(1) Inter0-AS link. The link /; is an interO-AS link if the two end-points of the link
do not belong to the same AS.

(2) Inter1-AS link. The link /; is an inter1-AS link if both two end-points of the
link belong to the same AS and it is adjacent to an interO-AS link. In this case,
l; appears to be one hop away from the link where AS number changes, but it
might be an intercontinental link or an international link.

(3) Intra-AS link. Other links which end-points belong to the same ASes are intra-
AS links.
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11.2.4.2 Relationship of Bottleneck Links and Geographical Location

The delay of end-to-end path is composed of transmission delay, propagation
delay, processing delay and queuing delay [6]. Wherein, propagation delay is
related to the cable length and the velocity of electrical signals. We hope to
analyze the influence of propagation delay on the delay of end-to-end path through
the relationship of bottleneck links and geographical locations.

We use the data set GeoIPCountryWhois [17] to map IP addresses to geo-
graphical locations. By comparing the country code of end-points of bottleneck
links, we obtain the relationship of bottleneck links and geographical locations,
and then analyze the distribution characteristics of bottleneck links in geographical
space.

11.3 Experiments and Analysis
11.3.1 Data Collection

In the experiments, we run OPtraceroute on a host in Tianjing to measure the paths
of destinations selected from 10 different domains, as described in Table 11.1. We
probe each of them every 30 s for 14 days from August 13, 2012. The parameter
NUM_THREADS is set to 8.

The delay threshold DT is set as 50 ms (micro-seconds). When the delay from
the source to the destination D,, is less than DT, there are no bottleneck links in the
end-to-end path.

We try to collect 381540 sets of probing data for 10 destinations in the
experiments and 350433 effective data sets are obtained based on the response of
destinations. The destinations and intermediate hops locate in 30 ASes, 16
countries or regions.

Table 11.1 Destination IP

1d Location IP address
addresses - —

1 Abuja, Nigeria 41.78.83.94

2 Seoul, South Korea 58.229.14.62

3 Israel 62.219.189.149

4 Barbados 69.80.55.6

5 Madrid, Spain 80.38.204.121

6 Russian Federation 87.226.230.250

7 New York, USA 216.213.16.22

8 Marseille, France 217.16.0.2

9 Taiwan, China 220.128.6.126

10 Lhasa, China 219.151.32.2
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Table 11.2 Average number of bottleneck links
Id 1 2 3 4 5 6 7 8 9 10
Ave. number 2.7 0.58 1.85 2229 1.92 1.42 1.87 052 0.1

Only 23.2 % probings of Marseille are successful. From 2012/8/23 13:29:20 to
2012/8/26 15:6:20, the destination IP address can be reached. But in other time, the
last-hop which can be probed is always 86.79.0.22. We guess that it fails due to
certain routing events.

11.3.2 Result Analysis

11.3.2.1 Identification of Multiple Bottleneck Links

Using the proposed method, we get identification results of bottleneck links. The
average numbers of bottleneck links are shown in Table 11.2. From the table, we
can see that the average number takes the lowest value for Seoul (Id = 2), Taiwan
(Id =9) and Lhasa (Id = 10), while Abuja (Id = 1), Barbados (Id = 4) and
Madrid (Id = 5) have the highest average bottleneck link numbers. Figure 11.4a
shows the variation of bottleneck link numbers for the location 3 (Israel). It shows
that the number varies between 1 and 4 mainly.

11.3.2.2 Distribution of Bottleneck Links in End-to-End Paths

By checking the entrance and exit IP addresses of bottleneck links, we find that the
bottleneck links keep constant in most measurements. Take the IP address
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Fig. 11.4 Variation of bottleneck link numbers and frequency histogram of reference locations
for location 3 (Israel)
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Table 11.3 Statistics of the main bottleneck links for location 3 (Israel)

Link Id Entrance IP address Exit IP address Occurrence number (ratio)
1 202.97.53.218 202.97.51.186 3292 (33 %)
2 77.67.71.101 89.149.180.226 1262 (12 %)
3 202.97.53.214 202.97.52.186 984 (9.7 %)
4 218.30.54.70 89.149.182.226 900 (8.9 %)
5 77.67.71.101 89.149.186.42 775 (7.7 %)
6 202.97.53.218 202.97.51.62 641 (6.3 %)

62.219.189.149 as an example. In the measurements, 23 links have been classified
as bottleneck links. The sum of occurrence of bottleneck links is 10102. The first 6
bottleneck links in Table 11.3 appear for 7854 times. In other words, about 26 %
bottleneck links take the ratio of 77 % of all occurrence.

To study the distribution of bottleneck links in end-to-end paths, we define the
reference location of a bottleneck link as follows. If a bottleneck links is the i-th
hop in an end-to-end path of length #n, then its reference location is computed as i/n,
denoted by RH(i, n). Obviously, the value of RH(i, n) is in [0, 1]. The larger value of
RH(i, n), the closer the bottleneck link is to the destination. By calculating the
reference locations of all bottleneck links, we find that the bottleneck links mainly
locate at few hops which are in the middle of end-to-end paths or near the desti-
nations. Take the IP address 62.219.189.149 (location 3, Israel) as an example.
Figure 11.4b shows the frequency histogram of reference locations of bottleneck
links for the destination. The main bottleneck links for location 3 are shown in
Table 11.3. From the table, we can see that the link (202.97.53.218, 202.97.51.186)
appears as a bottleneck link mostly.

11.3.2.3 Distribution of Bottleneck Links Among ASes

Using the mapping from IP addresses to AS numbers, we examine the distribution
of bottleneck links in the inter-domain routing systems. The top sub-figure in
Fig. 11.5 shows the distribution of bottleneck links in measurements of the 10
destinations across the three categories in Sect. 11.2.4.1. It shows that bottleneck
links in the measurements of New York and Marseille occur mostly as intra-AS
links although we give a conservative definition of intra-AS link. We further relax
the definition of interl-AS as two hops away from the link where AS number
changes, as shown in the bottom sub-figure. We can see that there is a great change
in Id 7, 8 and all of the bottleneck links rarely occur as the type of inter1-AS link.
We guess that bottleneck links often occur as inter-AS links or close to inter-AS
links.

Through analyzing identification results in the experiments, except the mea-
surements of Seoul, Taiwan and Lhasa, there is one bottleneck link in AS 4134
which appears at least in other 7 measurements. It locates at Beijing and often
occurs at one or two hop away from the link where AS number changes. By more
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Fig. 11.5 Distribution of bottleneck links among ASes

accurate inquiry to these bottleneck links [18], we find that they are the interna-
tional exits of AS 4134 backbone.

In the measurements of Seoul and Taiwan, the international exits of AS 4134
are mainly at Guangzhou and Shanghai. There are no end-to-end paths passing
through Beijing. The bottleneck links are almost outside of AS 4134.

For Lhasa, links on end-to-end paths locate in the same AS 4134, and the delay
from the source to the destination is almost always less than 50 ms. It seems that
the network performance inside AS 4134 is good in our measurements.

In summary, the international exits of AS 4134 at Beijing are performance bot-
tleneck when accessing foreign Internet sites. The reason may be due to iBGP
routing strategies or a large amount of data traverse through these international exits.

11.4 Conclusion

In this paper, we have designed a parallel active measurement framework to
actively measure the path delays of many destinations simultaneously and an
algorithm to identify multiple bottleneck links has been proposed. The experi-
mental results show that the proposed approach can fast, accurately obtain path
delays and locate multiple bottleneck links. Meanwhile, we have found that bot-
tleneck links are mainly few constant links. The number of intra-domain
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bottleneck links takes a large portion in most cases, which hints that the perfor-
mance of end-to-end paths may be greatly influenced by iBGP routing. The
intercontinental links in an anonymous system incline to be bottleneck links in
end-to-end paths.

Due to the limitation of the experimental data, we could not fully investigate the
relationship of bottleneck links with geographical location and ASes. Many issues
require further study by increasing the experimental scale. They include studying the
stability of bottleneck links, the impact of routing change on bottleneck links. We
also hope to improve the data clustering method in identifying multiple bottleneck
links, for example, using better data clustering method for different types of paths.
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Chapter 12

Hand Segmentation Based on Skin Tone
and Motion Detection with Complex
Backgrounds

Xintao Li, Can Tang, Chun Gong, Sheng Cheng and Jianwei Zhang

Abstract Hand Segmentation is the first problem need to be solved in hand
recognition system. Currently, most hand gesture recognition system is based on
simple background, or requests the recognizer on glove in special color, which
gives human—computer interaction some restrictions. This paper researches the
gesture segmentation technology based on complex backgrounds, and gives a
method combined with skin tone detection and motion detection. By experiments
on the images captured by home security robot, this method can get accurate hand
segmentation of all the images. This paper lays the foundation of gesture recog-
nition on the home security robots.

Keywords Complex background - Hand segmentation - Skin color - Motion
detection - Home security robot

12.1 Introduction

Gesture is a natural and intuitive interpersonal communication mode, therefore, in
the field of human—computer interaction, Gesture recognition is the hot research
topic, gesture recognition based on sequences (images) is the indispensable key
technology of the new generation of human—computer interaction. Realize gesture
recognition system need to solve the three important problems [1]: gesture seg-
mentation, gesture analysis and gesture recognition. With the influence of complex
of background and environment light, in the gesture recognition method based on
monocular vision, how to division out gesture region is always a difficulty, many
researchers used the method of limiting the gesture image, for example, use the
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pure black or white wall, simplified background by dressed in the dark black
clothing, or require people to wear special color gloves for outstanding hands area,
etc. however, These methods increased the limitation of human—computer inter-
action, destroy the system availability and user-friendliness.

This paper mainly studies the gesture segmentation method within complex
background, it segments hand Based on Skin Tone and Motion Detection. First,
segment skin areas from complex background use skin color model. Then, get the
moving regions by motion detection and filter the still skin areas in the background
by mask the skin areas and moving regions. Last, get the accurate hand area by
masking the moving hand areas and skin areas.

12.2 Skin Segmentation

The purpose of skin segmentation [2] is to separate the skin areas from the
complex background, skin segmentation need to select appropriate color space and
establish skin model. This paper uses the Gaussian skin model based on YCbCr
color space.

YCbCr color space [3] can separate the luminance and chrominance of the
image, Y component indicate the brightness of the pixel, Ch and Cr components
called chrominance, Cb indicates blue component, Cr indicates red component,
Color in this color space can be gathered in a very small range. YCbhCr color space
can full disclosure skin of body, and can maximum eliminate the influence of
brightness, so reduce the number of dimensions of color space and reduce the
computational complexity. We usually need to convert the RGB color space to
YCbCr color space, the transformation formula as follows:

Y 0299 0587 0.114| | R
Cb| =|-0169 0331 0500| |G (12.1)
Cr 0.500 —-0.419 0.081] | B

Gaussian model [4] mainly use the principles of statistics, it believes random
samples which conform to the normal distribution also meet Gaussian distribution
such as skin color. The mathematical expression of Gaussian distribution is simple,
intuitive, and is a normal model which research deeper in principle of Statistics.
Gaussian model constitute a continuous data information by calculating the
probability of pixel value and get a probability graph of skin color, then complete
color confirmation by the probability of skin color. Gaussian can express as N(m,
C), m is mean value, C is covariance matrix.

m=E{x}, x = (Cr,Cb)" (12.2)
C=E{(x—m)(x—m)"} (12.3)

By the experimental statistics, Mean and covariance matrix respectively as:
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m = (150.3179, 117.1057)" (12.4)

250.2594  18.2077
€= 1182077 1496103 (125)
By the Gaussian skin color model establish in advance, the probability of any

pixel belongs to the skin can be calculated by the following formula:
P(Cr,Cb) = exp[—0.5(x — m) 7 (x — m)] (12.6)

Compute the skin color likelihood of all the pixels in the detected image, and
get the maximum of skin color likelihood, then use the skin color likelihood of all
the pixel divide the maximum skin color likelihood, we get the probability of the
pixel belongs to the skin color. The image composed by skin color probability of
all the pixel is called color likelihood image, in the color likelihood image, we set
a threshold, when the pixel value greater than the threshold, we can confirm the
pixel is skin pixel, then we can get the segmentation skin image. At last, corrode
and dilate skin color detection result image, some skin like small areas can be
eliminated. The results are shown as Fig. 12.1.

12.3 Motion Detection

The purpose of motion detection is to extract the changed area in the sequence
images from the background. The effective segmentation of the moving regions is
essential to the later processing of target classification, tracking and behavior
understanding. However, because of the dynamic changes of background image,
for example, influence by the weather, illumination and shadow, make the motion
detection to be a very difficult work. Commonly used motion detection methods
are Background Subtraction [5, 6], Temporal Difference [7] and Optical Flow [8].

In the hands waved process, hands is a motion area, therefore, we can eliminate
the disturbance of color like regions in the static background by motion infor-
mation. Based on the efficiency of algorithm consideration, this paper uses the
method of Temporal Difference for motion detection. Temporal Difference (also

| . R

Fig. 12.1 Skin segmentation a original image, b result of skin segmentation, ¢ corrosion and
expansion results
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called Adjacent frame Difference) method extract the moving area by temporal
difference based on pixel in continuous image sequence and threshold. Temporal
Difference has strong adaptability for dynamic environment. The shortcoming of
this method is can’t detect the overlap part of the moving object, caused incom-
plete of the moving object, and produce empty in the internal of the moving object.
In order to solve the problems, this paper selects the discontinuous and frames
which have obvious movement for difference, as shown in Fig. 12.2.

From the results above, we can see that motion detection not only detected the
moving hand region, but also detected the body and head movement, these
movement are not we need, so in order to exactly segment moving hand region, we
need to further remove the useless areas.

12.4 Hand Segmentation

To perform the mission of hand segmentation three phases are introduced.

12.4.1 Skin Color Mask

Mask the motion detect result and skin color detect result, here we use and
operation, by this step, we can effectively remove the moving non-skin regions,
include body and other moving objects in the image, get the moving skin color
regions. The results of this step are shown in Figs. 12.3 and 12.4.

12.4.2 Motion Mask

From the results of Sect. 12.4.1, we can see that, the results of masked motion
regions and skin color regions contain the moving face regions, so we need to
further eliminate these regions. By analyzing the results of the first step, we get the

il I

Fig. 12.2 Motion detection a frame 1, b frame 10, ¢ motion detection results
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Fig. 12.3 Skin color mask (1) a motion detection result, b skin detection result (1), ¢ mask result

(€]

Fig. 12.4 Skin color mask (2) a motion detection result, b skin detection result (2) ¢ mask result

(©))

conclusion that again masks the moving skin regions can eliminate the face skin
regions. The result of this step is shown as Fig. 12.5.

12.4.3 Hand Region Extraction

From the results of Sect. 12.4.2, we can see that, skin like regions in the back-
ground and face regions are completely eliminated. But both of the two hands are
saved. Obviously, again masks the results of motion mask and skin detection, we
can get the signal hand region in the current image. The results of this step are
shown as Figs. 12.6 and 12.7.

Fig. 12.5 Motion mask a skin color mask result (1), b skin color mask result (2), ¢ motion mask
result
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Fig. 12.6 Hand region extraction (1) a skin color detect result (1), b motion mask result, ¢ hand
segmentation result (1)

Fig. 12.7 Hand region extraction (2) a skin color detect result (2), b motion mask result, ¢ hand
segmentation result (2)

12.5 Experiments

In order to check the validity of the method proposed in this paper, we use the
surveillance camera in the home security robot shooting different environment of
videos, select different video frames for experiments, at the same time, use this
method to hand wave direction recognition of the home security robot. From the
results, this method achieve recognition rate of 90 %, which greatly improving the
interactive performance of the home security robot. Some hand region segmen-
tation results are shown as Fig. 12.8a—e are original images, f—j are corresponding
hand region segmentation results.

Fig. 12.8 Hand region segmentation results
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12.6 Conclusion

This paper aims at the difficulties of hand region segmentation with complex
background, uses a method combined with Skin Tone and Motion Detection,
realize accurate hand region segmentation from coarse to fine. First, use the
Gaussian skin color model based on YCbCr color space to detect skin region.
Then, detect motion from two discontinuous image frames, eliminate non-skin
moving regions by skin mask and eliminate face skin regions by motion mask.
In the end, again mask the results of motion mask and skin regions, accurately
segment out the hand region in the current image. Through the results of the
experiments, this method can better segment hand regions under different complex
backgrounds, achieve accurate hand wave direction recognition, greatly enhance
interactive performance of the home security robot.
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Chapter 13

Local Reconstruction and Dissimilarity
Preserving Semi-Supervised
Dimensionality Reduction

Feng Li, Zhengqun Wang, Zhongxia Zhou and Wei Xue

Abstract In this paper, a semi-supervised dimensionality reduction algorithm for
feature extraction, named LRDPSSDR, is proposed by combining local recon-
struction with dissimilarity preserving. It focuses on local and global structure
based on labeled and unlabeled samples in learning process. It sets the edge
weights of adjacency graph by minimizing the local reconstruction error and
preserves local geometric structure of samples. Besides, the dissimilarity between
samples is represented by maximizing global scatter matrix so that the global
manifold structure can be preserved well. Comprehensive comparison and
extensive experiments demonstrate the effectiveness of LRDPSSDR.

Keywords Local reconstruction - Dissimilarity preserving - Semi-supervised
dimensionality reduction - Face recognition

13.1 Introduction

Face recognition has become one of the most challenging problems in the appli-
cation of pattern recognition. Face image is a high dimension vector, so numerous
dimension reduction techniques have been proposed over the past few decades [1],
in Principal component analysis (PCA) [2] and Linear discriminant analysis
(LDA) [3] are widely used. Both PCA and LDA assume feature space lie on a
linearly embedded manifold and aim at preserving global structure. However,
many researches have shown that the face images possibly reside on a nonlinear
submanifold [4]. When using PCA and LDA for dimensionality reduction, they
will fail to discover the intrinsic dimension of image space.
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By contrast, manifold learning considers the local information of samples,
aiming to directly discover the globally nonlinear structure. The most important
manifold learning algorithms include isometric feature mapping (Isomap) [5],
locally linear embedding (LLE) [6], and Laplacian eigenmap (LE) [7]. Though
these methods are appropriate for representation of nonlinear structure, they are
implemented restrictedly on training samples and can not show explicit maps on
new testing samples in recognition. Therefore, locality preserving projection (LPP)
[8] is proposed, but it only can focus on the local information of training samples.
To remedy this deficiency, unsupervised discriminant analysis (UDP) [9] is
introduced, which can consider the local structure as well as global structure of
samples. However, it only uses unlabeled data. Therefore, semi-supervised
methods to deal with insufficient labeled data could be learned. It can be directly
applied in the whole input space, while the out-of-sample problem can be effec-
tively solved.

This paper simultaneously investigates two issues. First, How to extract the
effective discriminant feature by using labeled samples? Second, How to minimize
local scatter matrix and maximize global scatter matrix simultaneity, to preserve
the local and global structure information?

The rest of this paper is organized as follows. In Sect. 13.2, we give the details
of LRDPSSDR. The experimental results based on two commonly used face
databases demonstrate the effectiveness and robustness of proposed method in
Sect. 13.3. Finally, the conclusions are summarized in Sect. 13.4.

13.2 Locally Reconstruction and Dissimilarity Preserving
Semi-Supervised Dimensionality Reduction

13.2.1 Local Reconstruction Error

Suppose X = [x1, X2, .-, X1, X141, - - -, X1+ 4] De & set of training samples that include
[ labeled samples and u unlabeled samples, belonging to c classes. For each
sample, we find its k nearest neighbors Ny (x;) from X, where N (x;) is the index set
of the k nearest neighbors of x;. To preserve local structure, design following
objective function:

[+u ?
Ja)=> = Y Cyx (13.1)
i=1 j:x,» c Nk<X,‘)
where ||e|| denotes the Euclidean norm, with two constraints:

) XNCi=1i=1,2,..,l+u
J

(2) C;j =0, if x; does not belong to the set of k nearest neighbors of x;.
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Given samples in low-dimensional linear embedding space as follows:

I+u

> |

i=1

z C,,y j

Jixj € Ni(x;)

T
- li: (WTx,v Z c,jw x,> (WTx,v doGW x,>
i=1

JiXj € Ni(x, JiXj € Ni(x;)

I+u r
= Z (WT (}C; — z C,:/Xj) ) (WT (}C,’ — Z C,:/Xj) )
i=1 JX €Nk (x;) JiXj € Ni(x;)
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I+u
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(13.2)

where 7r(e)is the notation of trace. Local scatter matrix is defined as follows:
S, = XMX” (13.3)

where M = (I — C)" (1 — C), Lis an (I + u) x (I + u) identity matrix, and matrix
C is calculated by LLE [6] algorithm.

With above two constraints, the local reconstruction weight is invariant to
rotation, rescaling, and translation. So, it can preserve local structure of samples.

13.2.2 Dissimilarity Preserving

Let X = [xy,%2, ..., X, X141, -, X/ ,] be a matrix and each column is a training
samples, belonging to c classes. Represent any x; in term of its projection sequence
G(x;), coefficient vector W(x;, G(x;)), and residue R(x;, G(x;)). Suppose G(x;) =
[gi1, &0, - - -, 8ia] are the eigenvectors corresponding to the first d largest eigen-
values in PCA. Thus, each image can be represented as a linear combination:

Xi = wig&i + wngi2 + - Wiagid (13.4)

where %; denotes the approximation of x;, and the residue R(x;, G(x;)) is given by

R(x;, G(x;)) = xi — (Wi gt + win&i2 + - - - Wia&ia) = Xi — szjgij (13.5)
j=1
When x; is projected on projection sequence G(x;) of x,, noting the corre-
sponding coefficient vector W(x1, G(x;)) and residue R(x;, G(x,)). Based on above
factor, we can design the dissimilarity measure as follows:

@(x1,%2) = \/EDR(x1,x2) + (1 — E)Dw(x1,x2) (13.6)
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where £ € [0,1] indicates the relative importance of the residue and the corre-
sponding coefficients, when both are projected onto the projection sequence G(x7)
of x,, we have

Di(x1,x2) = [|R(x1, G(x2)) — R(x2, G(x2)) || (13.7)

where Dg(xy,x;) is the difference between the residues of x; and x,, and
Dy (x1,x,) compares their corresponding coefficients, which is represented as:

Dy (x1,%2) = [W(x1,G(x2)) = W(x:, G(x)) | (13.8)

Define the objective function of dissimilarity preserving as follows:

i H; (13.9)

where Hj; is the dissimilarity weight matrix, and Hy; = ¢(x;, x;).

7 M+
— N

1 IHu lHu l+u I4u IHu IHu -
T
522 H; ZZ Ty, — W) H,,_W ZZ —x) H;W
i=1 j= i = i=1 j=
I+u IHu I+u l4u I+u lHu
=wl- (ZZx,x H; + ZZx/x H; — ZEZx,x Hu)
i=1 j i=1 j=1 i=l j=
=W’ (XDX" — XHX")W = W SyW
(13.10)
Further, the global scatter matrix is defined as follows:
Sy = XLX" (13.11)

where > Hj; is a diagonal matrix, L = D — H is a Laplacian matrix.

As a result, by maximizing the global scatter matrix can make the nearby
samples of the same class become as compact as possible and simultaneously the
nearby samples belonging to different classes become as far as possible.

13.2.3 The Algorithm of LRDPSSDR

According to above detail analysis, we have two scatter matrices based on labeled
data and unlabeled data. Associated them with Fish criterion, a semi-supervised
learning method will be derived. Design the objective function as follows:

W(S, + pSy)W W' (S, + pXLX")W
T e o uo — argmax —x T
WIS +aS)W % WI(S, + o«XMX")W

W, = arg max (13.12)
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where o, > 0 are the regularization parameters. The optimization problem
solution of formula (13.12) could obtain by following eigen-equation:

(Sp + PXLX)W = A(S; + oXMX")W (13.13)

Based on above discussion, the proposed algorithm LRDPSSDR is briefly stated as
below:

Step 1: For the given training data set, use PCA for dimensionality reduction.
Step 2: Calculate within-class scatter matrix S, and total scatter matrix S, for
labeled data.

Step 3: Construct local scatter matrix Spusing formula (13.3) and global scatter
matrix Sy using formula (13.11).

Step 4: The optimal transformation matrix W is formed by the d eigenvectors
corresponding to the first d largest non-zero eigen-value of formula (13.13).

Step 5: Project the training data set onto the optimal projection vectors obtained in
Step 4, and then use the nearest neighbor classifiers for classification.

13.3 Experiments

In this section, we investigate the performance of our algorithm for face recog-
nition and compare it with PCA, LDA, LPP, and UDP. The KNN classifier is used.
The regularization parameters are set as o = f = 0.1, £ = 0.5.

13.3.1 Experiment on the Yale Dataset

The database consists of 165 face images of 15 individuals. These images are
taken under different lighting condition and different facial expression. All images
are gray scale and normalized to a resolution of 100 x 80 pixels. In the experi-
ment, we select the first five images from each individual to form the training
samples and the remaining six images as testing samples. Some typical images are
shown in Fig. 13.1.

Figure 13.2 show that the recognition rate of LRDPSSDR method has signifi-
cantly improvement compared to other four algorithms with the increase in the
number of projection axis dimension. The projection axis dimension from 20 to 75
stages, the recognition rate tends stable. It can achieve a maximum value when
projection axis dimension reach 55.

Table 13.1 gives the maximum recognition rate of five algorithms. It is not
difficult to see that our method is the best according to Table 13.1 and Fig. 13.2.
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Fig. 13.1 Sample images for one individual in the YALE database
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Table 13.1 Comparison on top accuracy
Algorithms PCA LDA LPP UDP LRDPSSDR
Recognition rate (%) 92.22 83.33 85.86 92.22 95.56
Dimension 35 75 40 70 55
Table 13.2 Comparison on top accuracy
Algorithms PCA LDA LPP UDP LRDPSSDR
Recognition rate (%) 62.98 58.81 61.19 64.52 70.71
Dimension 110 140 160 160 140




13 Local Reconstruction and Dissimilarity 119

Fig. 13.3 Part of the sample images for one individual in the AR database

13.3.2 Experiment on the AR Dataset

The database consists of 3120 face images 120 individuals. These face images are
captured under varying facial expressions, lighting conditions and occlusions. The
size of every face image is gray scale and normalized to a resolution of 50 x 40
pixels. In the experiment, we select the first seven images from each individual to
form the training samples and next seven images (most are covered) as testing
samples. Some typical images are shown in Fig. 13.3.

From Fig. 13.4, we can see first that the proposed LRDPSSDR method out-
performs PCA, LDA, LPP and UDP, and second that our method is more robust in
different lighting conditions and various facial expressions. With the projection
axis dimension increase, the recognition rate raises from 30 to 140 stages. It can
achieve a maximum value when projection axis dimension is 140.

Table 13.2 shows the maximum recognition rate of five algorithms. It is
obvious that our method is better than other methods, so the effectiveness and
robustness of LRDPSSDR is further verified.
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13.4 Conclusion

In this paper, we present a semi-supervised learning algorithm LRDPSSDR for
dimension reduction, which can make use of both labeled and unlabeled data. The
algorithm is realized based on both local reconstruction error and dissimilarity
preserving, which not only preserves the intraclass compactness and the interclass
separability, but also describes local and global structure of samples.
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Chapter 14

Fusion of Gray and Grads Invariant
Moments for Feather Quill Crease
Recognition

Hongwei Yue, Renhuang Wang, Jinghua Zhang and Zuihong He

Abstract In order to overcome the non-crease misjudgment of feather quill, a
novel decision fusion algorithm is proposed. An improved Radon transformation is
used to extract moment invariants of gray and grads dual-mode of target region
and singular value decomposition is provided here to obtain feature vectors,
respectively; then creases recognition is performed according to feature vectors of
the dual-mode. Finally, the final recognition result of the system is achieved by the
fusion of recognition results of the dual-mode at the decision level. Experimental
results show that this new method can overcome the limitations of single-modal
and reduce the misjudgment of non-crease effectively.

Keywords Feather quill crease - Radon transform - Decision fusion - Invariant
moment - SVD

14.1 Introduction

Badminton is a labor-intensive products with about ten detection steps from
feather selecting to finished badminton. In the whole steps, parameter extraction of
feather quill (Referred to as “FQ”) is a key link for feather grading. Traditional
detection methods exist disadvantage as follows: manual operation, high labor
intensity, instability in sorting quality. At present, we have do some study of the
problem [1-3]. Due to slender structure of FQ with variable width, camber and
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curvature, in addition, boundary between crease of FQ and background is fuzzy,
this all lead to misdetection of the large number of good FQ. As most of FQs
without creases in actual production, detection method requires not only effective
feature extraction, but also a high degree of non-crease detection accuracy. The
machine vision in detect defects of electronics manufacturing, machinery manu-
facturing, textile, metallurgy, paper, packaging and agricultural industries has a
wide range of applications, and its detection algorithm is highly targeted does not
have the versatility [4—8].Because of the fuzzy boundary of the crease, this is a
better choice for crease extraction and recognition based on regional shapes.
Moments are often used to represent image features, such as Hu-moment [9],
Zernike-moment [10-12], etc. However, these invariant moments have huge
computation and are susceptible to noise interference.

The statistical analysis result of FQ crease shows that most of the FQ crease are
straight-line segment with regular width which is approximately perpendicular to
the radial physiological textures. In view of this feature, this paper firstly uses
local-angle Radon transform to extract moment invariants of gray and horizontal
gradient dual-mode of target region, then uses Singular Value Decomposition
(SVD) to get feature vector of the two kinds of modal to eliminate the influence of
physiological textures; secondly, according to the feature vector, two recognition
results of crease can be get; finally, based on above two recognition results, the
final recognition result of the image is achieved by the fusion of recognition results
of the dual-mode at the decision level. The results of recognition experiment show
that this method, which not only has better noise immunity ability but also reduces
the rate of misjudgment of non-crease effectively, has practical application value.

14.2 Radon Transform Descriptor

By definition the Radon transform of an image is determined by a set of projec-
tions of the image along lines taken at different angles. Let f(x,y) be an image.
Its Radon transform is defined by [13]:

R(0,1) = R{f(x,y)} = 2f()gy)é()ccos 0+ ysin 0 — t)dxdy (14.1)

where J(¢) is the Dirac delta-function (6(¢) =1 if x =0 and O elsewhere),
0 € [0, 7] and. In other words, R(0,¢) is the integral of f over the line L g, ;) defined
by xcos0+ ysinf =t. Consequently, the Radon transform of an image is
determined by a set of projections of the image along lines taken at different
angles. An image recognition framework should allow explicit invariance under
the operations of translation, rotation, scaling. But it will be difficult to recover all
the parameters of the geometric transformations from the Radon transform [see
Eq. (14.1)]. To overcome this problem, we propose an Radon transform [14].
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Let the following transform be:

S (R(0, 1)) dr

()~
where Ay = [ R(0,t)dt = [*_ [~ f(x,y)dxdy. We can show the following
properties.

Translation of a vector i = (xo,yo0) : g(x,y) =f(x+ x0,y + Yo)
R{g(x,y)} = R(0, 1+ xo cos 0 + yj sin 0). Substituting Eq. (14.2), we obtain:

R, = R(0,1,0) = (14.2)

“ (R i * > (R N g4
Ry(0,1,2) = J75 (Re(0,1+ xo cos 0 + yg sin 0)) “dr _ I ((f(;i,f)) dt
Ar)

o+l

() *

= Rf(ﬁ, t, O!)

Scaling of /:
gxy)=r(3.%) A, = = 2?Ar, R{g(x,y)} = IRy (0,4).: Substituting Eq. (14.2),

we obtain:
(o0} o {o.0] " L o
Re(0,1,2) = e OOV L CROD gy

(Ag)T (izAf) ’

Rotation by 0y : Re(0,1,0) = Rp(0 + 0o, t, 00).

The area of image Ay can be calculated using any 0. To summarize, the R, is
invariant moment under translation and scaling if the transform is normalized by a
scaling factor a(a € Z*, o > 1). A rotation of the image by an angle 6, implies a
shift of the Radon transform in the variable 0y. In the next section we propose an
extension to solve this drawback.

14.3 Proposed Scheme

Taking on different values of scaling factor o [see Eq. (14.2)], matrix invariants
R =[R2, Rs, ..., R,] can be constructed, R;(2 < i <a) is i order invariant moment.
In terms of matrix invariants, we particularly focus on Singular Value Decom-
position (SVD) [15] to extract algebraic features which represent intrinsic attri-
butions of an image. The SVD is defined as follows: R=U VT where R is an
m x n real matrix, U is an m x m real unitary matrix, and V is an n x n real
unitary matrix. Y = diag(41, 42, ... 44,0, ..., 0) is an m x n diagonal matrix
containing singular values 4; >4, >, ..., >4, >0: let y = (4,22, ..., 4,) be
invariant feature vector of an image.

Raw material for badminton usually is duck feather or goose feather with radial
physiological textures which is approximately perpendicular to FQ crease. How-
ever, using SVD can eliminate the differences of rotated image and lead to
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confusion physiological texture and creases. From Eq. (14.2), we can know Radon
transform is determined by a set of projections at angle 6 € [0, z]. The proposed
scheme, called local-angle Radon transform (Referred to as “LR transform ), is
LR transform is determined by a set of projections at orientation angle
6 € [0°, 15°] U [165°, 180°]. This method by reducing the angle can eliminate the
impact of physiology cal texture.

14.4 Crease Detection Algorithm

In order to improve the detection accuracy, sidelight image with side-lighting is
operated. Below is a brief summary of this algorithm. Assume getting the target
region as suspected crease sub-image f; after pretreatment. Then calculating the
LR transform of f; in gray domain and horizontal gradient domain. Combining
with SVD, we can get recognition results 7,4y and 7gqs Of gray and grads dual-
mode, respectively. Assume also a set of rgyey = {0, 1}, rgraas = {0, 1}, where 0
represents crease, 1 represents non-crease. For decision level fusion is a high-level
integration with better anti-interference ability and fault tolerance and can effec-
tively reflect the different types of information for each side of the target.

After getting two recognition results rg.qy and rg.qq4s Of dual-mode, using deci-
sion level fusion method can obtain the final recognition result f, - f, can be
s Faray (i) + Fgraas(i) = 2
, else
represents crease, 1 represents non-crease. The entire algorithm is defined as
follows:

obtained by 7.4y and 7,445 as follows: f, = { (1) , where 0

(1) Compute LR transform of f; in gray and horizontal gradient domain.

(2) Construct matrix invariants R.

(3) Using SVD to extract invariant features #; and compute d; = ||#;||.

(4) Label rgrqy = 0 01 rgrqqs = 0, if d; > k and 1 otherwise; k is experience value.
(5) Compute f,.

14.5 Analysis of Experimental Results

In this paper, experimental samples are collected from feather detection system,
and raw material is duck feather. The detection system through CCD camera
obtains feather image with side-lighting. Homemade feather acquisition system
and its corresponding schematic diagram are shown in Figs. 14.1 and 14.2. From
sidelight image (Fig. 14.3), we can get FQ image (Fig. 14.4) by segmentation
technique. The testing database contains 356 non-crease sub-images and 79 crease
sub-images. During the pretreatment of FQ, they have been obtained suspected
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Fig. 14.1 Acquisition
system of feather

Fig. 14.2 Side-lighting
diagram

light source

camera
feather

Fig. 14.3 Sidelight image

Fig. 14.4 Feather quill
image
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Fig. 14.5 Experimental samples

crease sub-images, and have been confirmed and compared with physical objects.
Because of slender structures and camber of FQ, these sub-images have abandoned
edge in order to reduce effects of edge plus noise.

14.5.1 Comparison of Feature Vector

The experimental samples are shown in Fig. 14.5. Figure 14.5a is a non-crease
sub-image; Fig. 14.5b is crease image of FQ root by noise interference, and the
crease just only is half of the width; the crease’s width of Fig. 14.5c is smaller;
the crease of Fig. 14.5d has certain inclination and is not exactly perpendicular to
the horizontal direction. After the pretreatment of the normalized Fig. 14.5, feature
vector is obtained using Hu moment, Zernike moment, LR transform. The LR
transform is performed in gray domain and gradient domain. Projection angle
interval of LR transform is 1 degree and singular value as the recognition feature is
obtained by 2, 3, 4 order invariant moments, as shown in Table 14.1. Because of
limited space, the Table 14.1 gives only the first two singular values. As can be
seen from the table, the distinction of singular value obtained by proposed method
in gray and gradient domain is clear; and singular value obtained by Hu moment,
Zernike moment have no obvious difference. Table 14.2 shows the singular value
after the common Radon transform. Through contrasting singular value with
Table 14.1, we can know singular value get larger because of the influence of
radial physiological texture in the gray domain; and in horizontal gradient domain,
the distinction between crease and no-crease gets smaller. The results show LR
transform is more suitable for crease recognition than Radon transform.

Table 14.1 Singular value of different methods

Test image Hu moment Zernike moment LR transform
Gray Gradient
Figure 14.5a Value 1 0.1812 0.1770 0.011 0.1989
Value 2 0.0047 0.0906 0.00001 0.0002
Figure 14.5b Value 1 0.1815 0.2078 0.065 0.7104
Value 2 0.0053 0.0558 0.0001 0.0088
Figure 14.5¢ Value 1 0.217 0.1841 0.7988 1.5145
Value 2 0.0181 0.1808 0.0016 0.0085
Figure 14.5d Value 1 0.1886 0.2026 0.3087 0.9207

Value 2 0.0079 0.0650 0.0010 0.0044
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Table 14.2 Results of radon transform

Figure 14.5a Figure 14.5b Figure 14.5¢ Figure 14.5d

Radon Gray domain Value 1 3.0441 5.1224 2.5158 5.4878
transform Value 2 0.0175 0.0448 0.1351 0.0171
Gradient Value 1 0.4815 0.6757 2.1708 0.8497
domain Value 2 0.01 0.0209 0.0225 0.0101
Table 14.3 Fusion result Crease/ % Non-crease/ %
Gray-rate 86.41 90.12
Gradient-rate 85.29 88.24
After fusion 72.71 98.32

14.5.2 Recognition Comparison

In this paper, we use recognition rate index to measure performance for crease and
non-crease recognition fusion before and after. Table 14.3 has presented crease and
non-crease recognition rate by the LR transform. From the table, we can remark that
the crease recognition rate has declined after fusion in gray domain (hereinafter
referred to as gray-rate) and in gradient domain (hereinafter referred to as gradient-
rate); non-crease recognition rate after fusion has big improvement over the pre-
vious two. Amount of non-crease feather is far more than amount of crease feather
in the actual production, so the proposed fusion strategies to improve the non-crease
recognition rate meets the demand for industrial production.

14.6 Conclusion

This paper puts forward a new method of FQ crease recognition. It uses local-
angle Radon transform to extract invariant moment of FQ combining with SVD to
get features (singular value) which have invariance in translation and scale to
eliminate the disruption of radial physiological texture. Comparing to Hu moment
and Zernike moment, the experimental results show that this method has good
robustness and better distinguish effect. Finally decision fusion achieves high
recognition rate of non-crease. The method has some value for on-site testing with
60 ms average running time in vc++ 6.0 environment.
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Chapter 15
A New Vision Inspired Clustering
Approach

Dequan Jin and Zhili Huang

Abstract In this paper, a new clustering approach by simulating human vision
process is presented. Human is good at detecting and segmenting objects from the
background, even when these objects have not been seen before, which are
clustering activities in fact. Since human vision shows good potential in clustering,
it inspires us that reproducing the mechanism of human vision may be a good way
of data clustering. Following this idea, we present a new clustering approach by
reproducing the three functional levels of human vision. Numeric examples show
that our approach is feasible, computationally stable, suitable to discover arbi-
trarily shaped clusters, and insensitive to noises.

Keywords Neural field theory - Clustering Analysis + Amari’s model - Stationary
solution + Dynamical system

15.1 Introduction

Clustering is primitive in human learning activities [1]. All the unsupervised
learning activities can be considered as clustering activities [2]. The most fun-
damental human clustering activity may be in human vision, for instant, in object
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detection or segmentation, which are elementary visual activities. Human vision is
highly complex. A simple visual activity may involve a lot of neuronal structures.
If we just investigate one or several ones of these structures, it may be not enough
to illustrate the visual activity. But if we consider the whole visual system that
includes most of these coupled structures, it may become too complicated to be
analyzed. Instead of considering individual neuronal structure, some investigations
on visual perception indicates a feasible way to avoid these difficulties, which
reproduce the functional levels of human vision, each of which might be struc-
turally distributed [3, 4].

In this paper, a new clustering approach is presented, by considering data as an
image and clustering them by three-level neural field system for visual perception.
Method for determining the range of excited regions in the activation distribution
of neural field is also introduced.

15.2 Levels for Human Vision

Generally speaking, the whole procedure of human vision contains three functional
levels at least, including the transfer level, the planning level, and the motor
control level.

15.2.1 Transfer Level

In this level, eyes and some low-level neuronal structures are involved. Eyes act as
sensors, whose main task is to accept the light intensity distribution and transform
them into neural signals distributions. The visual information may be subjected to
some spatial and temporal transformations in this level induced by retina and some
neuronal structures [4].

Suppose the objects are static in visual field. Then the light intensity distribu-
tion is usually presented as a static image that consists of N light points {x[}ﬁvzl,
which can be described as [5]

1(2) :%25@—)@) (15.1)

where
o(z—x;) = lin(l) g(z,0) (15.2)

g(z,0) is a Gaussian function
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2
[Edl

g(z,0) = exp (—7> (15.3)

The visual information /(z) may subject to some filtering effects in the transfer
level, the most significant one of which in object detection and segmentation is the
blurring effect inducing by the retina, which is usually described as the Gaussian
filtering process. Then the output neural signal distribution S(z) is given by

S(z) = S(z,00) = / Iz —7)g(z,00,)d7 (15.4)
Q

o 1s a scale parameter that can be understood as the distance between object
and eye, or the curvature of crystalline lens [6]. If light points are too close that
under the resolution of eyes, they cannot be identified in S(z) individually. S(z) is
the output of the transfer level, as well as the input of the planning level.

15.2.2 Planning Level

In this level, the input neural signal S(z) would be processed by neurons. A visual
perception is presented in the form of activation distribution of these neurons.

There are many neural models in describing the activity of neurons. A popular
one of them is the Amari’s dynamical neural field [7]:

tit(z,t) = —u(z,t) + / w(z,2)0(u(Z,1))d7 + S(z) — h (15.5)
Q

The vector space Q is called perceive space. 7 is a positive time constant. & is

the resting level parameter. The region {z € Q: u(z,¢) > 0} is called excited

region, denoting the activated neurons. The excited region usually corresponds to a

perceived pattern. 6(u) is a monotonically increasing nonlinear threshold function

satisfying that uEmOC O(u) = 0 and uHToc O(u) = 1, for instant, the step function. It

describes the neural field feedback of each excited point to its neighboring posi-
tions in Q with an interaction strength which is determined by interaction function
w(z, 7).

Mostly, the interaction function w(z,7) is isotropic and usually written as
w(z — 7). In this case, w(z) is also called as the interaction kernel of the neural
field. Approximating the neurophysiologic lateral interaction among neurons, the
lateral interaction of neural field is usually assumed to be locally exciting and
globally inhibiting. One of the typical interaction kernels is the difference of
Gaussian (DoG) functions with constant inhibition, given by

w(z) = Ag(z,0) — Bg(2,70) — her (15.6)
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where y > 1.
There are three important types of stable solutions to system (15.5), which are
¢-solution, “bubble”-solution and oco-solution:

1. An equilibrium solution u*(z) is called ¢-solution if u*(z) <O for all z € Q;

2. An equilibrium solution u*(z) is called “bubble”-solution if u*(z) > 0for z in a
subset D C Q;

3. An equilibrium solution u*(z) is called co-solution if u*(z) > 0 for all z € Q.

15.2.3 Motor Control Level

Motor control level aims at sending out control signals to specific organs, for
instant, eyes, according to the neuron activity u(z,t) which is the output the
planning level. For different purposes, this level would have different descriptions.
For instant, in the investigation on saccadic motor planning, to control eyes to stare
at an object in visual field, let z*=£ where P = [, z0(u*(z))dz and
M = [, 0(u*(z))dz, then z* is the density center of activation distribution which
corresponds to the center of object [4].

15.3 Clustering Approach Based on Vision

Since human vision shows good potential in clustering, it is possible to find a
feasible clustering approach by simulating visual mechanisms. In this section, we
present a new clustering approach by reproducing the three levels of vision. Some
numeric examples are given to show the feasibility and advantages of our
approach.

15.3.1 Transfer Level for Clustering

In this level, the first thing is to transform data set X = {x; e R" : i =1,2,...,N},
to image which can be accepted by visual system by

I(z) 2%; o(z — x;) (15.7)

In this way, we obtain a data distribution /(z).
The data distribution /(z) is transformed into neural input distribution S(z) by a
Gaussian filtering process:
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S(2) = S(z, o) = /Q I(e — 2)g(z, o) (15.8)

15.3.2 Planning Level for Clustering

The aim of this level is to discover clusters in data, i.e., produce a perception of
clusters, according to the neural signal distribution S(z).

Since Amari’s model achieves successes in illustrating phenomena in visual
perception, we also employ it in the planning level for clustering, which is given
by (15.5):

tit(z,t) = —u(z,t) + / w(z,2)0(u(Z,1))d7Z + S(z) — h (15.9)
Q
where Q C R".

As soon as S(z) being transferred to the planning level, the neural field begins to
evolve, until the field reaches its steady state u*(z). Several bubbles, i.e., excited
regions may be sustained in u*(z), whose number and range generally depends on
the input S(z), the kernel w(z) and the resting level & of the neural field. By
grouping the data located in the same connected excited region into a cluster, the
clusters of the data set X are perceived.

15.3.3 Motor Control Level for Clustering

In visual perception, the motor control level sends out control signal based on the
activation distribution u*(z) given by the planning level, so that people can react
based on their perception in the planning level, corresponding to outside visual
stimulus. In the motor control level, we introduce some methods to point out the
range of connected excited regions in u*(z).

When a connected excited region in u*(z) is convex, its range is equal to the
attraction domain of a corresponding equilibrium point of the gradient dynamical
system

—=Vux(z 15.10
= Vus (o) (15.10)
By estimating its corresponding attraction domain, we can estimate the range of a
connected excited region. A feasible way for estimating the domain of attraction of
such a system is presented in [8], which employs an iterative expansion approach.
Details can be seen in [8].
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15.4 Algorithm and Examples

On the basis of the above strategies, for adataset X = {x; e R" : i = 1,2,...,N},
we present a clustering approach as following:

1. Select a scale g;, > 0, and the interaction kernel w(z). Compute the signal
distribution S(z) by (15.8);

2. Let u(z,0) = —h for z € Q. Compute the steady state u*(z) of system (15.9). If
there are m excited regions, take all the data points in the same connected
excited region into a cluster, denoting by C;, j=1,2,...,m. If there are
unlabeled data points, go to step 3; else, let M = m, go to step 4.

3. If the unlabeled data points locate in excited regions, then group them to the
clusters corresponding to these excited region; else, if the unlabeled data points
locate in some peaks with negative activation, group the data locating in the
same peaks into new clusters Cp4, i = 1,2,...,m. Let M = m + m.

4. Let Sc = {C; }jﬁil, then Sc is the clustering result.

To show the feasibility of our approach, we give some numeric examples as
shown in Figs. 15.1 and 15.2. The kernel w(z) is given by (15.6). Parameters are
givenaso =0.07, y=1.1, 1 =0.1,A = I.2and B = 0.1, hye; = 0.002,h = 0.02.

As shown in these examples, it can be seen that our approach has some
advantages, for instant, our approach doesn’t require the number of clusters and
specific learning step, is suitable to discover clusters with arbitrary shape. Noises
and isolated points are easy to be identified in the above results.

Since convolution is involved in Amari’s neural field, which consumes a lot of
computation, the computational time expense of this approach is high. As a result,
limited by current computer technology, this approach cannot deal with high
dimensional clustering problems efficiently. However, these Numeric examples
show that this approach has high accuracy in clustering and anti-noise ability.

Fig. 15.1 Three clusters 4 : : T T r
obtained by this approach for
three-Gaussian data set at 1
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Moreover, these clustering results are highly close to human cognition. So this
approach shows potential especially when breakthroughs in computer technology
like quantum computer are made in future.

15.5 Conclusion

In this paper, we present a new clustering approach inspired from human vision.
By reproducing the mechanism of the three functional levels of human vision, we
present a new clustering approach. This approach is biologically plausible, robust
to noises and suitable to discover arbitrary shaped clusters. To show the feasibility
of our approach, some numeric examples are given.

Nevertheless, our approach is an attempt. Our approach is suitable for all kinds
of data sets theoretically, but it relies on a neural field which contains a convo-
lution on its right hand side, which would consume much computer time.
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Chapter 16
Multiclass Vehicle Tracking Based
on Local Feature

Zhiming Qian, Jiakuan Yang and Lianxin Duan

Abstract This paper presents a real time multiclass vehicle tracking method. The
method uses a combination of machine learning and feature analysis to track the
vehicles on the road. Multiclass SVM are trained using train samples to achieve
detection and classification of vehicles in video sequences of traffic scenes. The
detection results provide the system used for tracking. Each class vehicle is tracked
by SIFT method. Experimental results from highway scenes are provided which
demonstrate the effectiveness of the method.

Keywords Vehicle detection - Vehicle tracking - Feature analysis

16.1 Introduction

Video based intelligent transportation systems (ITS) are getting large attention as
an attractive field, not only because they are easy to install and operate, but also
because they have the potential to provide a much richer description about vehicle.
As the basic parts, tracking of vehicle is a fundamental problem in ITS. For this
task, we need to first detect the vehicle and segment them from the video images,
and then track them across different frames while maintaining the correct
identities.

Robust tracking of vehicles on the road based on video is a challenging
problem. Roads are dynamic environments, with the illumination and background
changes. The sizes and the locations of vehicles on the road are diverse. There is
high variability in the appearance of vehicles with viewpoint, illumination, and
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possible articulation. Moreover, partial occlusion of vehicles of interest by other
vehicles or objects on the road is also an important factor influencing tracking.

For the last two decades researchers have spend quality time to develop dif-
ferent methods that can be applied in the field of video based vehicle tracking [1-
6]. The existing tracking approaches may be classified into four major categories:

1. Region based method: this method subtracts image frame containing vehicles
from the background frame which is then further processed to obtain vehicle
regions (blobs). Then these vehicle regions are tracked. It can work well in free
flowing traffic conditions, but the disadvantage is that it has difficulty in handling
shadows and occlusion.

2. Active contour based method: this method represents vehicle by bounding
contour of the object and dynamically update it during the tracking. The advantage
of active contour tracking over region-based tracking is the reduced computational
complexity. But the disadvantage of the method is their inability to accurately
track the occluded vehicles and tracking need to be initialized on each vehicle
separately to handle occlusion better.

3. Feature based method: this method extracts suitable features from the vehicle
regions and these features are processed to track the vehicles correctly. The
method has low complexity and also can handle occlusions well. The disadvantage
is the recognition rate of vehicles using two-dimensional image features is low,
and the problem that which set of sub features belong to one object is complex.

4. Model based method: this method tracks vehicle by matching a projected
model to the image data. The advantages of model based vehicle tracking is it is
robust to interference between nearby images and also be applied to vehicle
classification. But the method has high computational cost and they need detailed
geometric object model to achieve high tracking accuracy.

In real world, the vehicle type is various. Comparing the strategy that all
vehicles are categorized as single class, multiclass vehicle tracking have great
practical significance and applicable value great practical importance. In this
paper, a method for video multiclass vehicles tracking is introduced. The proposed
method has the following characteristics: (1) It has multiclass vehicles detection
ability; (2) It can track multiclass vehicles accurately in real-time environment.
The proposed method in this paper has been validated with video vehicle
sequences from real-world traffic scenes.

16.2 The Proposed Method
16.2.1 Overall Structure

Given an input of a video sequence taken from roadway vehicles, system first
outputs the types and locations of the vehicles in the images, then a feature
information description of the detected vehicles is obtained, and finally this
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Fig. 16.1 Flowchart of multiclass vehicle tracking

description is used to match the detected vehicles in the next frame. The frame-
work contains three main processes: vehicle detection, vehicle classification, and
vehicle tracking. A general overview of the system flowchart can be seen in
Fig. 16.1.

16.2.2 Vehicle Detection and Classification

In order to achieve vehicle detection and classification task, multiclass SVM is
employed to our framework. The SVM has been introduced as one of the most
efficient learning algorithms in computer vision. To be useful, the task of vehicle
classification should categorize vehicles into a sufficiently large number of classes.
However as the number of class increases, the processing time required also
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increases. Therefore, a simple classification method is needed which can quickly
categorize vehicles at a coarse level. Based on the application, further classifica-
tion can be done. In the paper, we use the “one against one” method in the
LIBSVM [7] to learn Haar wavelet features for vehicle classification.

The one-against-one method constructs an SVM for every pair of classes by
training it to discriminate the two classes. If £ is the number of classes, then
k (k — 1)/2 classifiers are constructed and each one trains data from two classes.
The decision function for class pair ij is defined by

fi(x) = (op(x) - w¥) + ¥ (16.1)

It is found by solving the following optimization problem:

mini HW’JHZ—I—CZGZ (16.2)
d(xn) W+ DY >1 — iﬁj; éﬁj >0, x;intheith class (163)
P(xn) - wl + b7 < ﬁij —1; iﬁj >0, x; in the jth class '

Finally, the “max wins” voting strategy is used to determine the class of a test
pattern in this approach.

16.2.3 SIFT Feature Analysis

SIFT (Scale Invariant Feature Transform) is a well-established local feature
descriptors, which was proposed in 1999 by Lowe [8]. Duo to SIFT feature
descriptor is invariant to uniform scaling, orientation, and partially invariant to
affine distortion and illumination changes, it has been widely applied to object
tracking and image matching. For multiclass vehicle tracking, we need a kind of
feature which can describe different vehicles accurately, the SIFT feature is very
suitable in the circumstance. Main process of the SIFT algorithm is as follows:

Interest points for SIFT features correspond to local extrema of difference-of-
Gaussian filters at different scales. Given a Gaussian-blurred image described as
the formula

L(x,y,0) = G(x,y,0) *I(x,y) (16.4)

where L is the scale space of an 2D image, [ (x, y) is the gray value of input image
in the coordinates (x, y), G (x, y, o) is a variable scale Gaussian, whose result of
convolving an image with a difference-of-Gaussian filter is given by

D(x,y,0) = L(x,y,ko) — L(x,y,0) (16.5)

which is just be different from the Gaussian-blurred images at scales ¢ and ko.
Interest points are identified as local maxima or minima of the DoG images across
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scales. Each pixel in the DoG images is compared to its 8 neighbors at the same
scale, plus the 9 corresponding neighbors at neighboring scales. If the pixel is a
local maximum or minimum, it is selected as a candidate feature point. Remove
the low contrast candidate points and eliminated the edge response, then use
Hessian matrix to compute the principal curvatures and eliminate these feature
points that have a ratio between the principal curvatures greater than the ratio.

Finally, an orientation histogram was formed from the gradient orientations of
sample points within a 4 x 4 region with 8 orientations around the feature point in
order to get an orientation assignment. So the descriptor of SIFT that was used is
4 x 4 x 8 = 128 dimensions.

16.2.4 Feature Matching and Updating

For each vehicle detected from multiclass detection framework, extract SIFT
feature and establish vehicle information database (VID). The VID consists of four
parts: vehicle class, vehicle number, vehicle location (rectangle coordinates) and
SIFT feature point descriptor (feature priority, feature point coordinate, orientation
and scale), each vehicle detected from multiclass detection framework is tracked in
a new video frame sequences by separately comparing its feature point with the
same class vehicle from the VID. The Euclidean distance is introduced as a
similarity measurement of feature characters.

Suppose N; as the feature number of the current vehicle matching the ith vehicle
of the VID, N as the total feature number of the current vehicle, the matching rate
between the current vehicle and the ith vehicle of the VID can be defined as
P; = N{/N. Set the threshold T for the matching parameters. When P; is greater
than 7, the current vehicle is considered equivalent to matching the ith vehicle.
Supposing that M; is the number of the jth class vehicle of the VID,
{P; G =1, ..., My} is the matching results of the current vehicle and all vehicles
of the VID with the same class, and 7 is the number of elements in the set {P;
|P;>T,j=1, ..., M;}. When n =1, the ith vehicle is matching with the jth
vehicle of the VID with the same class; when n > 1, we select max (p;) as the
matching result.

The VID stores the data of vehicle which appears in the recent video sequences.
It needs to be updated after one frame, input the current vehicle data and delete the
data of the long term unmatched vehicle. We set a feature priority for each feature
point of the VID in the vehicle information update process.

Suppose R;; as the feature priority of the jth feature point of the ith vehicle, the
specific update process is as following:

(1) Add new vehicle: if the current vehicle is not matching all the vehicle of
VID with the same class, this vehicle will be considered as a new vehicle, add its
information into the VID, and set its feature priority of all feature points R = Ry,x.

(2) Update feature priority: if the current vehicle matches the ith vehicle of the
VID, the information of the ith vehicle will be update, set the feature priority of
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these matching feature points R; = Rmax, and use new coordinate of these
matching feature points to replace original coordinate. In addition, the feature
priority of unmatched feature points between the current vehicle and the ith
vehicle is replaced with R;; = R; — 1, the new feature points of unmatched feature
is added into the VID. After all matches of the current frame are finished, if there
are no matching vehicles to be found from the VID, all the feature priority of these
vehicles will be replace with R;; = R;; — 1. When a frame image is completely
processed, the feature point whose feature priority is equal to zero will be removed
from the VID.

(3) Delete vehicle: When a frame image is completely processed, the vehicle
whose feature priority of feature point meets the following condition will be
deleted from the VID.

Ri+Ry+ -+ Ry <0 (16.6)

16.3 Experiment

We consider the samples from a profile viewpoint for vehicles, and all video
sequences which are achieved a frame rate of about 20 fps were generated by
shooting around Chuxiong city under highways conditions. All our experiments
shown below on a standard PC (Intel Core2 Duo E7500 2.93 GHz with 2 GB
RAM). Set the threshold 0 = 0.2, R,,.x = 5, the number of class C = 4 (motor-
cycle, bus, truck, and car).

In the training phrase, the data set is the image segmentation data, where each
class is a vehicle type collected from a 32 x 16 region of a vehicle image. The
training set consists of 1000 samples per class. Some training images are shown in
Fig. 16.2. In the tracking test, if the classifiers obtain detection result which gives
the desired location and identifier, the result will be considered as the correct
tracking in current frame, otherwise the result will be considered as the incorrect
tracking in current frame. Since there are no suitable methods to compare the

Fig. 16.2 A subset of the training samples for the four classes
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Table 16.1 Tracking results on video sequences

Class Tracked number Vehicles not tracked Average number of frames
during tracking

Motorcycle 71 6 36

Bus 85 3 46

Truck 78 2 42

Car 82 4 31

Fig. 16.3 Multiclass tracking results in the experimental sequences

multiclass tracking effect, we just test our method on test data. Table 16.1 shows
the tracking results for our method. Some tracking results in the video sequences
are shown in Fig. 16.3.

16.4 Conclusion

We have proposed a real-time vision framework that tracks multiclass vehicles in
video sequences. The method by analyzing the SIFT feature of detected vehicles to
achieve vehicle tracking. The method is able to run in real time with simple, low-
cost hardware. Our experimental results demonstrate effective, multiclass vehicle
tracking in real traffic environments by applying the proposed method. If new
classes of vehicles or unfamiliar environments are encountered, the proposed
method can adapt itself to the changes and track vehicles successfully.
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Chapter 17
Simulating Virtual Plants Based
on Genetic Algorithm and L-Systems

Weilong Ding, Chen Hu and Yuanwei Zhu

Abstract As an effective technique to dynamically simulate the morphological
development of plants, L-system is widely used in the field of plant modeling and
visualization. It is a key step to obtain the axiom, the productions, and theirs
parameters before simulating a special target. Usually, it is difficult to get those
parameters and rules. In order to avoid the blindness and low efficiency in the mod-
eling process, we proposed an automatic algorithm to simulate the images of virtual
plant based on Genetic Algorithm and L-systems in this article. The relative tech-
niques of our methods, such as the encoded mode of genetic individuals, the design of
the primary population, the design strategies of genetic operations, and the design of
evaluation function of fitness are introduced in details. The results demonstrate the
algorithm’s capability of modeling various plants and ease of use by novice users.

Keywords L-system - Genetic algorithm - Plant morphology - Simulation

17.1 Introduction

Virtual plant [1, 2] now has become a hotspot in the field of computer graphics,
agronomy, etc., and attracted many computer scientists, botanists and mathemati-
cians devoting themselves to this field. The research scope of virtual plant may
includes: individual plants modeling [3], functional-structural plant modeling [4-7],
forest modeling [8] etc. Using an appropriate morphological development model to
generate virtual plants is a key step for the process-based model. L-system is a widely
used model among the many existing morphological development models [9].
However, when using the L-system to model virtual plant, we need to pre-determine
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the rule parameters required by the model, such as the axiom and production rules.
Usually it is quite difficult and quite time-consuming to obtain these rules and
parameters for modeling the specified plant shape. For novice users, they may be
blind and inefficient to obtain the rule parameters of L-system with a manual way. In
order to improve the efficiency of the plant simulation, it is essential to study how to
obtain the parameters and rules for axiom and productions.

In recent years, genetic algorithms and gene expression programming tech-
nology have been applied to solve a series of complex problems, and achieved
good results, such as combinatorial optimization, production scheduling, automatic
control, and artificial life. Since the 1990s, many scholars try to use genetic
algorithm and gene programming to extract the rules and parameters of the
L-system model, in order to improve the relevance and efficiency of virtual sim-
ulation. For example, Jacob [10], Ochoa [11], Mock [12], Hornby and Pollack [13]
study how to evolving parameter-less, bracketed DOL-systems, as these are suited
to the most general evolutionary methods [14]. However, they do not involve in
context sensitive, stochastic and timed L-systems. Kokai [15], Traler [16], Bian
et al. [17], and Venter and Hardy [18] limit themselves to evolving parametric
L-system to simulate different plant shapes. Moreover, to keep the bracket balance
of bracketed L-system, the operators of mutation, selection, and crossover have
many limitations, thus the variety of individuals are limited. For example, the
operation of mutation can not be applied to the symbols ‘[* and ‘]’. The crossover
points can only in the scope between ‘[’ and ‘]’. The evaluation function of fitness
for some works are simplistic or limited to highly specific domains [8]. And some
researches are only to obtain several of types and shapes of plant images, so they
don’t have the fitness function in the realization process of the genetic algorithms.
Thus the superior individuals which form the new population have to be chosen
manually in each evolution process according to aesthetic standard for a next
iteration. In terms of search efficiency, however, there are great limitations existed
in such selection methods which are based on visual impression [14].

Although considerable works have been conducted in the field of virtual plant
modeling based on Genetic Algorithm, many of them are still at the primary stage,
and need to be improved with respect to various aspects, as we mentioned above.
So in this study, an automatic algorithm to simulate the images of virtual plant
based on Genetic Algorithm and L-systems is proposed, so as to avoid the
blindness and low efficiency in the modeling process.

17.2 Related Techniques
17.2.1 L-Systems

L-system is a string rewriting system. It can be used to describe the occurrence and
growth processes of plant morphology. The essence of it is a string rewriting
system, which uses an axiom and a set of productions to generate a string by finite
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recursive operations, and the string can be interpreted as the structure of a plant.
L-system is suitable for describing morphologic architectures of plants. By the
persistent efforts of many scholars, L-system has been successfully applied to a
variety of occasions [9].

17.2.2 Genetic Algorithm

Genetic Algorithm (GA) is a search heuristic that simulating natural evolution
process, which can be used to generate useful solutions on optimization and
searching problems. It generates solutions to optimization problems using tech-
niques inspired by natural evolution, such as inheritance, mutation, selection, and
crossover. The core content includes individual coding, the initial population
setting, the fitness function design, genetic operation design and parameter setting,
etc. As one of the effective methods in optimization theory, genetic algorithm has
applied in a series of complex optimization problems and achieved good results.

17.3 The Process to Modeling Specific Plants Based on GA
17.3.1 Coding Scheme and Population Initialization

The symbol encoded is one of the more commonly used encoding. As we men-
tioned above, L-system is a string rewriting system, and its axiom and productions
are composed by a number of characters. According to the characteristics of the
characters in L-system production rules, and taking into account the efficiency and
convenience of the crossover and mutation operations, we design the Gemini body
coding scheme. A chromosome consists of two sub-chromosomes. One sub-
chromosome is used to encode a string without brackets, and another chromosome
is used to encode the brackets string. The start number of the gene is from 0. In a
chromosome, if a gene whose value equals —1, it will not be displayed in the
phenotype, and we call it “recessive gene”. In the process of encoding, the value
of the recessive gene is set to —1, and the dominant gene is set to a non-negative
integer. The individual’s phenotype is determined by a non-negative dominant
gene. When decoding the a chromosome into a production string, we just need to
fill the gene string after removed “recessive gene” into the bracket string
successively. And then according to the defined relationship between the integers
and the characters, a chromosome is mapped to a sequence of characters.



148 W. Ding et al.

17.3.2 Initial Population

The quality of the initial population is one of the key factors affecting the results of
genetic algorithm. The generation of individual consists of two parts: L-system
productions and the number of iterations. Taking into account the two aspects of
the individuals generated with high fitness and the diversity of the gene, the initial
population is divided into two parts: based on preset individuals generate part, the
proportion is 75 %; randomly generated part, the proportion is 25 %. The maxi-
mum depth of brackets in the string corresponding to the chromosome is two
layers. Randomly generated initial population will increase the diversity of the
population, but will also lead to lower population fitness. In the initialization of the
population, this article uses a predefined individual generation method. The pre-
defined individuals in initial population are generated by changing each character
in benchmark production, including four operations: insert a character; delete a
character; replace a character; maintain the character unchanged. Using the above
two methods to generate the two sub-populations, merge the two sub-populations
as the initial population of the genetic algorithm.

17.3.3 Genetic Operators

The selection operator uses the method of random selection without replacement
and elitist strategy. This method is to select a certain number of individuals from
the population, in which choose the best individual into offspring populations.
Repeat the operations until the new population size reaches the same size as the
original population. This method can guarantee the best fitness individual and
some individuals which fitness are higher than the average fitness is saved in the
population of the middle of the process.

The cross strategy we used in this paper is one-point crossover. The crossover
operator will lead to the traditional chromosome brackets illegal match. In this
section, for the character sub-chromosome in a randomized crossover point for
switching operations and for the bracket sub-chromosome exchange the bracket
module. In this step, although it will not cause the brackets do not match, will still
generate meaningless brackets, for example “[—]”.

In this paper, the mutation operator changes the number of iteration and chro-
mosome. In the string chromosome, mutation operator only changes the single
character. In the bracket chromosome will change the two brackets. As the crossover
operator, mutation operator will not generate the brackets do not match, but will
generate meaningless brackets.
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17.3.4 Repair Mechanism

In this paper, we use crossover and mutation operators transform the string sub-
chromosome and the brackets sub-chromosome. Although it can avoid brackets do
not match, but will still generate meaningless brackets. Therefore, we use the
repair mechanism to delete meaningless brackets and invalid characters. The repair
mechanism to correct the meaningless brackets and invalid characters is given
shown in Table 17.1.

17.3.5 Fitness Function Design

In genetic algorithm, fitness is the only standard to evaluate individual to guide the
direction of genetic evolution. The essence of fitness function is to calculate the
similarity between two tree structures. Considering the characteristics of the three-
dimensional tree structure, this paper presents a similarity calculation method
based on the particle size of three-dimensional tree structure. The tree structure is
firstly divided into thick, medium and thin three particle size by the algorithm:
similar in outline, topology and internal node. Surrounding the tree structure with
the parabolic and it will reflect the different of the tree’s outlines. Then get the
similarity of the tree’s topology can be calculated by comparing the relationship of
the nodes in the tree. After that, it will gain the similarity of the internal space can
be calculated by calculating the minimum space distance based on the topology
relation. Finally, the similarity between the two tree structures can be calculated by
combining the outline similarity, the topological similarity and the internal space
similarity, as shown in Formula 17.1.

Table 17.1 Illegal style and relative repair mechanism

Illegal style Examples Repair mechanism

Empty brackets or only direction [1, [-/&] Delete the substring with the
control symbols bracket border.

Two adjacent control characters, the —+F Remove the offset control characters

control characters in opposite
directions offset each other

A plurality of consecutive identical &&&& F Same control characters can only have
control characters four successively adjacent

The end of the string is a control Of F& Remove the control characters at the
character end of the string

The end of the string in the brackets [F&] Remove the control characters at the

is a control character end of the string
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similarity (T, T,) = o * similar_global(Ty, T,) + P * similar_inner(T, T,) (17.1)
+ v * similar_topology (T, T,) '

, 1—|dl — d2|
simular_global(T1,T2) = “dia (17.2)
1 1_di 1 1_di
similar_inner(T1,T2) == | 1 — total_dist_x —%(1— total_dist_y
3 total _x 3 total _y
1 ( totalAdistAz>
o (1=
3 total_z
(17.3)
dist_child
similar_topology(T1,T2) = e (17.4)

numChild_T1 + num_Child_T2

Here, a, b and c are correction coefficient, and satisfy a + b + ¢ = 1. In the
function Similar_global(T1, T2), d1 and d2 respectively represent the parabola
focal length corresponding to the two graphical tree. In function Similar_inner(T1,
T2) total_dist_x, total_dist_y, total_dist_z, total_x, total_y, total_z respectively
represent the cumulative distance and cumulative value of the T1 and T2 between
the nodes in the X, Y, Z direction. dist_child, numChild_T1, numChild_T2 in
function Similar_topology(T1, T2) respectively represent the difference between
the number of a node in the same topological location of T1 and T2 and the
accumulated valued of the number of node children.

17.4 Experiments and Results

The algorithms are written in c++ language with the OpenGL library, and it is
implemented on a PC with Pentium IV 1.83 GHz CPU, 1.5 GB RAM. The
detailed process of our algorithm is shown in Fig. 17.1.

Here we simulate the topological structure of a tree described in Fig. 17.2 in
order to test and verify the proposed algorithm. The parameters used in the
algorithm are shown in Table 17.2. In the experiment, we can measure the mor-
phological parameters of the target tree. And then, our algorithm is used to evolve
the initial population. After one hundred times iteration, we can get an excellent
individual, as shown in Fig. 17.3. Ordinarily, optimal individuals can be obtained
after one hundred times’ iteration. The experiment results show that our method
can not only simulate the special plant shape, but also simulate various plant
shapes.
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Calculate the similarity of the

Extract the structural characteristics
of target plants

!

| Define the benchmark production

¥

| Initialize the population

¥

_»I Decoding and draw graphics

'

| Calculate the similarity of the outline

topological structure

!

| Calculate the similarity of the internal space |

¥

| Calculate the fitness value |

Genetic Operations (including
selection, crossover,mutation, etc)

| Output the optimal result |<—

End

Fig. 17.1 The detailed process to automatically obtain L-system rules

Fig. 17.2 Target tree to be
simulated
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Table 17.2 Parameters used in the algorithm

Items Values

Population size 30

Termination conditions Fitness value > 0.85
Maximum evolutionary times 100

Maximum length of chromosome Variable

The maximum number of character “F” in a chromosome 20

The number of iterations Variable

Mutation rate for the number of iterations 0.01

1-point crossover rate 0.8

Mutation rate for string sub-chromosome 0.01

Mutation rate for bracket sub-chromosome 0.005

Character selected rate 0.4

Rate of removing the brackets 0.3

Rate of adding brackets brackets 0.4

Rate of moving brackets 0.3

Fig. 17.3 Simulated result of
a 3D tree

17.5 Conclusions

To simplify the modeling processes and improve the simulating speed when we
employ L-systems to describe the topological strucuter, we present here an
intelligent algorithm to simulate the images of virtual plant based on Genetic
Algorithm and L-systems. It has been proved in practice that our method is fea-
sible and valid. In the future studies, we will discuss the following topics: (1) how
to increase the amount of individuals which are accord with L-system; (2) how to



17

Simulating Virtual Plants Based on Genetic Algorithm and L-Systems 153

increase the variety of individuals under the condition that the individuals suit to
the rule of L-system; (3) How to compare the similarity of trees is the premise of
designing individual fitness function.
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Chapter 18

Shrinkage Common Spatial Pattern

for Feature Extraction in Brain-Computer
Interface

Yu Zhang, Jing Jin, Bei Wang and Xingyu Wang

Abstract Common spatial pattern (CSP) has been one of the most popular
methods for EEG feature extraction in brain-computer interface (BCI) application.
Although the CSP usually provides good discriminant features for classification, it
is also known to be sensitive to overfitting and noise. This study introduces a
shrinkage technique to regularize estimation of the covariance matrices in the CSP
and hence a novel shrinkage CSP (SCSP) method, which could effectively alle-
viate the effects of small training sample size and unbalanced data on classifica-
tion. The proposed SCSP is validated on feature extraction of P300 that has been
widely adopted for BCI development. Classification accuracies are evaluated by
using linear discriminant analysis (LDA) with experimental EEG data from seven
subjects. The results indicate that the proposed SCSP extracts more effective
features that yield higher classification accuracy than that by the traditional CSP.

Keywords Brain-computer interface (BCI) - Common spatial pattern (CSP) -
Electroencephalogram (EEG) - P300 - Shrinkage

18.1 Introduction

A brain-computer interface (BCI) is communication technique establishing a direct
connection between human brain and computer or external device without nerve
and muscle function [1]. According to different types of task paradigms, the BCI
system can be developed based on various specific electroencephalogram (EEG)
patterns typically including P300, steady-state visual evoked potential (SSVEP)
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and event-related (de)synchronization (ERD/ERS). One of the key problems for an
improved BCI is how to extract effective features that reflect the EEG pattern
actually for the subsequent classification.

Due to the volume conduction, EEG pattern recorded from the scalp usually is
of a poor spatial resolution. As an effective method for feature extraction, common
spatial pattern (CSP) has been widely applied to spatial filtering of various EEG
patterns for BCI applications [2-5]. The CSP usually give highly discriminative
features resulting in good classification performance, whereas it is also known to
be overfitting when insufficient sample set or unbalanced sample set are available,
which specially happens for P300 classification [5]. To overcome the drawback,
this study introduces a shrinkage CSP (SCSP) method, in which the shrinkage
technique [6] is adopted to regularize the covariance matrices in the CSP towards
the true ones. The proposed SCSP method is validated on the P300 data recorded
from seven subjects. An accuracy comparison is implemented among the linear
discriminant analysis (LDA) classification without spatial filtering, with the CSP
and with the proposed SCSP. The superior classification accuracy implies that the
proposed SCSP is more effective to extract EEG features in the case of small
sample size and unbalanced set.

18.2 SCSP for Feature Extraction
18.2.1 Common Spatial Pattern (CSP)

CSP is one of the most popular method for EEG feature extraction, which aims at
learning spatial filters w to maximize the variance of one class while minimize the
variance of another class as the following Rayleigh quotient:

wit,w

J(w) = (18.1)

WT22W ’

where X is the spatial covariance matrix for class 1 and X, for class 2. Assume we
are given two sets of EEG data X;; € R*¥ and X,; € R™*K (M channels x
K points) from i-th trial (i = 1, 2,...,N) corresponding to the two classes, and both
X, and X;; have been centered. The i-th covariance matrices of the class 1 and
class 2 are calculated from, respectively:

= XX, I =XpX] (18.2)

The X, and X, can then be obtained by:

1 1 &
= X, D=— . 18.3
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where N; and N, denote the numbers of trials in classes 1 and 2, respectively.
Since the J(w) will not change by rescaling of w, the CSP optimization problem
described in Eq. (18.1) can be rewritten as:

max wEiw  s.t.w Zow = 1. (18.4)
w

The corresponding Lagrangian is:
L(Z,w) = wEiw— AW Ew —1). (18.5)
By setting the derivative of L with respect to w to zero, we obtain:

oL
— =2wI'E, —22wZ =0
ow VT AW (18.6)

= Xiw = 1X,wW.

The eigenvectors in Eq. (18.6) can be solved from a generalized eigenvalue
problem. The optimal spatial filters are then derived by retaining the eigenvectors
corresponding to the largest D eigenvalues. Assume W € R”*? is a matrix con-
sisting of the optimal spatial filters. The features extracted by W from EEG data
X € RM*K are given by:

Y =WX. (18.7)

The features Y € R?*X provide the optimal discrimination between the two
classes in the least-squares sense.

18.2.2 Shrinkage CSP (SCSP)

Although the CSP usually gives good results for EEG feature extraction, it may be
overfitting to small sample size and unbalanced data. This happens particularly for
P300 feature extraction. To solve such problem, this study introduces a regularized
CSP based on a shrinkage technique [6] to improve the discriminability of
extracted features and hence the performance of EEG classification.

Recently, regularization technique has been increasingly applied to improve
covariance matrix estimation in feature extraction and classification [7, 8]. The
covariance matrix corresponding to the i-th trial of class ¢ can be typically reg-
ularized as:

Zc,i = (1 - )%',i)zcn,i + ;Lc,ivc,ila (188)
where A.; is the regularization parameter and v.; denotes the average eigenvalue
tr(X.;)/K of X.;. The regularization parameter A.; is usually selected by using
cross-validation. However, the cross-validation procedure is time-consuming and
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may be not applicable for small sample size. Instead of cross-validation, we
estimate the regularization parameter automatically and quickly according to the
shrinkage technique [6] for each covariance matrix by:

}* _ Nc ZZ}::] varg (Z<'~,i7m~n (k)) (18 9)
o (N( - ])2 Z sz,zﬂm,n + E (SL'J;W'J” - VL'J)Z , .
m#n ' m

where N, is the number of trials in class ¢, s¢;», denotes the element in the m-th
row and n-th column of covariance matrix X ;, and z (k) is computed as:

Zeimn(K) = ((Xein)y — (nu(,',i)m)((xc-i-k)n - (nuc,i)n)7 (18.10)

with (X.;x),, being the element in the m-th row and k-th column of data X.; €”*K

and (p,;), being the element in the m-th row of mean column vector computed
from X ;.

18.3 EEG Acquisition

In this study, the proposed SCSP method is validated on the classification of P300
that has been relatively more popular for BCI development.

Seven healthy subjects (S1-S7, aged from 24 to 49) with normal or corrected-
to-normal vision participated in this experiment. During the experiment, the
subjects were seated to a comfortable chair 60 cm from a standard 17 in. LCD
monitor (1280 x 1024 screen resolution) in a shielded room.

Figure 18.1 illustrates the P300 experimental paradigm. The experimental
layout contained eight arrow directions on a black screen to simulate a wheelchair

(a)

Fig. 18.1 Experimental layout (a) and channel configuration (b)
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control, and intensified arrows were adopted as stimuli. Each subject completed
two experimental sessions, each of which consisted of eight runs corresponding to
each of the eight direction commands. In each run, a target cue was first presented
for 1000 ms in the middle of the layout followed by five flash blocks. Subjects
were asked to focus on the cued arrows and silently count the number of times they
were intensified. In each flash block, eight arrow stimuli were intensified randomly
on the corresponding eight directions for once, respectively, with 100 ms pre-
sentation duration and 80 ms inter-stimulus interval (ISI). That is, a total of 640
trials (80 targets and 560 non-targets) data were recorded from each subject.

18.4 Results

To evaluate the effectiveness of the extracted features, classification accuracy was
compared among the LDA classification without spatial filtering, with the ordinary
CSP and with the proposed SCSP. For each subject, half data were randomly
selected from the 640 trials data for training classifier, while the remaining half for
testing classifier. Figure 18.2 depicts the P300 classification accuracies obtained
by the LDA method, the CSP + LDA method and the SCSP + LDA method for
the seven subjects with various numbers of trials average. The results show that the
SCSP + LDA method outperformed both the LDA method and CSP + LDA
method for S2, S3, S5 and S7, while achieving comparable accuracies with those
of the CSP + LDA method for S1, S4 and S6. Table 18.1 presents the statistical

S1 S2 S3 S4

100 100 100 100
< 80 S 80 80 < 80
S S S) S
é\ § 60} § 60 § 60
5 5 40} 5 40 5 40
8 8 g 8
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Fig. 18.2 Classification accuracies derived by the LDA, CSP + LDA and SCSP + LDA using
various numbers of trials for the seven subjects, respectively
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Table 18.1 Statistical analysis for the classification accuracy difference among the three
methods

Method comparison Number of trials

1 2 3 4 5
CSP + LDA versus LDA p=0266 p=0.083 p=0.087 p=0.104 p=0.124
SCSP + LDA versus LDA p<005 p<005 p<00l p<0.005 p<0.01

SCSP + LDA versus CSP + LDA p =0.092 p=0.11 p<0.05 p<005 p<0.05

0.02
SCSp
0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Temporal point

Fig. 18.3 Comparison of the most discriminative information (+*-values) between the CSP and
the SCSP. The 6th temporal point corresponds to 280 ms

analysis (paired ¢ test) results of accuracy difference among the three methods. The
SCSP + LDA method achieved significantly higher classification accuracy than
the LDA method while the difference between the CSP + LDA method and LDA
method is not significant. Furthermore, the SCSP + LDA method outperformed
significantly the CSP + LDA method when using number of trials larger than two,
which indicates that the regularized covariance matrices with shrinkage technique
did improve the P300 classification accuracy.

A comparison of the most discriminative information was carried out between
the features extracted by the CSP and the proposed SCSP. Figure 18.3 shows the
most discriminative features obtained from S7 evaluated by the squared pointwise
biserial correlation coefficients (rz—values) [8]. The SCSP accurately extracted the
more effective feature at 280 ms (associated to the P300 component) and prevent
the disturbance from other non-associated components, compared with the tradi-
tional CSP.

The aforementioned results provide an evidence for the effectiveness of the
proposed SCSP on feature extraction in the case of small sample size and unbal-
anced data.

18.5 Conclusions

This study proposed a shrinkage common spatial pattern (SCSP) method for EEG
feature extraction in BCI application. The covariance matrices were regularized by
the shrinkage whose parameters were automatically and quickly estimated, which
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prevented overfitting to small sample size and unbalanced data. From experimental
analysis with real EEG data of seven subjects, the proposed SCSP method
extracted more effective features resulting in higher classification accuracy com-
pared with the traditional CSP.
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Chapter 19
Detection of Overtaking Vehicles
in a Highway

Song Pan and Huaping Liu

Abstract In this paper, some challenges of detection of overtaking cars in a
highway are reviewed. Based on this analysis, we propose an overtaking vehicle
detection method based on the computation of a symmetry function. Our approach
defines a new symmetry function. Although the near distant vehicles usually do
not show strong symmetry, we can also use this function to detect it locations. The
proposed approach has been evaluated using some practical traffic scenes.

Keywords Vehicle detection - Computer vision « Symmetry

19.1 Introduction

Visual detection is one of the most challenging issues in computer vision. A lot of
solutions and system realizations have been proposed which cover many appli-
cations, such as surveillance and security systems.

Currently, overtaking vehicle detection has become an important component of
on-board driver assistance system. It can be used to alert the driver about driving
conditions, possible collision with other vehicles, or trigger the automatic control
of the vehicle for collision avoidance and mitigation. Overtaking vehicle detection
based on active sensors such as laser, radar, and sonar has several drawbacks due
to sensor interferences between different vehicles in a limited space. Passive
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sensor-based detection approaches, such as vision-based methods, are becoming
widely used due to their low cost and less interferences between vehicles [1].

In vision-based overtaking vehicle detection systems, a single camera is usually
mounted on the host vehicle to capture rear-view image sequences. Various
approaches have been proposed to detect moving vehicles assuming dynamic
background. These methods can be classified into two main categories: appear-
ance-based and motion-based. Recently, the relative motion information obtained
via the calculation of optical flow becomes an important cue for detecting moving
allows detection to be robust to camera shocks. Most of the corresponding research
[1-7] belong to this class. However, the motion features are not oblivious when the
vehicle is far from the home vehicle. In addition, optical flow approaches are very
time-consuming and not very suitable for practical applications. To tackle these
problems, we propose an overtaking vehicle detection method based on the
computation of a symmetry function. Our approach defines a new symmetry
function. Although the near distant vehicles usually do not show strong symmetry,
we can also use this function to detect it locations.

The rest of the paper is as follows: The problem description is given in Sect.
19.2. An overview of the proposed approach is provide in Sect. 19.3. Section 19.4
focuses on the detection algorithm. The Kalman filtering technology is introduced
in Sect. 19.5. Section 19.6 gives some experimental results. Finally, Sect. 19.7
gives some conclusions.

19.2 Problem Description

The considered scenario is constituted by a car with a camera mounted on the rear of
the vehicle and looking outside. In order to exclude parts of the scene which are
useless for the considered task, like the sky, the camera optical axis is pointed down;
the angle made by the optical axis with the ground plane is set according to the height
of the car and the maximum distance from the vehicle to be considered [4].

The system must be able to identify possible dangerous situations like a car
approaching from the back or beginning an overtaking maneuver. The objective of
this project is to use a camera on the side mirror to detect the passing or overtaking
vehicles. Compared with detection the rear of vehicles, this project provide the
following new challenges:

(1) The head of vehicles is more complex than the rear.

(2) Vehicle should be firstly detected in long distance. Even it is detected, there is
very little feature information can be extracted, which makes the feature-based
tracking very difficult. See Figs. 19.1 and 19.2 for some examples.

(3) The shape of the vehicle is irregular when it is near our vehicle. See Fig. 19.3
for an example.

In the following we will first introduce the whole algorithm framework and then
give an illustrious of the computation of the symmetry function.
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Fig. 19.1 Left Frame 1; Right frame 100

Fig. 19.2 Left Frame 200; Right frame 240

Fig. 19.3 Left Frame 244; Right frame 250

19.3 Detection Framework

The proposed detection framework for consists of the following four stages:

(1) pre-processing;

(2) symmetry function calculation;

(3) peaks searching in the symmetry function;
(4) pixels clustering.

The corresponding flowchart of the whole algorithm is shown in Fig. 19.4.
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Fig. 19.4 The detection
framework Pre-‘ | Sﬁyj:g::gg ‘ Search the peaks .in
processing . the symmtry function
caculation

Clustrering the | Analyze the
surrounding pixels peaks

Bounding
box

During the pre-processing stage, we binarized the image using a prescribed
threshold . This work can eliminate most of the noises (Fig. 19.5). Figures 19.6,
19.7, 19.8, 19.9 shows some of the examples. Figure 19.6 corresponds a far dis-
tance case, the right of Fig. 19.6 is the binarized image. As a comparison, we show
the corresponding horizonal and vertical edge images, respectively, in Fig. 19.7. It
is obvious that the binarized image is more appropriate for detection than the edge
images. Also, Figs. 19.8 and 19.9 corresponds to a middle-distant vehicle.

19.4 Detection Algorithm

In this section, we focus on the symmetry detection. Symmetry has been studied
extensively in computer vision since it is a useful principle for object detection.
For the rear parts of most vehicles, the symmetry property is very common. When
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Fig. 19.5 Computation time: Left Sequence 1; Right sequence 2
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Fig. 19.6 Example of pre-processing 1

Fig. 19.7 Example of pre-processing 2

Fig. 19.8 Example of pre-processing 3

the symmetry of objects in 2-D images is considered, most researchers focus their
interest and attention on the intensity symmetry and have proposed several
methods regarding the detection of symmetry axes [2]. However, the symmetry
will not by always obvious for the cases of overtaking vehicle detection. Therefore
a carefully designed symmetry function is required. To detect the overtaking
vehicle in the image, we use a window whose width is W to detect the symmetrical
objects. The symmetry function Sym[i] for every column i can be obtained as
follows:
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Algorithm 1:
Fori=W To WIDTH - W

Sym[i] = 0;
FOR j = 1 TO HEIGHT
START = W;

FOR k=START TO i
IF ((pBinary[k,j] == 255) AND (pBinary[2*i-k,j] == 255)
Sym[i] ++;
END
END
END
END

Fig. 19.9 Example of pre-processing 4

where WIDTH and HEIGHT are the width and height of the considered image,
respectively. pBinary represents the binarized image array.

In general, if there are vehicles in the image, there will be obvious peaks in the
symmetry functions. Figures 19.10, 19.11, 19.12 and 19.13 provide some exam-
ples. From these examples, we can see that if the vehicle is far from the home

5 [

Fig. 19.10 Frame 100



19 Detection of Overtaking Vehicles in a Highway 169

| ‘ AN
i Y AR

100 200 300 400 500 800

Fig. 19.11 Frame 300

100 200 30 400 00 600

Fig. 19.12 Frame 400

Fig. 19.13 Frame 489

vehicle, it is small and shows strong symmetry. On the other hand, when the
vehicle is near the home vehicle and is overtaking, it is usually not symmetry
because we can see its side. However, even in this case, the symmetry function has
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an obvious peak in the neighborhood of the location of the vehicle. Therefore we
can still use the symmetry function to approximately locate the vehicle.

After obtaining the symmetry function Sym[i], we can search its peaks to locate
the position of the vehicle. The following step is to obtain the exact detection
bounding box. To this end, we need to cluster the surrounding pixels near the
symmetrical axis to form the bounding box. In this stage, we again use the
symmetry information. That is to say, only those pixels which satisfy the sym-
metry property are clustered.

19.5 Kalman Filtering

To obtain more exact results, we used the Kalman filter to refine the detection
results. To this end, we construct the following state space model

xlk + 1] = Ax[k] + Bwlk] (19.1)

where x[k] is the state vector which contains the height, width of the detection
rectangle, and w[k] is the disturbance. The measurement equation is

Z[k] = Cx[k] + Dv[k] (19.2)

According to the Kalman filter theory, we can get the following recursive
algorithm

Xk + 1) = Ai[k]

Pk + 1] = AP[KAT + Q

K[k + 1] = Plk + 1)H" (KP[k + 1]H” +R)™" (19.3)
xlk+ 1) =xk+ 1] + K[k + 1](z[k + 1] — Cx[k + 1])

Plk+1] = (I — K[k + 1]C)P[k]

where Q and R are the covariance matrices of the noises w[k] and v[k], respec-
tively. For more details on Kalman filter, please refer to [8].

19.6 Experimental Results

We fixed a video camera on the left window of the host vehicle to capture the rear-
view image sequences. The proposed algorithm has been implemented on a IBM
PC T42 and tested on image sequence acquired from a car on different situations.
The video was digitized using a sample rate of 30 frames per second. The size of
each frame is 640%480. The digitized image sequences contain various cases.
Though we made a lot of experiments, due to the page limitation, we can only
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Fig. 19.14 Detection results of frame 92, 100, 200 and 280

Fig. 19.15 Detection results of frame 300, 400, 489 and 495

include very few of them in this paper. Here, we report the detection results for
two sequences. Sequence 1 contains 302 images and Sequence 2 contains 525
image. The commutation time costs are plotted in Fig. 19.5. From them we can see
that the computation time is always between 17 and 35 ms and can satisfy the real
time requirements.

The detection results are also rather satisfied, here we list some detection results
in Figs. 19.14 and 19.15. Further, we can see the detection algorithm is rather
robust to the location of the vehicle and the lane marks.

19.7 Conclusions

In this paper, the problem of detection of approaching car is addressed using a
novel approach which is based on the computation of symmetry information. The
proposed approach has several important and interesting features:

(1) When the object is far from the home vehicle, the symmetry is very strong and
therefore the detection results are rather satisfied;

(2) When the object is approaching or overtaking, it is near the home vehicle. In
this case, the symmetry is not strong. However, using our proposed symmetry
function, we can also find a peak in the corresponding position. So we can
locate the approximated position of the vehicle. Further, by properly clustering
the surrounding pixels which satisfying the symmetry property, we can get
satisfactory detection box.

In summary, the superior performance achieved in our experiments including
difficult cases demonstrates the power of the new approach. These techniques also
apply to effective integration of different modules of a practical vision system.
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Chapter 20

A Generalized Gamma Distributed CFAR
Algorithm for Layover and Shadow
Detection in InNSAR Images

Xianxiang Qin, Huanxin Zou, Shilin Zhou and Yun Ren

Abstract In this paper, a novel CFAR algorithm is proposed for layover and
shadow detection in Interferometric synthetic aperture radar (InSAR) images.
Firstly, the generalized gamma distribution (GI'D) is employed for statistical
modeling of the InSAR image. Moreover, a CFAR algorithm for detecting both the
layover and shadow is proposed, of which the analytical expressions of two
thresholds are presented. Finally, the effectiveness of the GI'D and the proposed
CFAR algorithm are validated with a real InSAR image.

Keywords Interferometric synthetic aperture radar (InSAR) - Layover - Shadow -
Constant false alarm rate (CFAR) detection - Generalized gamma distribution

20.1 Introduction

Interferometric synthetic aperture radar (InSAR) is an important technique which
may be used for obtaining the high quality Digital Elevation Model (DEM) [1].
The terrain height can be accurately determined by exploiting the phase difference
between the echoes of two antennas of the interferometer. However, Due to the
existence of the layover and shadow phenomena in the InSAR images, this
technique may become unavailable. In the past decades, many researches have
been carried out for solving the problems from these phenomena [2—4], of which a
special one is to locate the layover and shadow areas in the SAR images.

The constant false alarm rate (CFAR) detection is an important algorithm that
has been widely used in many fields as targets detection, edge detection and so on
[5], and may be employed for the layover and shadow detection. One of the most
important factors of CFAR algorithm is to determine an accurate probability
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density function (PDF) of the background. Recently, some studies have been car-
ried out on the statistical modeling of the multilook SAR interferograms and InSAR
coherence magnitude [6, 7]. Heretofore, however, as far as we know, less study has
been carried out on the statistical modeling of clutter in the InSAR images.

The generalized gamma distribution (GI'D) is a versatile empirical distribution
that has been successfully employed for statistical modeling of SAR images [8]. In
this paper, we try to describe the statistics characteristics of clutter in the InSAR
image with the GI'D. A CFAR algorithm for detecting both layover and shadow
areas in InSAR images is designed. To evaluate the performance of the proposed
algorithm, a real InNSAR image from the TerraSAR-X system is employed.

The paper is organized as follows. The layover and shadow phenomena in the
InSAR images are introduced in Sect. 20.2. Section 20.3 describes the GI'D and it
parameter estimation as well as the proposed CFAR algorithm for detecting the
layover and shadow areas. The experiments are given in Sect. 20.4. We give the
conclusion in Sect. 20.5.

20.2 Layover and Shadow in InSAR Images

With the two acquisitions of the InSAR system, noted as S; = |S|exp(je,) and
S> = |S2| exp(jg,) respectively, the interferogram is obtained as

§= 38185 = [51]|S2] exp(i(@1 — @2)) (20.1)

where the superscript “*” is the complex conjugate operation. Generally,
according to the phase difference ¢, — ¢, as well as the parameters of orbit and
imaging sensor, the height of the target can be calculated.

Due to the geometric relation of SAR imaging, layover and shadow are ubiq-
uitous phenomenon in SAR images especially in areas with abrupt change like
mountain and urban areas [4]. Figure 20.1 demonstrates the geometry of inter-
ferometric system in presence of layover and shadow. The layover phenomenon
occurs when echoes from different patches of terrain map to the same range-
azimuth resolution cell, like A; and A, map to Ra, or By, B, and Bj to Ry in
Fig. 20.1. The shadow shows up in areas where no radar signal can reach and then
only the noise can be received. Accordingly, without special procession, these
phenomena would lead to unavailable information of the terrain height.

20.3 Generalized Gamma Distributed CFAR
20.3.1 GI'D and its Estimation

The GI'D was proposed by Stacy and has been widely applied in many fields [9].
A new GI'D which generalizes Stacy’s model is given by Li et al. [8]
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where o, v and k are the scale, power and shape parameters respectively. This
distribution is a versatile model that has many well-known distributions including
the Rayleigh, Exponential, Weibull, gamma and inverse gamma distributions as
special cases and the Log-normal distribution a limiting case [8].

The method of log-cumulants (MoLC) is a feasible parameter estimation for
GI'D, which estimates parameters by solving a system of equations of log-
cumulants statistics [8, 10]. The first three log-cumulants of GI'D can be obtained
as k1 =Ino+ (¥P(x) —Ink)/v, kK, = ¥(1,x)/v* and 3 = ¥(2,x)/v® respec-
tively, where W (x) = (d/dx)log I'(x) and ¥ (n,x) = (d"/dx")¥(x) refer the dig-
amma function and the n-th order polygamma function respectively. In practice,
the log-cumulants are replaced by the corresponding empirical ones [10].

20.3.2 CFAR Algorithm

The CFAR algorithm performs target detection by comparing the test pixel to a
threshold obtained from the statistics of the background [5, 11]. Generally, The
CFAR algorithm is used for detecting “bright targets” whose amplitudes are larger
than the background. For a desired false alarm rate (FAR) PJE.;), the threshold T for
detecting bright targets can be obtained from [5]

ph _

fa
T,

F(x)dx =1 — F(Ty), (20.3)

where f(x) is the probability density function (PDF) and F(x) is the corresponding
cumulative distribution function (CDF). For the case that the targets are generally

darker than the clutter, with a desired FAR P}f), the threshold 7, of CFAR

algorithm can be obtained from
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Fig. 20.2 Tllustration of
CFAR algorithm

P = f( )dx = F(Ty). (20.4)

The test pixels that larger than T are treated as bright targets and that smaller
than T, are treated as dark targets. Figure 20.2 gives the illustration of the CFAR
algorithm for detecting both bright and dark targets.

With the GI'D for modeling the background in the CFAR algorithm, the
thresholds for detecting bright and dark targets, noted as 7 and 75, can be derived
as (20.5) [12] and (20.6), respectively.

o olamr (1 -, )}I/V | 205)
a[(l/;c) (P}al), )] " v<0
- 0[(1/16)1”1([)(.2)7,6)}1” >0 206

@ 1" ’
a{(l/lc) (1 — P K)} <0
where I'~!(x,a) is the inverse incomplete gamma function, namely the inverse

function of the incomplete gamma function I'(x,a) which is defined as [13]

1
I'(a)

I'(x,a) = / " Vexp(—t)dt, a,x > 0. (20.7)
0

In the InSAR images, as layover areas correspond to signals from many dif-
ferent terrain patches, they are usually stronger than the background and can be
seen as bright targets. However, as influenced by the speckle, some pixels of
layover may be smaller than the background. Similarly, shadow areas are generally
darker than the background for no signal can reach the corresponding areas. Some
shadow pixels may be larger than the background due to the existence of speckle.
Therefore, to reduce the influence from speckle, the morphological method [14]
including close and open operations is applied. Figure 20.3 illustrates the flow
chart of the proposed CFAR algorithm for the layover and shadow areas detection.
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Fig. 20.3 Flow chart of the proposed CFAR algorithm

To compress the dynamic range of the interferogram amplitude, the square-root-
amplitude (SRA) of InSAR image is obtained.

20.4 Experimental Results and Analysis

20.4.1 Experimental Data

In the experiments, two VV-polarized X-band amplitude TerraSAR-X images of
1200 x 1200 pixels from the same mountain area of Hong Kong, noted as image 1
and image 2 and shown in Fig. 20.4a, b respectively, are employed. The resolution
of the images is 1.9 m in range and 3.3 m in azimuth. The SRA of InSAR image is
shown in Fig. 20.4c, which is generated according to (20.1). It can be seen form
Fig. 20.4c that there are some layover and shadow areas in the mountain area.

20.4.2 Statistical Modeling Results for Coherent Image

The GI'D is applied to model the SRA of InSAR image. For comparison, the
classical Weibull [11] and K4 [8] distributions are adopted. The parameters of
these distributions are estimated by the MoLC. Figure 20.5 demonstrates the

Fig. 20.4 Experimental images a image 1, b image 2, ¢ SRA of InSAR image
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Fig. 20.5 Fitting results of estimated PDFs to histogram. a Fitting results in linear scale, b fitting
results in semilogarithmic scale

fitting results of the estimated PDFs to the histogram of the SRA of InSAR
image. Figure 20.5a, b give the results in the linear and semilogarithmic scale
respectively.

It can be seen that the histogram of SRA of InSAR image shows a sharp peak
and a heavy tail. The K4 distribution especially the Weibull distribution diverges
from the histogram obviously. In comparison, the GI'D fits the histogram well. To
compare these results quantitatively, the Kolmogorov-Smirnov (KS) distance [15]
is used, of which a smaller value indicates a better fitting result. The KS distances
are calculated as 0.0959, 0.0745 and 0.0070 for the Weibull, K, and GI" distri-
bution to the histogram, respectively. This fact indicates that the GI'D provides a
best fitting result to the histogram compared with the two classical distributions.

20.4.3 Detection Results and Analysis

The desired Py, is an important factor of CFAR detection algorithm, of which a
larger one would lead to a higher actual detection rate while a higher actual false
alarm rate simultaneously. Generally, the values of most background pixels are
low, which are much closer to that of shadow pixels than to that of layover pixels.
Therefore, the desired Py, for detecting shadow should be larger than that for
detecting layover.

In practice, in order to avoid the case that the layover or shadow areas are
treated as the normal ones as possible, a large false alarm rate is usually allowed.
Consequently, in the experiments, the Py, for detecting the layover and shadow are
given empirically as 0.05 and 0.15, respectively. The results of the layover and
shadow detection according to (20.5) and (20.6) are presented in Fig. 20.6a, b
respectively. The bright pixels in Fig. 20.6 indicate the positions of the layover or
shadow areas. Figure 20.6¢c gives the detection results for both layover and shadow
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Fig. 20.6 Layover and shadow detection by CFAR algorithm. a Layover detection, b shadow
detection, ¢ layover and shadow detection

areas in the same image where the brown, blue and green pixels represent the
layover, shadow and the normal areas respectively.

From Figs. 20.6 and 20.4c we can see that most of the layover and shadow
areas have been detected. However, there are many holes in the detected areas, so
are many isolated false alarm points distributing in the images especially for the
shadow detection. As analyzed before, this fact is mainly because of the influence
of the speckle. To solve this problem, the morphological method of “close
operation + open operation” [13] is applied on the results above. Then the obtain
layover and shadow detection are shown in Fig. 20.7a, b respectively.
+Figure 20.7c gives the final detection results in the same manner of Fig. 20.6c.

Comparing the results in Figs. 20.6 and 20.7, we can see that the many holes in
the detected areas have been filled and numerous isolated false alarm points have
been removed by the morphological method. The layover and shadow detection
have been improved seriously. Generally, it is difficult to evaluate the performance
of layover and shadow detection algorithm accurately due to the difficulty of
obtaining precise location information of the corresponding areas. Therefore, we
evaluate the proposed algorithm by comparing the original InSAR image and
detection results visually. Figure 20.7 shows that the detected layover regions are
mainly located at slopes faced to the SAR platform and the shadow areas locate
after the mountain. These results are in accordance with the geometry of inter-
ferometric system as analyzed in Fig. 20.1. Besides, the detected results are
consistent with that seen from the original image (Fig. 20.4c) too.

Fig. 20.7 Layover and shadow detection after morphological processing. a Layover detection,
b shadow detection, ¢ layover and shadow detection
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20.5 Conclusion

In this paper, we employ the GI'D for the empirical statistical modeling of square-
root-amplitude of InSAR image. Besides, a CFAR algorithm for layover and
shadow detection with GI'D for background is developed. The statistical modeling
experimental result on a real InSAR image has shown the advantage of the GI'D
comparing with the Weibull and K, distributions. Furthermore, the experimental
results for layover and shadow detection have validated the proposed CFAR
algorithm.
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Chapter 21
Error Concealment via Best Matching
Block Selection Strategy

Chen Yao, Lijuan Hong and Yunfei Cheng

Abstract In this paper, we propose a new error concealment method based on
best matching block selection strategy, which is implemented under a Bayesian
probabilistic framework. Best selected image block is forwarded to a block-based
bilateral filter for restoring missing pixels, while operates in block wise manner.
During the Bayesian framework, a non-local spatial correlation is introduced in
block selection. Meanwhile, a Markov Random Field Prior is built as an image
prior model. Finally, experimental results show favorable results of proposed
algorithm against traditional methods.

Keywords Error concealment - Block selection - Bayesian - Bilateral filter

21.1 Introduction

Transmission of video streams over error-prone channels is susceptible to packet
loss due to congestion, fluctuation and error propagation caused by video com-
pression. Error concealment is refers to the technique that recovers the corrupted
image or video received from error-prone channel. Error concealment methods
often make use of spatial and temporal correlation to alleviate the negative effect
of packet loss, and can be regarded as post-processing stage of the decoder to fight
against channel impairment without incurring overhead on the encoder side.
Error concealment methods are usually categorized into temporal error con-
cealment (TEC) approaches and spatial error concealment (SEC) approaches.
Basically, the TEC [1-4], methods replace corrupted block by the corresponding
block in previous frame. In this case, motion vector (MV) is used for motion
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compensation. Boundary matching algorithm (BMA) [5] uses the sum of absolute
differences (SAD) as a criterion finding lost block MV. Except BMA algorithm,
others resort to estimation (ME) for reconstructing MV [6]. The computational
complexity of these TEC approaches is high because of the ME step. Therefore,
some fast algorithms using fast ME or constraining search range are proposed [4],
[7]. Furthermore, the MVs of neighboring blocks correctly received are interpo-
lated instead of performing ME [8].

Spatial error concealment methods primarily utilize spatial correlation of pixels
to restore missing pixels. SEC methods in the transform domain are also proposed
in [9-11], an adaptive spatial interpolation is proposed in [12]. The method pro-
posed in [13] uses spatial direction vectors extracted from edge, which is applied
to recover missing pixels. The projection-onto-convex-set (POCS) [14] and fuzzy
logic reasoning based methods [15] are also proposed. Furthermore, in [16],
alternative projection is used in recovering the corrupted image blocks. A different
SEC based on best neighborhood matching (BNM) approach is proposed in [17],
which exploits block wise similarities within image to recover the missing block.
The algorithm in [17] is implemented in H264 JM reference software. Unlike
previous parallel methods, [18] introduced a sequential recovery mechanism
together with an orientation adaptive interpolation scheme derived from pixel wise
statistical model.

In this paper, inspired by forerunners in [19-22], we present a new bilateral
spatial error concealment based on best block selection scheme. The image data in
the corrupted region are replaced by weighted average of neighboring blocks in a
local searching window. The recovery result relies on non-corrupted image data.
Especially, we try to pick out a best matching block through a Bayesian rule in a
local search window. Obviously, it is not a traditional weighting average scheme.
We assume that isotropic region has better similarity in image. Therefore,
Bayesian rule is used to select isotropic block instead of looping all the blocks in
search window. After block selection, a block-based bilateral filer is implemented
to recover current missing pixels.

In the rest part of this paper, the BBF and SI-BBF will be reviewed and
introduced in Sect. 21.2. Abound experimental results are provided in Sect. 21.3.
And finally, Sect. 21.4 concludes the paper.

21.2 Proposed Algorithm

In this section, the Bayesian formulation framework and block-based bilateral
filter are introduced.
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21.2.1 Bayesian Framework for Best Block Selection

Given current missing block P; in local search window, we can get block number
n through setting block size and size of search window. A non-local search win-
dow is utilized. We formulate block selection problem in a Bayesian framework as
follows.

argmax p(P,|P;, Py, Pn) = argmax p(|P;, Px, Po|P:)p(P:)/p(Pi; P, Ph)
teQ,,, ke{l, ..., n—1}, hefl, ..., m—1}
oc argmax p(Py|Pi)p(Pi|P)p(P:|Py)p(P:).

(21.1)
where, i is missing block index. ¢ is matching block index. Q,, is matching block
set. k is block index in local search window. / is block index in non-local search
window. n is block number of local window. m is block number of no-local

window. The Bayesian posterior probability can be factorized into block likeli-
hoods and model prior probability.

21.2.2 Non-Local Likelihood Formulation

Inspired by [22], we formulate all the likelihood using non-local-mean block wise
Gaussian description. All the likelihood definitions are denoted as follows,

1 1P = PG,
p(P:|P;) mexp{— —

1 1P« = Pilg,
p(Pi|Py) o Z(k)eXp{_}ﬂ (21.2)
1 1Py = Pillg,
p(PlPh)O(Z(h)eXp{_ h2 ;

where, the parameter / controls the decay of exponential function. G, is model
Gaussian variance. Z is normalizing factor. It is given by

L 2
Z(i)=> exp{——m tht”G”}

teQ,,

2
PP,

Zk)= > exp{ T} (21.3)
kef{l, ..., n—1}
1Py = Pillg,

Z(h) = Z exp{—T}.
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We can use this non-local likelihood to measure the similarity between current
block and searching block. Obviously, the searching block is more similar to
current block if the computed likelihood is bigger. Here, Non-Local likelihood is
used to model correlation between different blocks in the Bayesian framework.
The introduction of Non-Local likelihood model is served as a key factor in the
problem solving of block selection.

21.2.3 Prior Model

The selection of prior model is very important to the final results in a Bayesian
framework. To maintain spatial and color coherence, we use a Markov Random
Field (MRF) model, which asserts that the conditional probability of a pixel only
depends on its neighborhood. In this paper, we use a Gaussian MRF to model
image prior. This is characterized by the following local conditional probability
density function:

. “1:][\/2171—%6"1’ ) (P,—Z(N))

(21.4)

where, P,(N) is the mean of neighborhood of block P;, N denotes neighborhood

block index and g, is the covariance matrix of P, — P,(N). Prior probability can be
computed by the marginalization of local conditional probability.

21.2.4 MAP Solving

An estimate for posterior p(P|P;, Py, P;) is found by finding the MAP estimate
using the Iterated Conditional Modes (ICM) algorithm. The converged estimate
represents a local optimization in the posterior formulation. Importantly, a good
initialization of unknown random variables is necessary to ensure that the con-
verged result is close to the global optimization. A multi-resolution scheme is
incorporated into the algorithm. Final result is more likely to converge to the
global maximum.

21.2.5 Block-based Bilateral Filtering

After best block selection, a block-based bilateral filter (BBF) is applied. For easy
description and denotation, we use gray-scale image as an example throughout the
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paper, however, error concealment algorithm of color image can be understood
analogously by replacing a single image pixel with a triplets of RGB or YUV.
The classical bilateral filter is defined by

I = S wdowd -, (21.5)
Z Wi
JEN;
Where, i, j are the pixel indexes. N; defines a neighboring pixel index of i. W; is
normalized weight factor, which is given by

W =w - wyi, (21.6)

where, Ws = G, (]|i —j||) is temporal (spatial in case of images) weights with
Gaussian kernel G, and variance o,, which measures the geometric distance
between i and j. Wg = Ga,( ’I,- — IJH) is radiometric weights with Gaussian kernel
G, and variance o,, which measures the radiometric distance between [ and j. /; is
pixel gray intensity. BBF algorithm extends /; to gray intensity matrix of image
block, which is formulated as

B, = Z wl - w P, (21.7)
Z ! jeny
leEN,
where, k, [ are block indexes. Ws = G, (||k —1||) and Wg = G, (||Bx — P:l|)-
Understandably, BBF is a natural extension of bilateral filter from operating in

pixel-wise manner to block-wise manner. B; is the final recovered block. P; is the
selected matching block.

21.3 Experiments

In this section, we demonstrate the error concealment results of the proposed
algorithm while providing its comparisons with some other error concealment
algorithm. Reconstruction results under different block loss rate are shown in
Fig. 21.1. We set 0 as block loss rate with 8 x 8 block size. Particularly, we
consider three typical block loss rates 0 =~ {25 %, 50 %, 10 %}. 0 ~ 10 % rep-
resents mixed random block loss. 0 =~ 25 %, 50 % are isolated block loss. Dif-
ferent error patterns are shown in Fig. 21.1a, ¢ and e respectively. Error-concealed
images are shown in Fig. 21.1b, d and f respectively.

Table 21.1 illuminates the PSNR results as compared to [14, 17, 19] for Lena
image under various block-loss conditions. It can be seen that we achieve highest
PSNR gain over previous algorithm. Subjective results shown in Fig. 21.1 also
indicate that corrupted image processed by our method has good visual quality.
We attribute the improvement of PSNR to the use of best block selection scheme.
The corrupted block can be well reconstructed by the most similar non-corrupted
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(a) (b)

(c) (d)

Fig. 21.1 Experimental results. a Corrupted Lena image (with 25 % block loss). b Recovered
image of (a). ¢ Corrupted Lena image (with 50 % block loss). d Recovered image of (c).
e Corrupted Lena image (with mixed 10 % random block loss). f Recovered image of (e)
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Table 21.1 Performance comparison in PSNR

Rate of block loss Method [17] Method [14] Method [19] Ours
25 % isolated block loss 22.39 27.53 31.11 34.67
50 % isolated block loss 15.43 24.84 27.79 31.35
30 % mixed block loss 22.70 28.92 32.05 35.70

block. As compared to previous error concealment algorithm [14, 17, 19], our
algorithm obtains both objective and subjective improvement. And our algorithm
imposing no restrict on input image (such as block loss rate, size of lost block or no
missing block on image boundary) and does not need preprocessing. And our error
concealment method does not depend on parameter adjustment either.

21.4 Conclusion

In this paper, we present a novel error concealment algorithm built on best block
selection strategy. We build a Bayesian framework through introducing non-local
likelihoods and MREF prior. Finally, best selected block is forwarded into block-
based bilateral filter. Experiments demonstrate the effectiveness and efficiency of
block selection based error concealment algorithm.
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Chapter 22
Preliminary Evaluation of Classification
Complexity Measures on Imbalanced Data

Yan Xing, Hao Cai, Yanguang Cai, Ole Hejlesen and Egon Toft

Abstract Classification complexity measures play an important role in classifier
selection and are primarily designed for balanced data. Focusing on binary clas-
sification, this paper proposes a novel methodology to evaluate their validity on
imbalanced data. The twelve complexity measures composed by Ho are evaluated
on synthetic imbalanced data sets with various probability distributions, various
boundary shapes and various data skewness. The experimental results demonstrate
that most of the complexity measures are statistically changeable as data skewness
varies. They need to be revised and improved for imbalanced data.

Keywords Data complexity - Imbalanced data - Classification

22.1 Introduction

Choosing a suitable and efficient classification method is critical for the success of
a classification task. Since the performance of a classifier is strongly data-
dependent, how to select the right classifier is a challenge [1]. Given a data set, the
classical approach is the trial-and-error strategy, where diverse classifiers are tried
and the one with the highest accuracy is accepted. However, the trial and error
procedure is clueless, arbitrary and computationally expensive [2, 3]. An alter-
native solution is to estimate the complexity measures of the data and then use the
measurements to guide selecting classifiers before learning [4]. Since the com-
plexity measures describe the sources of classification difficulties, the procedure of
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classifier selection is intellectual, goal-directed and computationally inexpensive.
A variety of classification complexity measures have been proposed and suc-
cessfully adopted in choosing classification algorithms for balanced data, among
which those composed by Ho are the most common [2, 4].

Classification of imbalanced data is required in many domains and choosing the
right classifier is more difficult [5]. For imbalanced data, the real sources of
classification difficulty become ambiguous because of the skewed class distribu-
tion. To keep the validity of complexity-based classifier selection for imbalanced
data, the instructive significance of the complexity measures should be statistically
unchanged for various data skewness. In other words, the complexity measures
should be statistically unvaried when the skewness of an imbalanced data set
changes. Thus the measurements can grasp the real sources of classification dif-
ficulty and their guidance to classifier selection is significant.

Since most of the existing measures of classification complexity are primarily
designed for balanced data, their effectiveness for imbalanced data should be
investigated in. Focusing on binary classification, this paper proposes a method-
ology to evaluate the complexity measures on imbalanced data. In the following
sections, Ho’s complexity measures are reviewed and the limitations are indicated
in Sect. 22.2. Then the evaluation methodology is proposed and several key issues
are discussed in Sect. 22.3. After that, the experimental results are shown and
analyzed in Sect. 22.4. Finally the work is summarized in Sect. 22.5.

22.2 Classification Complexity Measures

Classification complexity is defined as the degree of difficulty to learn classifiers
from a data set, and is quantified with the complexity measures. The performances
of classifiers are strongly data dependent, and the main sources causing classifi-
cation difficulties include class ambiguity, boundary complexity, sample sparsity,
feature space dimensionality, and etc. [2].

Basing on the previous work of other researchers, Ho and her colleagues
composed a set of twelve complexity measures to guide classifier selection for
binary classification [2, 4]. These complexity measures are listed in Table 22.1 and
can be grouped into three categories [2].

e Measures of overlaps in feature values from different classes: this category
consists of F1, F2, F3 and F4. The former three assess class overlap from the
view of single feature dimension, while the F4 evaluates the overall overlap.

e Measures of class separability: this category includes L1, L2, N1, N2 and N3.
The former two assess the linear separability of data and the rest evaluate class
identifiability.

e Measures of geometry, topology, and density of manifolds: this category
includes L3, N4 and T1. L3 and N4 evaluate the boundary nonlinearity, while
T1 describes the class spread.
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Table 22.1 Data complexity Notation

P Complexity measures®
measures for classification

Maximum Fisher’s discriminant ratio

F2 Volume of overlap region

F3 Maximum (individual) feature efficiency

F4 Collective feature efficiency

L1 Minimized sum of error distance by linear
programming

L2 Error rate of linear classifier by LP

N1 Fraction of points on class boundary

N2 Ratio of average intra/inter class NN distance

N3 Error rate of INN classifier

L3 Nonlinearity of linear classifier by LP

N4 Nonlinearity of 1NN classifier

Tl Fraction of points with associated adherence

subsets retained

# Formulae and algorithms used to estimate these measures can
be referred in [2]

The above complexity measures have been used to guide the dynamic selection
of classifiers for certain classification tasks with balanced data [6, 7]. For imbal-
anced data, the effectiveness of these measures is damaged and the existing work
focuses on improving some of them or design new ones [8]. As far as we know, no
work has been done to investigate in whether and how the complexity measures
changes as the data skewness varies. To remedy the weakness, this paper proposes
a novel methodology of evaluating the effectiveness of Ho’s complexity measures
for imbalanced data.

22.3 Evaluation Methodology

In this section, the main idea of evaluating complexity measures on imbalanced
data is proposed and several key issues are discussed.

22.3.1 Main Idea

To obtain comprehensive and veracious results, it is required to evaluate the
complexity measures on data sets with various probability distributions and
boundary shapes under different data skewness. However, real data sets satisfying
the above requirements are hard to be available. Therefore synthetic data are
adopted. The main idea of the evaluation methodology is illustrated in Fig. 22.1.

From Fig. 22.1, it can be seen that the procedure of evaluating the complexity
measures on imbalanced data consists of the following five steps.
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Fig. 22.1 Evaluation Probability distribution Boundary shape
procedure 1) Uniform 1) I_.inea‘r
2) Mormal 2) NMNonlinear
3) Composite 3)  Overlap
v
I Generating synthetic data |
2
| Pool of synthetic data I
¥

Random Sampling with a certain data skewness
(Eleven scales from 50% to 99%)

¥
| Synthetic imbalanced data I
¥

| Estimating complexity measures |

¥

| Analyzing the effectiveness of the measures I

. Configuration: set the probability distribution (uniform distribution, normal

distribution or composite) and boundary shape (linear, nonlinear or overlap).

. Generation: generate the artificial data and create a data pool.
. Sampling: given a certain data skewness (one of the eleven scales), produce

imbalanced data through random sampling from the above data pool.

. Estimation: calculate the 12 complexity measures.
. Analysis: analyze the effectiveness of the complexity measures through F-test.

To avoid random errors, giving a probability distribution, a boundary shape and

a value of skewness, the steps of sampling and estimation are repeated twenty
times and the final results are the averages.

22.3.2 Key Issues

In the evaluation procedure illustrated in Fig. 22.1, there are four key issues to be
discussed.

1.

Probability distribution: For the synthetic data, there are four explanatory
variables (x;, xp, x3, x4) and one binary response variable (y). The four
explanatory variables follow one of the three probability distributions listed in
Table 22.2, where u and o2 are the mean and the variance of the normal
distribution respectively, while a and b are the lower and the upper bounds of
the uniform distribution respectively. The response variable y is the class label
and its value is decided by one of the decision functions listed in Table 22.3.

. Boundary shape: Generally data can be linearly classified, nonlinearly classi-

fied or overlapped. The three kinds of boundary shapes and the involving
decision functions are listed in Table 22.3.
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Table 22.2 Probability
distribution of explanatory
variables

Probability distribution Formulae

istributi 1D
Normal distribution X = <x1,x0,%3,%5 > < N(, 0.2)
i istributi 1D
Uniform distribution X = <x1,x0,x3,5 > 2 Ula,b)

Composite distribution )i}
P <x,x3 > ~ N(u,o?)

<xp,xy > X U(a,b)

Table 22.3 Boundary shapes

. - Boundary shape Decision function
and the relating decision -
functions Lmeayr X1 +4x >0
Nonlinear X2 —4x, >0
Overlap xix2 >0

3. Data skewness: Supposing the positive class is the rare class to be interested in,
data skewness is defined as the fraction of the negative samples. The eleven
scales are 50, 60, 70, 75, 80, 85, 90, 94, 96, 98 and 99 %. The sample size of the
positive class decreases as the data skewness increases.

4. Effectiveness evaluation: To evaluate whether a complexity measure changes as
the data skewness various, the eleven values (actually each of them is the
average of 20 runs) of the measure, which are relating to the eleven skewness
scales, are checked to be the same or not through a single-factor F-test [9].
Given the significance level (), if the values are tested to be the same, the
measure is statistically unchanged as the skewness varies. Otherwise, the
measure changes as the skewness varies, and then the instructive significance of
the measure in classifier selection is no longer valid.

22.4 Evaluation Experiment

In this section, a simulation experiment is performed to evaluate the effectiveness
of Ho’s complexity measures under various data skewness.

22.4.1 Experimental Configuration

The evaluation experiment is performed according to the procedure proposed in
Sect. 22.3. In the configuration step, the normal distribution is N(0,1) and the
uniform distribution is U(—3,43). A data pool consists of one million samples
with one of the three probability distributions and one of the three boundary
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Fig. 22.2 Classification complexity measures under various data skewness. a F1 under various
skewness, b F2 under various skewness, ¢ L1 under various skewness, d N3 under various
skewness, e L3 under various skewness, f T1 under various skewness

shapes. Therefore there are nine data pools created in step 2. From one data pool,
11 x 20 imbalanced data sets are produced using the eleven scales of data
skewness. Thus there are 1980 unbalanced data sets produced in the sampling step,
each of which consists of 10,000 samples. The algorithms of the data generation,
the complexity measure estimation and the one-factor F-test (o =35%) are
implemented with Java language, R package and the data complexity library [10].
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22.4.2 Experimental Results

Due to the limitation of space, only some of the experimental results, such as the
values of complexity measures of F1, F2, L1, N3, L3 and T1 under various data
skewness, are shown in Fig. 22.2.

Looking into Fig. 22.2, it can be seen that as the data skewness increases from
50 to 99 %, the values of F2, L1 and T1 decreases, while the values of N3 and L3
increases. Only the values of F1 remain virtually unchanged.

Performing F-test on all the twelve complexity measures, it can be obtained that
only F1 is statistically unchanged as the data skewness increases. The other eleven
measures are statistically changeable as the data skewness varies. Therefore, the
effectiveness of most of Ho’s complexity measures becomes invalid for imbal-
anced data. They need to be revised and improved when being used to guide
classifier selection for imbalanced data.

22.5 Conclusion

The classification complexity measures can grasp the sources of classification
difficulties and thus play an important role in classifier selection. However, their
instructive significance will be damaged by the skewed class distributions. To
assess the validity of Ho’s complexity measures on imbalanced data, a novel
methodology is proposed to evaluate whether the complexity measures change
under different data skewness. The experimental results demonstrate that most of
Ho’s complexity measures need to be revised and improved for imbalanced data.

The further work of this study is to evaluate the obtained conclusions on real
world imbalanced data.
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Chapter 23

A Real-Time Tracking Algorithm Based
on Gray Distribution and Distance Kernel
Space

Weixing Li, Yating Xiao, Feng Pan and Kai Zhou

Abstract The application of the traditional Camshift algorithm, which exhibits a
good tracking performance in case of the obvious color characters, meanwhile, is
limited in the target tracking in the color space. A fast tracking algorithm based on
gray value distribution and distance kernel space is proposed. A 1.5D gray histogram
method is designed to describe the model of moving object, which improves the
reduction of computation for the back projection and real-time tracking perfor-
mance. Moreover, a distance kernel function, describing the object weights, is
constructed so as to handle the background disturbance and occlusion problem.
Experiment results demonstrate the efficiency of proposed algorithm, that it can
achieve a fast object tracking and resist background disturbance in some level.

Keywords Object - Tracking - Spatial histogram - Kernel space - Camshift

23.1 Introduction

Moving object tracking has been extensively used in intelligent video surveillance,
intelligent transportation, human—computer interaction and virtual reality technol-
ogy [1-3], and has become one of the research hotspots in pattern recognition,
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computer technology and machine vision field. Many scholars have proposed a
variety of object tracking algorithm and theirs related application, Funkunaga [4]
proposed Meanshift algorithm, with the advantages of no parameters and fast
matching, which is widely applied to the object tracking. However, this algorithm
cannot automatically update the model in the process of tracking the target, which
leads to tracking failure when the target size changes too much. To solve the
problem, Comaniciu et al. [5] proposed Camshift algorithm, which is an application
of Meanshift algorithm in continuous image sequence. The algorithm is a kind of
tracking method based on HSV color space feature, firstly it finds out the position
and sizeof the moving target in video, secondly using the position and size initializes
the search window to find out the position and size of the moving target in the next
frame, then repeat this process and realize the goal of continuous object tracking.

Since Camshift algorithm is based on HSV color space feature, and color
feature has a strong clustering, this algorithm performs well when the target has
the obvious color feature. However, the data of color feature is often in large
quantities which would influence the real-time performance. At the same time,
when target and background has the similar color or target occlusion, the algorithm
performs not so well.

Based on Camshift algorithm, this paper proposed a fast tracking algorithm
based on gray value distribution and distance kernel space. In gray space, the
calculated quantities of object tracking can be greatly reduced and the real-time
ability improved. The second part reviewed the process of Camshift algorithm,
while the third part proposed a 1.5D histogram and the distance kernel function to
solve background disturbance and occlusion problems. Lastly, by comparing to
Meanshift algorithm and partial filter algorithm, we verified the feasibility of the
algorithm proposed in this paper.

23.2 Process of Camshift Algorithm

Both Meanshift algorithm and Camshift algorithm are based on maximum gradient
descent target optimization method. Camshift algorithm used the gradient of a
density function, which is in adynamic variation distribution, to estimate the
parameters. It always uses the HSV color space, as the color feature having a
strong clustering ability, Camshift algorithm perform well in object tracking when
the target owns obvious color feature. Camshift algorithm realizes through query
mode, hence it has high real-time performance, small memory occupancy and suit
to the embedded systems.

Camshift algorithm mainly includes the following parts. Firstly, establish the
probability distribution of the target template, and calculate the back-projection
view. Secondly, iteration tracking calculate by using Meanshift algorithm. Thirdly,
self-adaptively adjust the tracking window. Follow is the main process of the
algorithm.
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. Select the target search window in the color probability distribution drawing.

2. Calculate the zero-order moment and the centroid of the search window.

3. Move the center of search area to the centroid with the size not change, then
judge whether the centroid is convergence or not, in another words, whether the
change of the centroid is less than a given threshold or not.

4. Repeat step two and three until the centroid is convergence.

5. Return the spindle direction and length of the search result and output the

search result.

23.3 Fast Tracking Algorithm Based on Gray Value
Distribution and Distance Kernel Space

23.3.1 Establish the 1.5D Histogram

Histogram is an important parameter in express target characteristics, which has
the strong capacity of resisting disturbance of target rotation and occlusion.
Meanwhile it loses the spatial information of the target. Birchfield [6] integrated
histogram with image spatial information of the gray distribution and put forward
second-order histogram. Due to the change of the gray distribution of the moving
object region is mainly in vertical, and the distribution is uniform in horizontal,
this paper purposed a 1.5D histogram, which defined as below.

h (M, 02) = f (s 15 07)

23.1
u=0,...L—1 ( )

where, n, is the pixel number in bth bins, u, and o2 are the mean and variance of
pixel (%, y) at y-axis in bth bins, L is the number of histogram intervals. Similarity
measurement at y-axis of each bin defined as below.

k(y, tt,,02) = exp [—% (y_—“> 2] (23.2)

Oy

23.3.2 Design the Distance Kernel Space

When target has been disturbed by similar background or occlusion, the pixels
beside the target candidate region are the most vulnerable. To reduce the weight of
those pixels, define the distance kernel function K (x, y, T) in line with detective
target position T (x., y., w, h) as below.
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(x - xc)z (y - yc)z
w2 w2y ] } (233)

In which, (x, y) is the pixel in target candidate region. The further (x, y) is apart
from (x,, y.), the smaller the value of K (x, y, 7).

K(x,y,T) = CXP{

23.3.3 Establish the Back-Projection Views

To any point p (x, y, T) in target candidate region H (x. y. w, h), define its
similarity measurement with the template as follow.

BackMap(x,y,u) = 4(u)k(y, p,, ;) K (x,y, T)

Jool st i)}
_l’_

Besides query ¢(u), BackMap(x,y,u) has combined the distribution of the
target candidate region at y-axis with the distance kernel function, which lead
the weight of pixels deviating the center too much reduced. BackMap(x, y, u) is the
back-projection view, where the higher the pixel value, the more likely it belong to
the target (Fig. 23.1).

23.3.4 Determine the Target Status Information

The paper determines the target position by its first-order moment, and amends the
target frame size by local maximization Bhattacharyya coefficients [7, 8].

23.3.4.1 Calculate the Target Center Position

With target back-projection view, we can calculate the target first-order moment
and centroid (x:,, yg) by Eq. (23.5) and obtain a new target region H (xcl_, y(l., w, h)
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Original image

1.5D 1.5 D with kernel

Fig. 23.1 Back-projection views of different spatial histogram

Zy = ZZBaCkMaP(X y)
Zip = Z Ex BackMap(x,y)

(23.5)
Zy = ZZ)’ BackMap(x, y)

23.3.4.2 Amend the Target Frame Size

Although Camshift algorithm can adaptively adjust the target frame size based on
HSYV space, it performs not well for gray image. To solve this problem, we amend
the target frame size by local maximization Bhattacharyya coefficients.

Assume

H(xLyé,w,h),H(xi,yl,w + aw, h + ﬁh),H(xi,yi,w —ow, h — ﬂh)
are the original, expanded and shrunk regions of the target. In the paper, we set
o= =0.1, and calculate their probability distribution p° p% p*, p[p°,ql,
p[p".4), plp*, 4] as below.



202 W. Li et al.

~ L—1
P4l = 32 /Pi -
L—1
pli*.d) = X VPl (23.6)
L—1
pV)X’é} = Z \/i’i"?u

Thus, we obtain the update strategy of (w, h) as below.

(w+ow,h+ Bh) if p[p°,q] > (1= 7) - p[p° 4]
(w,h) = EW —)aw,h—ﬂh) if plp?, 4] > (1 +2) - p[p°, 4] (23.7)
w,h else

Besides, to prevent the divergence of the target window in actual running, we
restrict the range of target window size (w, h) as below.

W:{% fr>+n-E<-n (23.8)
w else

where 4,7 € [0, 1], and we set 2 =0.2,n = 0.2.

23.4 Experimental Results

We compared the performance of those tracking algorithms by test results on the
hardware platform of Intel(R) Core(TM) 2 CPU T5500 @ 1.66 GHz processor
with 1 GB memory where videos were captured at 25 frames/s and 320 x 240
resolution. The test mainly tracked the upper part of the objects. Figure 23.2a is
the results of Meanshift algorithm based on gray image, and the maximum iter-
ations I = 10. Figure 23.2b is the results of particle filter based on gray image, and
the particle number N = 10. Figure 23.2c¢ is the results of the fast tracking algo-
rithm proposed in this paper. Table 23.1 lists the runtimes of those three algo-
rithms at the same test samples.

From the experiments results, the proposed method tracked the target through
the look-up table, which not only has higher real-time ability than other two
algorithms but also can adaptively adjust the target frame size based on the target
movement. In conclusion, the fast tracking algorithm based on gray distribution
and distance kernel space proposed in the paper can successfully track the target
meanwhile consider the real-time ability of the system in the condition of good
target gray statistical characteristics.
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Fig. 23.2 Tracking results of three algorithm from /eft to right, the frame numbers are 1, 11, 21,
31, 41, and 51, respectively. a The result of Meanshift algorithm based on gray image, b the
result of particle filter based on gray image, ¢ the result of the fast tracking algorithm in this paper
proposed
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Table 23.1 Comparison of

. Algorithm Average computation
those three algorithms real- time for each frame
time ability -

Meanshift 20.451
Particle filter 54.062
Fast tracking proposed in the paper 5.126

23.5 Conclusions

Based on Camshift algorithm, the paper proposed a 1.5D histogram to express
target gray features, and it solve the problem of Camshift algorithm low tracking
precision in gray space. To reduce the influence of background disturbance and
occlusion to target, we purposed distance kernel function. The experiments results
indicate that our algorithm has a higher real-time ability than some common used
algorithms.

Acknowledgments This work is partly supported by theNatural Science Foundation (Grant
No.60903005).
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Chapter 24
Laplacian Regularized D-Optimal Design
for Remote Sensing Image Classification

Kang Liu and Xu Qian

Abstract Obtaining training sample for remote sensing image classification is time
consuming and expensive especially for relatively inaccessible locations. There-
fore, determining which unlabeled samples would be the most informative if they
were labeled and used as training samples is the most delicate phase. Particularly,
we consider the problem of active learning in remote sensing image classification.
However, Classical optimal experimental design approaches are based on least
square errors over the labeled samples only. They fail to take into account the
unlabeled samples. In this paper, a manifold learning technique which is performed
in the sample space by using graph Laplacian is applied to reflect the underlying
geometry of the sample. By minimizing the least square error with respect to the
optimal classifier, we can select the most representative and discriminative sample
for labeling. The effectiveness of the proposed method is evaluated by comparing it
with other active learning techniques existing in the literature. Experimental results
on data set confirmed the effectiveness of the proposed technique.

Keywords Active learning - Graph laplacian - Hyperspectral imagery - Machine
learning

24.1 Introduction

Recent advances in remote sensing technology have made remote sensing image,
such as hyperspectral imagery, with hundreds of narrow contiguous bands more
widely available. Thus, the image can reveal subtle differences in the spectral of
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land cover classes which appear similar when viewed by previous sensors [1].
Because of the very high dimensionality of the image, supervised methods need to
collect a large set of labeled samples to estimate parameters for classifiers. But, it
is very expensive and time consuming to obtain labeled samples. Therefore,
defining an efficient training set is the most delicate phase for the success of
remote sensing image classification. There is need for a procedure that builds
training set as small as possible and selects samples that are important for the
quality of the prediction. This kind of procedure is known in the machine learning
literature as active learning. In the active learning framework, it aims at building
efficient training sets by iteratively improving the performance through sampling.
Active learning becomes effective when confronted to problems dealing with large
amounts of sample. Nonetheless, applications in remote sensing are rare [2].

The focus of this paper is on remote sensing image classification using few
labeled samples. There are two popular groups of active learning algorithms in
machine learning literature. One group of algorithms select the most uncertain
sample based on the distance to the decision hyperplanes with SVM. The closer to
the decision boundary a sample is, the more uncertainty its classification is. In [3],
Tuia et al. presented two batch-mode active learning techniques for multiclass
remote sensing image classification problems. Another group chooses the repre-
sentative sample which can optimize expected measures. In statistics, the problem
of selecting samples to label is typically referred to as experimental design [4]. The
research of optimal experimental design (OED) is concerned with the design of
experiments which are expected to minimize variance of classification model.
The classic optimal experimental design techniques consist of A-optimal design,
D-optimal design, and E-optimal design in which they select samples to minimize
the confidence region for the model parameters. Recently, Yu et al. [5] has pro-
posed Transductive Experimental Design (TED) with both sequential and convex
optimization. The TED technique selects sample to minimize the average pre-
dictive variance of the labeled function on pre-defined dataset which yielded
impressive results on experiments.

However, above algorithms only consider the labeled sample, but ignore
unlabeled sample. Recently, many researchers have considered the manifold
learning which the sample is drawn from sampling a probability distribution that
near to a sub-manifold of the ambient space. In order to exploit the underlying
manifold structure, many manifold learning algorithms have been proposed, such
as Locally Linear Embedding (LLE) [6], ISOMAP [7], and Laplacian Eigenmap
[8]. The most important part of the manifold learning is locally invariant [9], it
shows that the nearby samples have the similar labels.

In this paper, we proposed a new active learning algorithm for remote sensing
image classification which benefits from recent progresses on optimal experi-
mental design. Unlike traditional experimental design techniques, the loss function
of our algorithm is defined on both labeled and unlabeled samples. It is essentially
based on a graph-based learning algorithm that introduce a locality preserving into
the standard least square error based loss function. The new loss function aims to
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find a classifier that is locally as smooth as possible. According to the defined
function, we can select the representative samples to user for labeling.

The rest of the paper is organized as follows: in Sect. 24.2, we provide a brief
review of the related work. Our manifold learning algorithm is introduced in
Sect. 24.3. The experimental results are presented in Sect. 24.4. Finally, we pro-
vide the concluding remarks and suggestions for future work in Sect. 24.5.

24.2 Related Work
24.2.1 Active Learning

A general active learner can be modeled as a quintuple (G, Q, S, L, and U) [10].
G is a classifier, which is trained on the labeled samples in the training set L. Q is a
query function used to select the most informative samples from an unlabeled
sample pool U. S is a supervisor who can assign the true class label to the selected
samples from U. Initially, the training set L has few labeled samples to train the
classifier G. After that, the query function Q is used to select a set of samples from
the unlabeled pool U, and the supervisor S assigns a class label to each of them.
Then, these new labeled samples are included into L, and the classifier G is
retrained using the updated training set. The closed loop of querying and retraining
continues for some predefined iterations or until a stop criterion is satisfied.

24.2.2 Optimal Experimental Design

Optimal Experimental Design considers learning a linear function:
y=wx+e (24.1)

where y is the observation, x is the independent variable, w is the weight vector,
and ¢ is observation error (¢ ~ N (0, ¢%)). Suppose we have a set of labeled samples
(z1, ¥1), --., (2x,yx), where y; is the label of z;. Thus, the maximum likelihood
estimate for the weight vector (w) is obtained by minimizing the sum squared error

k
SSE(w) =Y (W'z; — yi) (24.2)
i=1

Let Z = (21,2, ..., zk)T and y = (y1,y2, - - yk)T. The optimal solution is

w=(zz")"'zy (24.3)
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It can be proved that w has a zero mean and a covariance matrix given by
o’H_!, where H, is the Hessian of SSE(w).

Hyy = <6256552 > (Z 22 ) = 77" (24.4)

sse

i=1

The optimal experimental design formulates the optimization problem by
minimizing some measurement of estimation error derived from H,!. The three
usual measures are the trace of Hmel, determinant of Hm, and maximum eigen-

value of H_!. Many works on OED can be found in [5-11].

24.3 Laplacian Regularized Active Learning algorithm

24.3.1 Laplacian Regularized D-Optimal Experimental
Design

Traditional experimental design makes use of only labeled samples, while
neglecting the large amount of unlabeled samples. Laplacian Regularized Least
Squares makes use of both labeled and unlabeled samples to explore the intrinsic
geometry structure among the samples [12]. It satisfies the locally invariant idea,
which assumes that if two samples x; and x; are sufficiently close to each other,
then their labels f(x;) and f (Xj) are close as well [13]. Suppose there are k samples
from m samples are labeled. Let W be a similarity matrix. Thus, the new loss
function is defined as follows

RRS(w Z (f(z:) = i) + 2 Z (F(x) — £ (%))’ Wy + BIwl*  (24.5)

i=1 i,j=1

Where 4>0 and >0 are the regularization parameters. y; is the label of z;.
In the loss function, the symmetric weights Wj; incurs a heavy penalty when
neighboring samples are mapped far apart.

In order to model the manifold structure, we construct a nearest neighbour
graph G. For each sample x;, we find its nearest neighbors and put an weight
between x; and its neighbours. There are many choices of the similarity matrix.
A common definition is as follows

B exp( I - jH) X; € N(x;) or x; € N(x;)

W, = (24.6)

0
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By using the similarity matrix, the graph Laplacian is defined as L=D — W
where D is a diagonal degree matrix, it is given by D;; = Zj Wi;. It reflects the

intrinsic geometry of the samples. Therefore, the optimal solution of (24.5) is
given as follows

W= (22" + IXLX" + pI) "' 2y (24.7)
Let S = (ZZ" + JXLXT + BI), the covariance matrix of W is

cov(w) = cov(S~'Zy)
=o’s7'z2"s™!
=¢’S7' (S — AXLX" — B1)S™!
~ o2 (ST - ST (AXLX" + 1))

(24.8)

where [ is an n X n identity matrix.

According to previous discussion, the Laplacian regularized least square has
made use of both labeled and unlabeled sample to estimate a linear fitting function
that considering the intrinsic geometrical structure among the samples. A optimal
design is to choose a subset Z C X which simultaneously minimizes the confi-
dence region for w and the predictive variance of f(x).

In this paper, we apply D-optimality to select the most informative samples
due to its connection to the confidence region for the parameters. Since the
regularization parameters are usually set to be very small, we have

ST =S (AXLXT + BI)ST | ~ ST (24.9)

where |e| denote the determinant. So the smaller is, the smaller is the size of the
covariance matrix.

24.3.2 Optimization Scheme

In the following, we describe a sequential construction of Laplacian regularized
D-optimal designs. Let S, be the hessian of RRS(w) after k points are selected.

Sk = ZiZ} + IXLX" + BI (24.10)

where Z;, = (21,2, ..., z). It is to show that the graph Laplacian is positive semi-
definite. Therefore, S; is positive definite and invertible. The first sample is
selected such that |z;z] + AXLXT + BI | is maximized. Suppose k samples have
been selected. Thus, the (k + 1)-th sample is selected such that is maximized
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Zi . = argmax|S; + zz!

e (24.11)

=argmaxz S, z
z2€X ~ 7

Once the (k + 1)-th sample is selected, the inverse of Sy | can be updated on
the inverse of Si, by using the Sherman-Morrison formula [14]

_ -1
Sk}rl = (Sk +Zk+111{+1)

S Sk_'zkHzZHSk_' (24.12)
k 1+Z,{+IS,:IZJ<+1

It does not need to compute the matrix determinant and inverse. Instead, at each
iteration we select a new sample such that ZTSIZIZ is maximized and the inverse of
Sy can be efficiently updated.

24.4 Experiments

The data set is Hyperspectral image. It is a 220-bands AVIRIS image taken over
Indiana’s Indian Pine test site in June 1992. The image is 145 x 145 pixels,
contains 16 classes representing different crops, and a total of 10,366 labeled
pixels. This image is a classical benchmark to validate model accuracy and con-
stitutes a very challenging classification problem because of the strong mixture of
the class signatures. Twenty water absorption channels were removed prior to
analysis. In the experiment, classes with less than 100 labeled pixels were
removed, resulting thus in a 13 classes classification problem with 10,266 labeled
pixels. Among the available labeled pixels, 7,000 were used for the training and
candidate sets. Each experiment starts with pixels (ten per class). As for the
previous image, the remaining 3,266 pixels have been used to test the general-
ization capabilities.

To assess the effectiveness of the proposed technique, we compared it with
three other methods: ( 1) the random sampling (RS); (2) the margin sampling and
angle based diversity (MS + ABD); (3) the multiclass-level uncertainty (MCLU).
For the hyperspectral data set, initially only 130 labeled samples were included in
the training set and 20 samples were selected at each iteration of active learning.
The whole process was iterated until the satisfied result achieved. The active
learning process runs 20 trials to reduce the random effect on the results.
Figure 24.1 shows the average overall classification accuracies and error reduction
provided by different methods versus the number of samples included in the
training set at different iterations for the hyperspectral data set. From the figure, we
can see that the proposed active learning method always resulted in higher clas-
sification accuracy than the other methods.
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Fig. 24.1 a The classification accuracy and b kappa over 20 trials runs provided by the proposed,
the MCLU, the MS + ABD, and the RS methods for the hyperspectral data set

From the Fig. 24.1a, we can see that the proposed active learning technique
resulted in higher classification accuracy than the other techniques. Furthermore,
for hyperspectral data set, the proposed technique yielded an accuracy of 90.326 %
with only 1,700 labeled samples, while using the full pool as training set which is
consist of 7,000 samples, we obtained an accuracy of 91.186 %. It is worth noting
that the proposed technique is effective. From the previous iterations, we can see
from the figures that the improvement of the proposed method was faster than the
other techniques. From the Fig. 24.1b, we can find that, in the previous step, the
kappa coefficient of the RS approach that the samples were good for the classifier
is higher than the MS approach. But, after some iteration, the improvement of the
MS approach is better than the RS method. However, the proposed technique is
always higher than the other techniques. It shows that the proposed technique is
well suited to the dataset.

Figure 24.2 shows the average classification accuracy gain. From the Fig. 24.2a,
the accuracy gain is similar with each other since the techniques are both based on
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Fig. 24.2 The classification accuracy gain over 20 trials runs provided by the proposed, the
MS + ABD, and the MCLU methods for the hyperspectral data set
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the distance to the hyperplanes. In another figure, since the training data set reached
1,450, the proposed method can efficiently reflect the intrinsic geometry of the
sample space, the accuracy gain increased more than the others until convergence.
It is worth noting that, even if the increase of accuracy is limited on the considered
data set, we have improvements at all iterations of the active learning process.

24.5 Conclusion

In this paper, we have presented a novel active learning technique for solving
classification problem with manifold structure. Using techniques from optimal
experimental design, we select those samples such that the size of the covariance
matrix of the estimated coefficients is minimized. To empirically assess the
effectiveness of the proposed method, we compared it with other three active
learning techniques using hyperspectral remote sensing image data set. In this
comparison, we observed that the proposed method provided higher accuracy than
those achieved by some of the most effective techniques presented in the literature.
In this paper, we use—optimality criterion to measure the size of the covariance
matrix of the coefficients. It is interesting to explore application domains where
our proposed algorithm can yield good results.
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Chapter 25
Speaker Tracking Based on Audio-Visual
Fusion with Unknown Noise

Jie Cao, Jun Li and Wei Li

Abstract In order to meet the high precision, strong robust demands of speaker
tracking system, this paper proposed a new Particle filter algorithm with unknown
noise statistic characteristics. The proposed algorithm estimate and correct the
statistic characteristics of the unknown noise on-line by improved Sage-Husa
estimator, and produce optimal distribution function with unscented Kalman filter.
Finally, it realized speaker tracking problem based on audio-visual fusion in the
framework of the new algorithm. Experiment results show that the method pro-
posed in this paper has enhanced the accuracy and robustness of speaker tracking

system.
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25.1 Introduction

With the rapid development of intelligent robot, teleconference and intelligent
meeting scheduler system, the technique of speaker localization and tracking in
intelligent environment is attracting more and more attention, which is the base of
follow-up study of automatic recording, analysis and querying, as well as identity
verification. The traditional methods of speaker localization and tracking includes
sound source localization (SSL) based on microphone array [1] and face tracking
based on computer vision [2]. But now, these single-modal approaches cannot meet
the demands of high precision and strong robustness. According to the mechanism of
human brain apperceiving the world, researchers study speaker tracking problem
based on multi-information fusion technology and have achieved very good results.

Reference [3] describes an audio-visual 3-D person tracker that uses face
detector as the visual front-end and fuses detections from multiple views to obtain
the 3-D location of the person’s head. If a speaker is active, the audio localization
results are matched to the closest video track and continued to be tracked. If there
is no match with the video tracks, the audio track is tracked separately. The results
indicate that though the video face detection yields consistent results, the fusion of
audio localization information does not perform well. In fact, with the addition of
audio information the results are worse than the video-only results.

Reference [4] presents a probabilistic method for audio-visual (AV) speaker
tracking, using an uncalibrated wide-angle camera and a microphone array. The
algorithm fuses 2-D object shape and audio information via importance particle
filters, allowing for the asymmetrical integration of AV information in a way that
efficiently exploits the complementary features of each modality.

Reference [5] presents an interesting particle filtering framework which
incorporates the audio and visual detections into the particle filtering framework.
However, the tracking framework presented in [5] does not correspond to a 3-D
tracker. The camera views are stitched to obtain a panoramic view of the room in
which subjects are tracked. An advantage of this system is that the cameras need
not be accurately calibrated. However, this setup places restriction on the positions
that the subjects can occupy and is difficult to generalize to new scenes especially
when a large number of people participate in meetings and lectures.

Although these study obtained very good results, but all of them were under the
hypothesis of noise statistical characteristics was known accurately. In most sit-
uations, accurate system noise statistic characteristics cannot obtain in advance,
which is a bottleneck technology. In order to overcome this difficulty, this paper
proposed an adaptive Particle Filtering algorithm. The main idea of the proposed
method in this paper is that use improved Sage-Husa suboptimal unbiased maxi-
mum posteriori (MAP) recursively estimate system noise covariance. Combined
with UKF method, system noise statistic characteristics can be estimated and
corrected online. Thus, the proposal distribution function containing latest
observing information is obtained, which improve the accuracy of speaker motion
model and tracking accuracy of system, as well as the anti-jamming ability of
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system. At last, speaker tracking based on audio-visual information fusion is
achieved under this new algorithm framework.

25.2 The Principle Algorithm
25.2.1 Standard Particle Filter Algorithm

The particle filter (PF) is an alternative Bayesian approach that performs sequential
Monte Carlo (SMC) estimation. It supports nonlinear and non-Gaussian state-space
models and hence is suitable for solving the localization problem. In this approach,
no particular model is assigned to the posterior density function (PDF). PF repre-
sents the required PDF by a set of random sampled particles with associated weights.
Normally, the thought of standard particle filter is that using a series of random
sample ;{,ﬁ') and the corresponding weights co,((') to represent the posterior probability
density or filtering probability density of the speaker’s position [6]:

N o o
pulv) =Y o6 (1~ ) (25.1)
i=1

In order to calculate conveniently, standard particle filter algorithm uses state
transfer function p(y;|z,_;) as the important probability density function. Com-
bining with the system state equation to generate random sampling particles

{ X};}ZV:I, and uses the beam energy output p(x,@) as the likelihood function. The

particle weights can be calculated as:

GO P(Yk|X1(<l))P<X/(:)|Xk71)
Wy X wp”, m
CI(Xk |Xl:k—1»Yk>

(25.2)

= o p(1) (253)

The minimum variance estimation of speaker’s position y, can be expressed as:

N
= 1o (25.4)
i=1

Although the method that using the state transfer function as important sam-
pling function is easy to carry out, but it did not add the latest measurement
information into the proposal distribution function. It is easy to cause matching
error of the system model after multiple iterative. And finally, particle weights
come to degenerate, and the precision of filter estimation will reduce and even
disable [7].
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25.2.2 UKF Algorithm

In order to resolve nonlinear filtering problem, Refs. [8, 9] proposed an unscented
Kalman filter (UKF) method based on the unscented transformation. The specific
algorithm just as follows:

(1) For a given X;_x—; and P;_;_;, using the method of U transformation to
acquire the value of one state step prediction X;x—; and the covariance matrix
Py of forecast error.

@ Calculate the point of Sigma: X;;_I‘k_], i=0,1,2,...,2n

0 A
Lk—1]k—1 = Xk—1Jk—1

X;{,”k,l = X—1jk—1 + (\/(n-ﬁ-)»)qu\kq)i, i=1,2,..,n 25.5
X;‘cfl|k71 = )ACk,1|k,1 — (y / (I’l + k)Pkfl\kfl)ia i=n + l,n =+ 2, .. .,27’1

@ Calculating Sigma point x};‘k, i=0,1,2,...,2n, through the spread of the

state evolution equation, namely:

Xi :f<X§<—1\k—1)
2n )

X1 = Z Wi (25.6)
i=0

2n
Pii1 = Z W (1 — 1) (14 — )Ack\kfl)T'i‘Qkfl
=0

(2) Computing Sigma points by the spread of the measuring information.
@ Computing Sigma points %;—; and Py_; through the spread of the mea-
surement equation as follows:

0 ~
Lk = Xk—1Jk—1

X;{ :)Ack‘k,l + (1/(H+E)Pk71‘k,1>i, i=1,2,...,n (25.7)
X;C :)Ack‘k,1 — (1/ (l’l +k)Pk71|k71)A7 l =n + ],}’l + 2, .. .,27’!
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@ Calculate the output of the one step prediction value:

y}; :h()d(), i=0,1,2,...,2n
2n .

Y1 =D Wiy,
i=0

2n X . 25.8
P, = XE)WC( Vi — k- 1)()’;<_yk|k71)T+Rk (25.8)

2n ) ) R ) R T
P, = Z(:)Wf (2 — Zipe—r) (2 — Zpeer)
iz

(3) After getting the new measurement information, then filtering the updating as
follows:

S = X1 + Kk — Jape—1)
K, = nyP;‘ (25.9)
Py = Prot — KiPJ'KY

where K} stands for filtering gain matrix.

25.2.3 Statistic Characteristics Estimation of System Noise

According to the description of literature [10], we can get the estimation of the
statistical characteristics of system noise based on Sage-Husa estimator. Just as
follows:

g
:%Z Xk — D13 1] (25.10)

—_

k
N N ~ ~ 1T
%Z Xk — QX — @] % [Eik — Pimi%iie — @) (25.11)

The effective method to overcome the weights degradation problem of particle
filtering algorithm is that to enhance the correctional ability of the latest measure-
ments. Therefore, in the noise estimating stage, this paper assigned different weights
to the latest measurement information and past information. Just as follows:

G = (1 = di 1)@ + diy [T — Pae 11 (25.12)

Qk =(1- dk—l)Qk—l + di—1 [KkaV]ZKkT + P — (DkPk—l\k—lq)z] (25.13)

where d;_1 = (1 — b)/(l — bk), j=0,1,...,k—1.b is called as the forgetting
factor, according to experience value in the related research, usually the range of
the value of b is 0.95 < b < 0.99.
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25.3 Speaker Tracking Based on Audio-Visual Fusion
25.3.1 Motion Modeling

Speaker representations and state-spaces defined either on the image plane or in 3-D
space are sensible choices. In our case, we have chosen a subspace of transforma-
tions comprising translation 7%, 7°. Furthermore, a second-order auto-regressive
dynamical model is defined by x, = (x,, x,,l)T, and x, = (Tjr , T,y), the dynamical
model is defined by x, = Ax;_; + Bw;, where A, B are the parameters of the model,
and w is process noise with unknown statistical characteristics.

25.3.2 Visual Observations Model

The observation model assumes that shapes are embedded in clutter. Edge-based
measurements are computed along L. normal lines to a hypothesized contour,
resulting in a vector of candidate positions for each line, y! = {/, } relative to the

point lying on the contour v{). With some usual assumptions, the observation
likelihood for L normal lines can be expressed as

L

. L N
p(yt”d|x,) o Hp(yﬂx,) o< Hmax (K, exp (— w>> (25.14)

=1 =1

where f/fn is the nearest edge detected on the /th line, and K is a constant introduced
when no edges are detected.

25.3.3 Audio Observation Model

In general, audio localization methods rely on estimation of the delay between the
time of arrival of a signal on a pair of microphones. We define the vector of
theoretical time delays associated with a 3-D location x as t!M:X = {¢X} o~ ¥,
where ¥ is the delay (in samples) between the microphone in pair m,

o _ (Ilx — M']] — []x — MZ||)fs

c

(25.15)

where M{'and M}’ are the locations of microphones in pair m, and f; is the sam-
pling frequency. In practice, each time delay estimate 77" is calculated from the
generalized cross-correlation (GCC) [11]. A phase transform (PHAT) is applied to
improve the robustness to reverberation, and the GCC is interpolated to achieve
sub-sample precision (details in [12]). Then, given an vector 7, = {%;”} of
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observed time delay estimates, the distribution of the observation given a speaker
at location x can be modeled as p(%,|t¥) = N(z¥, "), where X" is the covariance
matrix, chosen to be independent of location. The location estimate can then be
defined according to the maximum likelihood (ML) criterion as
x = argmax p(%,|t*). The location estimate for each frame is found by a dynamic
search over p(%;|t¥). The localization estimate for each frame is found by a
dynamic search over p(%;|t*) through a uniform grid of room locations. To
eliminate low confidence values, estimates whose likelihood falls below that of a
uniform distribution are labeled as silence, meaning the audio observations contain
discontinuities. To synchronize frame rates, multiple audio frames are merged by
selecting only the ML location across frames.

25.3.4 Audio-Visual Fusion

Assuming independence, we define i;(x,) = i;(T7, 7)) = N(u;,%;). The mean
u; = (ul” ,ul” )consists of the project 3-D audio estimate onto the image plane
C(X,) and the unit scale. The covariance matrix X, is diagonal, with translation
components proportional to the mean head size in the training set, and with scaling
component equal to the variance in scale of head sizes. In case of silence, no IS
function exists, so the filter draws samples only from the dynamical model. The

importance function is also used for the audio-based observation likelihood,

p()’?ud|xz) o Ir(x;) (25.16)

in case there is audio, and it is a fixed constant otherwise. Then observations are
combined in a standard approach,

pOilx) = p (7 ) p (v |x:) (25.17)

25.4 Experimental Analysis
25.4.1 Experimental Setup

Audio-visual recording were made in a meeting room with one wide-angle camera
on a wall and an 8-microphone array on the table (Fig. 25.1). Video was captured
at 25 fps, while audio was recorded at 16 kHz, with features estimated at 62.5 fps.
Images were processed in CIF format, so a human head is about 20 x 35 pixels
(1 pixel ~ 8 mm). Parameters for the visual tracker (dynamics and observations)
have been kept fixed for all experiments.
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Fig. 25.1 Meeting room 82m
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|

25.4.2 Results Analysis

In order to give a comprehensive evaluation of the proposed method, here we carry
out three experiments separately: single speaker tracking based on simple back-
ground; speaker tracking under visual clutter environment in meeting experiment.
The tracking results were compared comprehensively between proposed method
and literature [5] method. The tracking results just as Figs. 25.2, 25.3, 25.4, 25.5,
25.6 and 25.7.

Fig. 25.2 Scene 1: Tracking results in simple background
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The tracking results indicate that the proposed method and literature [5] method
both maintaining a good tracking precision in simple experiment scene, we can get
these from Figs. 25.3 and 25.6. But Figs. 25.4, 25.5 and 25.7 show that the pro-
posed method maintained a good tracking stability, because the proposed method
in this paper estimate the noise statistical characteristics online, and the influence
of environmental noise disturbance is small.
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Fig. 25.5 Scene 2: Tracking results under visual clutter

Fig. 25.6 RMSE of x 0.1 ‘ ‘ . : :
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Fig. 25.7 RMSE of y 0.7
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25.5 Conclusion

According to the speaker tracking problem, this paper proposed a kind of nonlinear
filtering method with unknown statistical properties. Through the improved Sage-
Husa estimator to estimate the system noise statistical properties online, and fuse
the estimated information into the propose distribution function by the UKF
method, effectively improve the system’s overall filtering precision. At last, this
paper realized speaker tracking problem based on audio and visual fusion in the
new algorithm framework, and achieved good tracking performance.
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Chapter 26
The Analysis of Epidemic Disease
Propagation in Competition Environment

Mingsheng Hu, Suimin Jia, Qiaoling Chen, Zhijuan Jia and Liu Hong

Abstract An autonomous SIRS epidemic model of two competitive species is
established in this paper, in which One kind of disease can survive and have the
chance of cross-infection, not only the disease of the cross-infection but also the
additional disease death rates are considered in this model, through the analysis of
this kind of model, we can gain the threshold value condition of the stability of
equilibrium. Even more it can see the global stability of the model through sim-
ulation number value.

Keywords SIRS - Local asymptotic stability - Global asymptotic stability -
Numerical simulation

26.1 Introduction

The epidemic disaster has historically been the enemy of human health and the
different harmful biological viruses is huge threat to human health.

For nearly 20 years, the research progress of epidemic disaster prevention is
quickly in the international, many mathematical model is used to the analysis
variety of infectious diseases. Much of the these mathematical model apply to
study the general laws of epidemic’s. It is based on the characteristics of popu-
lation growth, the occurrence of the disease, development of law, and the relevant
social factors such as infectious diseases, established the mathematical models to
reflect the dynamic characteristics. By qualitative and quantitative analysis and
numerical simulation of the model to display the process of the disease, and reveal
the epidemic law, it predicts change and development trends, analyze the causes of
disease epidemic and key factors, seeking its prevention and control of the optimal
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strategy which provide a theoretical basis and quantitative basis for people to
formulate a prevention strategy, but also some investigate about such as plague,
measles, malaria, tuberculosis, AIDS, and many other specific diseases. Currently
theoretical analysis of the mathematical model based on epidemic disease, has
been more extensive studies [1-10], but as an important means of model testing
and prediction. Computer simulation not only improve hazard early warning and
emergency decision support level but also enhance the overall prevention and
control of major urban infectious diseases and other emergencies which play an
important role, it can find the simple solution put the complex abstract theoretical
into easily understand numerical sequence or graphical presentate and make the
number of huge parameter filtering and dynamic process simulation into possible.

A species in nature can not exist in isolation. it always exist interaction with
other due to competition for food, resources and space, so to consider the inter-
action of two or more populations is very important in the infectious disease
model, most of the work is for prey system [1-4], as for the competitive system,
some scholars have also studies [1, 5, 6]. An autonomous SIRS epidemic model of
two competitive species is established in this paper, in which One kind of disease
can exist and have the chance of cross-infection, not only the disease of the cross-
infection but also the additional disease death rates are considered in this model,
through the analysis of this kind of model, we can gain whenever the stability of
equilibrium of the threshold value. And through numerical simulation, more
intuitive to see the model of global stability.

26.2 Model Establishment

Let us consider the following SIRS infectious disease model

Ny

Ny
1 —— |N; — aN N
rl( K1>1 ANV

S,

aNir Nir

<b] _ lKll I)Nl —_ I:dl + (1 7al)ll<711:|sl - aN251 *Sl(ﬁlll] +/51212) +(31R]
. Nir
I = S1(Buli + Biol) — i — [dl +(1—a) Il< 1

1

]11 *aNzll

i Nir
Rl = 7111 - |:d1 + (1 *al)Klill:|Rl — 51R1 7aN2R1

N, = kaNiN, — doN,

8y = kaN\Ny — S1(Byydi + Ponla) 4+ 02Rs — drSy — nN|S>
L = S(By 1y + Bpohy) — dolr — 9,1, — nN\ I

Ry = 9,1, — d:Ry — 2Ry — nN1R,

(26.1)



26 The Analysis of Epidemic Disease Propagation in Competition Environment 229

Here <b1 — %l‘”), {dl +(1—a) ng‘ is the births and deaths of the prey. The

total predation rate is aN;N,, and the conversion rate is denoted by k, f;; is
intraspecific infection rate, y; is the removal rate. n is interspecific competition
factor, and J; is the rate constant for the recovery becoming susceptible and d; is
the death rate of the predator. f; is Interspecific infection rate.

We put N; = S; + I; + R;(i = 1,2), in this model (26.1) that leads to the fol-
lowing set of differential equations:

. N
Ny = |ri(l ——) —aN,|N

1 [r( Kl) a 2] 1

I "Ny

I = (Budi + Bio)(Ni — I — Ry) — 1 — |:d1 + (1= a) ——|h = aNaly

1

; N X

Ry =y — [dl +(1- al)%]Rl —aN>R; — 1R,
1

N> = (kaN, — d>)N;

L = (Buli + Ppula) (N2 — b — Ry) — daly — p,1 — nN 1
Ry = y,1, — dyRy — 6:R, — nN 1Ry

(26.2)

By examining (26.2) on each boundary surface, we can show that the region D =
{(I,,R\,N1, 2, Ry, N2)T|0 < I, 0<R;, I + Ry <Ni <Ky, I, + Ry <N} is positiv-
ely invariant with respect to the model. System (26.2) is not have analytical solution.
We make use of MATLAB obtain the system (26.2)’s numerical solution.

From Fig. 26.1 we can get conclusion of that: with the growth of the time
Ny,Ny, I, 1,R, R, will tend to be stable.

26.3 Equilibrium Points and Their Stability

Let us consider a basic predator—prey model

. N] Nl
N1:I"1 1 —— Nl—ClNlNz: ry 1 —— —aNgNl

K K (26.3)
Nz = kaN1N2 — d2N2 = (kaN1 — dz)Nz

which is the modification of the classic Lotka—Volterra equations with density-
dependent logistic growth of the prey. This model was formulated and explained
by Pielou [7]. The total predation rate is aN|N,, and the feeding efficiency in
turning predation into new predators is k, (Nyg, Nag) is the non-negative equilibria
of the system.



230 M. Hu et al.

Fig. 26.1 Numerical
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Theorem 1 In the system of (26.3):
if Ni(0) > 0 and dz/(kaK1)<1, or Ni(0) >0 and N,(0) = 0, then N, — K|,

Ny — 0, as t — oo, if N1 (0) > 0, N2(0) > 0, and %2/, <1. Then Ny — Nyp =

dz/kw Ny — Nop =1 (] - dz/kaKl)/a as t — oo.

The following results are used later in this paper.
Consider the systems:

X =f(t,x) (26.4)

y=28() (26.5)

where f and g are continuous and locally Lipschitz in x in R" and solutions exist
for all positive time. Eq. (26.4) is called asymptotically autonomous with limit
Eq. (26.5) if f(x) — g(x) as t — oo uniformly for x in R™:

Lemma 1 [8] Let e be a locally asymptotically stable equilibrium of (26.5) and @
be the w-limit set of a forward bounded solution x(¢) of (26.4). If @ contains a
point yo such that the solution of (26.5) with y(0) = yo converges to e as t — 00;
then w = {e}; i.e. x(t) — e, as t — o0.

Corollary 1 If solutions of system (26.4) are bounded and the equilibrium e of the
limit system (26.5) is globally asymptotically stable, then any solution x(f)of
system (26.4) satisfies x(z) — e as t — oo.
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26.3.1 Equilibrium Points and Their Stability

The non-negative equilibria of the system (26.2) are :

PO = (0,0,0,0,0,0),P1 = (0505K107070)

I vl L
Py — Ki(by *rlal>(17170)7 Kiy(1—%) K1.0,0,0
Y1 +b —na 71+ b —na

P3 = (0,0,N1£,0,0,Nae), P4 = (0,0, Nig, e, Rop, Nag).

where
B K1 d» (1l — %)
Ry=———F"7"—7—, == Ny = ——F422
0 Y1+ b1 — na T ka a
 Nog(dy + 0y +nNig)(1 — %) (1 - %)
* P2 +dr + 92 + nNig ’ 2E_“/2+d2+52+anE’
R, = Bi1Nie

P+ di + (1- al)rldz/ka[(+aNzE

Theorem 2 The system (26.2) has the following conclusion:

1) PO is globally asymptotically stable in Q;.
<1, P, is globally asymptotically stable in €.

A3) 1f

(4) if - kaK
(5) if % <1,R; <1,R, > 1, P4 is globally asymptotically stable in Qs.

kaK > 1 ,Ro > 1, P, is globally asymptotically stable in €.

<1,R; <1,R, <1, Pj is globally asymptotically stable in Q.

Where
Qi = {(I1, Ry, Ny, LRy, N2) |0 <1, 0< Ri, I; + Ry <Ny <Ky, I + Ry < Ny, Ny ( (0)=0}
Q, = {(I R\,Ny,I5,R>, 2) |0<1 O0<R,I + Ry <N, <Kj,I, + R <N,N; 0)>0}
Qs = {(I,R\,N1. 1o, Ry, )" |0 < I, 0< R, Iy + Ry <Ny <Ky, I, + Ry <N, 1;(0) > 0}
Q= {(I1,R,N, b, R, N)T0<I,0<Ri, I, + R <Ny <Ky, L, + Ry <Ny, N;(0) > 0,N,(0) >0}
Qs = {(I1,R\, N1, L, Ry, No)"|0 <1, 0< Ri, Iy + Ry <Ny <Ky, I, + Ry <N, Ny (0) > 0,1,(0) >0}
Proof:

(1) The conclusion is clearly established, Hence the proof.
(2) At P, the eigenvalue of the Jacobian matrix is

;u] :,/)’llK—yl—(bl—rlal), ;Lz:_(b] —rlal), }L3:—r
Ay = —dy =7y, 4s = —dy — 02, ‘e = —d
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These 6 eigenvalues are negative when kj—;(l >1,Ry <1, so Py is locally.
Asymptotically, let’s proof P, is globally asymptotically stable. When k;i—;(l >1,

by the Theorem 1 Ny — K,N, — 0 if Ny(0) >0 and N, — 0, , — 0,R, — 0 as
t — 00, so Progressive autonomous system of (26.2):

L =By (K — I —R)L — (y, + by — a1y
Ry =y,I; — (by — ria1)R,
From corollary 1, we can obtain that the bounded solution of (26.2) will
approach to global asymptotic stability of the (26.3)’s equilibrium. Ry < 1, from

corollary 1 I} — 0,R; — 0 as t — oo we can see P; is global attractive. so P; is
globally asymptotically stable.

(3) At P, the Jacobian matrix of the system (26.2) is

J(P2) = ridacii () + by — riar)[(da + 62 4 nKy)(da + 7,) + Porli (72 + 02

1
+dr + I’lKl)] + rnd>K; R—oﬁmll(bl — rlal)(dz + 0, +I’lK1)

1
where c1; = (by — riar)(1 — Ro) e = "1z, = D1 _al)/"/l + by — na

We get trJ(P;) <0,det J(P,) > 0 so P, is locally asymptotically, let’s proof P,
is globally asymptotically stable. By reason that N;(0) > 0, kj]zq > 1, from corol-
lary 1 Ny — K;,N, — 0 as t — co. Obviously, we can get that I, — 0,R, — O,

similarly available its autonomous limit system

I = B (Ki — I — R\ — (3, + by — riay)I
Ry =y 1 — (by — ra))Ry

Kl(blf"lal)“*%) K1V1(17%>

By 1,(0) #0, we get I = — o= R = 55—

attractive (Fig. 26.2).

To show the global stability of the system around P, we choose al = 0.13;
betall = 0.2; betal2 = 0.1; gammal = 0.2; dl = 0.12; a = 0.45; a4 = 100;
a5 = 50; eta = 30; deltal = 0.005; So when k[‘f—;l >1,Ry=3633>1, P, is
globally asymptotically stable.

so P, is global

(4) To show the locally asymptotically of the equilibrium P3, we use the method
of the third approximation. From Theorem 1 and dz/(ka k)< 1, easy to know

Ny — Nig, N, — Npp as t — oo, also Ni(0) # 0,N,(0) # 0, so progressive
autonomous system of (26.2):
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Fig. 26.2 The global

60 i R i T T T TTTT
stability of the system around
i 500 ...
40 | -
300 ___-4
o

rNig

I = (Bl + Piaba)(Nig — I = Ry) — 01y — [dl + (1 —ar) I} — aNygly

. N
Ri=y0 — |di+ (1 —ay) 1K1E]R1 — aNgR,
1

L = (Boyli + Poala)(Nog — I — Ry) — dolr — p,1r — nNaglh
Ry = 9,1, — dyRy — 6:R, — nN1zR,

To show the global stability of the system around P; we choose r1 = 0.15;
K1 = 1000; al = 0.13; betall = 0.2; betal2 = 0.1; gammal = 0.2; d2 = 0.8;
a4 = 100; a5 = 50; eta = 30; deltal = 0.005; k = 0.8; a = 0.4; As show in
Fig. 26.3, we claim that for kj_lzﬁ <1,R; =0.862<1, R, =0.3013 <1 the system

approaches P3. From corollary 1, we can obtain that the bounded solution of (26.2)
will approach to global asymptotic stability of the (26.3)’s equilibrium. And

Fig. 26.3 The global 160
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Iy = 0,R —0,, - 0,R, - 0as Ry <1,t — o0, so Ps is locally asymptotically,
therefore Ps is globally asymptotically stable. by the same token can prove (5).
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Chapter 27
An Entity Answer Ranking Method Based
on MLNs

Fangqiong Chen, Zhengtao Yu, Jianyi Guo, Tao Shen
and Yantuan Xian

Abstract For the characteristics of factoid and list answers in domain Q&A
system, we built a ranking model combined with multiple features of domain
entity answers based on MLNs. This method uses predicate formulas to describe
the relevant features of the questions—candidate answers and the answers—
knowledge base, merging these features into Markov Logic Network, and then
adopting discriminant training learning algorithm to learn the weights of feature
parameters, which can give different weights according to the relevance of dif-
ferent features, finally it use MC-SAT algorithm reasoning to get the relevance of
questions and answers, realize the answer ranking. Experiments show that the
proposed method can greatly improve the answer precision and recall rates
compared with other methods.

Keywords Question-answering system - Markov logic network - Learning to
rank - Multiple features

27.1 Introduction

At present, there are a lot of researches in answer ranking, in TREC2002 QA tasks,
Xu used empirical formula to integrate the factors involved in the process of
answering the question, which takes the verb, the matching of context and ques-
tions as well as the types of questions into consideration, and gives the same
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weight for these three factors, thereby resulted in confidence scores [1]. You
proposed a model based on maximum entropy algorithm for computing answer
confidence with a number of elements taken into account to improve the accuracy
of answers. First, extract the following four factors from the training corpus: the
answer score, number of steps, the best number of votes and the best vote to train
the maximum entropy model; after that apply the trained model on the test set to
calculate confidence level; Finally make the correct answer stand in the front as
much as possible, in TREC 2002, QA system uses the algorithm to compute the
confidence for each answer, and ranks them, which obtains very good results [2].
Sun took the problem of extracting the answer as a classification problem, con-
sidering the candidate answer as correct or wrong. They extract the features of
questions and candidate answers to train the maximum entropy model, and then
use the trained model to extract the answer [3].

The above answer ranking methods do not consider the relationship between
data to the answer ranking model, however, there are a variety of relationships
between these data in reality, such as similarity, distance, link, and the reference
relationships. According to these “relationship”, Markov logic network combines
the Markov network with first-order logic, which introduces domain knowledge
through the first-order logic into the Markov network, and provides the ability to
deal with uncertainty for first-order logic. Markov logic network was first proposed
by Richardson [4] in 2004, followed by the study of Domingsos, Kok, Singla, et al.
The discriminative training for weight learning method and the structure learning
method for the optimization of type of likelihood methods were proposed, but it is
still a new study in Artificial Intelligence, for learning and inference algorithm is
very limited. In 2008, Wu published an article on the WWW, he extracted
information by Markov logic network algorithm, and proposed a refining the Wiki
knowledge automatically method, which effectively simplifies the manual work-
load [5]. In 2009, Poon took Markov logic network in unsupervised semantic
analysis, and achieved fairly good results [6]. Using Markov logic network can
take advantage of “a variety of relationships” in different areas to effectively
integrate correlation algorithms to obtain better results. Based on all kinds of
“relationship” features in the question answering system, this paper proposes a
new research approach that Markov logic network is applied to combine a variety
of relationships to solve the ranking problem in the question answering system,
and builds the answer ranking model.

27.2 The Feature Extraction of Questions and Answers
27.2.1 Context Features

Context has different meanings in different fields. In the field of information,
context is defined for the collection of attributes describing the semantic similarity
between objects [7]. The paper extracted from the context information between the
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questions and answers, the definition of context features between questions and
answers is as follows:

27.2.1.1 Lexical Features

Feature words vector represents the relative order of the feature words set and
feature words. The two sentences contain the same words, there is some corre-
lation between these two statements. The TF-IDF based on vector space is one of
the common methods [8]. In addition, containing the same words in the consis-
tency of the order is also reflects the similar degree of two sentences.

Defined questions S; = (A,B,C), the candidate answers S, = (D, C and A
and C), the letter in parentheses represents the feature words of the statement.

The definition of feature words vector similarity is as follows:

2% 3 Ay

WieS,

S = e e et
[Sq1(1Sq] + 1Sa])

|Length(Sa7 Sq)|

where W; represents the feature words in the candidate answers, 4,, indicates the
weight of the same words, the same words only counts once here. |S,| and |S,|
respectively express the dimension of the feature word vectors of the questions and
candidate answers. |Length(S,, S,)| signifies the number of elements of the longest
fragment which candidate answers match the feature words set of question.

27.2.1.2 Semantic Similarity Features

Except the statistical characteristics of the term in the context, the semantic
information of the term itself is also an important feature. With the help of
Hownet, we compute the semantic distance between questions and answers as the
semantic similarity integrated into the ranking model [9].

27.2.2 Density and Frequency Features

This evaluation indicator measures the density and frequency of question terms in
the answer text, mainly includes: numbers, distances, word sequences, etc. Vari-
ants of these features were used previously for answer extracting in factoid QA
[10]. We will discuss briefly in the following:

Quantity features: The matching nouns (verb, numeral or quantifier) of candi-
date answers account for the proposition of nouns (verb, numeral or quantifier) in
query words. The features reflect the similarity of designated part of speech and
questions in word matching level.
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Distance Features: The distance of candidate’s answers from the words or
phrase of questions. Compute the distance for each sentence contained the can-
didate answers and yield a weighted mean value.

1
DS =
ave Z abs(pos(keyword;) — pos(answer))

Sequence Features: This feature investigate whether the matching words of
sentence, answer sequence and questions sequence are in the same order, measured
by the words in same sequence percent of the question words number.

27.2.3 External Knowledge Features

We get the Boolean features values of relevant answers by validating the online
knowledge base, if the answers appear in Wikipedia or Baidu encyclopedia, the
corresponding feature value is 1, otherwise, the value is 0.

27.3 Construct the Entity Answer Ranking Model Based
on MLNs

Implementing the model is to introduce the features relationship into Markov logic
network, learning these features to get the relevance of questions and answers,
specifically through the following three steps to achieve: predicate and formula
definition, weight learning, and probabilistic reasoning algorithm.

27.3.1 Predicate and Formula Definition

Due to the ranking task is essentially to rank the candidate answers, usually
through the relevant features of the questions and answers to get the relevance. In
Markov logic network the features and relativities between the questions and
answers are expressed by the predicate, give an example to illustrate:

(1) SimilarityWord (question, answer) denotes: feature word vector similarity of
question and answer;
(2) Distance (question, answer) denotes: distance of question and answer.

According to these predicates, we can get the formulas:

(1) SimilarityWord (question, answer) => related (question, answer), indicates
that if feature word vector similarity is more than 0.1, then the question and
answer is related;
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(2) Distance (question, answer) => related (question, answer), indicates that if
distance is less than a certain value,we set the value as 20, than the question
and answer is related.

For the different features make different contribution to the questions and
answers, the formula of Markov logic network is to add “+” sign, these formulas
can be respectively learned different weights based on variables represented by
different individuals. In miln file a formula is written as + Similarity (question,
answer), that for a pair of question and answer, to learn the weights between the
different features and relevance of answers.

27.3.2 Probabilistic Reasoning Algorithm

The basic task of the reasoning is that given the evidence of text set to find a most
possible world y. That is to solve the probability of established formula F; under
the conditions of given formula F, Markov logic network is able to answer this
question. The task of reasoning in this paper is that given relevant features between
questions and answers, in order to determine the relevance of the questions and
answers.

In order to achieve better results, we first construct the minimum closed net-
work of query predicate. The construction process of this network is as follows:

(1) View if the evidences contain the predicate of the current query predicate
depending on. If so, skip to (2), did not skip to (3);

(2) Detect whether the query predicate set has been checked up. If so, then the
algorithm terminates; if not, perform a query predicate, and skip to (1);

(3) Join predicate C to the network;

(4) Check the predicate that is dependent on predicate in (3) whether exists in the
evidence set. If so, skip to (2), did not skip to (3).

After constructing a query predicate minimum closed network, we have to
sample for all nodes in the network through the MCMC reasoning algorithm, this
paper use the MC-SAT algorithm. The algorithm is to construct reversible Markov
transfer nuclear through a pre-defined invariant distribution, and in essence, it is an
auxiliary variable method. Compared with the standard MCMC approach, the rate
of convergence of this algorithm is much faster.

Algorithm steps are as follows:

(1) Initialize the set of states that meets the strict clause;

(2) Sum all closed clauses that meet states in step (1) to the clause set M by the
probability of 1 —e";

(3) Extract a sample evenly from all states that meet M and then turn to (2) until
the number of all samples has been finished.
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ni(x)

After extracting n samples, the expectation is E,, ,[n;(x,y;,)] = > ™=

=1
the expectation of the function is approximated as the mean of the sample.

, that is,

~

27.4 Experiment and Comparative Analysis

The evaluation methods of the factoid question and the list question are different,
so we took separate experiments and comparative analysis. For the factoid ques-
tion, two evaluation criteria were used: the average accuracy rate of MRR (Mean
Reciprocal Rank) and Recall (Recall). For the list question, in addition to the
above two evaluation, F value (F-measure) is also the evaluation criteria.

27.4.1 Dataset

At present, there is no very authoritative corpus in Chinese Q&A system. For the
field of tourism in Yunnan, we have separately collected 150 factoid questions and
list questions for attractions name, place name, hotel name, traditional festival,
local snack and other entities. We use entity recognition model to make entity
recognition for answer candidate document. From the 300 entities answer of
artificial screening, on the basis of the relevance of the questions and answers, the
relevant was labeled as (2), the part relevant was labeled as (1), the irrelevant was
labeled as (0). Thereby the available corpus resources were obtained. Table 27.1
shows the corpus.

The experimental dataset is divided into training set, validation set and test set.
The training set is used to train ranking model, the validation set is used to adjust
the parameters of the ranking model, and the trained ranking model will be tested
for the performance of answer ranking on the test set.

27.4.2 Experiments and Results Analysis

First, analyze the questions, then, research and select features of questions and
candidate answers, and the candidate answers and online knowledge base.

Table 27.1 Answer ranking corpus

Total Attractions Place Hotel People and culture Other

Factoid question 150 35 35 30 30 20
List question 150 35 35 30 30 20
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Secondly, integrate the features relationship into Markov logic network to con-
struct ranking model. Thirdly, figure out predicate weights by structure learning,
parameter learning and reasoning algorithm. Finally, the trained ranking model
will be tested on test set.

27.4.2.1 Comparison with Other Ranking Methods

In order to evaluate the performance of answer ranking model based on MLNs, we
take respectively answer linear score and BM25 as benchmark to do experiment
comparison. In the experiment, we use NDCG@n to measure ranking results, the
comparison results are shown in Table 27.2.

By the above experiment can be seen, answer extracting method based on MLN's
is obviously better than linear score and BM25. Because of the dispersion of the list
question answers distribution, its top accuracy rate is low compared to factoid
question. When N increased to 3, the NDCG @ N value of ranking model based on
MLNs did not change, the other two algorithms had declined, which indicated that
ranking model based on MLNs can ensure accuracy rate for list questions.

27.4.2.2 Comparison of Answer Extraction Efficiency

In order to measure the contribution of the answer ranking model for answer
extraction, we will compare the answer ranking model based on MLNs with
logistic regression and maximum entropy model. We are more concerned about
the accuracy of correct answers ranked top-1, so we adopt the mean reciprocal
rank (MRR) and the recall rate (R) and F value (F-measure) to evaluate. The
results are shown in Table 27.3.

Experimental result shows that the proposed method improved the accuracy and
recall rate greatly compared to traditional ranking model. The ranking model based
on MLNSs can effectively integrate the various features relationship between the
questions and answers, and answers and knowledge base, and get different weights
of various features on the contribution for the correct answer via parameter
learning and reasoning. It effectively improved the performance of answer ranking
to some extent, compared to the maximum entropy model and logic regression
model.

Table 27.2 The comparison of different answer ranking methods

Ranking method NDCG@1 NDCG@2 NDCG@3

Factoid List Factoid List Factoid List
Linear score 0.73 0.72 0.71 0.69 0.68 0.67
BM25 0.75 0.73 0.73 0.71 0.69 0.70

MLNs 0.78 0.77 0.76 0.75 0.76 0.75
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Table 27.3 The comparison of different answer extracting methods

Answer extracting method Question type Evaluation index
MRR Recall F-measure
Maximum Entropy Factoid 0.48 77.5 % 76.3 %
List 0.36 70.4 % 72.4 %
Logistic regression Factoid 0.58 82.8 % 86.5 %
List 0.40 78.6 % 78.3 %
MLNs Factoid 0.60 89.8 % 89.9 %
List 0.44 89.4 % 87.4 %

27.5 Conclusions

For the characteristics of factoid and list answers in domain Q&A system, A ranking
model was built which combined with multiple features of domain entity answers
based on MLNSs. The construction method of entity answer ranking model based on
MLNs will take feature relationship of questions and candidate answers, the can-
didate answer and Knowledge base into the ranking model according to the different
weights to improve the answer precision. On this basis, doing research on answer
ranking for the factoid and list questions from the recall rates and precision to
improve answer ranking results, and the experiments show that the proposed method
can effectively improve the answer precision and recall rates.
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Chapter 28

A Chinese Expert Name Disambiguation
Approach Based on Spectral Clustering
with the Expert Page-Associated
Relationships

Wei Tian, Tao Shen, Zhengtao Yu, Jianyi Guo and Yantuan Xian

Abstract Aimed at the problems of Chinese experts’ name repetition and
representation diversity, a Chinese expert name disambiguation approach based on
spectral clustering with the expert page-associated relationships is proposed.
Firstly, the TF-IDF algorithm is used to calculate the word-based feature weights,
and then the cosine similarity algorithm is employed to compute the similarity
between the evidence-pages to obtain the initial similarity matrix of expert
evidence-pages. Secondly, the expert page-associated relationship features are
taken as the semi-supervised constraint information to correct the initial similarity
matrix, and next the spectral clustering-based method is used to build expert
disambiguation model. Finally, taking the contrast experiments on Chinese expert
evidence-page corpus of manually labeled, the result shows that the semi-super-
vised spectral clustering on Chinese experts’ name disambiguation method with
the expert page-associated relationships than that without the associated constraint
information, the F-value has an average increase of 9.02 %.

Keywords Page-associated relationships + Chinese expert name disambiguation -
The spectral clustering - Semi-supervised constraint information
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28.1 Introduction

With the rapid development of the Internet, the name repetition on the Internet has
become one of the most common phenomena, which brought great difficulties to
the Expert search and experts’ resource utilization, therefore, expert name dis-
ambiguation is imperative. The expert disambiguation methods existing are as
follows: The first kind is a similarity calculation-based clustering disambiguation
method, such as Wang proposed to use the vector space model of web content to
do expert evidence-pages clustering disambiguation to solve the multi-document
coreference resolution problem [1]. Bollegala put forward the experts clustering
disambiguation solution on key phrases extraction automatically in the context and
computing similarity [2]. The second is a hierarchical-based clustering disam-
biguation approach, such as Zhang used hierarchical clustering algorithm to solve
the multi-document ambiguity issue of Chinese names [3]. The third is a clustering
disambiguation method based on the specific relationships. For example, Lang
presented a name disambiguation approach based on social networks, exploited the
evidence-page titles and name co-occurrence relationships in the context fragment
to build social networks and used clustering to realize disambiguation [4]. Tang in
Tsinghua University proposed the clustering disambiguation combined with the
attributes of expert papers and paper-cooperative relations, selected the article
title, abstract, author, etc. as features with published paper-cooperative relations,
through HMRFs [5] (Hidden Markov Random Fields) clustering method to do
expert clustering disambiguation [6]. HMRFs itself can’t avoid order-dependence
issue. Given the current cluster centroids, the order in which points are greedily
reassigned to clusters determines the new clusters.

Some above also used many different relationships to realize the expert name
disambiguation, but did not consider fully the relationships between the pairwise
expert evidence-pages, while many associated relationships existing in the content
of a large number of expert evidence-pages have a significant supporting role on
expert identity determination. According to the attribute characteristics of Chinese
experts, proposes a Chinese expert name disambiguation approach based on
spectral clustering with the expert page-associated relationships.

28.2 Building the Model of Chinese Expert Disambiguation
with the Page-Associated Relationships

Shi and Malik proposed a graph partitioning criterion—the normalized cut [7], and
made which optimization in order that the nodes have high similarities within the
cluster, and low similarities between the clusters.

Primarily, use the cosine similarity to calculate the similarity between the expert
evidence-pages, and construct the initial similarity matrix, and then adopt the expert
page-associated relationships as semi-supervised constraint information to adjust
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the similarities of the expert evidence-pages, and then correct the initial similarity
matrix. Next, build the corresponding Laplace matrix and then make the Laplace
matrix normalized. Finally do spectral feature decomposition on the obtained
normalized matrix, and then cluster based on the spectral methods. The following
details the building process of the spectral clustering model of Chinese expert dis-
ambiguation with the page-associated relationships.

28.2.1 Constructing the Initial Similarity Matrix
of the Expert Evidence-Pages

Expert name disambiguation is to make the evidence-pages of different experts in
the same name classified. Further more, the disambiguation process can be
regarded as the clustering procedure of the expert evidence-pages. First of all,
taking the expert evidence-page collection that needs disambiguation as the graph
G = (V,E,A), where V is the node set of the expert evidence-pages, A indicates
the similarity matrix between the evidence-page nodes, E is the edge set. Assign a
weight to the edge between two nodes according to the similarity between them.
After some pretreatment for the retrieved expert evidence-pages, such as stripping
tags, Chinese word segmentation and the stop word removal, we entirely consider
the occurrence frequency of different words in all the texts and the resolution
capabilities of the word to the different texts, and then use the TF-IDF based on
word frequency statistics to calculate the word feature weights of the two evi-
dence-page nodes. Take the form of vectors to express a document, and each
vector is represented by the feature item and its corresponding weight, thus a
document vector space is constituted. The cosine of the vector space angle of the
two documents is employed for defining the similarity between the two expert
evidence-page nodes, based on which we can get the initial similarity matrix A.

Suppose there are two arbitrary evidence-page nodes x;,x; € V, TF-IDF for-
mula is:

Wl,x = TFr,x X IDFl,x (281)
N

TFt,x = M (282)

IDF,, = log(X/Xy) (28.3)

where W, is the weight of the feature item ¢ in the document x; TF, , represents
the occurrence frequency of ¢ in the document x. Formula (28.2) shows that there
are N same feature items in the document which contains M words, and this
formula can mirror the distribution of the feature item inside the document. IDF; ,
is known as the document frequency of features to reflect the distribution of feature
item ¢ in the whole document set and the distinction ability of this feature item to
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a certain extent, and where X devotes the number of all the documents in the
document set, X; represents the occurrence frequency of ¢ in the document set.

The following we use the angle cosine of the two document vectors to define
the initial similarity A;; between two evidence-page nodes:

n
Dot Wi X Wi,

J(En ) (s we,)

where W, , W, ,, is respectively devotes the weight of the feature item ¢ in the
evidence-page document x,x;. And further obtain the initial similarity matrix A.

Aj = Sim(x,-,xj) =cosf =

(28.4)

28.2.2 Correcting the Initial Similarity Matrix Based
on the Page-Associated Relationships

28.2.2.1 Selecting the Page-Associated Features

On the basis of the expert evidence-page content, define the expert evidence-page-
associated features firstly. The features are defined in Table 28.1.

28.2.2.2 Page-Associated Feature Constraints and Similarity
Correction

Assume two arbitrary evidence-page nodes x;,x; € V, define a adjustment matrix
Afj(i,j =1,2,...,n) as follows:

7

Al =" atuf + sy (28.5)

m=1

Table 28.1 The expert page-associated features

Serial number (m)  Feature name Feature ~ Eigenvalue  Feature
type (fin) weight (o)
1 Page title association Boolean 0,1 o
2 Links pointed to each other Boolean 0,1 oy
3 Whether the same education Boolean 0,1 03
4 Organization co-occurrence Boolean 0,1 oy
5 Research association Boolean 0,1 o5
6 Whether the same gender Boolean 0,1 g
7 Whether the same place of birth  Boolean 0,1 o
8 Whether the same date of birth Boolean 0,1 og
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where o, is the page-associated feature weight obtained by training. Therefore, set
ag = 0.5, Z;:, o, = 0.5, and f,, devotes the page-associated eigenvalues men-
tioned in Table 28.1.

Wagstaff first introduced two types of pairwise constraints in literature [8], that
is, use the “must-link” and “cannot-link” to assist the cluster search. Define the
page-associated feature constraints (including the “must-link” and “cannot-link”)
shown in formula (28.6) as the supervision constraint information, and then do the
correction of the initial similarity matrix A based on the “must-link” and “cannot-
link™ constraints to obtain the final similarity matrix A”.

Ay = A =1, (A7 205 ) & (xi,:) € must — link
A=Al =0, (A;] = O) & (x;,%7) € cannot — link (28.6)
Ay =4y, (0 <Ay < 0.5)

For formula (28.6), it is represented that it has the same date of birth at least or
that the previous seven eigenvalues are all 1 in the two evidence-pages if Agj >0.5,
so that the two evidence-pages together are a “must-link” constraint. The same
reason is that all page-associated eigenvalues are all 0 when A§j =0.

28.2.3 Constructing the Model of Chinese Expert Name
Disambiguation

Here are the steps of the spectral clustering method with the page-associated
feature constraints:

1. Initialization firstly. For Vx;, x; € V, compute the initial similarity between the
evidence-page nodes to get the initial matrix A as shown in formula (28.4).
2. Define the page-associated features, calculate the eigenvalues based on word
matching, then train to obtain the corresponding feature weights to get the
adjustment matrix A;j = Z;zl Ofm + 0gfg, Where og = 0.5, Zznzl o, = 0.5.
3. Define the page-associated feature constraints according to the adjustment
matrix A’ as shown in formula (28.6), obtain the corrected similarity matrix A”
after judgment and adjustment.
. Define the diagonal matrix D; of A”: D; = diag(d,,ds, . ..,d,) = Z;:1AZ‘~
. Construct the Laplace matrix L =D — A”.
. Normalize: N = (dmax] — L)/dmax, Where di,y is the maximum ow sum of A”.
. Find y{,y2,...,%, the k largest eigenvectors of N and form the matrix
Y = [y1,y2,. -] € R”K, where y;(i = 1,2,...,k) is the column vector.

NN L B

1
8. Normalized the rows of Y to get the matrix Z, where Z; = Y}; / (Z, Y;)z.
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9. Treating each row of Z as a point in R*, cluster into k clusters using K-means.
10. Assign the original point x; to cluster j if and only if row i of Z was assigned to
cluster j.

28.3 Experiments and Analysis
28.3.1 Experiment Data Preparation

Do the spider based on CNKI resources for 2000 entity names of Chinese expert
engaged in the field of computer information processing, and there are 2000 expert
evidence-pages in total. The expert evidence-pages include the Expert Homepage,
Baidu baike, Soso baike, HDWiki, Wikipedia, MicroBlog, Boke and so on. There
are four selections of test sets in the experiments. Randomly chose 80 expert
names, that is, a total of 800 evidence-pages from the original data set are con-
sidered as a test data set each time. The number of page-associated feature con-
straints (including the “must-link” and “cannot-link”) is between 0 and 300
derived from the experiments. The page-associated feature constraints are ran-
domly generated from the training data set.

28.3.2 Experimental Evaluation

Here the F-value will be employed. The F-value is defined as below:

T, T, _ 2Pre x Rec

Pre = , Rec= , F=————
T,+F, T, + F, Pre + Rec

(28.7)

where T, is the number of evidence-page documents that the two documents
together in one cluster are classified correctly, T, refers to the number of evidence-
page documents that the two should not be gathered in one cluster are properly
separated, F, represents the number of evidence-page documents that the two
should not be placed in one cluster are divided into one falsely, F), is the number of
evidence-page documents that the two should not be separated are parted wrongly.

28.3.3 Experiments and Results Analysis

Experiment 1 is to test the impact on the clustering of inputting different numbers
of associated feature constraints. As the final clustering performance result with
page-associated constraints, it would be averaged over the clustering results of
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Fig. 28.1 The impact of different numbers of associated constraints on the P, R and F-value
indexes of the four test sets

each test set. As the number of constraints is continuous, it is not convenient to use
tabular data to show out the results. So Fig. 28.1 reveals the changes of the P, R
and F-value indexes on the four test sets with the different numbers of associated
constraints.

It can be seen from Fig. 28.1 that the P, R and F-value indexes obtained by our
approach show upward trend as a whole with the increase in the number of
constraints. When the number of constraints is between 150 and 200, the corre-
sponding P, R and F-values reached the maximum and the number of clusters
obtained at this time is optimal. The clustering performance appears downward
trend when the number of constraints is greater than 200.

Experiment 2 is the clustering performance comparison of the spectral clus-
tering method with the expert page-associated constraints and without constraints.
The P, R and F-values, which are acquired by averaging over the data in Fig. 28.1,
represent the final results of the spectral clustering approach with the page-asso-
ciated constraints. There are the results of Experiment 2 given in Table 28.2.

Seen from Table 28.2, the P, R and F-values, obtained by using the spectral
clustering method with the expert page-associated feature constraint, are signifi-
cantly improved than that without the constraint information. Therefore, it can be
known that adding constraint information can largely enhanced the clustering
performance of the entire data set.
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Table 28.2 Indicator changes before and after adding the page-associated constraints

SetsIMethods ~ The spectral clustering method The spectral clustering method with
without the page-associated the page-associated constraints
constraints (average value)

P (%) R (%) F (%) P (%) R (%) F (%)

TestSet 1 75.61 71.50 73.50 82.32 79.43 80.92

TestSet 2 76.91 73.57 75.21 85.64 82.35 83.97

TestSet 3 74.38 69.07 72.55 83.65 80.01 81.78

TestSet 4 76.13 72.35 74.19 86.17 83.57 84.86

28.4 Conclusions

The expert page-associated features, considering as supervision constraints, are
introduced into the spectral clustering algorithm. We propose a Chinese expert
name disambiguation approach based on spectral clustering with the expert page-
associated relationships. The comparative experiment has fully demonstrated the
validity of expert page-associated features viewed as priori constraints and their
positive role in guiding the spectral clustering algorithm. Our further work is how
to actively provide the constraint information with rich content for the spectral
clustering in order to utilize these limited constraints to significantly improve the
performance of the clustering disambiguation.
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Chapter 29

The Hierarchical Heterogeneous

of Parallel Computing Model Based
on Method Library

Jibing Duan, Xiaopeng Ji, Jinye Dou and Zhigiang Wei

Abstract This paper puts forward a novel hierarchical heterogeneous of parallel
computing model that based on method library. In the original models, although the
models provide a model algorithm language for usage, the developers still need to
rewrite the methods when calling and the usage is apparently very complex for the
developers, demanding the developers’ programming skill. In this regard, this paper
presents a new hierarchical heterogeneous of parallel computing model which is
based on the method library as well as its management system. While developers
use the methods, they should only know the parameters of the methods called
without having to know the methods of the preparation process, which can help the
developers call the method library methods easily to facilitate the preparation of the
algorithm program. From experiments results based on the method library, con-
clusions are drawn. Experiments show that the introduction of the method libraries
and its management systems can not only reduce the difficulty of developers, but
also reduce compile time and accelerate the operation of the program.

Keywords Hierarchical heterogeneous - Layered parallel heterogeneous
Management system - Method library - Model algorithm language - Speed up
processing

29.1 Introduction

Parallelism has been used widely for many years, mainly in high-performance
computing [1], such as petroleum exploration industry. With the development of
these different parallel styles, the parallel computing models are established. The
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existing parallel models are mostly based on the parallel algorithm design and
analysis. But most of them have the same defects: poor compatibility, commu-
nication overhead, the high coupling degree, the high difficulty on expanding and
modifying.

The appearance of the general model of hierarchical heterogeneous can solve
the problem conveniently [2]. The general model of hierarchical heterogeneous,
divide the parallel tasks into several phases, so that the special personnel can face
the different phase to solve the problems. The person, who uses the model to solve
the problems, can only divide the problems into several tasks, and then use the new
language to code the program, which can be translated to source code. The source
code can be built and linked, and the result appears. This process promise the
problems solved.

The advantages of the model are: easily used, the low degree of the coupling,
the good compatibility, easily expanding. But an obvious disadvantage is that it
exists: the high-level language to write code to achieve complex and error-prone.
In order to solve the problem, this paper, the idea of a method-based base system
to modify the model. According to different tools, according to the method used, or
may be used, as well as a commonly used method in industry to achieve deposit
method library, so that in use to facilitate the call. This not only reduces the
difficulty of program development, and more effective to speed operations.

In the paper, according to the tests of experimental data preprocessing module
in the rapid modeling of seismic body, verify the utility of method library in the
layered model of heterogeneous parallel.

29.2 Related Work

Parallel computing model usually abstracts the basic feature of different parallel
computers forming an abstract computational model from the design and analysis
of parallel algorithms. In a broader sense, the parallel computing model provide
hardware and software interface, and in the interface conventions, the designers of
hardware and software in the parallel system can develop support mechanisms for
parallelism, thereby improving system properties [3].

The main existing parallel computing models are as follows: PRAM (Parallel
Random the Access Machine) model, BSP model (MIMD computing model of
distributed memory), LogP model (a multi-processor model features in f distrib-
uted memory and point-to-point communication) BDM (Block Distributed
Model), C3 model (the bridge model between the model of shared memory pro-
gramming and model of distributed memory system based on messaging).

In these universal models, the main factors affecting the efficiency of data
access under the environment of shared memory is the lock competition, however,
it is the communication cost that affects the efficiency of data access in the multi-
machine distributed storage environment. The communication cost is caused not
only by the transmission words and transmission time of each word but also by the
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cost of starting communication and the communication distance. The more the
number of nodes and the longer the communication distance, the greater the
system overhead, therefore, while developing the cluster computing technology,
we still need to seek ways to enhance the performance of the single node.

Therefore, it is necessary for the emergence of parallel computing model of
hierarchical heterogeneous. The parallel computing model of hierarchical heter-
ogeneous consists of three phases: the program model algorithm design phase, the
parallel program design phase, and the parallel program execution phase [4, 5].

Figure 29.1 shows the hierarchical model of heterogeneous parallel, in the first
phase, program model algorithm on the application layer, reflected on the support
layer model algorithm language, the parameter library, after explanation of the
interpretation system, the source code appear. And then after the execution of the
build system, capable of forming machine language and executes the generated
results [6].

In the program model algorithm design phase, the developers are faced with the
parameterization of the parallel machine [7]. Developers design the appropriate
program model algorithm by analyzing the target. Different from the traditional
parallel development, developers need not concern more about the concrete
realization of the algorithm at this phase. By interpreting the program model
algorithm into different parallel functions based on different hardware and soft-
ware framework and referring to the software and hardware parameters of current
system, overhead function and computing behavior, we can optimize the parallel
functions and improve the efficiency of system processing at the same time.

In the parallel program design phase, developers should realize the corresponding
parallel program for the various hardware and software interfaces. The parallel part
in the program is interpreted as a parallel computing among the compute nodes, a
parallel computing of multi-core CPU in the nodes and a parallel computing of
multi-core GPU according to the computing scale and problem characteristics.

In the parallel program execution phase, the parallel program is compiled, built,
and linked into machine language by the compiler and runs on the corresponding
hardware and software framework [8]. For the different computation models and
implementation hardware used in the execution phase of parallel program, we

Program Model
Al g:n-i thm Parallel Program Parallel Program
3 3 o 2
Design Phase Design Phase EXecution Phase
Program Nodel 5 :
Algoritha Interpretation Parallel Programming Machine Language
System )
Build
Ana Rul = System
Design Language e dmrnicr
Parallel Program for the P =
the Tesk Solution
Parsmeter Library

Fig. 29.1 Flowchart of hierarchical heterogeneous model
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adopt different compiling systems to compile the program into the machine codes
in the parallel program execution level.

At the application level, firstly, application developers should design process
model algorithm to describe the target problem; the program model algorithm will
finally be interpreted as a serial program and parallel programs based on different
hardware framework by the interpretation system; parallel program can be com-
piled into the corresponding machine code by the different compiling systems and
can execute in different hardware frameworks. In the support level, a variety of
hardware frameworks (e.g. clusters, multi-core CPU, multi-core GPU) work
together to complete the common computing tasks.

29.3 Method Library System
29.3.1 Methods Library

The method used, or may be used, as well as within a particular industry, use the
parallel mode, stored in the method base, in order to use conveniently call. Method
Library uses the technology of dynamic build [9, 10].

In program model algorithm design phase, the introduction of the method
library will be effective enough to reduce the developer’s difficult to develop, help
reduce compiling time, and accelerate the operation of the program.

The method library is an available ordered collection of a variety of standard
procedures, subroutines, and file and its directory information. At the same time,
the functions in the method library are standardized. The so-called standardization
has triple meanings: the format of the same library of all method programs is
uniform; the calling of the functions is the same, the parameter number of each
function, the order and the type of each function are in strict rules.

Based on different hardware and software frameworks (for example, MPI,
PVM; OpenMP, TBB; CUDA, OpenCL), a parallel task corresponds to a set of
parallel functions in method library. The developers match the parallel tasks and
the parallel program in method library by calling the command interfaces in
method library, and then, the developers can use the instruction to appoint some
parallel tasks corresponding to a set of parallel functions in different hardware and
software frameworks.

In the current computing model, if we want to introduce a new hardware and
software framework, both the original computing model and parallel program
should to be modified modify in order to make the new hardware and software
framework corporate with the original framework. However, in the common
parallel model of the hierarchical heterogeneous, the developers only need to add
the parallel program model that corresponds to the hardware and software
framework to the method library, and configure the parallel machine parameters to
the parameter library, and then we can achieve an extension of the model and does
not require any changes to the original parallel modules.



29 The Hierarchical Heterogeneous of Parallel Computing Model 259

Generally speaking, the introduction of the method library has the following
advantages: provides a tool that can calculate, analysis and process; improve the
computational efficiency of the process as a whole; achieve code reuse.

29.3.2 Management System of Methods Library

Sorted by the method function, parallel method library consists of two parts:
common library and special library.

Common library provides the interface of parallel functions that used commonly.
All these functions are frequently used have stability calculation and have a high
degree of versatility, for example, matrix multiplication, and calculus. In addition,
there are some commonly used methods not necessarily parallel methods, are added
to the method library, which can effectively increase the development efficiency,
such as the solution process of trigonometric, exponential and logarithmic func-
tions, algebraic equations, differential equations and integral equations etc.

Special library provides a dedicated parallel interface. For different areas of
research, application developers extract a special interface of methods such as the
forward modeling of wave equation in the seismic exploration field, one-way wave
equation pre-stack depth migration and analysis of ocean current fluctuations in
ocean forecasting system, etc. Only after rigorous testing, the test method can be
stored to the special library. The proven programs can not only ensure the cor-
rectness of the calculation results, but also respond to the error calling.

In the method library management module, we mainly complete function of the
establishment, update, and search of the method, in addition to the internal
communication of method library and management of the method dictionary. Its
main function is to control the running of the method library, concluding the
management sub-module of method library, the sub-module of method access, the
sub-module of method update, the sub-module of the method link.

As noted in Fig. 29.2, this is an overall block diagram of the method library
system. The method base system can be divided into Method Library and Method
Library Base Management System.

In the Method Library part, there are two parts. First, Program Library, which is
used to store the programs of algorithms and functions, including the program un-
built and built. In the practical application, the programs are always built into the
object files or the lib-files, so that it can save pretty long time when the functions
are called. And then, the library dictionary is another necessary part, and its utility
is store all the information of these functions or algorithms, such as the name of the
functions, the parallel tools used, the utility and so on.

The second part is Method Library Management System. This sub-system
communicates with the Library Dictionary, and executes its function, for example:
retrieval the algorithms, update and modify. When the user add new functions or
modify, the sub-system can communicate with the Library Dictionary, and update
the information, and modify or delete the source codes and lib-files.



260

\

WIRYSAS aseq dIUWIPLIY

Base

Manage
System

Store the Informations
of Alogrithms

Retrieval Algorithms

Update Algorithms

Modify Algorithms

J. Duan et al.

Fig. 29.2 Method library system structure chart

When using the parallel model based on method library, method library system
can effectively provide the methods or functions in use, which can not only reduce
development effort, but also makes the program easy to understand and reduce the
probability of errors and effectively manage the internal methods.

29.4 Experiment

In the petroleum exploration industry, according to the tests of experimental data
preprocessing module in the rapid modeling of seismic body, the program which is
dealing with the coordinate pretreatment, we use the following samples: single-

Table 29.1 Comparison of cost time

File size (MB)

1-Node nothing (s)

4-Node only MPI (s)

4-Node all (s)

10
20
30
40
50
60
70
80
90
100

1.21
2.39
3.53
4.74
5.92
7.01
8.09
9.01
10.01
10.5

0.32
0.64
0.95
1.19
1.48
1.77
2.06
2.35
2.61
2.94

0.22
0.53
0.82
1.06
1.37
1.65
1.84
2.05
2.38
271
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node non-parallel machine, four nodes MPI parallel machine, four nodes MPI
parallel using method library. The results of cost time in different condition
compared are showed in Table 29.1.

Figures 29.3 and 29.4 respectively show the result of the comparison with
Matlab. Figure 29.3 is the comparison of the contrast in all three cases, and
Fig. 29.4 is the comparison result of whether using the method library or not.

After the introduction of the method library, the speedup can be achieved on
this issue, and we can calculate the average speedup is 1.16.

29.5 Conclusion

The obvious disadvantage of the parallel computing model of hierarchical heter-
ogeneous is the usage of high-level language to write code is complex and error-
prone. The idea of a method-based base system is put forward to modify the model
and solve the problems. The method library based on hierarchical heterogeneous
improves by adding the method library, offers a tool that can calculate, analysis
and process; improve the computational efficiency of the process as a whole;
achieve code reuse. This not only reduces the difficulty of program development,
and more effective to speed up processing. So the method library application is
extraordinary significant, in the field of both theory and practical application.
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Chapter 30

Research on Weakly-Supervised Entity
Relation Extraction of Specific Domain
Based on Entropy Minimization

Jun Zhao, Jianyi Guo, Zhengtao Yu, Peng Chen and Cunli Mao

Abstract There are two major issues of automatic entity relation extraction:
human intervention and difficulty in labeling corpus. For these two problems,
combined with the characteristics of the tourism domain, this paper adopts a
weakly-supervised extraction method of entity relation based on entropy mini-
mization. This method firstly extracts the characteristic words by the idea of scalar
clustering with small-scale stratified marked instances, and constructs the initial
classifier with maximum entropy machine learning algorithm. Then use the initial
classifier of certain accuracy to classify the unlabeled instances, and add the
instances of the minimum information entropy to the training corpus set to con-
tinually expand the scale of training data set. Finally, repeat the above iterative
process until the performance of classifier is to be stabilized, and then a final
extraction classifier of entity relation in specific domain will be constructed.
Experiments performed on the corpus of tourism domain show that, not only can
this method reduce the dependence of entity relation extraction on manual inter-
vention, but it could effectively improve the performance of entity relation
extraction, the F value of which is up to 63.69 %.

Keywords Entity relation extraction - Entropy minimization - Weakly-supervised -
Specific domain

30.1 Introduction

Entity relation extraction is not only an important part of information extraction,
but extracted entity relation and event relation can be used to establish a more
effective and compact information retrieval index so that improves the precision
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and speed of information retrieval. The supervised methods of semantic relation
extraction in literature [1-6] have achieved a better extraction performance, but
these methods depend on manual annotated corpus. The unsupervised methods of
semantic relation extraction [7] don’t need predefined relation category and the
manual annotation data, but have a poor performance and can not identify the class
of each instance in the learning process. To solve these problems, weakly-super-
vised learning methods are referenced to extract entity relation, which only need to
provide a small amount of labeled instances as the initial training collection to get
a better performance through effectively using large-scale unlabeled corpus.
However, there is a gap between the performance of weakly-supervised methods
and the supervised methods to semantic relation extraction. Therefore how to
induce an extraction system of weakly-supervised entity relation of higher per-
formance by a small amount of labeled instances has become a problem which is
needed to study. Some scholars have proposed universal machine learning algo-
rithms for entity relation extraction. Xibin et al. [8] proposed the weakly-super-
vised method of semantic relation extraction based on Bootstrapping, which
proposed how to select instances of high credibility to start the next iteration, and
proved the importance of the initial training set by performing experiments on
ACE2004 marked corpus.

To solve the problems existed in above methods of how to select initial corpus
and new instances of higher credibility, learning from literature [8§—10], this paper,
taken the domain of tourism as the background, adopts a weakly-supervised entity
relation extraction method based on the minimum information entropy value
(defined as entropy minimization in this article). The method makes full use of
maximum entropy machine learning algorithm for flexible feature selection and
strong portability model in the different domains, to build an initial maximum
entropy classifier with certain accuracy by optimizing the context characteristics of
each entity relation instance in relation extraction model. At the same time
calculate the information entropy (i.e., confidence) of each instance to determine
whether the instance is added to the training corpus, if the information entropy
value of the instance is smaller, the certainty is greater, the credibility is higher, so
continually adding these instances can automatically expand the scale and improve
the quality of training data.

30.2 Weakly-Supervised Entity Relation Extraction
of Specific Domain Based on Entropy Minimization

Taken the domain of tourism as ground and combined with domain vocabulary,
context, entity relation types, this paper takes the view of the machine learning
algorithm modeling and expansion of the training data. The entity relation
extraction process of tourism domain based on entropy minimization and weakly-
supervised is descripted as follows. This article classifies entity relation types in
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tourism domain four major categories, including the geographical relation, struc-
tural affiliation, property limited relation, the relation between festival and date. So
artificially and stratifiedly select the proportional statements of marked instances,
each kind of selection has 200 cases. Secondly, in the process of using the max-
imum entropy machine learning algorithm to construct the initial classifier, opti-
mize the selection of eigenvectors that includes syntax, semantics and other
characteristics. Calculate the semantic similarity of the seed words and vocabu-
laries with the bootstrapping idea of “common neighbor” in scalar clustering to
choose the optimal terms of large similarity as semantic words in specific domain.
Thirdly, add the relation instance of the highest credibility to the initial training
data set with entropy minimization method, thereby expanding the training data
set. Finally, when the performance of maximum entropy classifier tends to be
stabilized, terminate the iteration and at the same time obtain the final maximum
entropy classifier. The entire process is shown in Fig. 30.1.

30.2.1 The Selection of Initial Data Set

Through in-depth analysis of the corpus of tourism domain, entity relation in the
tourism domain could be classified. In this paper, divide the types of entity relation

. Optimize feature and Construct the initial
The initial . .
) obtain field | Maximum Entropy
corpus characteristic words Classifier

|
corpus
Expand training
corpus with

entropy
minimization

Terminate
iteration

Yes
N

Construct the
final classifier

Test
corpus

Fig. 30.1 The process of weakly-supervised entity relation extraction of specific domain based
on entropy minimization
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Table 30.1 The definition of entity relation type in tourism domain

Entity relation major class Entity relation subclass

Geographical relation Contain, be adjacent to, be away from
Structural affiliation Produce, belong to
Property limited relation Ticket price, cover an area of, altitude, temperature, humidity, the
best season, attractions star, hotel star, custom
The relation between Holding time
festival and date

into four major categories: geographical relation, structural affiliation, property
limited relation, the relation between festival and date. Each relation type is
defined, as shown in Table 30.1. For the selection of the initial training set, this
paper uses the stratified strategy to select proportional corpus of four relation
types, each of 200 cases, a total of 800 cases, in order to solve the data sparseness
problem.

30.2.2 The Construction of Initial Maximum Entropy
Classifier

How to get special semantic vocabularies combined the characteristics of tourism
domain and improve the performance of relation recognition?

By the analysis of four major entity categories, we find that each type has its
own special words which fully express the relation between two pairs of entity.
These terms are listed below: geographical relation includes “be located”, “be
adjacent to” and some other verbs. The structural affiliation includes “have”,
“produce” and other verbs. The relation between festival and date includes
“hold”, “celebrate” and other verbs. However property limited relation includes
the vocabulary of “tickets”, “altitude”, “open time”, “the maximum tempera-
ture” and other nouns or compound nouns. Based on the above characteristics, this
paper uses these vocabularies as seed template of four relation types, then uses
scalar clustering algorithm to calculate the similarity of vocabulary before and
after the entity and seed template in the sentence, and thus obtains more vocab-
ularies with domain characteristics to be eigenvectors of relation classification.

sim(x,y) = cos(x, y) = Xy o D i rXiYi (30.1)

S CURNRVA S DA
Add the words of the maximum similarity to the feature set through calculating
the similarity of many vocabularies and seed words with formula 30.1, until the
training corpus set is empty. Finally, manage the above all selected eigenvectors to
training format, and build the initial maximum entropy classifier.
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30.2.3 Training Corpus Expansion Based on Entropy
Minimization and Termination of Iterations

30.2.3.1 Training Data Expansion Based on Entropy Minimization

Information entropy of the random events:

H(¢) ==Y pilogpi (30.2)
1

Apply formula 30.2 of information entropy value in the entity relation
extraction, and then the entropy value of each instance could be evaluated with
formula 30.2. Where A; represents the ith type of entity relation, p; represents the
probability of the ith class that the current instance is assigned to, n represents the
number of semantic relation categories. According to formula 30.2, after each
iteration calculate the entropy value H of each unlabeled instance to be classified.
In accordance with the definition of entropy, the smaller the entropy, the better the
certainty, the higher the instance classification credibility, so the possibilities of
correct classification are higher. Add the above instances to the training set to the
next round iteration, and then the risk will be smaller.

30.2.3.2 The Maximum Entropy Classifier Construction of Entity
Relation Extraction

The iterative process of maximum entropy classifier construction of entity relation
extraction: in accordance with entropy minimization method, add new labeled
instances obtained each time to training data set with the initial maximum entropy
classifier. Repeat the process up to meet the iteration termination condition, that is
to say the performance of the classifier is to be stabilized. Now the final classi-
fication of entity relation extraction in specific domain has been constructed.

30.3 Experimental Design and Results
30.3.1 Experimental Design

This article uses annotated corpus collected by ourselves in tourism domain as
experimental data, which are collected by Web crawler tool from the network. The
paper chooses named entities and instances of apparent semantic relations in
tourism domain as the experimental data. Here are experimental steps: First
remove html tags, segment sentences and words, tag POS, then remove stop words
and other pretreatments to format the preliminary experimental data. Second,
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stratifiedly select proportional instances of the four relation types, each of type has
200 cases. Third, recognize named entities from the above corpus, and calculate
semantic similarity of vocabularies in the seed mode and unlabeled instances with
the scalar clustering method, then make the vocabularies of the highest semantic
similarity and syntax and other characteristics as eigenvectors of building a
classifier, and process them to the data format needed by the experiment. Finally,
classify the unlabeled instances with the above initial classifier, and the instance of
entropy minimization is added to the training set after calculating the information
entropy of each instance, however the remaining unlabeled instances will wait for
the next classification, then repeat the above iteration process until the classifier
performance is in a steady state, by then the final classifier will be built.

This paper uses Maximum Entropy Modeling Toolkit for Python and C++'
developed by Dr. Zhang Le.

30.3.2 Experimental Results and Analysis

30.3.2.1 The Impact of Specific Vocabulary Eigenvectors

In this paper, the characteristic vocabulary calculated by the idea of scalar clus-
tering is one of the eigenvectors constructing classifier. Experiment 1 is the
experiment of relation extraction classifier construction with no characteristic
words. Experiment 2 is the experiment of relation extraction classifier construction
with characteristic words. Experimental comparisons are shown as Table 30.2.
From Table 30.2, we can conclude that semantic vocabulary as the characteristics
of building a classifier can significantly improve the extraction performance.

30.3.2.2 The Comparisons with Different Information Entropy

In this paper, the unlabeled instances of the minimum information entropy as the
highest credibility instances are added to the training data set, in order to ensure
expand the scale of the training data set on the basis of better classifier perfor-
mance. Experiment 4 shows the comparison between the method this paper adopts
and other experimental methods (information gain method, SVM and information
entropy method), as shown in Table 30.3.

Table 30.3 shows that, compared with the methods in the literature 9, under the
same performance of initial maximum entropy classifier, the effect of entity
relation extraction with entropy minimization method is better than the informa-
tion gain method to expand the training data. Compared with the literature 10,
select the corpus according to the stratified strategy, then the performance of
extraction classifier is better.

' http://www.homepages.inf.edu.ac.uk/lzhang 1 0/maxent_toolkit.html
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30.4 Conclusion

In this paper, by means of information entropy theory, first entity relation
extraction classifier was constructed with maximum entropy model, then,
according to the information entropy value of each instance belonged to the class,
determined whether the instance was added to the training corpus. The practices
have proved that this method can efficiently extract entity relation from the texts of
specific domains. The next step is combining with domain characteristics to
explore a better method of weakly-supervised entity relation extraction, and fur-
ther improve the performance of relation extraction.
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Chapter 31
Using Fast Sampling-Insensitive Stereo
Matching For 2-D Face Recognition

Rui Liu, Longfei Cui, Wenke Zhang and Ming Zhu

Abstract In this paper, we propose using sampling-insensitive stereo matching
for 2-D face recognition. We don’t perform 3-D reconstruction but define a
measure of the similarity of two faces. Then we match one 2-D query image to one
2-D gallery image using the measure for face recognition. We show that this
method is not only robust to pose variations but also faster than other stereo
matching methods. The proposed approach has been tested on the CMU PIE and
ORL data set and demonstrates superior performance compared to existing
methods in real-world situations including changes in pose and illumination.

Keywords Face recognition - Sampling-insensitive - Stereo matching - Fast

31.1 Introduction

Face recognition has attracted much attention due to its potential value for
applications and its theoretical challenges. Although face recognition in controlled
environment has been well solved, its performance in real application is still far
from satisfactory. The variations of pose, occlusion, expression and illumination
are still critical issues that affect the face recognition performance.

It is common to apply existing techniques such as Eigenfaces [1] or Fisherfaces
[2] to reduce the dimension of the face images. However, these techniques are not
robust to outliers or extreme noise such as pose and illumination variations [3].
Local features such as Gabor [4] and local binary patterns (LBP) [S] are more
stable to local changes. Some recent work mainly focused on the improvement of
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the discriminative ability of LBP like features [6]. But these methods are not
initially designed to handle variations in pose.

Castillo and Jacobs [7] have shown that stereo matching algorithms can gain
significant performance when used to perform 2D face recognition in the presence
of pose variation. However, this algorithm works at pixel resolution and still suffers
from sampling effects [8]. It also degrades gracefully with changes of light [7].

In this paper, we propose a measure of the similarity of two faces (in unknown
poses) that is not only fast but also insensitive to image sampling. We show that
the matching cost is robust to horizontal pose variations and illumination varia-
tions. We also show that the method works well even when the epipolar lines we
use are not accurate.

The paper is organized as follows. We introduce the dissimilarity measure in
pixel level and describe its computation in Sect. 31.2. The measure is incorporated
into a stereo algorithm for face recognition in Sect. 31.3. Section 31.4 presents and
analyses all experiments. Finally, in Sect. 31.5, conclusions will be given.

31.2 Sampling-Insensitive Dissimilarity Measure

Most work in image-based recognition aligns regions to be matched with a
low-dimensional transformation, such as translation, or a similarity or affine
transformation. Instead, we use stereo matching.

We require an efficient stereo algorithm appropriate for wide baseline matching
of faces. Castillo and Jacobs [7] have used the four planes, four transitions
dynamic programming stereo matching algorithm as proposed by Criminisi et al.
[9]. We don’t do this because of the sampling effects and the light influence.
Instead, we use Birchfield et al. [8] which has been developed for improving the
traditional measures of pixel dissimilarity in stereo matching. It is not obvious that
it will work for robust face recognition, but we will show that it does.

The core of this method calculates a measure of pixel dissimilarity that com-
pares two pixels using the linearly interpolated intensity functions surrounding
them. The method defines the dissimilarity d between the pixels as the following:

d(xL,xR) = min{c_i(xL,xR,IL,IR),c_i(xR,xL,IR,IL)} (311)

Here, d (x1, xR, I1, Ir) is used to measure how well the intensity at position x;, in
the left scanline fits into the linearly interpolated region surrounding at position xg
in the right scanline:

d()CL7)CR,IL7IR) = min |IL()CL) —iR(X)’ (312)

xp—3<x<xpt+}

I} and I are two discrete one-dimensional arrays of intensity values sampled by
the ideal sampler of the image sensor. I is the linearly interpolated function
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between the sample points of the right scanline, and I is defined similarly. So we
obtain a symmetric quantity:

d(xR,xL,IR,IL) = min |7L(x) —]R()CR)} (3]3)

x—3<x<xp+h

Since the extreme points of a piecewise linear function must be its breakpoints,
the computation of d is straightforward. First, we compute the linearly interpolated
intensity halfway between xz and its neighboring pixel to the left:

A 1 1
II; EIR(XR—§> = E(IR(-XR)'FIR(-XR_ 1)) (314)
And the analogous quantity:
‘5 1 1
IR EIR XR +§ = E(IR(XR)'i_IR(-xR"_l)) (315)

Then, let I, = min{IE,I;,IR(xR)} and I = max{[E,I}{,IR(xR)}. With
these quantities defined,

d(XL,XR,IL,IR) = I’IlaX{O, IL(XL) — Imaxalmin — IL()CL)} (316)

And it has been proved in [8] that this computation, along with its symmetric
counterpart d (xg,xr,Ir,I1), takes only a small and constant amount of time more
than the absolute difference in intensity.

As in [7], it is important to stress that we are relatively unaffected by some of
the difficulties that make it hard to avoid artifacts in stereo reconstruction.
Selecting the right match is difficult, but important for good reconstructions.
However, since we only use the cost of a matching, selecting the right matching is
unimportant to us in this case. Also, errors in small regions, such as at occluding
boundaries, can produce bad artifacts in reconstructions, but that is not a problem
for our method as long as they don’t affect the cost too much.

31.3 Stereo Matching for Face Recognition

Though we have got the measure of the dissimilarity between the pixels, it is still
far from face recognition. We need to modify it and incorporate it into a stereo
algorithm so that we can calculate a similarity between two face images.

First, we extend the notation d(x.,xg) in (31.1) to d(<xr,y.> , <xg,Yr> ),
where y; and yg are the scan line (row) of left image and right image respectively.
So we can take d(x,xg) as the simplified form of d( <x,y.> , <xg,yg> ) where
YL = YR

Let I;(x,y) and L(x,y) be a given pair of rectified stereo face images. The
absolute intensity difference image is found using Eq. (31.7), where o denotes the
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relative horizontal shift between the two input faces, § denotes the relative vertical
shift between the two input faces, and w is the experimental parameter to adjust
the distribution.

AI(x,y7 x, ﬁ) — e—u}*d(<x+oc,y+/i > <xy > ) (317)

Second, given the set of possible horizontal shift A and the set of possible
horizontal shift B, we compute a matching value m(/;, I;) which tells us how well
image /; and image I, match:

m(f,h) = hz max max|[AI(x,y, a, f)] (31.8)

x€A  peB

where w is the width of the image and £ is the height of the image.
Third, given two images I; and I, we define the similarity of the two images as:

m(] 1y 12)
m(lz, 1 1)
m(flip(/1), I
m(ly, flip(/ ))

Since we do not know which image is left and which image is right we have to
try both options, one of them will be the true cost, and the other cost will be noise
and should be ignored. Here, flip produces a left-right reflection of the image.

It has been showed that flip is helpful when two views see mainly different sides
of the face [7]. In this case, a truly correct correspondence would mark most of the
face as occluded. However, since faces are approximately vertically symmetric,
flip approximates a rotation about the y axis that creates a virtual view so that the
same side of the face is visible in both images. For example, if we viewed a face in
left and right profile, there would be no points on the face visible in both images,
but flipping one image would still allow us to produce a good match.

Finally, we perform recognition simply by matching a probe image to the most
similar image in the gallery.

similarity(/;,/,) = max (31.9)

31.4 Experiments
31.4.1 CMU PIE Database

The CMU PIE [10] database consists of 13 poses of which 9 have approximately
the same camera altitude (poses: ¢34, c14, cl1, ¢29, c27, c05, c37, ¢25 and c22).
Three other poses that have a significantly higher camera altitude (poses: ¢31, c09
and c02) and there is one last pose that has a significantly lower camera altitude
(pose c07).
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We conducted an experiment to compare our method with five others. We
compared with two variants of eigen light-fields [11], eigenfaces [1], dynamic
programming (DP) based stereo matching [7] and Facelt as described in [11, 12].
Facelt (Version 2.5.0.17, as in [7]) is a commercial face recognition system from
Identix which finished top overall in the Face Recognition Vendor Test 2000.
Eigenfaces is a common benchmark algorithm for face recognition. Eigen light-
fields is a state of the art method for face recognition across pose variation. Finally,
dynamic programming based stereo matching (DP-SM) is a traditional stereo
matching method. But it is used in face recognition for the first time and shows, to
our knowledge, the best reported results on a subset of 34 people of the PIE
database for pose variation.

We set the parameters as o = 20, A = [0,5], B =[0,5]. In order to compare
the methods in equal condition, we only tested on individuals 35-68 from the PIE
database. Specifically, we selected each gallery pose as one of the 13 PIE poses
and the probe pose as one of the remaining 12 poses, for a total of 156 gallery-
probe pairs. We evaluated the accuracy of our method in this setting and compared
to the results in [7, 11, 12]. Table 31.1 summarizes the average recognition rates.

When compared with [7], our SI-SM method shows 1.7 % losses. However,
experiments on the images of different resolutions demonstrate that our method is
much faster than DP-SM (the source code was provided by Castillo). Details
can be seen in Fig. 31.1. We conducted these experiments on Intel(R) Core(TM)
i5-2467 M CPU(1.60Ghz) and 4 GB DDR3 RAM. The two methods were both
implemented using C/C++. Notice that the running time of SI-SM is linearly
growing with the growth of resolution while DP-SM is not.

31.4.2 ORL Database

We also evaluate our method on Olivetti Research Laboratory (ORL) face image
database. This ORL face database acts as the reference face database and contains
400 face images. There are 10 face images each of 40 different persons. For some
of the subjects, the images were taken at different times, varying lighting slightly,
facial expressions (open/closed eyes, smiling/non-smiling) and facial details
(glasses/no-glasses).

Table 31.1 A comparison Method

. e Accuracy (%)
of our Sampling-Insensitive

Stereo Matching (SI-SM) Eigenfaces [11, 12] 16.6
approach with other methods Facelt [11, 12] 24.3
on 34 faces of PIE database  Eigen light-fields (3-point norm.) [11, 12] 52.5
Eigen light-fields (Multi-point norm.) [11, 12]  66.3
DP-SM [7] 82.0

Our SI-SM 80.3
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Running Time Comparison on the images of different resolutions
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Fig. 31.1 The running time of face recognition using SI-SM and DP-SM was measured on
i5-2467 M CPU (1.60Ghz) and 4 GB DDR3 RAM. For each resolution, eight pairs of images
were picked out. We computed the similarity of each probe-gallery pair and recorded the time.
The final running time for each resolution is then obtained by calculating the average

All the images are taken against a dark homogeneous background and the
subjects are in upright, frontal position with tolerance for some tilting and rotation
of up to 20°. Moreover, the most variation of some image scale is close to 10 %.
The size of each image is 92*112, 8-bit grey levels.

We compare our proposed method against well-established existing techniques
as presented in [13] like standard eigenface based methods [14], wavelet [15],
curvelet based methods [13], and discriminant wavelet-faces using nearest feature
line (NFL) classifier [16]. LBP [5] method is also compared to our algorithm.

To be able to compare results with these methods as presented in [S], we needed
to use a subset of 200 images because they randomly chose five face images per
person for training and the remaining five images for testing. We don’t require
training, but we’re interested in comparing the methods in equal condition so we
randomly tested on 200 images (five face images per person) from the ORL
database. All the faces are then scaled to the size 128*128 pixels, aligned
according to the eye positions.

The results in Table 31.2 demonstrate that high recognition accuracy can be
achieved using our SISM method for 2-D face recognition. Our technique has been
found to be robust against variation in pose and illumination as well. When
compared to the best performing method in table (Curveletface + PCA + LDA),
our SI-SM method shows slight losses. However, our method is much simpler and
more straightforward, which is very important for applications.
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Table 31.2 A comparison g -

‘ ; D Accuracy (%)
of our Sampling-Insensitive

Stereo Matching (SI-SM) Standard eigenface [14] 92.2
approach with other methods LBP [5] 97.5
on ORL database Waveletface [15] 92.5
Curveletface [13] 94.5
Waveletface + PCA [15] 94.5
Waveletface + LDA [16] 94.7
Waveletface + LDA + NFL [16] 95.2
Curveletface + PCA [13] 96.6
Curveletface + PCA + LDA [13] 97.7
Our SI-SM 97.0

31.5 Conclusion

We proposed a method for 2-D face recognition. Compared to existing methods,
ours is very simple and performs very well. Though we also used stereo matching
for recognition and obtained about the same accuracy as [7], our method has been
proved to be much faster. There is still a lot of room for improvement in our
method. For example, it remains a future direction to determine how best to
incorporate learning into it. Some strategies can also be pursued to deal with
illumination variations.
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Chapter 32

The Detection Method of Printed
Registration Deviations Based

on Machine Vision

Kailong Liu, Minrui Fei, Wenju Zhou and Haikuan Wang

Abstract In order to meet the actual requirements of judging four-color printed
registration deviations quickly and accurately, this article describes a new
detection method based on machine vision and the method has been designed
involving three processes: removing interferential image by a corresponding
region character separation (RCS) algorithm; detecting the edge of registration
mark by interpolation subpixel algorithm and use weighted markov chain to
calibrate the detection. The experiment indicates that the speed and accuracy with
this method have greatly improved, and even with noise interference, this method
can detect deviation quickly and accurately, superior to the traditional detection
method.

Keywords Registration deviation - Machine vision - Region character separation -
Interpolation subpixel algorithm - Weighted markov chain

32.1 Introduction

With the development of the printing technical level, the main direction of modern
printing is to be more efficient, higher precision and higher quality [1]. In this
process, detecting printed registration deviations quickly and accurately plays an
important role in improving the automatic level of printing press [2, 3]. Using
machine vision technology to judge the deviation has loads of advantages such as
non-contact, high efficiency and high quality [4]. But in the high speed presswork
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manufacture, the traditional detection method has great limitations and brings lots
of unfavorable factors for presswork quality control [5]. Firstly, the mark with
loads of interferential images may need complex algorithm to calculate and spend
large amounts of time. Secondly, it is difficult to detect the edge of registration
mark quickly and accurately when use the traditional algorithm such as least
square (LS) algorithm, spatial moment (SM) algorithm etc. Thirdly, the results of
detection may not the same as the real value of detection so it is necessary to use
some statistics methods to decrease the error between the results and the real value.

This paper presents an intelligent detection method especially for four-color
high speed presswork, and the method has been designed involving three
processes: removing interferential image; detecting the edge of registration mark
and use weighted markov chain to calibrate the detection. The paper is constructed
as follows: the detection method is introduced particular in Sect. 32.2. In
Sect. 32.3, weighted markov chain to calibrate the detection is introduced.
Section 32.4 is the experiment test and results.

32.2 Details of the Detection Method
32.2.1 Four-Color Presswork Registration Mark Design

A kind of cross line registration mark was often used to calculate the deviation of
presswork. But the cross line may overlap together after printing and is complex
for the visual system to analyze. So a solid circle registration mark is designed in
this paper to meet the actual requirements of speed and accuracy. The designed
mark is shown in Fig. 32.1 and it includes two black solid circle, one yellow solid
circle, one red solid circle and one blue solid circle (Table 32.1).

32.2.2 Remove Interferential Image

The interferential image is printed by some factors such as shaking of the machine,
distorting of the printed matter and splashing in the process of printing registration
mark pattern. A complete interferential image case is shown in Fig. 32.2.

In order to calculate the deviation of registration mark more accurately.
A corresponding region character separation (RCS) algorithm is used to remove
the interferential image. The process of removing black interferential images is
divided into nine Steps as follows.

Fig. 32.1 Registration marks
schematic

A 4

Interval (30mm)

o

Interval (5mm)
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Table 32.1 The values of test distance among 21 times

Times Distance (mm) Level Times Distance (mm) Level Times Distance (mm) Level

1 5.017 4 8 5.010 2 15 5.008 2
2 5.008 2 9 5.021 5 16 5.004 1
3 5.012 3 10 5.016 4 17 5.003 1
4 5.014 3 11 5.009 2 18 5.006 2
5 5.012 3 12 5.008 2 19 5.013 3
6 5.012 3 13 5.016 4 20 5.017 4
7 5.008 2 14 5.010 2 21 5.011 3
Fig. 32.2 Interferential Interferential image

image schematic / \\9

® O
A

Interferential image

Step 1. Scanning each pixel of the image from left to right and from up to down.
Step 2. Judging the scanning pixel. If it is a black spot, then executing the Step 3,
or jumping back to Step 1.

Step 3. Judging the connectivity of spots in the area of upper-right, upper, upper-
left to the current pixel according to the priority. Among this, the upper-right
priority level is highest while the upper-left priority level is lowest.

Step 4. If values of upper-right spot and left spot (or upper-left point) are not the
same, set the current spot the same value with the upper-right point, and then
scanning images from the beginning to the end, putting the pixel whose value is
the same as left spot (or upper-left spot) to the same value of upper-right spot.
Step 5. If the current pixel spot is black, and does not belong to Step 4, then set the
current spot the same mark as well as the same value with the upper spot.

Step 6. If the left-upper spot is black, and does not belong to the Step 5, then set
the current spot the same mark with the upper-left spot as well as the same value
with left spot (Table 32.2).

Step 7. If the left spot is black, and does not belong to the Step 6, then set the
current spot the same mark as well as the same value with the left spot.

Step 8. If the upper-right, upper, upper-left and left spot are not belong to black
spots, then can recognize this spot is a new area point, then set current spot into the
black spot, namely RGB value is (0, 0, 0).

Step 9. Remove the interferential image by a threshold value.

32.2.3 Detect the Edge of Registration Mark

The essence of the edge detection is to extract image gray discontinuous edge
pixels through some algorithms [6]. In order to improve the accuracy of edge
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detection, many experts put forward some effective algorithm such as least square
(LS) algorithm, spatial moment (SM) algorithm and interpolation algorithm to
make the image edge orientate to the subpixel level [7]. Least square (LS) algo-
rithm and spatial moment (SM) algorithm have higher positioning accuracy, but
longer computation time. Interpolation algorithm is relatively short time and the
improvement of spline interpolation method, can effectively improve the detection
speed.

The corresponding interpolation subpixel algorithm is shown in formula (32.1),
and gains nearly on the best interpolation function.

1 — 4wl +|w] lw| <1
S(w) =< —9w| + 7wl +w|® 1<|w] <3 (32.1)
0 |w| >3

w is the spline node and the matrix represents two dimensional spline interpolation
defined as

F(m,n) = ABC (32.2)
where
s(1+v)]" s(1+u)
_ | sk _ | s
A=lsa=w | 7 st =u
s(2—-v) s(2—u)
and

fai=1j—=1) fi—-1Lj) fi-1j+1) fi—1,j+2)
Fa+2,j-1) fE+2,j)) fEi+2,j+1) f(i+2,j+2)

F(m,n) is the image after interpolating, f(i,j) is the imported pixel spot before
interpolating, and u = m — [m], v = n — [n] respectively.

The clear continuous edge image can be picked up through the improvement
spline interpolation subpixel algorithm and the level of edge image positioning
accuracy is approximately 0.3.

32.3 Weighted Markov Chain to Calibrate the Detection

Registration deviation results of detection may not the same as the real value of
detection and it may affect the servo mechanism to make accurate adjustment.
A statistics method based on weighted markov chain is used in this paper to
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calibrate the detection and decrease the error between the results and the real
value.

Markov chain [8] is defined as {X(n),n =0, 1, 2...} while it should satisfy
the formula (32.3) as follow.

P{X(ny + k) = jlX(m) = i1, X(n2) = i2, ..., X() = i}

P{X(n+k) =j|X(n) = i},k>1 is called transition probability of K steps.

A normal distance between center of yellow circle and center of red circle
should be 5 mm accurately. But in fact the results of detection may not the same as
the real value of detection due to some factor such as less printed, shaking of the
machine etc. So a experiment on a normal distance between yellow center and red
center is tested for 21 times in this paper.

Step 1. Results of test distance is divided into 5 levels.

Level 1: 5.001-5.005 mm; Level 2: 5.006-5.010 mm; Level 3: 5.011-5.015 mm;

Level 4: 5.016-5.020 mm; Level 5: 5.021-5.025 mm;

Step 2. Transfer frequency matrix (TFM) f;; of the test distance and the tran-
sition probability matrix (TPM) P;; are calculated as follow (Table 32.1).

I 1.0 00 0.5 0.5 0 0 0
1 3 2 11 0.125 0375 0.25 0.125 0.125
Ji=10 1 3 1 0], Py = 0 02 06 02 0
03100 0 0.75 0.25 0 0
000 1O0 0 0 0 1 0

Step 3. Calculate the autocorrelation coefficient p, to get the weight of every
step. The formula is shown as.

n—s

> (0 = X) (x5 — X)
py =" (32.4)
(x — x)°

M:

—
Il

1

where x; stands for the value of test distance, X is the average value and the formula
(32.4) is used to normalize the autocorrelation coefficient p; Finally use formula
(32.5) to sum up the weighted value as the final probability.

k k k
pe=|>_pkW(1),> pk(2),... > pk (k) (32.5)

s=1

Step 4. According to f;; and P;; calculated in Step 1, the statistical magnitude
could be calculated in formula (32.6).
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(32.6)

Step 5. The transition probability matrix(TPM) between 2-5 are calculated as
follows.

[0.3125 0.4375 0.1250 0.0625 0.0625] [0.2109 0.3922 0.2000 0.1422 0.0547]
0.1093  0.3469 0.2750 0.2219 0.0469 0.0980 0.4062 0.3072 0.1452 0.0434
Py2 = 10.0250 0.3450 0.4600 0.1450 0.0250 Py3=10.0556 0.3426 0.3985 0.1601 0.0432
0.0938 0.3312 0.3375 0.1437 0.0938 0.0883 0.3464 0.3213 0.2027 0.0414
L O 0.7500 0.2500 0 (U 10.0938 0.3312 0.3375 0.1437 0.0938 |
[0.1545 0.3992 0.2536 0.1437 0.0490] [0.1271 0.3854 0.2879 0.1497 0.0499]
0.0998 0.3717 0.3222 0.1555 0.0508 0.0964 0.3704 0.3251 0.1617 0.0465
Py4 = 10.0706 0.3561 0.3648 0.1657 0.0428 Py5=10.0768 0.3661 0.3493 0.1603 0.0445
0.0874 0.3903 0.3300 0.1490 0.0433 0.0925 0.3678 0.3328 0.1581 0.0488
10.0883 0.3464 0.3213 0.2027 0.414 | 10.0874 0.3903 0.3300 0.1490 0.0433 |

Step 6. Predict the value of 22nd time distance and use this value to revise the
error between the results and the real value.
The distance value in the 22nd time could be calculated as follow (Table 32.2);

(5.001 4 5.005)/27" [0.0612
(5.006 +5.010) /2 0.3170
T = | (5.011+5.015)/2 | x|0.4148 | =5.0120
(5.016 + 5.020)/2 0.1657
(5.021 + 5.025)/2 0.0413

When test the distance value between yellow center and red center in the 22nd
time, T, could be used to compare the result and revises the error between the
results and the real value.

Table 32.2 The corresponding value between times of 17 and 21 to predict the 22 value

Times Level Weight 1 2 3 4 5 Source
21 3 0.2314 0 0.2000 0.6000 0.2000 O Pl
20 4 0.1232  0.0938 0.3312 03375 0.1437 0.0938 P2
19 3 0.3778  0.0556 0.3426 03985 0.1601 0.0432 P;3
18 2 0.1968  0.0998 0.3717 03222 0.1555 0.0508 P 4
17 1 0.0708  0.1271 0.3854 02879 0.1497 0.0499 P;5

Weighted sum Pi 0.0612 03170 0.4148 0.1657 0.0413
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32.4 Experiment Test and Results
32.4.1 A Real Example of Judging Deviations

This paper detection method is tested according to the c# program on VS2005
platform. The system adopting this detection method has been applied to a real
printing case in Shanghai, China and obtained an effective result. This real
application shows that:

This detection method can fast remove interferential image exactly, such as ink
spot, noise, nick etc. And the size of the least interferential image that can be
detected is 2 pixel;

The detection method ensured the detection reliability, veracity, and real-time.
When detecting one frame image whose dimension is 1000*450 is less than 40 ms,
and it can meet max speed achieving approximately 25P/S.

32.4.2 Test of Deviation Accuracy and Speed

In order to test the deviation accuracy and speed, the method presented in this
paper is compared with the traditional method based on spatial moment algorithm,
centroid algorithm and canny operator algorithm in detecting the deviation of
Fig. 32.1. For the result fairness, each algorithm tested for 50 times and taking the
average experimental result. The result is described as Table 32.3.

From the table it can be seen clearly that traditional method based on centroid
algorithm has highest speed, but the positioning accuracy and noise immunity
ability are relatively weak; spatial moment algorithm is best in positioning
accuracy but lowest speed; canny operator algorithm is weak in both positioning
accuracy and speed. While the method presented in this paper has high speed and
good positioning accuracy which can match the need of high speed detection of
judging printed registration deviation better.

Table 32.3 Comparison among method based on different algorithm in registration direction

The method presented Centroid  Spatial moment Canny operator

in this paper algorithm  algorithm algorithm
Calculating time (ms) 39 30 90 62
Accuracy (pixel) 0.32 0.92 0.16 0.78

Anti-noise property Strong Weak Strong Normal
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32.5 Conclusion

In order to meet the actual requirements of judging four-color printed registration
deviations quickly and accurately, this paper describes a new detection method
based on machine vision. This method involving three processes: remove the
interferential image of the registration marks firstly by region character separation
(RCS) algorithm and uses improved transect interpolating function to detect the
edges of mark. Then use weighted markov chain to calibrate the detection. The
experiment indicates that the speed and accuracy with this method have greatly
improved, and even with noise interference, this method can detect deviation
quickly and accurately, superior to the traditional detection method.
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Chapter 33
Community Discovering Based on Central
Nodes of Social Networks

Ping Fang, Fenglong Shi, Yang Chen and Wanchun Gao

Abstract Based on the new concept of central network and the node similarity
definition, a fast algorithm is proposed for discovering community structures in
social networks. Firstly, start from the maximum degree node, then the two nodes
with the maximum number of shared neighbors are taken as the initial community.
Next, a neighboring node is judged to push into the initial community according to
the appearance frequency of the community it belongs to. Finally, the above step is
repeated until all the nodes are classified to the proper communities. The exper-
imental results on two real-world networks demonstrate that the proposed algo-
rithm is able to discover community structure from a given network efficiently and
accurately without specifying the community number. The algorithm has a time
complexity of only O(n).

Keywords Social network - Community discovering - Shared neighbours

33.1 Introduction

As a kind of complex network, social network represents the relationships of users
in social affairs. A social network comprises nodes and edges. The node represents
an entity, which usually is an individual or organization. The edge represents the
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relationship or interaction between two nodes, such as friend, consanguinity. The
References [1, 2] point out the degrees of most of real social network show an
exponential distribution, which are called scale-free networks. Many researches
indicate that a real social network not only is microcosmic and scale-free, but also
exhibits a certain community structure. In social networks, a social community can
be seen as a sub-graph such that the edges within sub-graph are denser than the
edges between sub-graphs. Structure determines function is the basic viewpoint in
system science, so it is valuable to discover those communities which maybe
represent some real social groups formed by common interests or background in a
social network. Community detection is helpful to provide us a much better
understanding about the structural topology of each community and analyse its
organization principles.

33.2 Related Works

In this section, we review a serial of fast algorithms for discovering community
structure, such as CNM, Louvain algorithm and dynamical algorithms.

The FN algorithm proposed by Newman [3] is an amalgamation method similar
to agglomerative methods using the modularity measure Q. The two communities
are grouped together that give rise to the maximum increase or smallest decrease
in Q at each step. Each step compares at most m pairs of groups and requires at
most O(n) time to update the Q value. The algorithm continues until all the n nodes
are in one group and hence the worst case running time of the algorithm is
O(n (m + n)). The CNM algorithm presented by Clauset et al. [4] is essentially a
fast implementation of the FN algorithm. Starting from a set of isolated nodes, the
edges of the original graph are iteratively added such to produce the largest
possible increase of the modularity of Newman and Girvan at each step. The fast
version of Clauset et al. which uses more efficient data structures, has a complexity
of O(nlog’n) on sparse graphs.

The Louvain algorithm presented by Blondel et al. [5] is a multistep method
based on a local optimization of Newman-Girvan modularity in the neighborhood
of each node. After a partition is identified in this way, communities are replaced
by super-nodes, yielding a smaller weighted network. The procedure is repeated
until modularity (always computed with respect to the original graph) does not
increase any further. This method offers a fair compromise between the accuracy
of the estimate of the modularity maximum and time complexity. The accuracy is
better than that delivered by greedy techniques like the CNM algorithm. The
complexity is essentially linear in the number of edges of the graph. Label
propagation algorithms [6] uses labels to discover communities and takes an
almost linear time. COPRA [7] updates the belonging coefficients of each node by
averaging the coefficients from all its neighbors in a synchronous fashion. The
time complexity is O(vmlog(vm/n)) per iteration. The parameter v controls the
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maximum number of communities which a node can associate with, m and n are
the number of edges and number of nodes respectively.

Many community detection methods have been proposed in the literature, most of
them (1) based on the concept of modularity Q, but it is also important to note that
modularity suffers from resolution limit as shown by Fortunato and Barthelemy, (2)
require parameters (which are difficult to quantify) and (3) time complexity is
unacceptable when analyzing large scale networks (such as Infomap algorithm [8]).

To overcome these limitations, in this paper, a quick algorithm based on the
new concept of central nodes and the node similarity definition is proposed for
discovering high quality community structures in social networks. The algorithm
thinks the two nodes with the maximum number of shared neighbors more pos-
sibly belong to the same community. So these two nodes are taken as the initial
community. According to the appearance frequency of the community a neigh-
boring node belongs to, it is judged to push into the initial community one by one
to form a new community. Repeat it until all the nodes are in a stable state.

33.3 Definitions

In this paper, we focus on simple, undirected and unweighted graphs. Let G =
(V,E) be a graph representing a social network, where V is the set of n nodes and
E is the set of m connections. The node v; € V, C is a local community in G. |C| is
the number of elements in set C. The following are the concepts and definitions
about the proposed algorithm:

Definition 1 Central Network

Central network is composed of the nodes whose degrees are greater than the
mean node degree in G. The nodes of central network are defined as central nodes.

Definition 2 Neighbor Nodes Set

The neighbor nodes set of node i is defined: N(i) = {j| node i links node j
directly }.The neighbor nodes set of the local community C is defined:

N(C) = Ulil N(v;) — Uiil v;, wherev; € C

Definition 3 Node Similarity

The similarity between two nodes is the probability of these two nodes
belonging to the same community. Based on the principle of triadic closure, the
two nodes quite probably become friends if they share the same friends in the
social network. So the number of shared friends is taken to measure the similarity
between nodes. On the base of above Definition 2, for Vi,j € V, the node similarity
of i and j is defined as following:
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W(i,j) = ING) N NG)I,

where W(i,j) is the value after calculation, N(i) is the set of node i’s adjacent
nodes.

33.4 The Algorithm

The algorithm includes the following steps:

Input: an undirected and unweighted graph G = <V, E >, let i =1 and
j=1

Output: a network community structure.

Step 1: create the central network G’ = <V’ E’ > depending on its definition,
V' = {vl the degree of v is greater than the mean node degree in network G}.

Step 2: if |V’| > 0, find v, and its neighbor nodes set N(v,) with the maximum
degree in V'.

Step 3: find the object node by the Definition 3 in N(v,). Let the initial com-
munity D; = v, +v,, V' =V' —D;, i=i+ 1, if there is an unclassified node
vp Which has the largest similarity compared to the node v,. Whereas let the initial
community S; =v,, V' =V’ —§;, j=j+ 1; return Step 2.

Step 4: let R = RandomlySort (V—V’), then create the node set X = Reverse
(UDi)U LqJSJ- UR,|V| =¢qg+2%p, g >0, p > 0.Let the initial com-

i=1 j=1

munity R|V’|+i =r,r €R.

Step 5: for each node in X, calculate the appearance frequency 7T of the com-
munity whose nodes neighboring to it in G. The community with the highest
frequency D7) is taken as its community. If there are several such communities,
the node is push into such community in which the node linking it has the largest
degree. Repeat Step 5 until all nodes are steady.

Step 6: output the result.

In Step 1, the time complexity to create central network is O(n), where n is the
number of nodes in network G. The time complexity to find the node with the
maximum degree in central network is O(n'), where n’ is the number of nodes in
central network and n’ <n. In step 3, the time complexity to find the two node with
the largest similarity is also O(n’). The time complexity of Step 5 is O(n). So the
total time complexity to discover the community structure in the whole network is
O(n+n' +n +n)=0(n).
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33.5 Applications and Result Analysis

In order to evaluate the performance of the proposed algorithm, three typical real-
network models are taken as the test networks, whose community structures are
already known.

33.5.1 Zachary’s Karate Club

In the 1970s, Zachary [9] had observed the social interactions among the members
of a karate club at an American university for 2 years, based on which he con-
structed a social network. The club network consists of 34 nodes and 78 edges, and
the network diameter is 5 as shown in Fig. 33.1. As reported by Zachary, the club

Fig. 33.1 Zachary’s karate club network
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Fig. 33.2 The central
network of Zachary network

Table 33.1 The similarity of Neighbor

. Node similarity
node 1’s neighborhood

4
2
14
3
9

—_— AW W W

eventually splits into two communities due to club expense: Community A
denoted by gray circles was led by the administrator (node 33), and Community B
denoted by white circles by the instructor (node 1). The Zachary’s karate club
network has become one of the classic social networks for testing the algorithms of
discovering community structures in complex networks.

As shown in Fig. 33.2, the proposed algorithm creates the central network of
Zachary network (Zachary central network for short). This central network con-
sists of 10 nodes and 22 edges, in which node 1 and node 3 has the maximum
degree. Take node 1 as initial node to find the set of its neighbors and compute the
similarity between them as shown in Table 33.1. According to Definition 2, select
node 3 with the maximum similarity with node 1 to form the initial community
D; = {3, 1}. Then repeat the above processing in the remaining nodes until all the

Fig. 33.3 Community
structures identified by the
algorithm on Zachary’s
central network. The
communities can be identified
by their shades of colors
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Fig. 33.4 Communities obtained by CNM

nodes are been classified to its corresponding community. So a serial of initial
communities are obtained as shown in Fig. 33.3: D, = {2, 14}, D; = {34,33},

Si ={4}, S, =1{9}, S;={32}, Ss={24}. By Step 4, the node set X is
created. Perform Step 5, the neighbors of each initial community are fast to been
classified to the corresponding community. For Zachary network, each node
reaches to steady by Step 5 for only one-time performing and the final result is
identical with the real community structure observed by Zachary.

Three results are obtained by the algorithm of LP, in which one of them is
identical with the real case. Figure 33.4 shows the community structure obtained
by the algorithm of CNM, which comprises three communities. Figure 33.5 shows
the community structure obtained by the GN algorithm [10], which comprises five
communities. Compared with the above algorithms, the algorithm in this paper is
able to discover the community structure of Zachary network effectively without
known the number of communities (Figs. 33.6 and 33.7).
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Fig. 33.5 Communities obtained by GN
33.5.2 Dolphin Network

From 1994 to 2001, Lusseau etc. [11] had observed the social relationship of
bottlenose dolphins living in Doubtful Sound of New Zealand. During his research
studies, he found these dolphins were separated into two groups for the disap-
pearance of a dolphin (death or leaving) as shown in Fig. 33.8. The value of the
modularity Q for this partition is 0.3735. The node in the network represents a
dolphin and an edge connected with two dolphins shows their frequent interac-
tions. A larger group comprises 42 dolphins denoted by the node with white
background, whereas a smaller group consists of only 20 dolphins denoted by the
node with gray background. This dolphin network contains totally 62 nodes and
159 edges, and the network diameter is 8. The dolphin network is one of the
common social networks for analysis.
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Fig. 33.6 Communities obtained by Louvain

For dolphin network, each node reaches to steady by performing Step 5 for two
times. Fig. 33.9 shows the final results with three communities, where the nodes
with green background represent the smaller group. Compared with the real
community structure observed by Lussean, the node SN89 is classified to the
smaller group in error, while others are classified correctly. For the node SN89, its
neighbors are Web (its degree is 9) and SN100 (its degree is 7).It is reasonable to
classify SN89 to the smaller group based on Step 5. At the same time, the proposed
algorithm classifies the larger group more detailedly and gets two communities
respectively denoted by the nodes with red and yellow background. In Comparing
our results to the results of algorithm GN, CNM, Louvain and Infomap shown in
Table 33.2.
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Fig. 33.7 Communities obtained by Infomap
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Fig. 33.8 Two groups of the dolphin network
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Fig. 33.9 The final results with three communities

Table 33.2 Experiments results and comparison

Algorithms Q value Cluster sizes

GN 0.5194 1(7), 2(21), 3(20), 4(12), 5(2)
CNM 0.4955 1(22), 2(23), 3(15), 4(2)

Louvain 0.5185 1(7), 2(8), 3(18), 4(14), 5(15)
Infomap 0.5170 1(8), 2(12), 3(11), 4(9), 5(7), 6(5)
Our Algorithm 0.4806 1(21), 2(29), 3(12)

33.6 Conclusions

Based on the new concept of central network and the node similarity definition, a
fast algorithm is proposed for discovering communities in social networks in this
paper. This algorithm is appropriate to those networks with triangle relations. The
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result of the proposed algorithm is identical to the real structure of Zachary’s
karate club network. The result about the dolphin network by the algorithm is
rather close to the real structure observed by Lussean and obtains more details.
This algorithm is able to discover the community structure in social network
efficiently. The algorithm has a time complexity of only O(n) and it is easy to
implement.
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Chapter 34

An Improved Force-Directed Algorithm
Based on Emergence for Visualizing
Complex Network

Hongbo Li, Wenjing Geng, Yu Wu and Xian Wang

Abstract Visualization of complex network is one of the most important and
difficult issues in complexity science. Most current visualization algorithms are
based on drawing aesthetically and it’s difficult for them to find the structure
information of complex network. To solve this problem, the Fruchterman-Rein-
gold (FR) algorithm based on the force-directed layout is studied in this paper,
which is most suitable for the visualization of complex network. From the
emergent characteristic of complex network, an improved adaptive FR algorithm
is proposed to reduce dependence on parameters in the FR algorithm. In the
improved algorithm, the impact of the clustering coefficient on the attraction—
repulsion between vertices is considered, and the clustering coefficient is thought
to be a determinative indicator for emergence. Then, with the attraction—repulsion
the topological characteristic of complex network is visualized. Experiments show
that the improved algorithm makes the observation of the structure of complex
network much easier. In addition, the improved algorithm displays superior sta-
bility and adaptability during experiments.

Keywords Emergence - Force-directed algorithm - Complex network - Clus-
tering coefficient - Visualization technology

34.1 Introduction

The visualization of complex network is a hot research area in recent years. For
instance, the visualization of the routers’ topological structure is studied to
effectively manage network. The structure and relation of social network are also
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visualized to reveal the interpersonal relationship. Indeed, the visualization tech-
nology of complex network has played an important role in various fields. For
example, in biology, visualization technology has been applied to analyze the
interactive network of proteins and gene network [1]. Although visualization
technology provides a vivid method for researches on complex network, general
visualization algorithms fail to visualize the structure of complex network due to a
large number of vertices and complex relationships between them. Therefore
algorithms suited to visualize complex network need to be explored and improved
according to features of complex network.

There are two thoughts for the visualization of complex network. One is to
optimize the layout algorithms and the other is to increase spatial dimensions. Given
that layout algorithms are the basis of visualization technology, the first solution is
considered in this paper. One of the most famous layout algorithms is the force-
directed algorithm (FDA) proposed by Eades [2], also known as the spring-
embedded algorithm. FDA is easy to be understood and realized and its graphical
layout is beautiful. However, the time complexity of FDA is O(N?), which is very
high. Hence, much work has been done to improve FDA’s performance [3-5]. And
others focus on the aesthetic results by introducing mechanical models. Based on the
improved spring-embedded model, Frunchterman and Reingold proposed the FR
algorithm [6], where vertices are abstracted as atoms and the graphic theoretic
distance between vertices is related to the geometric distance between them in the
drawing. Since FDAs mainly imitate the physical system and rarely consider
inherent characteristics of the network structure, they need to be improved and
optimized when applied to complex network. On the other hand, with the intense
development of complex network, increasing researches center on visualization
algorithms for complex network. Chan et al. presented out-degree layout algorithm
especially for networks with the power law [7]. From the above summarization, it
can be well seen that current visualization algorithms for complex network are few
and have some limitations.

In addition, the emergent characteristic of complex network attracts more and
more attention. “Emergence” emphasizes that by using simple interaction rules,
agents at micro level in complex systems organize into an orderly pattern or motion
at macro level [8]. In addition to explore emergent phenomena in complex network
[9-11], quantitative studies about emergence has been carried out for further pre-
diction and control of emergence. Wu et al. proposed several determinative indi-
cators for emergence [12] and analyzed the universality of those indicators [13].
Those researches provide fresh ideas for the visualization technology of complex
network, for both are based on the interaction between agents or vertices.

Therefore, in order to easily observe the structure of complex network, in this
paper we choose the FR algorithm as our research basis, and improve it from the
perspective of emergence. One reason for choosing the FR algorithm is that with
attraction and repulsion between vertices, the system reaches a dynamic balance,
which is similar to the mechanism of emergence. Moreover, the clustering coeffi-
cient, which is thought to be a determinative indicator, is introduced in the com-
putation of attraction and repulsion between vertices. The experiments with classical
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data sets demonstrate that the improvements are effective and the structure of
complex network is much easier to observe with the improved algorithm.

34.2 The Physical Model of the FR Algorithm and Its Idea

The FR algorithm draws an analogy between edges and forces in natural systems
and builds a physical model.

34.2.1 The Physical Model of the FR Algorithm

Based on particle physics, each vertex in the graph is abstracted as a particle in the
model of the FR algorithm. Since the undirected graph is regarded as a physical
system, the positions of vertices are calculated according to the motion of particles in
the action of the force field. The physical model of the FR algorithm is given by [6]:

fald) = d* [k
fi(d) = _kz/d

where f, and f, represent the attractive and repulsive force respectively; d repre-
sents the distance between two vertices; k is the optimal distance between vertices,
namely the radius of a vertex’s range of motion. And k is calculated as:

(34.1)

k=c/(

Cl}"@d)

N (34.2)

where C is an experimental constant; area is the area of the canvas and N is the
number of vertices.

34.2.2 The Basic Idea of the FR Algorithm

The FR algorithm considers the attraction and repulsion between vertices to
imitate the motion of atoms and celestial bodies. Meanwhile vertices’ displace-
ments at every moment are calculated. Then importing temperature variables and
cooling function, the positions of all vertices are calculated through multiple
iterations with the simulated annealing algorithm.

The basic principle of the FR algorithm is that there exists attraction between
vertices with an edge and all vertices repulse each other. More in detail, there are
three steps in each iteration. First, calculate the repulsive force between vertices,
and determine the displacement vector displ according to the repulsive force.
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Then, calculate the attractive force, and calculate the final displacement vector
according to the attractive force and disp1. Finally, using the cool function, limit
the vertices’ range of motion.

34.3 An Improved Force-Directed Algorithm Based
on Emergence

Considering the emergent characteristic of complex network, an adaptive algo-
rithm is proposed based on the following principles.

34.3.1 Principles of Improvement

The current FDAs hardly distinguish the networks’ structure, and most improved
algorithms firstly take the methods of clustering or dividing communities, and then do
placement afterwards. Guided by emergent phenomenon, we aim to put forward a
force-directed algorithm which can visualize the intensity of vertices in network with
the specific interaction rules. That is to say, vertices in network swarm automatically by
setting reasonable interaction rules, to display the networks’ structure. Based on the
rules proposed above, the improvement principles in this paper are described below.

Firstly, since this improved algorithm is a kind of visualization placement
algorithm, it must as far as possible satisfy the five aesthetic criterions proposed by
Sugiyama [14]: (1) less-crossings of edges; (2) close layout of vertices connected
to each other; (3) straightness of lines; (4) balanced layout of edges; (5) hierar-
chical layout of vertices.

Secondly, the aim of the improved algorithm is to discover the emergent phe-
nomenon in complex network. In reality, the degree of a vertex in complex network
may determine the status and importance of that vertex. In complex network,
emergence is related to characteristics of agents. And in the visualization algorithm,
the importance of vertices determines their position as well as a special distribution
state. So, only the placement algorithm which highlights the different importance
between the vertices can helpfully observe emergent phenomena in complex net-
work. Combined with the idea that FR algorithm computes the attraction and
repulsion between vertices, we should add the vertices’ importance into the com-
putation of attraction and repulsion to make the acting force of vertices conform to
the interactive rules between agents in real complex network. However, there are
many factors affecting the vertices’ importance, such as weight, degree, between-
ness, closeness and so on. As the ultimate aim of the improved algorithm is to
visualize the complex network, we adopt a universal method to compute the
importance, in which the clustering coefficient is introduced to adjust the acting
force between vertices in the process of placement every time.

Finally, the ultimate aim of adjusting placement of vertices is to reach a balanced
state which can not only fit aesthetic standards but also observe if emergent
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phenomenon exists. So we refer the idea of simulated annealing algorithm to cool the
energy in each iteration in order to make sure that the system can reach a stable
equilibrium state.

34.3.2 The Improved Algorithm

The improved algorithm is proposed in the view of emergence, and the physical
model is modified to conform to interaction rules in the real world.

34.3.2.1 The Physical Model of the Improved Algorithm

The clustering coefficient in complex network is introduced to calculate the
attraction and repulsion between vertices in FR algorithm. The clustering coeffi-
cient is calculated as follows [12]:

2E;

Ci= ki(ki — 1)

(34.3)

where k; means that there are k; edges connected with the vertex i; E; means that there

actually exist E; edges between k; vertices that are connected with the vertex i. When k;

isequaltoOor 1, C;is 0. To avoid this, C; is improved by adding 1 and marked as NC;:

NG = 2B (34.4)

C ki(ki— 1) '

Because the attraction and repulsion exist in every pair of vertices, the vertex’s

importance is considered in the improved model. The attraction and repulsion

between vertices not only depends on their distance, but also is affected by their

importance. In this paper, we use IM;; to represent the importance of the vertex
i and vertex j, and it is calculated as the following formula:

IM; = /NG, + NG, (34.5)

After introducing IMj, the attraction and repulsion between vertices will
change along with the clustering coefficient, which well conforms to the actual
characteristics of complex networks. The bigger IM;; between two vertices are, the
bigger the attraction between them and the smaller the repulsion. So, the attraction
between vertices should be proportional to IM;; while the repulsion between them
should be inversely proportional to IM;;. In order to make the cluster more rea-
sonable, the attraction and repulsion are calculated as follows:

fuld) = IMyd? [k

where f, represents the attraction while f, represents the repulsion.
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34.3.2.2 The Pseudo-code of the Improved Algorithm

The pseudo-code for the improved algorithm is given in the following.

G = (V, E); // positions of vertices and edges are initialized.
k= C\/(width * height) / Vaum ; // width * height is the area of the canvas, and
/I Vnum is the number of vertices.

function NC(vertex;) := begin return LH end,;
ki (ki - 1)
function CalculateIM(vertex;,vertex;) := begin return Math.sqrt(NC(vertex;) +
NC(vertex;)) end;
function f,(d) := begin return CalculateIM(vertex;, vertex;) * d * d / k end;
function f(d) := begin return CalculateIM(vertex;, vertex;) * CalculateIM
(vertex;, vertex;) * k * k/ d end;
//calculate importance between two vertices.
for vertex i in Vertex{
for vertex j in Vertex{
if(i 1= )1
CalculateIM(Vertex[i], Vertex[/]);
}
}
}

//calculate repulsion and displacement vector caused by repulsion.
while(lend()){
for vertex i in Vertex {
for vertex j in Vertex{
i 1=){
difference := Vertex[i].pos - Vertex[/].pos;
Vertex[i].disp := Vertex[i].disp + (difference / | difference |) * f,(x);
}
}
}

//calculate attraction and displacement vector caused by attraction.
for edge e in Edge{
difference := e.source.pos - e.target.pos;
e.source.disp := e.source.disp - (difference / | difference |) * f,(x);
e.target.disp := e.target.disp + (difference / | difference |) * f,(x);
)
//limit the range of movement in case of out-of-bounds.
for vertex v in Vertex{
v.pos := v.pos + (v.disp / | v.disp |) * min(v.disp, moverange);
v.pos.x = min(width/2, max(-width/2, v.pos.x));
v.pos.y := min(height/2, max(-height/2, v.pos.y));
H

// reduce the range of movement of each vertex.
cool();
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The above pseudo-code reflects the core idea of the improved algorithm, and
the ending condition of the algorithm is that the displacement of a large number of
vertices fluctuates in small scale, which indicates that the total energy of system
has reached balance. The time complexity of the improved algorithm is equal to
the FR algorithm, which is O(Nz). Due to the computation of vertices’ importance,
the amount of calculation increases a little. But as the clustering coefficient is
introduced, the computation of attraction and repulsion between vertices becomes
more reasonable. Vertices can cluster automatically according to the change of
attraction and repulsion between vertices, which will weaken the dependence on
parameters set manually.

34.4 Experiments and Analysis

Using three classic network data sets, experiments are carried out to prove the
efficiency of the improved algorithm.

34.4.1 Visualization Results and Analysis

The FR algorithm is strongly dependent on parameters and has a weak adapt-
ability. A common drawback existed in the force-directed algorithm is that the
vertices always concentrate on the canvas’s center which leads to hardly distin-
guish the networks’ structure. By contrast, the improved algorithm is less
dependent on parameters and has a good adaptability by adding more real inter-
action rules between vertices, which can reflect characteristics of network’s
topology in a better way and the groups of tight vertices are easy to recognize. In
order to prove this result, some classic data sets like Karate [15], Dolphins [16] and
American College football [17] are chosen, and they are given in Table 34.1.

The improved algorithm is developed by JAVA. The area of the canvas is set to
10000*10000 and C is set to 1 to make sure vertices uniformly distributed. The
visualization results of the above three data sets are shown in Figs. 34.1, 34.2 and
34.3 respectively.

Based on community detection of complex network, Zhu et al. proposed a
network topology layout algorithm [18]. The network was divided into several
communities by community detecting algorithms and then was drawn by force-

Table 34.1 Three classic data sets

No Name of the network Number of vertices Number of edges
01 Zachary’s karate club 34 78
02 Dolphin social network 62 159

03 American college football 115 616
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"

Fig. 34.1 The Zachary’s karate club network. The left is the random placement of vertices and
edges, while the right is the placement with the improved algorithm

Fig. 34.2 The Dolphin social network. The /left is the random placement of vertices and edges,
while the right is the placement with the improved algorithm

directed algorithm. Since Zhu used the same data sets and aimed at finding
structure of network, the visualization results of dolphin social network with two
algorithms are compared in Fig. 34.4. It shows that using the improved algorithm,
the network topology becomes easier to observe. Although Zhu’s algorithm col-
ored the different communities, the full structure is also too tight to recognize the
whole topology. The algorithm proposed by Zhu only can be used in the network
with less than 3000 vertices. The number of vertices that the improved algorithm
deals with is up to about 10000 vertices or more. The more the vertices, the better
clustering performance of networks’ topology can be observed.

In conclusion, two kinds of comparisons are made in the above. One is the
contrast between the initial state and the balanced state with the improved algo-
rithm. And the other is the contrast between the FDA algorithm based on
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Fig. 34.3 The American college football network. The left is the random placement of vertices
and edges, while the right is the placement with the improved algorithm

Fig. 34.4 The comparison between two algorithms. The /eft is drawn by the algorithm propesed
by Zhu [18] and the right is drawn by the improved method

community division [18] and the improved algorithm based on emergence in this
paper. Therefore, it is proved that the improved algorithm contributes to recognize
the characteristics of the network’s topology in a way of vertices autonomous
interaction. As the improved algorithm corresponds to the interactive rules among
agents in the real world, it can make a better and more real placement to reflect the
structure of networks. Besides, the improved method is only affected by the
experimental constant C, which just affects the moving area of one vertex. That is
to say, constant C only affects the placement’s appearance not the structure.
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Fig. 34.5 Skeleton of
American college football A
network

g i -+

34.4.2 Analysis from the View of Emergence

The interaction between individuals results in emergence. Based on this, the
improved algorithm makes a modification on the previous physical model. And the
concept of clustering coefficient is introduced and the interaction rules between
vertices are improved. Hence vertices with the high clustering coefficient move
closer to each other and then the characteristics of the network topology get to be
obvious. It is different from the tradition FDA algorithm which place vertices and
edges from the view of aesthetic pleasing.

By setting simple interaction rules, the improved algorithm makes the net-
works’ topology emerge. It can be found that the close vertices may belong to the
same club. Drawing the skeleton of American College football network and
marking the partly close vertices in red rectangle, it is obviously observed the
cluster distribution, as shown in Fig. 34.5. Besides, other social networks, grid
networks, traffic networks are also drawn by this algorithm. Experiments show that
the vertices display better cluster distributions.

34.5 Conclusion

In this paper, an improved force-directed algorithm based on emergence is pro-
posed. On the one hand, the relationship of vertices and edges can be more clearly
and orderly visualized which contributes to observe structure information. On the
other hand, combined with the emergent phenomenon, the clustering coefficient is
introduced in the visualization algorithm. For this case, we improve the FR
algorithm. The results of experiments indicate that the improved algorithm not
only amends the randomness of the FR algorithm, but also weakens the depen-
dence on artificially setting parameters for the FR algorithm. What’s more, the
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improved algorithm can easily observe the topological characteristics in the
complex network. Therefore, the improved force directed algorithm based on
emergence provides a new method for deeply studying the visualization algorithm
for complex network.
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Chapter 35

Exploring Efficient Communication
in Interactive Dynamic Influence
Diagrams

He Wu, Jian Luo and Le Tian

Abstract Interactive Dynamic Influence Diagrams (I-DIDs) provide an efficient
method for representing multiagent sequential decision problem. By extending
I-DIDs with communication, agents are able to exchange their information to learn
more about the world. Note that communication is not free, agents should decide
whether to communicate or not. This computational process is very time con-
suming, so it won’t work well in a large problem. In this paper, we first study
communication based on the framework of I-DIDs, then discuss when agents
suppose to communicate considering the cost and the limit resource. Experiments
show that our communication algorithm works efficiently in tiger problem. We
conclude that communication not only can improve the total rewards, but picking

the right time to communicate is also beneficial to agents.

Keywords Multiagent systems - Interactive dynamic influence diagrams

Communication decision

35.1 Introduction

Partially observable markov decision process (POMDP) has been used success-
fully for decision making. [-POMDPs [1] extend POMDP to allow agents to use
more sophisticated constructs to model and predict behavior of other agents.
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Interactive dynamic influence diagrams (I-DIDs) [2] are graphical models for
sequential decision making in uncertain environment and may be viewed as
graphical counterparts of [-POMDPs. I-DIDs generalize dynamic influence dia-
grams (DIDs) to multiagent settings such as I-POMDPs generalize POMDPs.

Communication is a crucial behavior of agents. Agents in the domain exchange
message when they are working on a task, usually the environment is not com-
pletely observable for a single agent, then sharing information will allow every
agent to learn more. The method of communication we used in this paper is tell [3].
The agent at lower level sends its current observation to the agent at higher level.

In this paper, we first introduce the framework of I-DIDs, and extend I-DIDs
with communicative act. Then an effective way to communicate is given. Com-
munication is triggered only under some specific cases, that is, when observation is
relatively certain. An experiment is made at the end of the paper. It is proved by
results to be a very time-saving method, compared to other methods which
compute the difference of expected value between communication and non-
communication.

35.2 Related Works

There already exists some works which discuss on communication in multiagent
systems. Xuan et al. introduced a two sub-stage way to complete the communication,
and listed a few communication types [3]. Goldman et al. developed a framework
which is decentralized semi-Markov decision process with direct communication
(Dec-SMDP-Com) [4]. Ghavamzadeh et al. exploited a way to learn to communicate
using Hierarchical Reinforcement Learning [5]. Wu et al. proposed a new algorithm
called MAOP-COMM in which agents communicate only when inconsistency arises
[6]. Carlin et al. presented a theoretical framework to quantify the value of com-
munication and an effective algorithm to manage communication [7]. Roth et al.
invented an approach that allows for effective decentralized execution while
avoiding unnecessary instances of communication [8]. In another paper, they
addressed the question of what to communicate and presented an algorithm that
enables multiagent teams to make execution-time decision on how to effectively
utilize available communication resources [9]. Nair et al. developed a policy rep-
resentation that results in savings of both space and time. By communicating every K
steps, even more space and time can be saved [10]. Liu et al. used DAG to maintain
and reason the possible joint beliefs of the team at the less memory cost, by which
communication decision are made in a decentralized style. Their algorithm is called
DAG-DEC-COMM [11]. Also there are some prior work regarding communication
based on I-DIDs. Luo et al. proposed a new method by extending I-DIDs with
communication abilities, and applied it to solve the path planning problem for AGV
in AVS/RS [12]. Zhou et al. introduced a communication decision problem to
I-POMDPs, which is called Com-I-POMDPs. They extended the traditional
observation function in I-POMDPs and showed the belief update processes [13].
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35.3 Background
35.3.1 Interactive Influence Diagrams

Influence diagrams contain chance, decision, and utility nodes. I-ID is a little
different from the normal influence diagram, that is, I-IDs include a new type of
node which is named model node. Figure 35.1 shows a general level / I-IDs with
two agents (agent i and agent j, for clarity). The model node is denoted by a
hexagon. Another difference between I-ID and ID is the “policy link”, which is the
dashed link clearly showed in Fig. 35.1a. It presents the distribution over the other
agent’s actions given its model.

The model node contains the alternative computational models ascribed by
agent i to the other agent j. Models in the model node are denoted by M;;_;. A
model in the model node may be an I-ID or ID or just a simple probability
distribution over the actions. The model node and the dashed policy link could be
present as shown in Fig. 35.1b, where the model node transforms into chance
nodes. Specifically, if OPT is the set of optimal actions obtained by solving the
level I-1 I-ID (or ID), then Pr(a; € A;) = \O—}’T\’ if a; € OPT, 0 otherwise. The
conditional probability table (CPT) of the chance node, A;, is a multiplexer, that
assumes the distribution of each of the action nodes (A},A}), depending on the
value of Mod [M;| (M}, ,,M?,_,). The distribution over the node Mod[M;] is the
agent i’s top-level belief over level I-1 models of j given the physical state. In the
case of more than two agents, we add a model node and a chance node linked by
policy link for each other agent.

35.3.2 Interactive Dynamic Influence Diagrams

Interactive Dynamic Influence Diagrams (I-DIDs) extend the formalism of I-IDs to
allow sequential decision making over several time steps. We show a general two

Fig. 35.1 a Interactive
influence diagrams (I-IDs);
b A flat ID in order to solve
the I-ID
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time slice level / I-DID in Fig. 35.2. Notice that I-DIDs have a special dotted
arrow which is called the model update link.

The solution of an I-DID (and I-ID) proceeds in a bottom up manner and is
implemented recursively. We start by solving level 0 models which may be tra-
ditional DIDs. Their solutions provide the probability distribution which are
entered in the level 1 I-DID. The solution method uses the standard look-ahead
technique, projection the agent’s action and observation sequences forward from
the current belief state and finding the possible belief that i could have in the next
time step. Because agent i has a belief over j°s models as well, the look-ahead
includes finding out the possible models that j could have in the future. Conse-
quently, each of j’s level 0 models represented using a standard DID in the first
time step must be solved to obtain its optimal set of actions. These actions are
combined with the set of possible observations that j could make in that model,
resulting in an updated set of candidate models (including the updated beliefs) that
could describe the behavior of j. Beliefs over these updated sets of candidate
models are calculated using the standard inference method through the depending
links between the model nodes. Learn more about I-DIDs in the Ref. [2].

35.3.3 Communication in I-DIDs

As we mentioned before, communication is a key behavior for agents’ coordina-
tion. Agents send their own observations as communication content to each other
and these actions don’t change the physical state of the domain. According to [3],
before the regular action there is a communication sub-stage. In this sub-stage we
have an opportunity to judge if communication should happen or not. We extend
I-DIDs to com-I-DIDs with the capability to communicate and name it Com-
I-DIDs. We assume the domain has two agents (level 1 agent i and level O agent )
for clarity.

As shown in Fig. 35.3, between the regular two time slices in [-DID, there is a
middle sub-stage which is represented by dotted lines. The agents’ decision now
include communication decision as well. All communications are implemented in
a rell fashion, that is to say, agent j will share its own observation with agent i, and

Fig. 35.2 An I-DID that is
unrolled over two time slice;
The dotted arrow between the
model nodes is the model
update link
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Fig. 35.3 Com-I-DIDs (I-DIDs with sub-stage of communication)

of course, communication is not free. If agent j choose to communicate, the cost
will be c(c > 0), or the cost is 0. The communication decision is made in the
decision node Cj*l. Because communication only effect the state of agents’

knowledge and doesn’t change the physical states, the CPT of chance node S',

Pr(SZ“|S’“7c§“,c;+') =1, if 871 = §*1; 0, otherwise. The value of chance

node O'!, is agent j’s observation or null transferred by communication. The CPT

ci

c,i c Vi

of o/t!, Pr (ofjl = ol [stH! c‘*l,c]’.“) = 1 when agent j chooses to communi-
cate just after the previous action is finished and before the next action is chosen;

Otherwise Pr (ogj.l = null]st+!, ¢, c;“) — 1. The value in utility node R, is the
cost of communication. Agents initial communication for the purpose of their own
interests. Whether the agent chooses to communicate depends on the terms of the
expected utilities of the agent’s best actions before and after the communicative
act. When the cost for communication doesn’t outweigh the expected gain, the
agent would perform the communicative act. More information about Com-I-DIDs

can be found in the Ref. [12].

35.4 Fast Com-I-DIDs

Prevailingly, agents choose whether to communicate depending on the terms of the
expected utilities of the agent’s best actions with and without the communicative
act. When communication brings more expected gain than cost, agent would
communicate. This method makes sure the agents gain expected value no less than
in the normal case which the agents never communicate.

However, this method deals with a lot of computation so it is very time-
consuming. This is because in every time slice it will compare the expected
improvement with and without communication (except the first time slice when
there is no observation). This means agent must reason about the state and belief of
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the other agent twice. Our paper gives a more effective way to communicate. We
trigger the communication only when agents’ last normal decision brings a rela-
tively more accurate observation. We don’t need to compute every time step
whether to communicate before the normal phase so that time will be saved. We
will explain the method by applying it to the tiger problem [2]. In the typical two-
agent tiger problem, we notice that the probability of receiving observation of the
world is different. For example, the tiger’s location is chosen randomly in the next
time step if any of the agents opened any door in the current step. This means
agents receive the observation (tiger’s growl), “GR” or “GL”, 50 % for each. In
other case, agent hears the tiger’s growls, with the accuracy of 85 %. That is to
say, the observation received after the agents perform a “Listen” action is more
accuracy than any “Open” actions [14]. Agents sending this observation after “L”
seems more meaningful than those that are received after the action “OL” or
“OR”. Then we use this specific case as a trigger to communicate. After agent
Jj performs “Listen”, it gives its own observation to i in the same time slice. We
denote our algorithm Fast Com-I-DIDs as Com-I-DIDs(F) which is a little different
from Com-I-DIDs in Ref. [12]. Another difference between the two is the direction
of message passed. In [12], message is passed bidirectionally, but in Com-I-DIDs
we use here message is passed from the lower lever agent to higher lever one.

35.5 Experiment

We implement our algorithm utilizing Hugin Expert 7.0 (Windows 7, dual pro-
cesser 1.73 GHz, 2 GB memory) and demonstrate the empirical performance on
the well known problem domain: the multiagent tiger problem [2]. We first
compare the time consumed in these two methods: Com-I-DIDs and our algorithm
denoted as Com-I-DIDs(F) for Horizon = 3, 4, 5. Each data here is the average of
20 runs where the true model of the other agent, j, is randomly picked according to
i’s belief distribution over j’s model. As shown in Table 35.1, our algorithm
spends less time and may be used in more time slice.

Then we compare the expected value gained in three cases. The first is the
normal I-DIDs to which communication never happens. The second is our method
and the last one is Com-I-DIDs. Here, communication incurs a cost (¢ = —1).
Each data here is the average of 20 runs. As shown in Table 35.2, our method
gains more value than the normal I-DIDs, but don’t outperform Com-I-DIDs
which is no doubt a rational method. Our method intends to balance the lost of
expected utility with the efficiency of communicating.

Table 35.1 Runtime for two ggpi/qn Com-I-DIDs Com-I-DIDs(F)
methods respectively

T=3 20.758 4.835

T=4 43314 9.908

T=5 111.354 26.960
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Table 35.2 Expected rewards gained in three methods respectively

Horizon I-DID Com-I-DIDs(F) Com-I-DIDs
T=3 9.52 18.48 20.33
T=4 19.11 22.56 26.72
T=5 24.52 30.32 37.21

35.6 Conclusion

I-DIDs provide a rich framework to model multiagent interacting in decentralized
environments and the capability of communication in I-DIDs allows agents to
coordinate better by exchanging information. However, a key challenge is how to
make a communication decision. We develop a efficient communication policy and
describe a way to solve the problem about when to communicate. Agents don’t need
to communicate every time step blindly, especially when communication incurs a
high cost. Agents choose to communicate after they perform some specific action
which brings a more convinced message. This message will help agents make better
communication choice instead of copious computation. We then implement this in
terms of multiagent tiger problem and compare it to other algorithms. Experiment
shows the utility improvement that communication brings and runtime is extremely
shortened. The key to this method is to find the action which will bring more useful
and reliable information. Although our method is not the most optimal one by
which agents gain the highest rewards, considered the time and space saved, our
method is a tradeoff between rewards gained and limit resource.
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Chapter 36

A No-Reference Remote Sensing Image
Quality Assessment Method Using Visual
Information Fidelity Index

Yu Shao, Fuchun Sun and Hongbo Li

Abstract A novel image quality assessment method for remote sensing image is
presented in the paper. Blur and noise are two common distortion factors that
affect remote sensing image quality. Those two factors influence each other in both
space and frequency domain. So it is difficult to objectively evaluate remote
sensing image quality while exist these two kinds of distortion simultaneously.
In the proposed method, the input image is first re-blurred by Gaussian blur kernels
and also re-noised by white Gaussian noise. Then we measure the amount of
mutual information loss before and after image filtering and noising. We take the
VIF index as a measure of the information loss. The proposed method does not
require reference image and can estimate distorted image with both blur and noise.
Experimental results of the proposed method compared with other full-reference
methods are presented. It is an accurate and reliable no-reference remote sensing
image quality assessment method.

Keywords Remote sensing image - Image quality assessment - Human visual
system - Visual information fidelity

36.1 Introduction

In remote sensing imaging, image quality is determined by various distortion
factors. Of these factors, blur and noise are the most commonly used physical
characteristics. As is well known, they are described by the modulation transfer
function (MTF) and noise power spectrum (NPS), respectively. It is greatly affects
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the subsequent image processing and application. Remote sensing image quality
analysis not only can be used for guiding on-orbit remote sensing imaging control,
but also to make a preliminary assessment of the quality of image, so it has
widespread application.

Remote sensing image quality assessment (IQA) can be divided into two
methods: subjective evaluation and objective evaluation. Subjective method
requires large amount of people in the completely same condition to mark the
image and the mean opinion score is used as the final score of the image, which
makes it really time-consuming, cumbersome and expensive to conduct for mass
remote sensing image data processing. Objective IQA measures aims to predict
perceived image quality by human subjects, which are the ultimate receivers in
most image processing applications. Depending on the availability of a pristine
reference image, which is presumed to have perfect quality, IQA measures may be
classified into full-reference (FR), reduced-reference (RR), and no-reference (NR)
methods. In the actual application, remote sensing image usually can’t get refer-
ence image, so NR IQA has great application advantages.

Since the 1970s, US has developed NIIRS standard [1] and GIQE equation [2],
which can give image quality evaluation if remote sensor parameters are known or
can be obtained. Remote sensing image is ultimately for human visual perception.
A large number of studies show that considering the characteristic of the human
visual system (HVS) in IQA is better than those that do not consider the HVS. But
It is very difficult to make objective evaluation results match human visual
perception. In recent years some HVS based evaluation models [3, 4] were pro-
posed, but these evaluation models are mainly for a particular type of image
distortion [5-8]. An imaging system may only be superior in one metric while
being inferior in other metrics.

In this paper, based on the analysis of the HVS and in-depth understanding of
the influence of noise and blur on remote sensing image quality, we proposed a NR
remote sensing IQA method based on visual information fidelity (VIF) index
called PVIF. Experimental results show that PVIF can well reflect the visual
perception of the image quality effect.

The paper is organized as follows. Human visual characteristics are discussed in
Sect. 36.2. Section 36.3 presents the proposed NR IQA method. The experiments
are analyzed in Sect. 36.4 and conclusions are drawn in Sect. 36.5.

36.2 Visual Characteristics of Remote Sensing Image

When we use eyes to observe a remote sensing image, the incentive from image is
the combination of signal stimulus with different frequencies and amplitude. The
human eye’s response to an excitation signal may also be influenced by other
incentives. Contrast masking [9] refers to the reduction in visibility of one signal
stimulus caused by the presence of another signal stimulus. Due to the existence of
visual contrast masking, some distortions of remote sensing image may be ignored
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Fig. 36.1 From left to right: original image, original image blurred with an averaging filter,
blurred image re-blurred with the same averaging filter

by human eyes. Those distortions will not affect the overall image quality; but
another distortion will be strengthened, that seriously deteriorate image quality.

Image blur effect is caused by the loss of the high frequency content. It can be
reproduced with a low-pass filter. We observe that it is difficult to perceive
differences between a blurred image and the same re-blurred image. If we blur a
sharp picture, image quality will change with a major variation. On the contrary, if
we blur an already blurred picture, image quality will still change, but only to a
weaker extent. In Fig. 36.1, we present from left to right the original sharp image,
the original image blurred with a low-pass filter and the blurred image re-blurred
with the same low-pass filter. We observe a high difference in term of loss of
details between the first and the second image and a slight difference between the
second and the third image. We can explain this phenomenon by the fact that the
second blurring effect reduces the difference between pixels that has already been
reduced by the first blurring effect. If we add noise to an already noised image, due
to the existence of visual contrast masking of HVS, we notice that the high
differences significantly decrease after the first noising step and slightly decrease
after the second noising step as shown in Fig. 36.2.

Fig. 36.2 From left to right: original image, add white Gaussian noise to original image, noised
image re-noised by add the same white Gaussian noise
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36.3 The Proposed Method

The key idea of our IQA principle is to re-blur and re-noise the input image and to
analyze the behavior of the mutual information. As one of the most popular FR
IQA method, the Visual Information Fidelity (VIF) [10] takes an information
theoretic framework of visual contents based on natural scene statistics models.
We first give a brief introduction of the VIF index, and then propose our method.

36.3.1 VIF index

Figure 36.3 provides an overview of the VIF. Let C pass through HVS, which is
modeled as a loss channel, and call the output E. Let a distorted image D also be
subjected to HVS loss, and we refer to the output of HVS channel as F. In the view
of information theory, mutual information between C and E (I(C, E)) reveals the
amount of information that “loss channel” preserves about the input C. VIF
interprets this mutual information as a way to assess image quality in HVS.

Let C and D denote the random fields (RFs) from the reference and distorted
images respectively. C is a product of two stationary RFs that are independent of
each other: C = SU = {S; Uy : k € I}, Where I denotes the set of spatial indices
for the RFs, S is a RFs of positive scalars, and U is a Gaussian scalar RFs with
mean zero and variance o3,.

The image distortion model is a signal attenuation and additive Gaussian noise,
defined as D = GC + V = {g;Cy + Vi : k € I}, where G is a deterministic scalar
attenuation field, and V is a stationary additive zero-mean Gaussian noise RFs with
variance o7.

The human visual system (HVS) model in VIF quantifies the impact of the
image that flows through HVS: E = C + N and F = D + N, where E and F denote
the cognitive outputs of the reference and test images extracted from the brain,
respectively; N represents stationary white Gaussian noise RFs with variance 2.

VIF utilizes mutual information I(Cy, E;) to measure the information that can
be extracted from the output of HVS when the reference image is being viewed

1 |S%CU + 0,2\,I| 1 or
I(Ce, Ex) ==log, [ 22— N1} = _og, [ 1 +-5). 36.1
( k k) ) g2< }612VI| ) 22 612\/ ( )
HVS —E
. Distortion
Nature image c > channel D HVS —F

Fig. 36.3 VIF flow diagram
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In addition, information I(Cy, Fy) is measured in the same way when the test
image is being viewed

1 252Cy + (0% + o3 )1 1 262
I(Ck,Fk) :_10g2<|gk kU ( N Vk) | :—10g2 1+(i2ngCk2 (362)

2 (% + o] 2 Nt oy,

Also, we have only dealt with one sub-band so far. One could easily incorporate
multiple sub-bands by assuming that each sub-band is completely independent of
others in terms of the RFs. The VIF index assesses mutual information between C
and E (and C and F) as follows:

(gi)zach
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36.3.2 The Proposed NR IQA Based on VIF Index

In order to measure the quality of remote sensing images, we first obtain a
re-blurred image by filter the input image with Gaussian kernel low-pass filter,
then add white Gaussian noise to input image and get a re-noised image. As we
discussed in the previous section, we measure the amount of information changes
before and after image filtering and noising. We take the VIF index value as a
measure of this information changes. Bigger VIF values represent smaller image
information changes. We obtained the final IQA results by combining information
changes at each pixel. Fig. 36.4 shows a flowchart of the proposed NR IQA
algorithm, and the whole steps are as follows.

Step 1: A re-blurred image [, is produced by applying Gaussian filter to the
input image Ij.

Step 2: A re-noised image [, is produced by adding white Gaussian noise to the
input image Ij.

Step 3: Compute VIF(Iy, I,) and VIF(y, I,) using Eq. (36.3).

Step 4: The VIF(ly, 1) and VIF (I, I,) are used to construct the final IQA index
by computePVIF(ly)=(1 — VIF(Iy, I))(1 — VIF(Iy, I,,)).

36.4 Experimental Results

In this section, we test the proposed NR IQA method on some remote sensing
images, compared with FR-IQA method VIF index and PSNR. We use 4 typical
remote sensing images from worldview-2 satellite as test images shown in
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Fig. 36.4 Flowchart of proposed algorithm

Fig. 36.5 Test images used in the experiments

Fig. 36.5. Then we use these 4 test images to generate a series of distorted images
denoted as C1, C2, C3 and C4 respectively by adding different Gaussian blur and
Gaussian noise. Spearman rank-order correlation coefficient (SROCC) [11] is used
to assess performance of the quality index.

Table 36.1 lists the SROCC results of PVIF and the two IQA algorithms on the
C1, C2, C3 and C4. From Table 36.1, we can see that the proposed VIF based IQA
metric PVIF performs consistently well across all the test images. The SROCC
between PVIF and VIF are greater than 0.92 in all 4 test images, and exceed 0.6
when compared with PSNR. This means when the reference image does not exist,
PVIF can replace VIF and PSNR and give a more accurate quality evaluation.
Figure 36.6 shows the scatter distributions of VIF versus the predicted scores by

Table 36.1 The SROCC performance of PVIF compare with VIF and PSNR
PVIF Cl1 C2 C3 C4

VIF 0.932 0.928 0.925 0912
PSNR 0.726 0.646 0.611 0.630
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Fig. 36.6 Plots of VIF versus PVIF of the image sets degraded from 4 test images

PVIF. The curves shown in Fig. 36.6 were obtained by a nonlinear fitting [12].
From Fig. 36.6, one can see that the objective scores predicted by PVIF correlate
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consistently with the VIF index.

36.5 Conclusion

We have presented a novel robust, low-cost no-reference remote sensing image
quality assessment algorithm. The mutual information between an original image
and its re-blurred and re-noised versions has been proposed to estimate image
quality. The proposed method has been shown to have robust estimation.
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Chapter 37
3D Model Feature Extraction Method
Based on the Partial Physical Descriptor

Kuansheng Zou, Haikuan Liu, Zengqiang Chen and Jianhua Zhang

Abstract With the rapid development of 3D scanners, graphic accelerated hard-
ware and modeling tools, the application of 3D model databases is growing in both
numbers and size. There is a pressing need for effective content-based 3D model
retrieval methods. In this paper, a novel 3D model retrieval system called Physical
Descriptor (PDD) is proposed. The physical descriptor is defined as the physical
features extracted from the 3D surface. Firstly, after pose normalization for 3D
database, the 3D model is partitioned into several parts by the planes paralleling
the XOY, YOZ and XOZ plane respectively. Each partial part is represented by a
physical feature named as PPD, which is a combination the inertia moment, elastic
potential energy and the density of the sliced part. Several retrieval performance
measures demonstrate that the proposed approach is superior to other methods.
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37.1 Introduction

Duplicate designs consume a large amount of enterprise resources during product
development. Automatic search for similar parts is an effective solution for design
reuse [1]. The popularization of 2D image retrieval and 3D data development had
created an urgent demand for more effective 3D model retrieval systems. Since
searching for similar models in 3D databases can sometimes speed up the design
and research processes, thus, the content-based 3D model retrieval methods have
become a hot topic in the last few years [2]. Such methods can be used to discover
geometric relationships between 3D data, and find the required data from the local
databases or from the Internet.

The commonly adopted methods are distribution-based [3—6] and 2D views-
based [7, 8]. Distribution-based approaches rely on the idea of accumulating
feature information to obtain a global shape description. The D2 descriptor [3],
which is a probability distribution histogram of two randomly selected points from
the model’s surface, is robust against the degeneracy of 3D models. However, it
sacrifices the discriminative accuracy. A fractal D2 (FD2) descriptor is proposed to
improve the performance of D2 [4]. FD2 is a two dimensional distribution by using
D2 and 3D fractal dimensions. Angle Distance (AD) and Absolute Angle Distance
(AAD) descriptors are proposed to compare 3D models [5]. AAD measures the
distribution of absolute angles between the normal vectors of two associated
surfaces, where the randomly selected points are located. Then it is combined with
the distance of two selected points. It is a two dimensional descriptor which
contains both the distance and the angle information. In this research, an
exhaustive study of second order 3D shape features has been carried out. It was
found that many combined shape descriptors were proposed based on group
integration, such as Beta/Distance (BD) and Alpha/Beta/Distance (ABD), and
experiments showed that further improvements of shape distributions can also lead
to better results than the well known methods [6].

2D views-based methods consider the 3D shape as a collection of 2D projec-
tions taken from different view points of the 3D model, and each projection is then
described by standard 2D image descriptors, such as Fourier descriptors or Zernike
moments. These methods can obtain a good retrieval performance but have large
feature size and high matching cost. Chen et al. [7] proposed the Light Field
Descriptor (LFD), which is comprised of Zernike moments and Fourier coeffi-
cients computed on a set of projections taken from the vertices of a dodecahedron.
Vranic [13] proposed a shape descriptor where features are extracted from depth
buffers produced by six projections of the object, one for each side of a cube which
encloses the object. In the same work, the Silhouette-based (SIL) descriptor is
proposed which uses the silhouettes produced by the three projections taken from
the Cartesian planes. Vranic [8] developed a hybrid descriptor called DESIRE,
which consists of the Silhouette, Ray and Depth buffer based descriptors, which
are combined linearly by fixed weights.
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Fig. 37.1 Feature extraction of the PPD descriptor

In this research, a novel 3D model feature extraction method is proposed by
using the partial physical descriptor (PPD). After the preprocessing for the 3D
models, each model is partitioned into several parts by the planes paralleling the
XOY, YOZ and XOZ planes respectively. Each sliced partial part is represented by
a physical feature named as PPD, which is a combination of the inertia moment,
elastic potential energy and the density.

37.2 Feature Extraction of Partial Physical Descriptor

The concept of the PPD is that if two 3D models correspond to each other, then
their sliced parts should also correspond to each other. The flow chart of the PPD
extraction is shown in Fig. 37.1.

The 3D model is sampled and partitioned into many regular parts at first, and
then the Inertia Moments Descriptor (IMD), the Potential Energy Descriptor
(PED) and the Density Descriptor (DD) are computed respectively; finally the PPD
is obtained by combining the three descriptors. The detail steps are shown as
follows.

37.2.1 Definition of PPD

Assume that S is a sliced part of a 3D model, it can be seen as an elastic part,
which has the elastic potential energy, and its rotation characteristic is described as
the inertia moments. Assume that it contains k random sampled points, the total
features combined together called the partial physical descriptor (PPD) (Fig. 37.2).

37.2.2 Model Partitioning Based on 3D Pose Estimation

The pose estimation procedure initially involves the translation and scaling of the
3D model. The model is translated so that the center of mass coincides with the
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>

Fig. 37.2 A sliced part in the
3D space, which contains z
k randomly sampled points

center of the coordinate system and scaled in order to lie within a bounding sphere
of radius 1. After translation and scaling, a rotation estimation step based on
Continuous Principal Component Analysis (CPCA) is used for rotation estimation
in this research, which computes the principal axes of a 3D model based on the
continuous triangle set.

Assume that N, parts are partitioned by the parallel planes with the XOY, YOZ
and XOZ plane respectively. Figure 37.3a is a human 3D model and it is parti-
tioned into 8 parts along its XOY plane, as is shown in Fig. 37.3b. The physical
characteristic of each part is computed, and then a feature vector of a whole model
is combined.

37.2.3 The Inertia Moments Descriptor

For each part of a 3D model, the inertia moment describes the inertia character-
istics of the parts with the normalized coordinate axis. Since the part of the model

Fig. 37.3 A 3D model a and its partition along the XOY plane b
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is represented as the sampled points in this research, the inertia moment of each
part is described as follows.

N
I= z:m,-ri2 (37.1)
=1

where i is a label assigned to a particular particle, m; is the mass of that particle,
and r; is the shortest distance from the particle’s position to the axis of rotation.
Assume that there are N; randomly sampled points in the part i. When the 3D
model is partitioned along with the XOY plane, the IMD of the sliced parts is
denoted as its inertia moment to the Z axis, which is defined as follows.

=

IMD] :(111,112,...,111\/”), I]i: m](x]ery]Z),l: 1,...,Np (372)
j=1

Likewise, when a model is partitioned along with the YOZ and XOZ planes,
the IMD of the sliced parts to the Y and X axis respectively is shown as Eqgs. 37.3
and 37.4.

z

IMD, = (I, Ia, .., b)), hi = Y _mj(x; +27),i=1,...,N, (37.3)
1

.
Il

ES

IMDs = (I3y, Iy, .. ., Iaw, ), I = ) _mi(x; +y7),i=1,...,N, (37.4)
1

~.
Il

Thus, IMD = (IMD,, IMD,, IMD3), and the dimension of IMD is 3Np.

37.2.4 The Elastic Potential Energy Descriptor

According to Hooke’s Law, the restoring force of a spring is proportional to the
negative displacement from the equilibrium position of the spring:

F = —kx (37.5)

where F is the force that tends to restore a spring to its equilibrium position x is the
displacement of the spring from its equilibrium position, and k is the spring
constant. In physics, this law describes the elastic property of a spring. The cor-
responding potential energy can be stated as:

E = k¢’ (37.6)

E=> kg (37.7)
i=1
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The equilibrium position is set as the centroid of the 3D model in this research. Thus,
the elastic potential energy descriptor (EPED) is given as EPED = (E,, E,, E3).
The dimension of EPED is 3N,,.

37.2.5 The Density Descriptor

The density is a key characteristic to represent the 3D model. The density
descriptor (DD) of the sliced part of the 3D model is set as the proportion of the
points of the sliced part to the total points, and is shown as the follows.

DD; ==L (i=1---N,) (37.8)

where N is the total number of random sampled points of the 3D model, and N; is
the number of points on the N, part. The density descriptor (DD) is given as
DD = (DD, DD,, DD5). The dimension of DD is 3N,,.

Thus, the PPD is the synthesized approach of the three physical descriptors
mentioned previously, it is expressed as a whole and a single vector as follows:

PPD = (IMD, EPED, DD) (37.9)

The dimension of the PPD is 9N,,. The PPD of the 3D ant model in Figs. 37.1
and 3D human model in Fig. 37.3 are shown in Fig. 37.4a, b. Obviously, the
human and the ant model can be clearly distinguished by using the PPD.

(a) (b)
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Fig. 37.4 Partial physical descriptors (PPD) of an ant model in a and a human model in b
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37.3 Experimental Results

The database of the Princeton Shape Benchmark (PSB) [9] is used in the exper-
iments. The PSB provides a test data set includes 907 models with 92 classes. The
proposed method was tested on a Core2 Quad, 2.7 GHZ system, with 2G of RAM.
The precision-recall diagram is used for performance evaluation.

Precision-recall plot: For each query model in class C and any number K of top
matches, Recall is the percentage of models in class C accurately retrieved within
the top K matches. Precision represents the percentage of the top K matches which
are members of class C. The precision-recall plot indicates the relationship
between precision and recall in a ranked list of matches. Curves closer to the upper
right corner represent superior retrieval performance.

The D2 [3], AAD [4] and ABD [5] are used in our 3D model retrieval system
for testing. The length of D2 descriptor is 64, the dimension of AAD is 16 x 8 and
the dimension of ABD is 16 x 4 x 4. These descriptors are implemented by us,
and normalized distance is used as the distance measure of these descriptors. The
Experimental results of D2, AAD, ABD and the proposed PPD are shown in
Fig. 37.5.

In Fig. 37.5, obviously, PPD is better than D2, AAD and ABD, furthermore, the
dimension of PPD is the shortest one (in the experiment, N, is selected as 4, thus,
the length of PPD is 36). Thus, PPD obtain good retrieval performance than others.

Precision

0.1 0.2 03 0.4 05 06 07 08 0.9 1
Recall

Fig. 37.5 The precision-recall plots of feature fusing for D2 and ABD on the PSB dataset
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37.4 Conclusion

A novel 3D representation by using sliced parts is proposed. The 3D model is
sliced into several parts by the planes paralleling the XOY, YOZ and XOZ plane
respectively. The feature of each partial part is extracted. It can be further used for
3D partial searching. The proposed PPD is invariant to the sliced parts, thus, if a
3D model is sliced into few parts, the dimension of PPD is very small. E.g. sliced
four parts, the dimension of PPD is 36. PPD is easy to compute, store, and cluster.
Further work is to discover spatial relationships among local parts of a model
adopt more distinctive physical descriptors and mine associations among these
descriptors, in order to support a more effective retrieval.
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Chapter 38
Leaf Classification Methods Based
on SVM and SIFT

Yida Ye

Abstract In this research, Support Vector Machine (SVM) and Scale-Invariant
Feature Transform (SIFT) are used to identify plants. For each leaf image, the
algorithm localizes the keypoints and assigns orientations for each keypoint. Then
it matches the sample leaves with the comparison leaves to find out whether they
belong to the same category. After conducting edge detection and feature
extraction, the experimental result shows that the method for classification gives
average accuracy of approximately 99 % when it is tested on 12 descriptive
features.

Keywords Leaf classification - SVM - SIFT - Edge detection - Feature extraction

38.1 Introduction

Trees can be seen everywhere in our daily life, but seldom do we observe trees
carefully. Leaves vary a lot from shape to size and have some interesting speci-
alities such as phototropism [1]. In this paper some features of leaves are first
discussed and then several models to classify leaves and weigh leaves are built.
Finally, the strength and weakness of our methods and propose some improve-
ments are analyzed.
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38.2 Leaf Classification
38.2.1 Leaf Classification Based on SVM

38.2.1.1 Feature Extraction

Twelve commonly used digital morphological features, derived from five basic
features, are extracted so that a computer or smart phone can obtain feature values
quickly and automatically.

Basic Geometric Features

e Diameter: The diameter is defined as the longest distance between any two
points on the margin of the leaf. It is denoted as D.

¢ Physiological length: The distance between the two terminals of the main veins
of the leaf is defined as the physiological length. It is denoted as Lp.

¢ Physiological width: The maximum length of a line, which is orthogonal to the
main vein, is defined as the physiological width. It is denoted as Wp. Since the
coordinates of pixels are discrete, two lines are orthogonal if their degree is
90 =+ 0.5°. The relationship between Physiological Length and Physiological
Width is shown in Fig. 38.1.

e Leaf area: The value of leaf area is easy to evaluate, just counting the number
of pixels of binary value 1 on smoothed leaf image. It is denoted as A.

o Leaf perimeter: Denoted as P, leaf perimeter is calculated by counting the
number of pixels consisting leaf margin.

— two terminals of *
the main vein

Fig. 38.1 The relationship between Lp and Wp
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Digital Morphological Features

¢ Smooth factor: smooth factor is defined as the ratio between area of leaf image
smoothed by 5 x 5 rectangular averaging filter and the one smoothed by 2 x 2
rectangular averaging filter [2].

* Aspect ratio: the aspect ratio is defined as the ratio of physiological length Lp to
physiological width Wp, thus Lp/Wp.

o Form factor: This feature is used to describe the difference between a leaf and a
circle. It is defined as 4nA /P?, where A is the leaf area and P is the perimeter of
the leaf margin.

e Rectangularity: Rectangularity describes the similarity between a leaf and a
rectangle. It is defined as LpWp/A, where Lp is the physiological length, Wp is
the physiological width and A is the leaf area.

e Narrow factor: Narrow factor is defined as the ratio of the diameter D and
physiological length Lp, thus D/Lp.

o Perimeter ratio of diameter: Ratio of perimeter to diameter, representing the
ratio of leaf perimeter P and leaf diameter D, is calculated by P/D.

¢ Perimeter ratio of physiological length and physiological width: This feature
is defined as the ratio of leaf perimeter P and the sum of physiological length Lp
and physiological width Wp, thus P/ALp + Wp).

38.2.1.2 Support Vector Machine

The support vector machine is currently the most popular approach for supervised
learning.

SVM finds the OSH (optimum separation hyperplane) by maximizing the
margin between the classes [3]. The main concepts of SVM are to first transform
input data into a higher dimensional space by means of a kernel function and then
construct an OSH between the two classes in the transformed space. Those data
vectors nearest to the constructed line in the transformed space are called the
support vectors. The SVM estimates a function for classifying data into two
classes. Using a nonlinear transformation that depends on a regularization
parameter, the input vectors are placed into a high-dimensional feature space,
where a linear separation is employed.

To construct a nonlinear support vector classifier, the inner product (x,y) is
replaced by a kernel function K(x,y)

!
f(x) = sgn (Z oiyiK (xix) + b)

i=1

where f{x) determines the membership of x. In this study, the normal subjects were
labeled as —1 and other subjects as +1. The SVM has two layers. During the
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1 2

Fig. 38.2 Leaf class and sample leaf

learning process, the first layer selects the basis K(xi, x), i = 1,2, ..., N from the
given set of kernels, while the second layer constructs a linear function in the
space. This is equivalent to finding the optimal hyper plane in the corresponding
feature space [4, 5]. The SVM algorithm can construct a variety of learning
machines using different kernel functions. Based on 100 trials, the result of
classification is approximately 99 % accuracy (Fig. 38.2).

38.2.2 Leaf Classification Based on SIFT

38.2.2.1 SIFT Algorithm
Scale-Space Extrema Detection

This is the stage where the interest points, which are called keypoints in the SIFT
framework, are detected. For this, the image is convolved with Gaussian filters at
different scales, and then the difference of successive Gaussian-blurred images are
taken. Keypoints are then taken as maxima/minima of the Difference of Gaussians
(DoG) that occur at multiple scales [6]. Specifically, a DoG image D(x, y, o) is
given by

D<x7y? O') = L(x7ya kio-) - L(x7ya ij’)

where L(x, y, o) is the convolution of the original image I(x, y) with the Gaussian
blur G(x, y, o) at scale kg, i.e.,

L(x,y, ko) = G(x,y, ko) * I(x,y)

Keypoint Localization

Scale-space extrema detection produces too many keypoint candidates, some of
which are unstable. The next step in the algorithm is to perform a detailed fit to the
nearby data for accurate location, scale, and ratio of principal curvatures. This
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information allows points to be rejected that have low contrast (and are therefore
sensitive to noise) or are poorly localized along an edge.

Interpolation of Nearby Data for Accurate Position

First, for each candidate keypoint, interpolation of nearby data is used to accu-
rately determine its position. The initial approach was to just locate each keypoint
at the location and scale of the candidate keypoint. The new approach calculates
the interpolated location of the extremum, which substantially improves matching
and stability. The interpolation is done using the quadratic Taylor expansion of the
Difference-of-Gaussian scale-space function, D(x, y, o) with the candidate key-
point as the origin. This Taylor expansion [6] is given by:

where D and its derivatives are evaluated at the candidate keypoint and x = (x, y, 0)
is the offset from this point. The location of the extremum, X, is determined by
taking the derivative of this function with respect to x and setting it to zero. If the
offset x is larger than 0.5 in any dimension, then that’s an indication that the
extremum lies closer to another candidate keypoint.

Eliminating Edge Responses

For poorly defined peaks in the DoG function, the principal curvature across the
edge would be much larger than the principal curvature along it. Finding these
principal curvatures amounts to solving for the eigenvalues of the second-order
Hessian matrix, H:

D. Dy
H= ’
|:ny D}'}':|

The eigenvalues of H are proportional to the principal curvatures of D. It turns out
that the ratio of the two eigenvalues, say o is the larger one, and f the smaller one,
with ratio r = o/f, is sufficient for SIFT’s purposes. The trace of H, i.e.,
D, + Dy, gives us the sum of the two eigenvalues, while its determinant, i.e.,
D,.D,, — Dfﬂ,, yields the product. The ratio can be shown to be equal to, which

depends only on the ratio of the eigenvalues rather than their individual values.

Orientation Assignment

In this step, each keypoint is assigned one or more orientations based on local
image gradient directions. This is key step in achieving invariance to rotation as
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the keypoint descriptor can be represented relative to this orientation and therefore
achieve invariance to image rotation. The Gaussian-smoothed image L(x, y, o) at
the keypoint’s scale ¢ is taken so that all computations are performed in a scale-
invariant manner. For an image sample L(x, y) at scale o, the gradient magnitude
m(x, y), and orientation (x, y), are precomputed using pixel differences:

mx.y) = /(L0 + 1,y) = L — 1,9)) + (Llx.y + 1) = Lx,y — 1)’

L(x,y+1)—L(x,y — 1))
L(x+ 17y 7L()C - 17y)

0(x,y) = tan"! (

Keypoint Descriptor

It is important to compute a descriptor vector for each keypoint such that the
descriptor is highly distinctive and partially invariant to the remaining variations
such as illumination, 3D viewpoint, etc. First a set of orientation histograms are
created on 4 x 4 pixel neighborhoods with eight bins each. These histograms are
computed from magnitude and orientation values of samples in a 16 x 16 region
around the keypoint such that each histogram contains samples from a 4 x 4
subregion of the original neighborhood region. The magnitudes are further
weighted by a Gaussian function with ¢ equal to one half the width of the
descriptor window. The descriptor then becomes a vector of all the values of these
histograms. Since there are 4 x 4 = 16 histograms each with eight bins the vector
has 128 elements. This vector is then normalized to unit length in order to enhance
invariance to affine changes in illumination. To reduce the effects of non-linear
illumination a threshold of 0.2 is applied and the vector is again normalized
(Figs. 38.3, 38.4).

It can clearly draw from both graphs that the heads and tails are matched
perfectly and several key points on the margin are also matched [7]. It is difficult to
get the optimized match in the absence of a large database on the a leaf shape.
However, the effectivity of the SIFT algorithm in leaf classification is quite
obvious and can be applied better [8] (Figs. 38.5, 38.6).

Fig. 38.3 72 key points

1 1 Il 1

50 100 150 200 250 300 350 400
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Fig. 38.4 85 key points

Fig. 38.5 11 matches

50 100 150 200 250 300 350 400 450 500

Fig. 38.6 20 matches

200 4
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38.3 Summary

Two models are built to automatically classify leaves. Model one is based on SVM
and edge detection is conducted to get a compact and abstract representation of a
leaf. Then six typical descriptive features of leaves are applied to train SVM and
the accuracy of classification is approximately 99 %. Model two is based on SIFT.
The algorithm localizes the keypoints and assigns orientations for each keypoint.
The leaves’ heads and tails and keypoints along the margins are perfectly matched.
The classification will be more accurate if based on a larger comparison group.
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Chapter 39
Saliency Preserved Image Fusion Using
Nonsubsampled Contourlet Transform

Liang Xu, Junping Du, Qingping Li and JangMyung Lee

Abstract The visual attention model inspired by the early primate visual system
is a very important tool in image processing. Based on the visual attention model,
the paper proposes a novel saliency preserved image fusion algorithm with a
nonsubsampled contourlet transform (NSCT). The basic idea is that the visual
saliency map is first built on the coefficients of the NSCT using the visual attention
model, and then is combined with the coefficients of the NSCT to form the activity
level which is employed to select the final fused coefficients. The algorithm can
transform successfully the visual sensitive information from source images into the
fused image which contains abundant detailed contents and preserves effectively
the saliency structure while enhances the image contrast. Experiments demonstrate
that the proposed algorithm yields the encouraging results.

Keywords Saliency map - Nonsubsampled contourlet transform - Image fusion

39.1 Introduction

Image fusion technique has huge potential for growth and has been used suc-
cessfully to many fields, such as remote sensing and medical imaging etc. The
image fusion is to combine several source images into a fused image, which
contains all important contents from source images and express the more abundant
information in a scene. According to the level, image fusion approaches can be
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general classified into three types: pixel-level, feature-level or decision-level [1].
Many multi-scale transform (MST) have been developed for fusion. The most
popular MST tools are pyramid [2] and wavelet [3] transform. To improve the
accuracy of decomposition and reconstruction, the more advanced MST tools are
proposed, such as ridgelets [4], contourlets [5] and curvelets [6] etc. In addition,
Gemma Piella [7] performs the image fusion by a variational model, and the fused
result contains the geometry structure of all the inputs and enhances the contrast
for visualization. In [8], a variational approach is proposed based on error esti-
mation theory and partial differential equations for image fusion and denoising.

The existing image fusion approaches do not take fully into account the
characteristics of HVS, which the human tend to only concern some important
areas in a scene. According to the visual perception mechanism, the goal of the
proposed algorithm is to preserve the completeness, saliency and sharpness of
object areas, and satisfy the requirements of HVS. Thus, based on the NSCT, the
paper proposes a novel saliency preserved image fusion algorithm.

39.2 Nonsubsampled Contourlet Transform

In this section, we briefly review theory and properties of NSCT, which will be
used in the rest of this paper (see [9] for details).

The overcomplete transform NSCT is a shift-invariant version of the contourlet
transform and has some excellent properties in process of image decomposition,
including shift invariant, multiscale, and multidirection etc. The main components
of the NSCT is a nonsubsampled pyramid filter bank (NSPFB) structure for
multiscale decomposition and a nonsubsampled directional filter bank (NSDFB)
structure for directional decomposition. The NSCT is displayed in Fig. 39.1.

The multiscale property of the NSCT is achieved by using two-channel non-
subsampled 2-D filter banks (NSFB), called as NSPFB. The filters for next stage
are obtained by upsampling the filters of the previous stage, which the multiscale

(a) |:| |, Lowpass (b)

subband

(OF]
@ B
Image Bandpass
@ ] directional 1
subbands >

L1

Bandpass /
D ™ directional (-7, -T)
subbands ?

Fig. 39.1 Nonsubsampled contourlet transform. a NSFB structure that implements the NSCT,
and b idealized frequency partitioning obtained with the proposed structure
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property is obtained without the need for additional filter design. The NSDFB, a
shift-invariant directional filter bank (DFB) is obtained by eliminating the
downsamplers and upsamplers in the DFB. To achieve multi-direction decompo-
sition, the NSDFB is iteratively used. All filter banks in the NSDFB tree structure
are obtained from a single NSFB with fan filters. Each filter bank in the NSDFB
tree has the same computational complexity as that of the building-block NSFB.

Figure 39.1 shows the NSCT which is constructed by combining the NSPFB
and the NSDFB. The two-channel NSFBs in the NSPFB and the NSDFB satisfy
the Bezout identity and are invertible, so the NSCT is invertible. The key of the
NSCT is the filter design problem of the NSPFB and NSDFB. The aim is to design
the filters supporting the Bezout identity and obtaining other useful properties. In
addition, for a fast implementation, the mapping approach is used to transform the
filter into a ladder or lifting structure.

39.3 Saliency Preserved Image Fusion

In the section, the proposed saliency preserved image fusion algorithm is presented
in detail. The main idea is that the visual saliency map is first built on the coef-
ficients of the NSCT using the visual attention model, and then is combined with
the coefficients of the NSCT to form the activity level which is employed to select
the final fused coefficients. The fused image has more natural visual appearance
and can satisfy the requirements of HVS. The framework of the proposed algo-
rithm is shown in Fig. 39.2. For the clearness of the presentation, we assume that
two registered source images are combined.

Source image I Directional subband fusion

> Saliency map
NSCT
-0

Lowpass subband Inverse|
NSCT

Fused Directional |
subband

Directional subband

Fused image
NSCT Weighted Fused Lowpass | |
average subband
=L
Source image I, Low-pass subband Low-pass subband fusion

Fig. 39.2 Architecture of the proposed algorithm
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39.3.1 Images Decomposition and Saliency Maps
Construction

The decomposition of source images employs the NSCT presented in Sect. 39.2.
Input images A and B are decomposed into different scale and direction subbands
using NSCT. The subband {Cj(x,y),C/;(x,y)} and {C}(x,y),C}(x,y)} are
obtained, where Cjy(x,y) denotes the low-pass subband coefficients of the input
images at the coarsest scale, and C; ,(x,y) denotes the high-pass directional subband
coefficients at the jth scale and in the I/th direction.

The saliency maps S?J (x,y) and Sfl (x,y) are computed on the high-pass
directional subbands C}‘}l(x, y) and Cﬁ,(x,y), which denotes the jth scale and /th

direction. The saliency maps provide the selecting index of the coefficients for
preserving important information of source images.

Phase spectrum of Fourier transform (PFT) proposed in [10] is employed to a
saliency detection model for grayscale image. PFT showed that the saliency map
can be easily computed by the phase spectrum of an image’s Fourier transform
when its amplitude spectrum is at nonzero constant value. Only the phase spectrum
is used to reconstruction an image. The reconstruction image has a similar
structure with the source image and reflects the saliency information of the source
image. The implementation of PFT model consists of three steps. An image is first
transformed into frequency domain using Fourier transform, and the amplitude and
phase spectrums are then obtained. Finally, the saliency map is obtained by inverse
Fourier transform on only the phase spectrum. Given an input image I(x, y), three
steps have the corresponding Egs. (39.1-39.3) as follows,

F(u,v) = F(I(x,y)) (39.1)
P(u,v) = P(F(u,v)) (39.2)
S(x,y) = gx | F {exp™™"} |I? (39.3)

where F and F~! denote Fourier transform and inverse Fourier transform. P(F) is
the phase spectrum of 7 and g is a 2D Gaussian filter. The saliency value in
location (x,y) is computed using (39.3).

PFT model is a simple and efficient saliency detection method. An example
about the PFT saliency detection is shown in Fig. 39.3. Figure 39.3a, c are two
out-of-focus source images which show complementary focus point regions.
Figure 39.3b, d are the corresponding saliency maps which indicate different
saliency regions of source images. We can observe that the saliency maps present
focus point areas in source images. Consequently, the saliency values can be used
as the selecting index of subband coefficients.
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Fig. 39.3 The results of saliency detection from two complementary input images. a, ¢ Out-
of-focus source images, b, d Saliency maps from PFT

39.3.2 Subband Coefficients Fusion

The high-pass subbands of NSCT decomposition contain abundant detail infor-
mation and indicate the saliency components of images, e.g. lines, edges and
contours etc. In order to preserve the saliency components in the process of image
fusion, we propose the saliency preserved fusion rule (SPF) for the high-pass
subbands. According to the visual attention mechanism, different regions in an
image have varying importance for HVS, so the saliency detection are performed
on source images to yield saliency maps which indicate the significance level of
every pixel in source images. Based on the characteristic, the saliency maps
combined with the coefficients construct the activity maps which denote the energy
of coefficients and are used as the selection index of fused coefficients. In addition,
the low-pass subband of NSCT decomposition in the coarsest scale contains the
main energy of source images, and denotes abundant structural information. The
fusion rule of the low-pass subband employs the weighted average of coefficients.

The activity maps of high-pass subbands as the criteria of selecting coefficients
are presented as follows. The activity level indicates the magnitude of coefficients.
The coefficients of greater energy carry more important information, so the
coefficients of greater activity level are selected as the fused coefficients. Now, the
activity level in location (x, y) of high-pass subbands is defined as the product of

the coefficient C;‘ 1/ %(x,y) and the saliency value Sf ,/ %(x,y), shown as follows.

Actji(x.y) = G (x.y) - 53" (x.) (394)
The fused coefficients of high-pass subbands denoted as Fj (x,y) are defined as,

Cﬁl(x,y) if Actﬁ,(x,y) > Actfl(x,y)

Fii(x,y) = { (39.5)

CPy(x,y) otherwise
The fused coefficients of low-pass subbands denoted as Fjo(x,y) are defined as,

Fjo(x,y) = 0.5 % Cjo(x,y) + 0.5 % Cjo(x, ) (39.6)
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Finally, apply the inverse NSCT to the fused coefficients {Fjo(x,y), F;(x,y)},
and then obtain the fused image F.

39.4 Experiments and Analysis

In this section, the proposed NSCT-based saliency preserved fusion (NSCT-SPF)
algorithm is tested on several sets of images. For comparison, we use the laplacian
pyramid transform (LPT), discrete wavelet transform (DWT), and NSCT-simple.
All of these use averaging and absolute maximum selection schemes for merging
low- and high-pass subbands. The decomposition level of all of the transforms is
three. Three groups of different images were tested to evaluate the performance of
the proposed algorithm. It is assumed that source images have been registered. The
image data were evaluated using subjective visual inspection and objective
assessment tools.

The first set of experiment is two multifocus source images and four fused
images shown in Fig. 39.4. The fused images contain all of focus point regions of
source images and expand effectively the depth of a scene. The images in
Fig. 39.4c—e are not clear enough and have lower contrast; artifacts were also
introduced. To observe the image quality in more detail, one area in the fused
images was magnified. Figure 39.5a—d shows magnified images of the region
marked by the boxes in Fig. 39.4c—f. The fused images in Fig. 39.5a—c have some
deformation.

The back of the head in Fig. 39.5a—c appear serious deformation and lead to
blur. Figure 39.5d has the better visual quality than others with the best visual
effect. Figure 39.6 shows a group of infrared sensor images. A set of spatial out-

()

Fig. 39.4 ‘Lab’ source images and fused images: a focus on the left, b focus on the right; and
fused images using (c¢) LPT, (d) DWT, (e) NSCT-simple, (f) NSCT-SPF methods
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(a) (c)

M ¢ L]

Fig. 39.5 Magnified regions from the fused images in Fig. 39.4(c—f) using a LPT, b DWT,
¢ NSCT-simple, d NSCT-SPF methods

Fig. 39.6 Infrared images fusion (256 level, size of 252 x 255) and fused images: a, b source
images; and fused images using, ¢ LPT, d DWT, e NSCT-simple, f NSCT-SPF methods

Fig. 39.7 Spatial source images and fused images: a focus on the right satellite, b focus on the
left satellite; and fused images using, ¢ LPT, d DWT, e NSCT-simple, f NSCT-SPF methods

of-focus images are shown in Fig. 39.7, which is obtained by artificial blurring
different regions of the ground truth image using a Gaussian filter. Experiment
results demonstrate the visual effects of two sets of images in Figs. 39.6 and 39.7
are the same as Fig. 39.4.

In previous discussion, the fusion results of different algorithm have been
analyzed by visual aspect. The performance of fusion algorithms need to be further
evaluated using objective metric tools. Two metrics are used for evaluation:
mutual information (MI) and an objective image fusion performance measure
(Qapsr) [11]. The larger the values for the two metrics, the better are the fusion
results.

Table 39.1 shows the quality measurement results for fused images in
Figs. 39.4, 39.6 and 39.7. Observing the data in Table 39.1, we can see that the
LPT and DWT methods are the worst. This is consistent with the subjective visual
analysis. Compared with other fusion algorithms, the proposed algorithm NSCT-
SPF yields the optimal performance. Experimental results demonstrate that the
proposed NSCT-SPF algorithm can preserve the saliency regions of source ima-
ges, and improve the quality of the fused image.
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Table 39.1 Quality measures for the different fusion methods

Data set Metric LPT DWT NSCT-simple NSCT-SPF
Figure 39.4 MI 4.6741 4.4482 4.9683 5.0203
Qap/F 0.6764 0.6585 0.6989 0.7017
Figure 39.6 MI 2.0389 1.9527 22272 2.2391
QaBE 0.6064 0.5237 0.6248 0.6460
Figure 39.7 MI 4.9906 4.1951 6.4644 6.4886
QAB/F 0.8578 0.7332 0.9099 0.9103

39.5 Conclusions

The paper proposes a saliency preserved image fusion algorithm based on NSCT.
Depending on the human visual attention model, the visual saliency map is first
built on the coefficients of the NSCT, and then the algorithm combines the visual
saliency map with the coefficients of the NSCT to form the activity level which is
employed to select the final fused coefficients. The algorithm can preserve the
completeness and the sharpness of object regions. The fused image is more natural
and can satisfy the requirement of human visual system. Experiments illustrate that
the fusion algorithm improves greatly the quality of the fused images.
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Chapter 40

Adaptive Wavelet Packet Filter-Bank
Based Acoustic Feature for Speech
Emotion Recognition

Yue Li, Guobao Zhang and Yongming Huang

Abstract In this paper, a wavelet packet based adaptive filter-bank construction
method is proposed, with additive Fisher ratio used as wavelet packet tree pruning
criterion. A novel acoustic feature named discriminative band wavelet packet
power coefficients (db-WPPC) is proposed and on this basis, a speech emotion
recognition system is constructed. Experimental results show that the proposed
feature improves emotion recognition performance over the conventional MFCC

feature.

Keywords Speech emotion recognition - Wavelet packets - Filter-bank design -

Speech signal processing

40.1 Introduction

With the study on affective computing going deep, automatic emotion recognition
is drawing wide attentions from research fields including psychology, linguistics,
neuroscience and computer science as an interdisciplinary subject [1]. Automatic
emotion recognition from speech shows broad application prospects in fields such
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as automatic telephone systems [2, 3], interactive movies and online games [4],
and intelligent automobile systems [5].

In recent years, wavelet packets (WP) have emerged as an important signal
representation and processing scheme [6, 7]. In this paper, the problem of con-
structing proper tree-structured WP basis that provides efficient discrimination
between emotion classes is explored, and a novel WP-based acoustic feature is
proposed to capture emotion-discriminating information for speech emotion
classification.

The rest of this paper is organized as follows. The proposed discrimination
based wavelet packet tree pruning scheme and feature extraction method are
presented in Sect. 40.2 together with the realization of speech emotion recognition
system. Experimental results are shown and discussed in Sect. 40.3. Finally
Sect. 40.4 gives concluding remarks and some ideas about future work.

40.2 Feature Extraction and the Proposed System
40.2.1 Wavelet Packets and Multi-rate Filter-Bank

As proved in [7], a wavelet packet basis is equivalent with a multi-channel filter-
bank followed by a set of aggregated down-samplers. Different admissible WP
binary tree structure represents different filter-bank structures, thus providing more
flexible frequency partition solutions for signal analysis. For the speech emotion
recognition task, our goal is to determine a task-oriented frequency partition
solution so that we can locate the emotion information in some specific frequency
bands and acquire emotion-related acoustic features by multi-channel filtering of
the speech signal. This issue is interpreted as the WP tree pruning problem and will
be investigated below.

40.2.2 WP Tree Pruning

WP basis can be represented in a binary tree structure where each node has either
zero or two children, and we call it an admissible binary tree. Each leaf node in the
admissible tree represents a sub-space of the original observation space; different
sub-spaces are mutually orthogonal and add up to the original space.

In this subsection, a WP tree pruning approach is proposed referring to [8]. For
realization of the tree pruning algorithm, an additive tree pruning criterion named
Fisher ratio is described first. On this basis, a bottom-up search is conducted to
obtain the optimal binary tree structure.

Before the tree pruning approach is described, some notations are introduced
first, following [7] and [9].
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Let T = {(0, 0),(1, 0),(1, 1),...,(J, 0),...,(J, 2’—1)} denote an admissible tree
with depth J € N*, where the node (j, p) is represented by its depth (j) and the
number of nodes on its left at the same depth (p). The set of leaf nodes of T is
denoted as L(7). Among the sub-trees rooted at v, = (0, 0) with k leaf nodes, the
one maximizes the discrimination measure is denoted by T¢. The size of T, denoted
by I71, is defined as the number of terminal nodes. Let x denote a sample in the
observation space, [and W(;,x] be x’s component in the sub-space relating with
node (j, p) € T. We use measurement [M(j, p; x)] as the input quantity in
discrimination power calculation for W; ,x. In this paper, the measurement is
specified as signal energy, a widely adopted measurement as in [7-9]:

M(j,p;x) = E(Wippx) = (| W]/ | el (40.1)

where the signal energy is normalized by energy of x.
We use D(j, p) to denote the discrimination measure for node (j, p) € T and
D(T) for the whole tree 7. The discrimination measure D is additive if [8]

D(T)= > D(,p) (40.2)

(:p)eL(T)

Given an additive discrimination measure D, a simple addition is operated instead
of computing the functional on the union of the nodes, therefore, a fast algorithm
can be applied for the tree-pruning problem. In this paper, Fisher ratio, which has
been widely used in feature selection [10], is adopted as tree pruning criterion.

N
Suppose {x,(l)}'ll,l =1,2,..., L is a training dataset consisting of N samples,

where N, denotes the number of signals belonging to class [. For each node (j, p) €
T, the Fisher ratio is calculated as follows.
The within-class scatter matrix is defined as

L

$u:p) = D0 Gop) (40.3)
=1

and the between-class scatter matrix is defined by

L

Sp(j:p) = Z (1G,p) = 1, p)) (G p) = mGip)" (40.4)

where X,(j, p) and u(j, p) are the covariance matrix and mean value of training
samples of the "™ emotion class, respectively; and u(j, p) denotes mean value of the
whole set of training samples.

In this paper, with scalar-valued measurement [M(j, p; x)], the covariance
matrix X, is simplified to the variance of [M(j, p; x)]. Therefore, both S,,(j, p) and
S,(j, p) are scalar-valued, and the Fisher ratio can be written as
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_S,p)
Sw(i,p)

Fisher ratio indicates the discrimination power in such a way that Dg(-)
achieves high values when the distribution of data from the same class are con-
centrated while data of different classes are distributed far from each other.

Equation (40.5) gives the discrimination measure at a single node; and for the
whole WP tree, it has been proved that by elaborately selecting the type and order
of conjugate mirror filter pair, signal components of different sub-spaces can be
well de-correlated so that the overall discrimination measure can be calculated by
summing up the values at each leaf node. Therefore, for a given admissible WP
tree T, the overall discrimination power can be calculated in an additive form as in
Eq. (40.2).

With the Fisher ratio as tree pruning criterion, the bottom-up tree pruning
algorithm proposed in [8] and [11] can be conducted for WP tree pruning, and a
sequence of {Tk} with k (1 < k < IT1) leaf nodes can be constructed.

DF(i?p)

(40.5)

40.2.3 Discriminative Band Wavelet Packet Power
Coefficients (db-WPPC)

In the emotion recognition task we intend to catch emotion information embedded
in the speech signal, while other irrelevant information such as speaker identity
and speech content can be omitted. Guided by this thought, a novel feature is
proposed in this paper, which we can refer to as the discriminative band wavelet
packet power coefficients (db-WPPC). The block diagram of db-WPCC feature
extraction is shown in Fig. 40.1.

Before feature extraction, the speech signal is first pre-emphasized, blocked
into 32 ms frames with 16 ms overlap between adjacent frames and then multi-
plied by Hamming window. By selecting a WP tree structure 7%, a filter-bank
structure with k sub-bands is constructed. And then a set of first 12 most dis-
criminative sub-bands is selected from the original WP filter-bank using a ranking
scheme as proposed in [8] to preserve the sub-bands where the most discrimi-
native emotion information is located. The speech signal is filtered by the selected
set of sub-band filters, followed by log-energy calculation. The log-energy of
the frame is also calculated to form the feature vector. Finally, the delta and
acceleration coefficients are appended to the feature vector and the 39-dimensional
db-WPPC feature is derived. In this paper, the Fisher ratio used as discrimination

Speech | Sub-band

. Pre- WP ; . 1*and 2®¢ = db-WPPC
Signal —» -y . : ol T2 Fa RN
e processing Filter-bank Ranking and L log(") Derivatives

Selection

Fig. 40.1 Db-WPPC feature extraction
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Fig. 40.2 Block diagram of the proposed system

measure in the WP tree pruning step is directly available for the sub-band ranking
scheme, since it provides good information of discrimination power of the fre-
quency band.

40.2.4 Proposed System

The framework of proposed speech emotion recognition system is shown in
Fig. 40.2. According to the block diagram, we can divide the speech emotion
recognition task into three blocks: the WP tree pruning, the classifier training and
the emotion recognition; and the whole emotional speech database is divided into
the tree-pruning dataset, the training dataset and the test dataset accordingly.
Gaussian mixture model (GMM) is adopted as classifier in this paper. For each
emotion class a GMM is trained with the training dataset.

40.3 Experiments

40.3.1 Experimental Setup

Experiments were conducted on the Berlin emotional speech database [12], which
contains seven simulated emotions (anger, boredom, disgust, fear, joy, neutral and
sadness). Ten German sentences (five short and five longer) that contain no
emotional bias were selected as text material and a total of 535 utterances were



364 Y. Li et al.

produced by 10 German actors (five female and five male). In this paper, six
emotions (no disgust) with a sum of 489 utterances were used for the classification
task.

Twenty percent of the utterances were randomly selected to form the tree
pruning dataset, and we applied 5-fold cross validation on the remaining 80 %
utterances. The maximum WP decomposition level was set to J = 5; and the
Daubechies wavelets of order 10, 20, 30 and 40 were chosen for wavelet packet
decomposition. The number of sub-bands in the filter-bank varied in the range of
15-25. The number of Gaussian mixture components was set to 16 for each GMM.

As a benchmark, the conventional MFCC feature was calculated by passing the
speech frame through a set of 20 triangular band-pass filters that are equally spaced
along the Mel frequency, and then applying Discrete Cosine Transform on the sub-
band log-energy coefficients. The first 12 Cepstral coefficients were adopted
together with the log-energy of the frame. The first and second order derivatives
were appended to the feature vector to form the 39-dimensional MFCC feature.

40.3.2 Experimental Results of the Proposed System

The experimental results are illustrated in Fig. 40.3. From Fig. 40.3, it can be seen
that with the order of Daubechies filters increases, better classification perfor-
mance is achieved. This is intuitive since when the filter order increases, better
frequency selection property is gained, and thus the additive property of tree
pruning criterion can be better satisfied. To be more specific, let us consider the
frequency responses of 20-channel filter-banks generated using Daubechies filters
of order 10 and 40 illustrated in Fig. 40.4. From Fig. 40.4, it is noticeable that with
the higher order adopted, less frequency aliasing is observed between different
sub-bands.

Fig. 40.3 Six-class emotion 80
classification accuracies of
GMM classifiers with
different Daubechies filter
orders as a function of sub-
band number

Recognition Accuracy (%)

15 16 17 18 19 20 21 22 23 24 25
Number of Sub-bands
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Fig. 40.4 Frequency responses of the 20-channel wavelet packet filter-banks a Daubechies 10,
b Daubechies 40

Table 40.1 The 12 most discriminative frequency bands ranked by Fisher score, obtained from

the 21-channel filter-bank structure of Daubechies 40

Rank Frequency interval Score Rank Frequency interval Score
1 0-250 Hz 0.253 7 2500-3000 Hz 0.031
2 250-500 Hz 0.062 8 2250-2500 Hz 0.028
3 2000-2250 Hz 0.059 9 4000-4500 Hz 0.022
4 3000—4000 Hz 0.046 10 1000-1500 Hz 0.019
5 1750-2000 Hz 0.043 11 1500-1750 Hz 0.017
6 500-750 Hz 0.042 12 4500-5000 Hz 0.013

A highest classification accuracy of 75.64 % is achieved with Daubechies filter
of order 40, 21-channel filter-bank. This result outperforms the conventional
MFCC feature, a benchmark of 70.41 %. The corresponding discriminative sub-
bands are listed in Table 40.1, which gives us an insight into the emotion-related
information distribution among the frequency bands.

40.4 Conclusion

In this paper we explored a wavelet packet based acoustic feature extraction
approach for speech emotion recognition. Tree pruning algorithm was applied with
Fisher ratio proposed as tree pruning criterion to adapt the WP filter-bank structure
to the decision task. And on this basis, a novel short-time acoustic feature named
discriminative band wavelet packet power coefficients (db-WPPC) was proposed
for the emotion classification task. Speech emotion recognition system was built
and experiments were carried out on the Berlin emotional speech database to
evaluate the proposed feature extraction scheme. Experimental results demonstrate
the superiority of the proposed feature sets over conventional MFCC feature.
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Future work includes investigating more effective WP tree pruning methods and
seeking for robust feature representation for speech signal, as well as developing
efficient classification techniques for automatic speech emotion recognition.
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Chapter 41
A Novel Decision-Based Algorithm
for Removal of Highly Corrupted Images

Yiyan Wang, Zhuoer Wang and Di Zhou

Abstract The major drawback of recent image filtering algorithms is lack of the
ability of removing high density salt-and-pepper noise. To alleviate this limitation,
an improved decision-based algorithm is proposed. Firstly, according to the
characteristics of salt-and-pepper noise and local gray-scale feature of pixels, this
algorithm separates noise pixels and signal pixels. Then the noise pixels are
recovered by the median value of the neighboring noise-free pixel values, while
the signal pixels hold their gray values without changing. Different gray-scale and
color images have been tested by using the proposed algorithm (PA), simulation
results show that this method has the better ability of removing noises and pre-
serving the partial details of images in comparison with some recent methods
especially when the noise density is very high.

Keywords Image denoising - Salt-and-pepper noise - Noise detection - Median
filter
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41.1 Introduction

Images are often corrupted by impulse noise during acquisition and transmission;
thus, an efficient noise suppression technique is required before subsequent image
processing operations [1]. Based on the noises values, the noise can be classified as
the fixed-values impulse noise, also named salt-and-pepper noise; and the more
difficult random valued impulse noise [2]. In early development of image pro-
cessing linear filters were the primary tools. But linear filters have poor perfor-
mance in the presence of noise that is additive in nature. In image processing linear
filters tend to blur the edges and do no remove impulse noise effectively. Non-
linear filters are developed to overcome these limitations. Median filter [3] is
widely used in impulse noise removal methods due to its effective noise sup-
pression capability and high computational efficiency. The main drawback of a
standard median filter (SMF) is that it is effective only for low noise densities. At
high noise densities, SMFs often exhibit blurring for large window sizes and
insufficient noise suppression for small window sizes. However, most of the
median filters operate uniformly across the image and thus tend to modify both
noise and signal pixels. Consequently, the effective removal of impulse often leads
to images with blurred and distorted features. The ideal approach is to apply the
filtering technique only to noisy pixels, without changing the uncorrupted pixel
values. Nonlinear filters such as Adaptive Median Filter (AMF), switching-based
median filter [4-6] can be used for discriminating possible corrupted and uncor-
rupted pixels, then the noisy pixels will be replaced by using median value or its
variant while the uncorrupted pixels will be left unchanged. The performance of
AMF is good at lower noise density levels, due to the fact that there are only fewer
corrupted pixels that are replaced by the median values. At higher noise densities,
window size has to be increased to get better noise removal which will lead to less
correlation between corrupted pixel values and replaced median pixel values. In
decision-based or switching median filter the decision is based on a pre-defined
threshold value. The main drawback of this method is that defining a robust
decision measure is difficult. Also the noisy pixels are replaced by some median
value in their vicinity without taking into account local features such as the pos-
sible presence of edges. Hence details and edges are not recovered satisfactorily,
especially when the noise level is high. Recently, Decision Based Median Filtering
Algorithm (DBA) [7] was proposed to remove high density salt and pepper noise,
which replaces the corrupted pixels by the median or the neighboring pixels value
by using a fixed window size of 3 x 3. Although the recent method [7] showed
promising results, at higher noise densities the median may also be a noise pixel
and this produces streaking at higher noise densities. To overcome this problem,
Nair and Kevathy [8] have proposed an improved algorithm. The corrupted pixels
can either be replaced by the median pixel or, the mean of the neighborhood
processed pixels. Here, we suggest a new method for corrupted pixels are
recovered only by the median value of the neighboring noise-free pixel values, We
do not use the gray-scale information of noise pixel itself to remove noise because
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the gray value of salt-and-pepper noise is not related to the original pixel.
Meanwhile by transforming the noise pixels into noise-free pixels we could avoid
the noise spreading in the neighborhood. In addition, our proposed algorithm (PA)
also uses fixed length window size of 3 x 3. The experimental results show that
the proposed algorithm has better Peak Signal-to-Noise Ratio (PSNR) and Mean
Structured Similarity Index (MSSIM) values in comparison with some recent
methods when the noise density is very high (> 50 %).

41.2 Proposed Algorithm

41.2.1 Noise Model

In this approach noise is modeled as salt-and-pepper impulse noise as practiced
[9]. Pixels are randomly corrupted by two fixed extremal values, 0 and 255 (for 8-
bit monochrome image), generated with the same probability. That is, for each
image pixel at location (i,j) with intensity value s;;, the corresponding pixels of
the noisy image will be x;;, in which the probability density function of x;; is

pf, for x=0
fx)=< 1—p, for x=s; (41.1)
pf, for x =255

where p is the noise density.

41.2.2 Noise Detection and Removal

In SMF, every pixel is processed and is replaced by the median of its neighborhood
values. In our proposed algorithm (PA) salt-and-pepper noises are first detected
based on the minimum(0) and maximum(255) value. If the pixel being currently
processed lies inside the dynamic range [0, 255] then it is considered as signal pixel
and no modification is made to that pixel. Otherwise it is considered as a noisy pixel
and will be replaced by the median value of the neighboring noise-free pixel values.

Si—1,j—-1) S(i—-1,j) Si—-1,j+1)
S(i+1,j—1) Si+1,j) Si+1,j+1)

In the 3 x 3 window above, S(i— 1, j—1), SG—1, /), S(i—1, j+ 1) and
S(i, j — 1) indicates already processed pixel values, S(i, j) indicates the current pixel
being processed, and S(i, j+ 1), SG+1,j—1), S(i+1, ) and SG+ 1, j+ 1)
indicates the pixels yet to be processed.



370 Y. Wang et al.

The steps of the PA are elucidated as follows:

Step 1: Select a two dimensional window W of size 3 x 3. Assume that the pixel
being processing is S(i, ).

Step 2: If 0 < S(i, j) < 255, the S(i,j) is signal pixel and its values is left
unchanged. Otherwise S(i,j) is a noisy pixel.

Step 3: Select all noise-free pixels of window W as W°. Then compute W?_,, the
median of the pixel values in the window W?. Obviously, W? includes the already
processed pixel values such as S(i—1,7—1), S(i—1,j), SG—1,j+1) and
S, j—1).

Step 4: If S(i,j) is a noisy pixel, it will be replaced by the W°_,.
Step 5: Repeat Step 1-4 until all the pixels in the entire image are processed.

In the PA, we do not use the gray-scale information of noise pixel itself to remove
noise because the gray value of salt-and-pepper noise is not related to the original
pixel. Meanwhile by transforming the noise pixels into noise-free pixels we could
avoid the noise spreading in the neighborhood.

41.2.3 Color Image Denoising

At the most directly used color space for digital image processing, the RGB color
space is chosen in our work to represent the color images. In the RGB color space,
each pixel at the location (i,j) can be represented as color vector
Pij = (P}, Pg, P}), where Pf, PG and P} are the read(R), green(G), and blue(B)
components respectlvely The noisy color images are modeled by injecting the
salt-and-pepper noise randomly and independently to each of these color com-
ponents. That is, when a color image is being corrupted by the noise density p, it
means that each color component is being corrupted by p. Thus, for each pixel P;,
the corresponding pixel of the noise image will be denoted as X;; = (X5, X7, X7,),
in which the probability density function of each color components can be the
same with the noise model of type (41.1).

The process of extending the noise detection algorithm to corrupted color
images is straightforward. PA will be simply applied to R-, G-, and B-planes

individually, and then combined to form the restored color image.

41.3 Simulation Results

The performance of the algorithms are tested using 512 x 512 images such as
“man”, “baboon”, “lena”, “peppers” (See Fig. 41.1), and with their dynamic
range of values][O0, 255]. In the simulation, images will be corrupted by salt-and-
pepper noise at different level of noise densities, and the restoration performance

are quantitatively measured by Peak Signal-to-Noise Ratio.
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(PSNR) and Mean Structured Similarity Index (MSSIM) defined as follows.

(M x N)max(x;,)*

>~ (xij — i)

Ly

PSNR = 10 log 10 (41.3)

1 M
MSSIM(X,Y) =~ > SSIM(x;, y) (41.4)

J=1

where M and N are the total number of pixels in the horizontal and the vertical
dimensions of the image; x;;, n;; and y;; denote the original, corrupted and dis-
torted image pixels, respectively. In (41.4), X and Y are the original and the
distorted images, respectively; x; and y; are the image contents at the jth local
window; M is the number of local windows of image; and SSIM is defined as
follow [10]:

(2:ux.uy + Cl)(zaxy + C2)

SSIM(x, y) =
®) = Ga @t toit &)

(41.5)

where p, is the average of x; Ky is the average of y; 0)2( is the variance of x; 03 is the
variance of y; g, is the covariance of x and y; ¢ = (le)z, = (kgL)2 are two
variables to stabilize the division with weak denominator; L is the dynamic range
of the pixel-values (L = 255); and k;, ky < <1(k; = 0.01,k, = 0.03).

Figures 41.2 and 41.3 and Table 41.2 show the comparison of different filters,
performed on gray-scale image “man” and “baboon” at different noise densities,
respectively, in terms of MAE, PSNR and MSSIM. Depending on the noise
density, window size varies from 3 x 3 to 15 x 15 for SMF[3] and AMF[4], to
yield better result. For all level of noise densities DBA [7], DBAM [5] and PA use
fixed size window of 3 x 3 (See Table 41.1), all the filters are implemented in
MATLAB 7.0 on a PC equipped with 2.67 GHz CPU and 1 GB RAM memory. To
make a reliable comparison, each method is run 10 times in every noise density
and the result is obtained by averaging over all experiments.

The results of PA (shaded in the Table 41.2 and Fig. 41.3) indicate better PSNR
and MSSIM values compared with various filters, namely, SMF[3], AMF[4],

Fig. 41.1 Test images: a man, b baboon, ¢ lena, d peppers
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Fig. 41.2 Simulation results of different filters column. a Noise corrupted image. b Output for
SMF. ¢ Output for AMF. d Output for DBA. e Output for DBAM. f Output for PA. Row 1 shows
the “man” image corrupted by 80 % noise. Row 2 shows the “baboon” image corrupted by 70 %
noise

@< = (b) °
40 [y it " 35
35 |.&
@ & 30
= 30 |- = o
g & 25 b
& 25 b %
= 20
20 boeeeee
15 booeenn. 15
10 10 i
0 10 20 30 40 50 60 TO 80 90 0 10 20 30 40 50 60 70 80 90
Noise Density/(%) Noise Density/(%)
1 1 ==
09 0.9 LT g
0.8} 08
= 0.7 || —= " 0.7 feees
% 06} = 06
= o4 04l
03 0.3 |-
02 0.2 -
0.1 01 i
0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 7O 80 90
MNoise Density/(%) Noise Density/(%)

Fig. 41.3 Comparison graph for quantitative parameters of various filters for different noise
densities column. a Results for “man” image. b Results for “baboon” image. Row 1 shows
PSNR versus noise density. Row 2 shows MSSIM versus noise density

DBA[7], and DBAM[5]. Meanwhile, the PA also can be used for color image. The
performance of the color image restoration process is also quantified using PSNR
and MSSIM (See Figs. 41.4 and 41.5 and Table 41.3). At a result of this, the PA
removes the noise effectively even at noise level as high as 90 % and preserves the
edges without any loss up to 80 % of the noise level.
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Table 41.1 Suggested window size for the noise density level
Noise Density Method

SMF AMF DBA DBAM PA
0<p<=<0.15 3x3 3x3 3 x 3 (fixed) 3 x 3 (fixed) 3 x 3 (fixed)
0.15<p <03 5%x5 5%x5
03 <p=<045 7 x7 7 x7
045 <p <06 9x%x9 9x%x9

06 <p<07 11 x 11 11 x 11
07<p=<038 13 x 13 13 x 13
08<p=<09 15 x 15 15 x 15

Table 41.2 PSNR and MSSIM for various filters for “man” and “baboon”(gray images) at
various highly noise densities

Test images Quantitative parameters SMF AMF DBA DBAM PA

Man (80 %) PSNR 17.7800 22.8459 21.9517 21.6742 23.2539
MSSIM 0.5645 0.8165  0.7487  0.7345  0.7848
Baboon (70 %) PSNR 18.0720 21.2136 21.2257 21.0425 22.5899
MSSIM 04523  0.7668  0.7309  0.7091  0.7811

The better values of PSNR and MSSIM are signed with black font

Table 41.3 PSNR and MSSIM for proposed algorithm(PA) for “lena” and “pepper”(color
images) at different highly noise densities

Quantitative lena peppers

parameters 60 % 70 % 80 % 70 % 80 % 90 %
PSNR 29.7458 27.6198 24.6768 24.3158 22.0935 18.1855
MSSIM 0.9490 0.9156 0.8435 0.9043 0.8291 0.6309

(b)

Fig. 41.4 Corrupted and denoised images of “lena” at different highly noise densities.
a 60 % noise density. b 70 % noise density. ¢ 80 % noise density

Fig. 41.5 Corrupted and denoised images of “peppers” at different highly noise densities.
a 70 % noise density. b 80 % noise density. ¢ 90 % noise density
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41.4 Conclusion

An efficient non-linear algorithm to remove high density salt-and-pepper noise is
proposed. We propose a procedure for noise value detection using the character-
istics of salt-and-pepper noise and local gray-scale feature of pixels. For image
restoration, the corrupted pixels are recovered only by the median value of the
neighboring noise-free pixel values. We do not use the gray-scale information of
noise pixel itself to remove noise because the gray value of salt-and-pepper noise
is not related to the original pixel. Meanwhile by transforming the noise pixels into
noise-free pixels we could avoid the noise spreading in the neighborhood. In
addition, the PA uses fixed length size 3 x 3 window having only neighbors of the
corrupted pixel that have higher correlation, this provides more edge details,
leading to better edge preservation.

The performance of the algorithm has been tested across a wide range of noise
densities varying from 5 to 90 % for gray-scale images. Results reveal that the
restored images that are obtained by the PA have better objective quality and
subjective vision effect in comparison with other existing algorithms. Meanwhile,
the PA also can be used for color image. Even at high noise density levels, the PA
can suppress noise very effectively and preserve image details very well.

Acknowledgments This work was supported in part by the Open Scientific Research Project of
Artificial Intelligence Key Laboratory of Sichuan Province, China under Grant No. 2010RY009,
by Scientific Research Fund of Sichuan Provincial Education Department, China under Grant No.
13ZB0098 and No. 10ZB135, and by a Grant from the Key Programs of Sichuan University of
Arts and Science, China under Grant No. 2012Z002Z, which are greatfully acknowledged.

References

1. Bovik A (2000) Handbook of Image and Video Processing. Academic Press, New York,
pp 461-474

2. Pitas I, Venetsanopoulos AN (1990) Nonlinear digital filters: principles and application.
Kluwer Academic, Boston

3. Gallagher Jr NC, Wise GL (1981) A theoretical analysis of properties of the median filters.
IEEE Trans Acoust Speech, Signal Process 29(1):1136-1141

4. Hwang H, Haddad RA (1995) Adaptive median filters: new algorithms and results. IEEE
Trans Image Process 4(4):499-502

5. Wang Z, Zhang D (1999) Progressive switching median filter for the removal of impulse
noise from highly corrupted images. IEEE Trans Circ Syst-II: Analog and Digital Sign
Process 46(1):78-80

6. Eng HL, Ma KK (2001) Noise adaptive soft-switching median filter. IEEE Trans Image
Process 10(2):242-251

7. Srinivasan KS, Ebenezer D (2007) A New fast and efficient decision-based algorithm for
removal of high-density impulse noises. IEEE Sign Process Lett 14(3):189-192

8. Nair MS, Revathy K, Tatavarti R (2008) Removal of salt-and-pepper noise in images: a new
decision-based algorithm. In: Proceeding of the International MultiConference of Engineers
and Computer Scientists, vol 1, IAENG, Hong Kong, pp 19-21



41 A Novel Decision-Based Algorithm for Removal of Highly Corrupted Images 375

9. Ng P-E, Ma KK (2006) A switching median filter with boundary dicriminative noise
detection for extremely corrputed images. IEEE Trans Image Process 15:1506-1516

10. Wang Z, Bovik A, Sheikh H, Simoncelli EP (2004) Image quality assessment: from error
visibility to structural similarity. IEEE Trans Image Process 13:600-612



Chapter 42

Research and Design of Process Data
Warehouse for Business Process
Assessment

Hui Xia, Qing Yao and Fei Gao

Abstract Business process optimization occupies a very important position in any
corporation, the root of optimization lies in the mining of process logs. However,
the log data in different information systems is often heterogeneous, for ease of
process mining, they must be processed together in an united way, and data
warehouse (DW) technology is the best choice. Appropriate process warehouse
structure becomes the key to the research. Based on existing business process
assessment model, this paper designs a process assessment-oriented process
warehouse for storage and management of process instance data. It can be applied
to the process mining, assessment and optimization of event logs. Finally, a case
study demonstrates the concept given by this paper.

Keywords Data warehouse - Process log - Process assessment - Process
Warehouse

42.1 Introduction

Business process optimization has became the core competitiveness of enterprise
operation, and information system is the main pillar of business process. They,
such as ERP, CRM, SCM and so on, have achieved the systematic management for
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the business process in the corporation. When these information systems are
running, they record all the operation information into the system event logs. With
the passage of time, a great quantity of information related to process execution
exits in the logs, and it’s an important resource for business process mining and
optimization. The problem that different information system may has heteroge-
neous or redundancy information is not conducive to the business process mining,
assessment and optimization. Data warehouse can integrate the information in
each data source, and makes it the basis of data analysis. A data warehouse built
for the analysis of business process is called Process Warehouse [1]. With the help
of OLAP tools, it can implement information aggregating, analysis, and compar-
ing, moreover, it can mining new process model and improve the quality of the
existing process model.

Building a process warehouse will face lots of challenges: analyst may have
different abstract level and data granularity; synchronization between process
analysis and process automation; different information system has diverse life
cycle, furthermore status number in life cycle is infinite [2]; the relationship
between dimension tables and fact tables; inhomogeneity of items in fact tables;
the interchangeability of dimension tables and fact tables; diversity and so forth.

Based on the existing process assessment models, this paper proposes a
structure of process data warehouse which is more generic, process assessment-
oriented, and optimization-oriented.

42.2 Related Work

According to Inmon’s definition in the literature [3], Data Warehouse is a subject-
oriented, integrated, nonvolatile, and time-variant collection of data in support of
management’s decisions. Paper [4] breaks through the traditional design method of
Data Warehouse, proposes an unified representation of model, and problems
comes down to that of the choice of a hierarchy of criteria adapted to the neces-
sities of analysis. It also elaborates the model method of fact table and dimension
table. In order to solve the problems encountered in the process analysis [2],
proposes a generic solution for process warehousing and a process warehouse
model. On the basis of [2], paper 5] solves ETL (Extract-Transform-Load) prob-
lems and dumps log data into process warehouse.

In [6], it introduces a generic data warehouse design for processing workflow log
data, there are a lot of workflow logs in workflow management systems (WFMSs),
and they are a very valuable resource for business process re-engineering and
optimizing. Business process-oriented data warehouse architecture is proposed in
[7-9], and [7] deduces the structure of the data warehouse through the business
process model. The capabilities of process warehouse are seldom evaluated, so [10]
develops a generic process analysis framework (PAF) that can be used for evalu-
ating analysis capabilities of a process warehouse. Based on both theoretical and
technological achievements in processing mining fields, [11] puts forward a process
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mining model suitable for event log mode, provides the analysis process of
selecting evaluation indicators by AHP, and gives out a set of formulas for assessing
mining instance combing with the vector model.

On the basis of existing business process assessment model, this paper takes
process assessment-oriented process warehouse technologies as a study object.
Through preprocessing process logs, we can load them into process warehouse,
then it will be convenient for extracting useful process information for the opti-
mization of the business processes basing on the assessment method [11].

42.3 Process Warehouse

In this paper, the Data Warehouse built for business process analysis is called
Process Warehouse (PW). It is the major object in following analysis, which
provides data source for process mining.

42.3.1 Process Log

In information systems, Process logs have detailed record of the execution of
activities in process instance. It has a vital role as the data source of process
warehouse. The process log in this paper adopts XES, which is based on XML,
thus eliminating the need for evolution in process assessment model. The event
here refers to the action defined in process model, and instance is the once exe-
cution of process.

At present, the main object of process mining is structured event log presented
by symbols. However, a great quantity unstructured logs exist in practical appli-
cations, so a very important work is the structuralization and normalization of logs
before the data loaded into process warehouse [10]. Although the structure of log
in different information systems is different, the basic information they record is
similar, Table 42.1 is a typical structure of process log.

Table 42.1 A fragment of process log

Instance id Event id Timestamp Activity Executor Cost
1 13110041 2012.12.109:02 Register request Mike 10
13110042 2012.12.109:09 Examine John 50
13110043 2012.12.114:56 Check Pete 100
13110044 2012.12.208:32 Decide Sara 100
2 13110045 2012.12.112:21 Register request Ellen 10
13110046 2.12.12.113:01 Reinitiate request Mike 20
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42.3.2 Process Assessment Model

In order to do process mining better in business intelligence environment,
appropriate process mining models and assessment method for process mining
results become key issues. Reference [11] proposes a process mining model used
for event log mode, and it gives out a set of formulas for assessing process
instance. Results of assessment are presented as numerical data, can be displayed
directly for its significance. Through the setting of threshold, we can effectively
select and classify the process instance, thus providing the basis for decision
making for the follow-up process optimization.

Figure 42.1 shows the process assessment model, which uses the XML lan-
guage to record process event based on the form of event log and evolutes ref-
erencing XES standards. The relationship of elements in the model is shown
following.

Process log is the source of process mining, assessment and optimization. The
PAM based on the mining of logs provides an important reference for the
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Fig. 42.1 The process assessment model
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subsequent optimization. As the storage component, process warehouse plays a
very good role of bridge between the log and assessment model.

42.3.3 Design of Process Warehouse

Process warehouse based on the PAM stems from data warehouse, and here
proposes a generic and process assessment-oriented process warehouse model
(AOPWM). A single fact table is adopted in this paper, and its theme is the
execution of process. To make it as granular as possible is suitable for a variety of
data analysis.

Figure 42.2 shows the main elements of the snowflake schema of multi-
dimensional AOPWM, and the formalization describes as follows:

Definition 1 AOPWM is a fact-dimension mode, specified by a five-tuple
(Fs,Ds,R,MD,BD). Fs is the set of facts, and Ds is the set of dimensions;

D-process-instance

Work-object-key facts D-Process-Type

Process-start-time \ Process-Execution Process-Type-
= H - K ~ .
Process-end-time Work-object-key Yy D-action
Table-lists Process-id Type-Description Action-key
. Process-name Action-id
D-time
- Process-type D-node Success-rate
Time-Key
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hour ; .
D Process-start-time Node-id D-efficiency
ay :
Process-end-time Node-name Efficiency-key
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Node-list Action-list Process-id
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Process-duration - s D-cost
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satisfaction Money
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Fig. 42.2 Access-oriented process warehouse model
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R represents the relationship between facts and dimensions; MD is metadata of
warehouse, and BD is the related business data.

In this paper, we use a matrix to express the relationship between facts and
dimensions as well as dimensions and dimensions. We assume that AOPWM has
only one fact and n dimensions, then a matrix can be used to represent it. Here the
last row and column is fact, and others represent dimensions. For example,
rin+1)j=1, je€(0,1,...,n) means the fact referencing j dimension, and if
the number is 0, then the reference relation does not exist. The paper only con-
siders the reference which is from fact to dimension, and rule that dimensions can
only reference dimensions, and does not appear loop.

Definition 2 A fact is a five-tuple (F,key, PA,RA, Measurements), where:
F represents this is a fact; key is a two-tuple (id,name); PA is the set of primary
attributes; RA is a set of attributes which reference to a member of dimensions;
Measurements is a set of numeric attributes, which includes various values. RA
corresponds to the last row of R in AOPWM, which specifies the relation between
fact and dimensions. If here use an + 1 as last row of R, then > a(n + 1) = ||RA||.

Definition 3 Dimension, a four-tuple (D, key, PA,[RA], [Property]), where:
D represents this is a dimension; The means of key, PA and RA are similar to the ones
in fact; Property shows the features of this object, || means this attribute is optional.

In process instances, it can establish different tables according to different
process types. The quality dimension makes it easy for evaluators to find the
properties to assess, such as efficiency, customer satisfaction, cost and others. Here
the quality dimension references attributes in efficiency dimension and cost
dimension, and according to the importance of efficiency, customer satisfaction
and cost, it can set a weight for them, calculates a numeric result of quality, which
could intuitively represent the quality.

The efficiency of the process execution is defined as the number of nodes that
are executed within unit time. Customer satisfaction is the percentage that the
number of satisfied nodes accounts for the total in this process, and it is a very
crucial performance indicator for enterprises, which can directly reflect the result
of process to some extent. The cost dimension contains human, financial, material
and other aspects of attributes, makes evaluators easily find the needed data. The
time dimension has been throughout the entire fabric, plays a vital role, and can do
a variety of statistical analysis using aggregate functions.

The process loaded into process warehouse during ETL is completed, here does
not consider the uncompleted instance. Process belonging to different types may
be executed more than once, and each execution will add one record in facts and
the instance table at the same time. Due to the different data sources, it may lead to
different integrity of each attribute in instance, in addition, the attributes and status
of each instance are numerous, but in practical application, the properties enter-
prise concerned is limited, which makes our model feasible.



42 Research and Design of Process Data Warehouse 383

examination Back
]—v doctor’s
assay office

[ guiding H register H wait H see

’leave H settlement H heal H treat H hospitalize

.. medicine
leave inject ..
receiving

Fig. 42.3 A flow chart of medical circuit for breast cancer

.| Valuation/p
ayment

42.4 Case Study

Here uses a case to demonstrate the concepts defined in this paper. Taking the data
of some cancer hospital for example, it has a total of 374 patients with breast
cancer: in the hospital lobby there exists guiding place; then patients register, wait
and see the doctor. Doctors will write checklist according to patients’ condition,
then valuating and doing the corresponding examination. Figure 42.3 is the flow
chart. For shortcutting, one node hosts only one action.

After executing several healthcare processes, they will leave a large number of
records about patients’ information in the log, like name, age, sick type.
Table 42.2 is a fragment of information in system.

The fact (Table 42.3) will increase one record when instance 1 is loaded into
the process warehouse. Here Table 42.4 is the quality dimension.

Here makes the following statistic analysis for the instances in data set: the
maximum of efficiency is 1.71 and the minimum is 0.48; for cost, they are 58649
and 12652; for patient-satisfaction, they are 1.0 and 0.48.

Because of the difference between value scale of attributes in Table 42.4, it can
not be used to calculate quality directly, so normalization is needed at first, here
using min—max normalization:

B x — MinValue
"~ MaxValue — MinValue

y (New_MaxValue — New_MinValue) + New_MinValue

(42.1)

MaxValue and MinValue are the maximum and minimum; x is the value before
standardization and the result is y, mapping x to new interval
[New_MinValue, New_MaxValue).
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Table 42.2 Information for patients

Case-id Name Age Type Tumor Node Inv Deg  Irradiat Breast
size (mm) caps nodes malig
1 Hong Zhang 67 Benign 34 No 0 1 ITo Right
374 Ling Zhao 52 Benign 30 No 0 1 No Left

Table 42.3 Fact table

Case- Type Status Start  End Node Action  Origin Duration Quality

id time time  list list ator

1 Benign Completed 2012/ 2012/ Guiding Guiding Hon 10 days 6.272
09/ 09/ ...... ... hang

18 28 Leave Leave

Table 42.4 Dimension table of quality

Instance-id Efficiency Cost Patient-satisfaction
1 1.2 30000 0.83

Here uses formula 42.1 to normalize efficiency and satisfaction respectively,
since the value of cost is the smaller the better, we do following transformation for
the formula 42.1:

_ MaxValue — x
" MaxValue — NewValue

y (New_MaxValue — New_MinValue) + New_MinValue

(42.2)

For instance 1 in Table 42.2, mapping the values of efficiency attribute and
satisfaction to [0,10] and we get the following result: y efficiency = 5.85,
y satisfaction = 6.73 and the normalized result of cost is ycos? = 6.23. Then
according to quality = Y yiwi, (i = 1,2,3), it can calculate quality based on the
weights set by business personnel. Here the value of i corresponds to the three
attributes in quality dimension, and wi is the weight of them, and here they are
0.35, 0.3, 0.35. The result of quality is 6.272 after calculating.

42.5 Conclusions

In this paper we propose a design method of process assessment-oriented process
warehouse, give out the content of process logs and the structure of process
warehouse. In process warehouse, the determination of facts and dimension tables
as well as the attribute in them are all process assessment-oriented, which is
conductive to the following mining and assessing work. At last, using several
medical circuit instances, we explain how to store them and how they can be used
for process assessment by using method proposed in this paper. Now the process
warehouse structure is not overall, and it needs further optimization.



42

Research and Design of Process Data Warehouse 385

References

10.

11.

. Matthias J, Thomas L et al (2000) The challenges of process data warehousing. In: VLDB ‘00

Proceedings of the 26th international conference on very large data bases, pp 473-483

. Casati F, Castellanos M, Dayal U, Salazar N (2007) A generic solution for warehousing

business process data. VLDB’0, Vienna, Austria, pp 23-28

. Inmon WH (2003) Building the data warehouse, 3rd edn. Wiley, New York
. Schneider M (2007) A general model for the design of data warehouses. Int J Prod Econ

112(2008):309-325

. Johann E, Georg EO, Wolfgang G (2002) A data warehouse for workflow logs. In: EDCIS

‘02 Proceedings of the first international conference on engineering and deployment of
cooperative information systems, pp 1-15

. Bohnlein M, Ende AU (2000) Business process oriented development of data warehouse

structures. Data warehousing 2000, Methoden, Anwendungen, Strategien; Physica:
Heidelberg, 2000

. Doria D, Feldmana R, Sturmb A (2008) From conceptual models to schemata: an object-

process-based data warehouse construction method. Inf Syst 33(6):567-593

. Sturm A (2012) Supporting business process analysis via data warehousing. Journal of

Software: Evolution and Process, Special Issue: Business Process Modeling, Development
and Support, 2012, 24(3):303-319

. Shahzad K, Johannesson P (2009) An evaluation of process warehousing approaches for

business process analysis. In: EOMAS ‘09 Proceedings of the international workshop on
enterprises and organizational modeling and simulation, article no. 10

Geng L, Buffett S et al (2009) Discovering structured event logs from unstructured audit trails
for workflow mining. Found Intell Syst 5722:442-452

Wang Z (2012) The research of process mining assessment used in business intelligence.
computer and information science (ICIS) In: Proceedings of the 2012 IEEE/ACIS 11th
international conference on, pp 179-183



Chapter 43
A Novel Emergency Cross-Media
Information Retrieval Model

Lingling Zi, Junping Du, Qian Wang and Jangmyung Lee

Abstract Existing information retrieval approaches provide only limited
capabilities to capture the query requirements. However, a complete understanding
of search requirements is essential for improving the effectiveness of retrieval in
the emergency management field. To achieve this goal, we proposed a novel
emergency cross-media information retrieval model, which includes four parts:
information collection, information indexing, information retrieval and intelligent
mobile terminal. The proposed model has two advantages. One is to use ontology
technique to identify appropriate semantic information according to query words.
The other is to use image semantic analysis based on SIFT to achieve the task of
emergency image retrieval. Conducted experiments show that our model obtained
encouraging performance results.
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43.1 Introduction

With the increasing of multimedia information, requirements for emergency
information retrieval are growing [1, 2]. At the present, traditional retrieval modes
are confronted with big challenges: (1) a lot of uncorrelated information is easy to
return; (2) the key word-based retrieval mode provides limited capabilities to
capture user implicit query need; (3) the accurate multimedia search results cannot
be found for users.

In face of this situation, we proposed a novel emergency cross-media infor-
mation retrieval model (EIRM). The main contributions of the proposed model are
as follows: (1) ontology technique is adopted to analyze user implication
requirements and more appropriate query expansion words can be obtained;
(2) the technique of image semantic analysis based on SIFT is introduced to the
field of information retrieval, and emergency semantics can be extracted rea-
sonably; (3) a pattern that enables unified multimedia resources (i.e. text resources
and image resources) in the emergency domain is developed. In a word, EIRM
integrates the advantages of keywords and semantic search and supports more
accurate emergency multimedia search results, thereby improving the perfor-
mance of retrieval.

The rest of the paper is structured as follows. Section 43.2 presents the
framework of EIRM. Section 43.3 illustrates the implementation of EIRM.
Section 43.4 presents experimental work to demonstrate our model. The last
section concludes the paper.

43.2 The Framework of EIRM

In this section, we demonstrate a cross-media information retrieval model for
emergency information. This model consists of four components (See Fig. 43.1).

(1) Information collection module: it is responsible for collecting the massive
emergency information from the Internet, including text collection, image
collection, text extraction and semantic annotation. The objects of collection
are the text and image information in the emergency management. We define
collection keywords depending on the type of emergencies, and use a col-
lection algorithm based on content evaluation, which can determine the degree
of association between collected information and emergencies. Meanwhile,
the texts are extracted from collected text and image information and then
semantics are annotated.

(2) Information indexing module: aiming to quickly search emergency multimedia
information, we need to build up the index in the model. Specifically, the
function of this module contains three parts: the annotated document parsing,
inverted index creation and index maintenance. The first part performs the
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43.1 The framework of the proposed model

parsing task for annotated documents, the second part creates inverted index for
the parsed documents and the last part updates the index for changed annotated
document by batch updating and incremental updating.

Information retrieval module: this module is responsible for accurate search
emergency cross-media information, which mainly contains three parts: image
semantic analysis, query extension based on ontology, and sorting and display.
The first one performs the acquisition of image semantics by extracting the
underlying features of the query image; the second one achieves query
extension using emergency ontology and knowledge reasoning; the last one
proposes the label sorting method to obtain comprehensive emergency
information query results, combining text and image resource from multiple
angles.

Intelligent mobile terminal module: it is responsible for searching and
displaying emergency information in mobile terminal. It is divided into three
parts: resource customizing, resource retrieval and state detection. The first
one selects the collected resources, maintains data object lists for mobile
terminal retrieving, and sets the display list of retrieving results for different
user groups. The second one calls information retrieval module in the servers,
carries out heterogeneous information retrieval, and displays results based on
the customized information provided from back-end database. The last one
adopts resource locating function to monitor regularly database objects, and
records monitoring results in the log files.
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43.3 The Implementation of EIRM

In this section, we elaborate the critical steps in the process of EIRM imple-
mentation. The proposed model is not only able to capture accurately the user
query intention, but also to provide multi-faceted emergency multimedia search
results.

43.3.1 Inverted Index Construction

EIRM adopts inverted index technique [3] and information caching technique to
construct index files, so as to improve the efficiency of retrieval system. Specifically
we firstly analyze the established label documents, and extract the index terms,
including metadata index term and content index term. Then the index fields are
established according to the index terms, and the inverted index files can be con-
structed. Here the inverted index file is denoted as <k, <a,.f1, <pi1Piz,---P11>>
e s fi, <P Pi2s e D5 <Oy <P 1sPn2s - - - Pip>>>. In which k represents the
number of annotating words appearing in the label documents, g; is the ID of label
document. Given the label document a;, f; is the term frequency of query word and
<PinPi2s---Pip> 18 its position list.

The inverted file list can be divided into three parts: (1) a ID sequence of label
document <ay,...,a;,...,a,> (1 < i < n); (2) a position sequence <p;;,p;z,....Pi>;
(3) a term frequency sequence <fi,...f5,...,fi>. Given the query word, all label
documents associated with the query word, i.e. <ay,...,a,,...,a,> are quickly found
through inverted index files and the corresponding files can be obtained using the
obtained label documents. Finally the source files of the various types of media
information can be acquired according to the information recorded in the label
documents.

43.3.2 Image Semantic Analysis Based on SIFT

In order to ensure the accuracy of image analysis, EIRM combines feature
mapping and text extraction to complete image query function of emergency
cross-media information. The semantic analysis processes are shown as follows.

Step 1: the candidate image set can be obtained using image collecting function
and visually similar images in the set can be acquired through applying visual
characteristics method.

Step 2: the key words can be extracted from the sources of the acquired images
and from obtained key words [4]; the global key words are captured as the texts of
image annotation. Accordingly, all the used images are in the training set of
semantic annotation.



43 A Novel Emergency Cross-Media Information Retrieval Model 391

Step 3: image SIFT features [5] can be computed and a visual distribution
model can be constructed in these training images. On this basis, a mapping
between the text annotation and visual distribution [6] can be established by
applying machine learning method.

Step 4: K-means clustering algorithm [7] is used to cluster the feature vectors
of all training images. Each cluster is treated as a visual block and each training
image eigenvectors are distributed in the various clusters. Finally, image semantic
description is obtained according to the obtained distribution of visual blocks.

When the user enters an image, EIRM generates visual features of the image,
and performs matching of visual characteristics based on the training sets. Finally
according to matching results, we obtain semantic description of the input image.

43.3.3 Query Extension Based on Ontology

To realize query expansion, EIRM uses ontology technique [8, 9] to represent
emergency knowledge, performs knowledge reasoning through emergency ontol-
ogy reasoning, and effectively shares and reuses emergency knowledge. We use
object-oriented approach to design conceptual model of emergency knowledge and
the model contains three elements: concept, attribute and relation. Concept refers
to the name of the basic unit of emergency ontology; attribute refers to the
characteristics of emergency knowledge, and relation describes the association
between emergency knowledge.

Specifically, emergency ontology can be established according to the emer-
gency conceptual model, including establishment of concept, attribute and rela-
tion. Then inference rules are designed based on the principles of OWL and the
inference engine can be created according to description information and ontology.
Meantime, inference engine and query ontology are bound together to obtain a
search object. Combing the ontology API and model API, search object can be
reasoned and so new knowledge can be acquired. When the user inputs query
keywords, semantic expansion words are acquired through new knowledge and
more searching results are displayed for uses.

43.3.4 Label Sorting

We use the label sorting method to organize the searching results according to the
correlation of the query expansion set and the annotation information. The specific
processes are shown as follows:

Step 1: calculate the correlation between expansion words and result records.
Let E = {e;,es,...,e,} be the extended word set. The degree of correlation between
expansion word e¢; and the label document, i.e. Rank(e;label) is computed
according to (43.1):
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Occurance(e;,label)

Length(label
_ ST ( o ) ,Occurance(e;, label) > 0
Rank(e;, label) = o Location(e;,j, label) (43.1)

0, Occurance(e;,label) = 0

where Length(label) represents the length of the label document;
Occurance(e;, label) represents the frequency of e; that occurs in the label document;
Location(e;, j, label) represents the location that e; occurs in the label document.
Then the correlation between extended word set and the label document, i.e.
labelrank(E, label) is computed using (43.2).

n

labelrank(E, label) = ZRank(ei, label) (43.2)

i=1

Step 2: determine expansion degree of e;, i.e. { according to the position of its
result list of ontology reasoning.

Step 3: calculate the final correlation between E and label documents by using
(43.3):

R(E, label) = labelrank(E, label) x { (43.3)

Finally, multi-faceted emergency information search results integrated with text
and image can be sorted by R(E, label) and shown for users in the navigation view.

43.4 Experiments Results and Discussion

We constructed emergency cross-media information retrieval system for users who
query in Chinese inborn language. For the development of this system, we used
Myeclipse 8.5 platform, MySQL 5.1 and a PC with Intel Core(TM) 2 Duo T6570
processor, 2.1 GHz and 4 GB of main memory. Lucene and Heritrix web crawler
tool were also used. In addition, we built emergency ontology with Protégé tool
and performed ontology reasoning with Jena.

Precision and Recall are important measurements of the search system. We used
ECIR to perform five queries, including milk poisoning (query ID 1), Red Duck
(query ID 2), Watermelon leavening (query ID 3), waste oil (query ID 4) and shoes
gelatin (query ID 5). The precision and recall values corresponding to the results of
different queries are shown in Fig. 43.2. It can be seen that all the precision values
are 100 % and recall values are 80 %, 70 %, 90 %, 78 % and 89 % respectively.
The results demonstrate that the performance of EIRM is relatively stable.

We investigated the system performance from the perspective of the user with
correct results provided by humans. For this reason, ten students from our
department were asked to use this system. The volunteers entered the specified
query keywords. Ranking accuracy and satisfaction score were recorded according
to the results returned. Figure 43.3a depicts the average ranking accurate rate of
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our survey and Fig. 43.3b summarizes the volunteers’ average satisfaction score
with regard to query results. The satisfaction standards of grading are shown on the
right. The average satisfaction score is 81 and it demonstrates that users are
relatively satisfied with the query results. However, in our survey, there are also
some cases of relatively low satisfaction score, possibly due to because the fact
that some multimedia objects are not marked accurately.

43.5 Conclusions

This paper proposes a novel emergency cross-media information retrieval model.
The proposed model collects emergency multimedia information, performs cross-
media semantic analysis and achieves efficiency retrieval for cross-media
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information. The model also achieves the task of user query under the state of
emergency management by using the retrieval of intelligent mobile terminal,
which adapts to unstable network condition in the emergency areas. Further work
includes intelligent query of emergency cross-media information, emergency
forecasting and intelligent decision.

Acknowledgments This work is supported by the National Basic Research Program of China
(973 Program) 2012CB821200 (2012CB821206), the National Natural Science Foundation
of China (No. 91024001, No. 61070142) and the Beijing Natural Science Foundation
(No. 4111002).

References

1. Carpineto C, Romano G (2012) A survey of automatic query expansion in information
retrieval. ACM Comput Surv 44(1):1:1-1:50

2. Ferrandez A (2011) Lexical and syntactic knowledge for information retrieval. Inf Process
Manage 47(5):692-705

3. Kucukyilmaz T, Turk A, Aykanat C (2012) A parallel framework for in-memory construction
of term-partitioned inverted indexes. Comput J 55(11):1317-1330

4. Kallipolitis L, Karpis V, Karali I (2012) Semantic search in the world news domain using
automatically extracted metadata files. Knowl-Based Syst 27:38-50

5. Dorado-Munoz LP, Velez-Reyes M, Mukherjee A, Roysam B (2012) A vector SIFT detector
for Interest point detection in hyperspectral imagery. IEEE Trans Geosci Remote Sens
50(11):4521-4533

6. Zhou GT, Ting KM, Liu F (2012) Relevance feature mapping for content-based multimedia
information retrieval. Pattern Recogn 45(4):1707-1720

7. Lee SS, Lin JC (2012) An accelerated K-means clustering algorithm using selection and
erasure rules. J Zhejiang Univ-Sci C-Comput Electr 13(10):761-768

8. Valencia-Garcia R, Garcia-Sanchez F, Castellanos-Nieves D, Fernandez-Breis JT (2011)
OWLPath: an OWL ontology-guided query editor. IEEE Trans Syst Man Cybern Part A Syst
Hum 41(1):121-136

9. Fernandez M, Cantador I, Lopez V (2011) Semantically enhanced information retrieval: an
ontology-based approach. ] Web Seman 49(4):434-452



Chapter 44
A Framework for 3D Model Acquisition
from Multi-View Images

Chunmei Duan

Abstract 3D model acquisition is a fundamental issue in computer graphics and
computer vision. However, constructing 3D model manually using software such
as 3D MAX and Maya is a tedious and expensive work. Therefore, finding out how
to obtain 3D model directly from the real world becomes a hot research topic. In
this paper, we describe a framework for obtaining 3D model from multi-view
images of a real object. We start with images of an object taken from different
views, and then feature points extracted and matched. From the correspondences,
camera calibration data and 3D geometry are acquired. Experimental results in the
end of the paper show the effectiveness of the framework.

Keywords 3D reconstruction - Feature correspondence - Surface reconstruction -
3D structure recovery

44.1 Introduction

3D model acquisition is an important task in industry, and also is a fundamental
issue in research fields of computer graphics and computer vision. However, to
construct 3D model manually using software such as 3D MAX and Maya is a
tedious and expensive work. Therefore, finding out how to obtain 3D model
directly from the real world becomes a hot topic in research fields. Currently, as a
digital reservation and record technology, 3D structure acquisition from real
objects can be widely applied to fields of object modeling, scene modeling,
photorealistic rendering, robot navigation, object recognition and 3D metrology
and other cultural fields such as archaeology, advertising and entertainment.
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Methods for 3D model acquisition from real objects can be mainly categorized
as active and passive approaches. Active methods are used by 3D scanner com-
munity and passive method usually defined by 3D modeling based on images. Due
to its low cost and immediately color acquisition power, image-based 3D modeling
becomes complement of active methods.

Automatically reconstructing 3D structure from multiple images taken from
different views is also known as image-based modeling and is a key research topic
in the automated acquisition of geometric object models. In this paper, aiming at
acquisition of integrated 3D model, we exploit the whole workflow of 3D
reconstruction and present a simple and low-cost framework for 3D modeling of
real world object from multi-view images.

44.2 Related Work

Over the past years, a great many of related studies aiming at constructing 3D
models from images existed [1-9]. Approaches for obtaining 3D data from images
can be generally classified as four categories. @ Voxel-based approaches [3, 4] are
based on a bounding box containing the reconstructed scene and their accuracy is
limited by the resolution of the bounding box. @ Methods based on deformable
polygonal meshes [5, 6] need starting with a good point such as a visual hull
model, which limits their applicability seriously. Esteban and Schmitt [6] propose
a method using visual hull to initialize the deformation of a surface mesh under the
influence of photo consistency constraints, which yields excellent results except
for some local minima. @ Approaches employing multiple depth maps [7] are
more flexible alternatives, however, its procedure need complicated depth map
fusion. @ Small patches or points based methods [1, 8] retrieve 3D structure from
images by extracting small components such as points or patches which construct
the final 3D model in combination. Furukawa and Ponce [1] propose a novel
algorithm based on a dense set of small patches covering the surfaces visible in the
multi-view images and the experimental results are impressive.

Although 3D model acquisition from multi-view images is a well studied topic
in past years, it still suffers from some problems such as demand for expensive
experimental equipment for obtaining high quality image, ideal illumination
conditions and accurate camera calibration data, etc. In this paper, we present a
simple, low-cost and hybrid framework for 3D model acquisition from images. We
first start with a few images of a real world object taken from different views by a
single camera, and then feature points of images extracted and matched. The
matches are used for camera calibration which can be employed to produce a
dense set of feature matches. After calculation, 3D point cloud is generated from
the collection of image matches. Final 3D models are obtained after 3D point
cloud optimization, surface reconstruction and multi-view texture-mapping.
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44.3 The Framework for 3D Model Acquisition
from Multi-view Images

Figure 44.1 shows our system for 3D model acquisition of real world object from
multi-view images. The framework start from step @ images acquisition, step
@ local image feature extraction and matching, step ®, @ 3D point set retrieving
and optimization, step ®, ® surface reconstruction and texture mapping. The rest
of the section describe these steps concretely.

44.3.1 Acquisition of Multi-view Images

Firstly, as shown in Fig. 44.1 step ©, we take photos of a real world object from
different views. As a matter of fact, in order to avoid the vibrations of the camera, we
just attach it to a sturdy tripod and turn the target object every time for a new view.
The first two columns of Fig. 44.3 show two views out of total 16 images taken from
all around of three test objects. The photos are acquired by digital camera Canon
A640 and the image resolution is 640 x 480. The entire photo taking procedure is
implemented by computer software provided by Canon Company.

Fig. 44.1 Our framework for 3D model acquisition of real world objects from multi-view
images
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44.3.2 Image Local Feature Extraction and Matching

Then, as shown in Fig. 44.1 step @, images feature points of every views should be
extracted and matched for estimation of camera intrinsics and extrinsic parameters
used for 3D structure recovery. We detect the scale invariant features known as
Difference-of-Gaussian (DoG) [10] which is defined as the difference of Gaussian
convulsion kernel of different scale factors as described in Eq. (44.1).

D(x,y,0) = (G(x,y, ko)) — G(x,y,0) * I(x,y) (44.1)

where G(x,y,0) = 71> e~ (¥7)/27° 5 the Gaussian kernel, I(x,y) is the processed
image and * denotes the convulsion operation.

Then the gradient data of the neighborhood patches in suitable size of the DoG
features are normalized and then the local feature descriptor described in [11] is
applied to perform feature correspondence task. The feature correspondences are
used to perform camera motion parameter estimation.

44.3.3 3D Point Set Retrieving and Optimization

The matched features are firstly used for estimating fundamental matrix [9] which
describes the relationship between different image views and is estimated non-
linearly using global optimization and bundle adjustment techniques [12] jointly.
The fundamental matrix is parameterized to the minimum number of seven
parameters and estimated by global minimization in term of non-convex linear
matrix inequality (LMI) and convex LMI relaxation techniques [13]. We perform
the computation in a RANSAC framework and consider nonlinear criteria, toge-
ther with epipolar geometry constraint [9].

The multi-view projective reconstruction in a unified framework is only based
on the fundamental matrix, by which the 3D structure is created. Based on the
solved fundamental matrix, the projection matrices in projective space corre-
sponding to different views are estimated. The solved projective matrices and 3D
point set in projective space can be updated to the metric space by self-calibration
technique [9]. Due to the robustness and preciseness of the estimated fundamental
matrices, our method to recover the projection matrices and 3D structure is stable
and robust. The procedure is referred to as the step @ in Fig. 44.1.

After imposing the dense matching similar to Ref. [1], we obtain relatively
dense 3D points. However, due to the ill-posed nature of the algorithm, the
obtained 3D point cloud is sparse and noisy comparing with those obtained by 3D
scanners. In 3D reconstruction field, conventionally, bundle adjustment (BA) will
be adopted to optimize 3D point clouds and camera calibration data [9]. During the
minimization shown in Eq. 44.2, the 3D point structure and parameters of camera
projection matrix are optimized. There are enough correspondences in adjacent
two and three views according to statistics we got in experiments and we divide all
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the image views into 2-view and 3-view groups and over which to perform opti-
mization algorithm.

min 33" {my (P )} (44.2)

Piy{m} = =0

where, {P;} is the collection of projection matrices, {MJ} is the collection of the
estimated 3D points, {m;;} is the collection of matched feature points of M; under
point view i, || || is 2-norm operator, namely, sum of squares, f is the projection
function, namely, f(P;, M;) = PiM;.

We implement the optimization using SBA technique. SBA (Sparse Bundle
Adjustment) is an effective development of LM algorithm which employs the
sparse nature of coefficient matrix so as to simplify the solving [14]. The refined
correspondences and the estimated projection matrices as well as the initial
recovered 3D point set are as the parameters being sent to SBA framework to
perform local and global optimization. RANSAC framework is also used to
increase the robustness of the algorithm. This part is referred to as the step @ in
Fig. 44.1. Our experimental results show that errors in the original data are cor-
rected and the quality of the reconstructed 3D model is promoted obviously.

44.3.4 Surface Reconstruction and Texture Mapping

After optimization, 3D point clouds will be triangulated to be a 3D mesh model. In
our experiments, we first employed Tight Cocone method [15] which is based on
Delaunay triangulation. Although Tight Cocone is very effective to scanned data, it

Fig. 44.2 3D mesh model after Tight Cocone triangulation
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Table 44.1 Part of data sets used in our experiments

Data sets Resolution Illumination Image number Materiel
Dog 640 x 480 Natural light 16 Resin
Warrior 640 x 480 Natural light 16 Bronze
Beauty 640 x 480 Natural light 16 Wooden

Fig. 44.3 Three reconstructed 3D models obtained from multi-view images

is not very good at dealing with sparse and noisy data like ours. As shown in
Fig. 44.2, many errors and holes are found on surface of the mesh after Cocone
triangulation. So, we adopt Poisson approach [16] to triangle the oriented points.
And the final 3D points are further smoothed after employing the approach as
shown in Fig. 44.1 step ®.

Texturing the reconstructed 3D model is the last step in the framework as
shown in Fig. 44.1 step ®. We propose a new method for automatically texturing
complex 3D model in [17]. The photographic images for acquiring 3D structure
are again used as texture data and mapped precisely on the surface to enhance the
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model appearance. We implement an iteration algorithm for automatically sam-
pling a few images as texture maps instead of using the whole set of input images.

44.4 Experimental Results

Table 44.1 shows the characteristics of part of the data sets that we used in our
experiments. Figure 44.3 shows three reconstructed 3D models obtained from
multi-view images using the proposed framework. The left two columns show two
of the 16 images of real objects for reconstruction. The rest columns show the
recovered point sets and textured 3D models, respectively.

44.5 Conclusion

In this paper we presented a framework for automatically construct 3D model of
real world objects from multi-view images of the objects. The integrated 3D
reconstruction workflow was revisited and in each step of the reconstruction
procedure such as feature matching, point cloud generation, optimization and
texture mapping. Some new approaches or algorithms were employed to promote
the final quality of the reconstructed 3D model. We believe that the proposed
framework provided an effective and inexpensive way to obtain 3D model of real
world objects. The experimental results in the end of the paper show the efficiency
and feasibility of the proposed algorithm.
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Chapter 45

Vehicle Tracking Based on Nonlinear
Motion Model

Fan Zhang, Hong Li, Kalilou Kone and Wei Zhang

Abstract How to detect and track vehicle in nonlinear motion is a big problem in
computer graphics technology. Monocular vision is complete works like posi-
tioning with only one camera; it has a simple structure and a strong applicability.
In this paper, we build and solve models of traffic video with nonlinear motion
model, to locate and track vehicles in video. We present a new nonlinear move-
ment model using shape model and projection model. The accurately calculated
results of position and velocity of the vehicle is given by estimating the vehicle’s
speed, posture, the last position. It’s an effective solution to the problem that
nonlinear movement is difficult to estimate by KALMAN filter and the tracking
process is not stable and reliable enough. The experiments show that the new
algorithm has better robustness than EKF and UKF algorithm.

Keywords Nonlinear motion - Vehicle tracking - Motion model - KALMAN
filter

45.1 Introduction

With the development of science and the progress of the society, the car has
become an indispensable transport tools. Vehicles detection and tracking in the
traffic video is the basic step of intelligent transportation system, visual monitoring
and it is also very important step. In recent years, both attach great importance to
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the research of this field at home and abroad, and successively appeared a lot of
remarkable achievements. For most of the tracking problem, it usually assumes
that the camera is stationary, or compensate through a global movement. The key
to the problem is foreground and background modelling, and the model must meet
the following requirements:

1. Model of the background and the foreground has sufficient separability.

2. Between adjacent frames, the measured value of the parameter in the fore-
ground model has good continuity and stability.

3. The model is able to meet the requirements of real-time computing; otherwise,
the motion prediction model will not be able to maximize its effectiveness,
leading to the failure of the tracking.

Mean-shift, Particle filter and KALMAN filter tracking method has become
widely used in recent years, but the description of the foreground/background has
been key to the study [1, 2]. The central idea is in the case of priori geometric
model of the vehicle, according to the information of its position, size, and speed
in a single view, determined the next time location, size, angle, and other
parameters of the estimator, efforts to find the optimal solution of the foreground
object, In order to achieve a stable and powerful tracking result. In addition, there
are two non-linear motion tracking method: The first method is the function
approximation.

It is for linearization of the nonlinear equation of state or observation equation,
typical algorithm is extended KALMAN filter (EKF) [3]. The EKF First linearizes
nonlinear equations, using a Taylor expansion and then combines the classic
KALMAN filter for the estimation. EKF algorithm is simple and easy to imple-
ment, but has poor tracking performance in the strongly nonlinear and non-
Gaussian environment, and even filtering divergence. Another method is based on
the sampling approximation method, sampling approximation method using a set
of samples with weighting value to approximate the posterior probability density
function (PDF) of the target, typical algorithms are Unscented KALMAN filter
(UKF) and the particle filter (PF). Which UKF [4] use the identified sample points,
Thus avoiding tracking errors caused by the linearization, when the state of the
posterior probability density function is non-Gaussian, the tracking performance
will get worse. The experiment references EKF and UKF methods.

45.2 Motion Model
45.2.1 Linear Motion Model

Firstly, this paper describe the most simple model of rigid linear motion like that
the motion of the vehicle only in a straight line, only have one degree of freedom.
On this basis, discuss it further more in depth and complex. In the situation which
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the motion of the vehicle is linear entirely, we suppose that the target vehicle’s
projected image in monocular video is Y, and its profile is described by a series of
coordinate points, the parameter of the profile is S = {x1, y1, x2, y2,
...... XN, YN}, X;, y; are the coordinate points which were marked as group i.

If we know the profile S; at t time, we can get the description value at 7 + 1
time:

S(prl) =S, Xs;+1 (45.1)
The expression of z; like that
te=v: X AT+ 1/2 x a, x (At)? (45.2)

v, and a, Originate from the estimated value in t time, ¢, present the instantaneous
displacement of the object in 7 time, s, presents the scale changes which were
caused by displacement. In the linear motion, the motion of the object do not cause
any change in its shape and gesture, so the scale changes is proportional to the
visual depth of its location, and the visual depth is also linear when the motion is
linear. So we can calculate s; from the gradient.

45.2.2 Nonlinear Motion Model

As the nonlinear motion of the rigid body, we can view it as the motion in two
directions—translation and rotation. Translation like the linear motion, just expand
the motion in straight line to the whole plane or carved surface, it cause the change
in coordinate and scale. Rotation is the projection which the moving object in three
dimensional space projects its rotation on two-dimensional plane, it mainly cause
the tracking object’s change in shape and gesture. We also should know that, in the
nonlinear motion of the vehicle, the generation of the rotation is accompanied by
its displacement; there also have some certain relationships between the angle of
rotation and the parameters of the displacement. Now we are discussing the
nonlinear motion model in plane.

S(r+l) = rT(SI) X §; + t; (453)

r. is the rotation which caused by moving object, and it is also a process which
caused by the two-dimensional profile’s changes in shape and gesture. In the flat
surface, ¢, of nonlinear is same as linear model, but s; is defined by the visual
depth of the object’s coordinate location. In general, vehicle always towards the
tangent direction of its movement, so, in the flat surface, the angle of the r.’s
rotation is (a;At/2v,). Besides that, because of the vehicle always on the land, the
horizontal angle of the vehicle is also the horizontal angle of land in the picture.

Then we analysis these parameters further more. Firstly it’s the translations
parameter t, as the most important attribution in vehicle tracking. We can describe
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()

Fig. 45.1 The generative motion model. The graph implies three types of information: the
translation model P(¢|v, a), the scaling model P(s|S, ¢) and the Rotation model P(r|S, v, a). S will
get the estimated value with these three models, and give the feedback to the parameter v and a

it with v and a. E(v) = vg + apA, we can consider the speed to be linear, in a short
time A — 0. But vy and aq originate from the estimation of the previous infor-
mation, so, v also has some certain Gaussian noise.

dv 5
v 454
aO(N(dt’G) (45.4)

If we don’t have priori knowledge, we can consider a have additive Gaussian
noise. Scale scaling parameter s for Plane, the scaling coefficients in the x-axis and
y-axis Sx, Sy is completely independent, s = s, X s,. For the curved or irregular
terrain, s = s(t 4 1)/s;, s(t + 1) and s, are determined by the coordinate and the
topographic gradient. The rotation parameter r rotates the 3D object, start with the
angle 0, and end with the angle 0(t + 1). The motion model like Fig. 45.1.

45.3 Vehicle Tracking with Nonlinear-Model KALMAN
Filter

45.3.1 Initialization

Before the tracking, we should detect the vehicle. When an object enters the
camera screen, detection starts immediately. The principal framework of vehicle
detector is composed of 3 parts: firstly, we extract edge features of the input image,
especially extract the profile features of the new object; then combine the profile
with the original picture and cut the object apart; finally, send the segmentations
results to the image classification device, then we can get the detection results. If
the new object is vehicle, the tracking aim, extract its angle features; discern the
profile and the direction of the vehicle. The finally results of the detector have 3
parts: vehicle profile, the rectangle framework of the vehicle location, vehicle
direction; send these information to the tracking device, then the tracking start.
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45.3.2 The Tracking Method

We apply the motion model which proposed previously to the target tracking,
select KALMAN filter as the general framework of the tracking, form a complete
tracking module. In this experiment, define the status of KALMAN filter as
x(t) = [x,y, dx, dy, d*x, dzy]T, the observation is y(r) = [x,y]", Y1 and d*x are
target image’s location in horizontal direction, velocity and acceleration; y/dy and
d?y are target image’s location in vertical direction, velocity and acceleration. The
basic tracking procedure is as follows:

1. Initialization phase: define the observation target z, in the reference image and
input its initial status x(0). Select the process model of KALMAN filter and
forecast the region where the target possibly appears.

which
(1 0 Ar 0 A2 0
01 0 A 0 1A
A_l00 1 0 A 0
“lo o o 1 0 At |’
00 0 0 1 0
00 0 0 0 1
1 0 0 0 0 O
01 0000
B s 2, |00 1 0 0 O
Atin(W)O(N(O,GI%O-Ii 0O 0 O1 00
000O0OT1O
(00 00 01

Forecast the location of the object with the formula, so we get the estimated
information x(¢) at t time. If the accuracy of the forecast model is not enough, do
once template matching after we get the estimated value of x(1), acquire the
accurate information about velocity and location.

2. Renew the estimation of the target’s location: according to the detection
method, acquire the target’s observation location z,, (), renew the estimation of
the target’s status.

x(t) =x() + K(t)(y(t) — H - x(1)) (45.6)
1000000 . .
In the formula, H = {0 10000 0] , K(7) is KALMAN gain.
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3. Correct the status of the tracking target with the template in motion model,
correct the tracking framework and optimize the tracking barycenter with the
object’s location estimation x(f) and angle estimation arctan

(dx + d2y)At/2 (dx + dy)} , then we can get the estimation x(¢ + 1).

45.4 Experimental Results
45.4.1 Accuracy Analysis

We compare our approach with EKF and UKF. We initialize the filter with
inputting the first two frames’ annotation of each moving vehicles.

Figure 45.2 shows examples of tracking with three methods EKF, UKF and
NMKEF. It is a typical example of a turning movement. Since the turn, the vehicle’s
shape, speed, and other parameters are changed. EKF still trying to find best
estimate then caused large deviations. UKF try to produce smooth results with
posterior probability using Gaussian distribution. However, the error is still beyond
the Gaussian noise model accommodated upper limit. So UKF results are not
accurate enough. The new method does more accurate tracking by matching
motion model. The result of new approach only has a tiny distance with the
observed value.

We focus on the non-linear movement, which contains 200 frames. For each
example, we run EKF, UKF, and our approach separately, using the same ini-
tialization and background difference method as detection. Figure 45.3 shows the
errors for the three methods. The x-axis shows index of frames. The y-axis shows
the root mean square error (RMSE) with respect to the labelled point.

Fig. 45.2 Nonlinear object tracking result from different tracking method. The EKF algorithms
use black box, The UKF algorithms use red box. Our NMKEF algorithms use yellow box. a EKF.
b UKF. ¢ NMKF
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Fig. 45.3 Test error for vehicle tracking with EKF, UKF and our NMKF approach. a Linear
movement. b Nonlinear movement

Table 45.'1 Time . Filter The average running time (ms) RMSE (pix)
complexity of nonlinear
motion tracking EKF 15.2 10.6
UKF 90.6 7.5
MMKF 166.0 33

45.4.2 Speed Analysis

We research the tracking of non-linear motion; the average time this experiment
takes (Each trace of the mean value of each tracing time) is shown in the
Table 45.1.

As can be seen by the table information, the computational complexity of
NMKEF increases. However, adaptability for nonlinear movement enhances. It can
still effective track in complex circumstances, it is more robust than other
algorithms.

45.5 Conclusion

This paper proposed a new motion modelling method of the core issues in the
target tracking, Modelling and description of the target, and improved the trace-
ability of the nonlinear target motion and the stability of the target tracking. The
experiment results showed that: This approach can be effective tracking nonlinear
motion object in the long sequence of frames; this tracking prediction model is
relatively independent with shape modelling method. Although this paper use
KALMAN filter as tracking framework, other tracking methods is possible. It has
good extensibility. All of these experiments show that the modelling method
proposed in this paper can enhance the performance of the tracking algorithm.
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Chapter 46
Detecting Pedestrian Using Motion
Information and Part Detectors

Lingli Xu and Zhiping Zhou

Abstract A pedestrian detection method based on motion information and part
detectors is proposed in this paper used for handling partial occlusions of pedes-
trian in video. Extracting motion areas in the video image by fast frame difference
image Gaussian mixture model as the candidate region of the pedestrian firstly;
Then the part detectors including head, head-left should, head-right should, torso
and so on, which have trained by the liner SVM combined with the HOG features
pyramid were used to scanning detect in each candidate region individually.
Finally, the Max Margin Hough Transform is used to verify the detection result.
Experiments on databases and the video shoot by us show that our method has high
performance in detecting pedestrians with partial occlusion.

Keywords Partial occlusion - Motion information - Part detectors - Pedestrian
detection + HOG features pyramid

46.1 Introduction

Pedestrian detection has very important applications in video surveillance, machine
vision, assisted driving, and content-based image/video retrieval. However,
detecting humans in images/videos is a challenging task because of the variation in
visual appearance caused by changes in pose, clothing, articulation and occlusion.
Currently, the most classical approach is the Histograms of Oriented Gradients
(HOG) which proposed by Dalal et al. [1] in 2005. A great test result can be got by
this method when the background of image is relatively simple and the target does
not be occluded. However, there often exist various occlusions between background
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and pedestrians, pedestrians and pedestrians in actual scenes. It is widely accepted
that a representation based on parts is necessary to tackle the challenge of detecting
people in images. Mykhaylo and Stefan [2] built upon the pictorial structures model
and strong part detectors for people detection and pose estimation, which is powerful
and general. But it did not take full advantage of model relationships between body
parts beyond kinematics constraints. Felzenszwalb et al. [3] generalized an approach
for object detection based on mixture of multi-scale deformable part models com-
bined with latent SVM, which was a better performing system on the task of
pedestrian detection. However, the part models did not consider the effect of
detection affected by difference of angles of parts of human body. Guo et al. [4]
described a segmentation-aware model to handle occlusion in object detection,
which made the detection more robust to occlusion, but it need to richer represen-
tation on the deformable parts-based models.

46.2 Getting the Part Detectors
46.2.1 Selecting Parts of Human

The low-level signals captured by HOG features pyramid from the image blocks
are often ambiguous owing to the variation of the posture and angle of human and
the irregular occlusion; patterns that are almost indistinguishable given the HOG
features pyramid inside the image blocks, but can be distinguish by observing the
addition shape context of human [5]. For example, a front-facing pattern is similar
to a back-facing one in appearance, and thus the corresponding part detectors will
often have the similar test results. If the separate parts of the body is used to split
human that human body is can be divided into head, arms, torso, legs simply.
Using these separate parts for training to detect pedestrians will bring a relatively
large error. These ambiguities can be resolved by exploiting context. To distin-
guish between the pedestrian together through multiple patterns of neighboring
parts detectors. For example if a head detector detects only, we can infer that the
oval shape such as a wheel sometimes will be mistaken for a head in the image.
But, if use a head-and-shoulder pattern, we can suppress the false detection by
determining whether there is no torso underneath.

As we as know, there are 19 types of key-point in anatomical human (such as
eyes, nose, hip, joints, etc.), and 15 types of regions of person [6] can be obtained,
which include face, left should, right leg and so on. For pedestrians walking
upright, the approach of key-points annotating from different angles of head, left
and right should, hip is used to fragmenting the 30 individual body parts for
training in this paper, such as head, left head-should, front-torso, upper body, etc.
The image patches including these parts regarded as positive samples combined
with negative samples that are the same size image blocks randomly generated
from non-pedestrian samples can be trained to produce 30 types of parts detectors.
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46.2.2 Training Local Detectors

The difficulty and the primary problem is how to divide the parts and construct
effective part detectors based on local detection. Parikh etc. [7] found that the
detection performance impacted on parts detectors is greater than the impacted of
the geometric relationship between the parts detectors on local detection. There-
fore, the most importance is constructing effective parts detectors. There the
dataset we used is the PASCAL VOC 2011 which provides enough such anno-
tations. In the dataset the human body is treated as a lot of image blocks corre-
sponding to different parts of person. The training algorithm consists of the
following steps:

First step: Collecting image blocks. 30 random windows contain the key-points
of the human body is selected from the training set as seed windows. Patches are
extracted from other training examples with similarly local key-points configu-
ration with each seed windows. Then following the Eqgs. (46.1) and (46.2) to
compute a distance between the set of K1 composed of the all key-point of seed
window and the key-point configuration K2 within the annotated image of people.
The image block will be discarded whose distance is too large. The distance metric
is proposed following:

D(KviZ) - mec(KlaKZ) + )VDViS(KhKZ) (461)

n

Dproc (K1, K>) = Z [(xil —x2)” + (i *Yiz)z] (46.2)
=1

where D, is the Procrustes distance between the two common sets and D, is a
visibility distance. The two configurations can be ensured have a similar aspect
effectively by D,q.

Second step: Training and classifier. The collected patches are regarded as
positive samples. The HOG features pyramid is extracted from the positive sam-
ples and random negative samples, and 30 parts classifiers can be trained by linear
SVM classifier. To ensure that all training blocks are adequately close to the seed
window, only the nearest 300 training examples are be used in this paper.
According to standard practice, initially training SVMs by scanning over images
excluding people, retain by collecting hard false positives.

The following figure shows a part of the collected training image blocks and
trained the local detectors, respectively corresponding to the different parts of the
human body (Fig. 46.1).

For walking person, the head and torso of persons are relatively stable com-
pared with other parts. So many literatures only use a single head [8] or torso for
training to detect pedestrians. The performances of these methods are effective
when targets do not be occlusion, but the detection performance will decline
significantly when there occlusion exists between object. Figure 46.2 shows the
effect of only using head or torso detector detecting pedestrians.
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Fig. 46.1 The parts of the human body and its corresponding partial detector. The fop row shows
the image patches of various parts of body collected within the dataset, as positive samples for
training. The corresponding to parts detectors are shown in the following row. They are
respective front-face, front-face-double-shoulder, front-face-right-torso, side-torso, front-torso,
and front-half-face

As shown in the figure, the pedestrians with occlusion cannot be accurately
detected by single detector. If the results cannot be received by some detectors
when the human body is partially occluded, can we use others to obtain the results.
Therefore the problem of partial occlusion can be solved by combining a plurality
of detectors without affecting the final detection results, which can significantly
improve the detection rate.

Fig. 46.2 Part of the experimental effect diagram. a, b Shows respectively detecting no-occluded
pedestrians with a single head and torso detector, which can accurately detect people; and c,
d shows respectively detecting occluded pedestrians with the same detector, which will cause
undetected



46 Detecting Pedestrian Using Motion Information and Part Detectors 415

46.3 Extracting Candidate Regions

If we use all parts detectors had trained before to detect scanning over the whole
image waiting to detect the time consuming of the pedestrian detection task may
be difficult to accept. Thence the two-steps contain pedestrian candidate region
assumed and objectives confirmed are used in this paper. Pedestrian in the name
suggest is a walking person, so the motion areas from the images can be captured
as the candidate regions of the pedestrian. For complex outdoor scenes, targets can
be detected effectively by the Gaussian Mixture Model. A novel method named
FDGMM to solve this problem by modeling the frame differencing image with fast
update GMM.

Let to: (x,y) is the cording of a pixel in /(x,y, ) which is the t-th sequence of
video image. And Y(x,y,t) is the gray value of I(x,y,?). Then inter-frame dif-
ferencing image is introduced to replace the gray image to built new Gaussian
Mixture Models. The differencing image is generated as:

d(xayvt):|Y<x7y7t)7Y(xayvt71)| (463)
And DGMM can be shown this:

dt|dt 1 Z ; * ”I(dz Uijg, Z ) (46'4)

where K is the number of Gaussian models, which is empirically to be 2 in this
paper, ®; are the weights which satisfy O<w;<1 and > w;=1, and
N(Xs, Wigs D is) is the normal probability density of mean p;, and covariance
Z it = G?JI .

According to the illustration, the parameters of Gaussian mixture models must
be initialized by calculating the mean and covariance of inter-frame differencing
image sequences. But the more frames we used the greater amount of computation
will be taken. There we selected the first 20 frames initializing the algorithm.

Then he GMM should be updated with background pixels real-time used for
reducing the influence of illumination conditions and the false positive alarm.
Unlike the traditional GMM algorithm, in this paper, two independent and con-
tinuously updative learning rates are used to respectively update mean and vari-
ance quickly [9]. The learning rates for mean calculated as follows:

wlt) = oult — 1)+ S Zn, (46.5)

The initial value is o (0) = 0.05. As can be seen from the formula, the learning
rate is increased if the probability of pixel belonging to the kth Gaussian com-
ponent is higher than average probability of others. Then the update of the mean is
this:
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(6 = (1= ()t = 1) + ()X (46.6)

Here a function (X, 1) is introduced for the variance to ensure a quasi-linear
adaptation. The function is following:

b—a

BeXom) = a+ 1 s

(46.7)

where &(X, 1) = (X — ;)" (X — ) the parameter s is equal to 0.005, and a, b
limit the variance value to a domain D € (’”” b). Then the variance is updated
independently from the mean as this:

ar(1) = (1= Oap(r = 1) + & Bi(0) (46.8)

where the & = 0.6 is a constant learning rate.

46.4 Locating and Segmentation in Hypotheses

The candidate region is needed to further confirm whether it is pedestrian and
determine the location of the pedestrian. In this method, a Generalized Hough
transform voting structure is used to achieve the positioning of pedestrians.

Each part detectors run at every location and scale of the input image to collect
all possible for the key-points of the human body, which is called activation point.
For example the i-th activation of the p-th local detector can be represented as
p;.and the score of classifier assigning is g;. Selecting image blocks with a fixed
size around these activation points, as the windows may contain a pedestrian
portion. Then we use mean shift algorithm to cluster all windows. The target
position will be casted a vote by Each cluster The probability of detecting at x of
object O is calculated as:

O‘X Z w; al (469)

where, w; is the weight of the part detectors. The peaks of Hough space can be find
by compute the cast votes and the sum over the detectors according to Eq. (46.9) in
each cluster. Then the Max Margin Hough Transform (M?HT) [10] that can find
the set of weights which minimize the false positive but maximize the true positive
is used to learn the weights. We use the @w; = 1 in formula to calculate the peaks in
Hough space in the training set. The optimization mechanism of the weights is
following as this:

46.10
{Vn;rg ® w+CZfz ( )
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Styi(wAj+b)>1—¢&,

. (46.11)
0>0,>0Yi=1,2,....N

where A{ is the score of j-th local detector within the i-th Hough peak. If y; = 1 the
peak is true positive, and y; = —1 if false positive. This can accurately detect the
local position of people.

46.5 Experiments and Analysis

The pedestrian detection problem is mainly discussed when the target exists
obscured. Thence, a method combined with a lot of parts detectors to deal with the
problem of target occlusion. If pedestrians can not be detected by some detectors
we can use others. To further illustrate the problem, the method of this paper, a
single head detector, a single torso detector is used respectively to test the test set
in INRIA dataset which contain 288 positive samples and 402 negative samples
drawing the ROC curve, as show as Fig. 46.3. The literature [3] also used the
method combined with many local detectors to detect pedestrians. But it neither
considered the difference of angles of parts of human body, nor consideration of
combining with multiple parts of a person. However, the parts detector are
obtained by selecting different angles of one or a plurality of continuous parts of
human for training in this paper. Similarly, the two methods are tested in the test
drawing a ROC curve, as show as Fig. 46.4.

Obviously, the left ROC curve of Fig. 46.3 demonstrates that the detection
results of the proposed method in this paper are superior to the other two methods.
From right of Fig. 46.4 can also be apparent to the detection results of this method
are better than the literature [3].
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Fig. 46.3 ROC curve for method of this paper with single detector (left). ROC curve for method
of this paper with literature [3] (right)
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Fig. 46.4 The examples of detections in different environments. a Example of detections using
local detectors in INRIA. b Example of detections using the method in this paper in CAVIAR.
¢ Examples of detections in self-timer video

Figure 46.4 shows the test results of this method in different environments. (a),
(b) show the test results only using local detectors in test set of INRIA and the
video database CAVIAR respectively. And (c) is the test results of the self-timer
video image. Where, the upper row of (a) and (b) show the detected pedestrians
marked by a rectangle box in the image, and the following row show the parts of a
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detected pedestrian marked using different parts detectors in a chosen rectangle
box above which had been amplified by a certain percentage. The method of this
article can still achieve a desired effect when body parts are occluded. In short, the
proposed method based on motion information and part detectors can accurately
detect pedestrians in various environments and postures and object occlusion,
reflecting the robustness of the proposed method.

46.6 Conclusion

The method based on part detectors and motion information using to solve the
problem that the target exist occlusion in practical sense is proposed in this paper.
The detection speed can be improved by extracting a motion area as candidate
region of pedestrians in where pedestrians will be further confirmed. The test
results in a different test set show that, the proposed method can be effectively
applied to the pedestrian detection task of target occlusion handling. However, the
local detectors are trained based on HOG feature pyramid and combined with
linear SVM classifier in our method. In the first instance, a large part of time is
consumed for HOG calculation. Secondly, the detection rate may be suppressed by
the linear SVM classifier which is binary classification. Therefore, the subject of
following research is on reducing the dimension of HOG and improving the SVM,
to arrive at better detection efficiency.
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Chapter 47
Tracking Algorithm Based on Joint
Features

Xiaofeng Shi and Zhiping Zhou

Abstract In the study of target tracking process, when the target has a similar
color to the background easily leads to the loss of the target due to illumination and
noise. In order to avoid the drawback of Mean shift which only uses color
information as the features to track the target, Sobel operator and local binary
patterns (LBP) are combined to extract the textures of the moving target as Mean
shift characteristics. An advantage of the Mean shift algorithm can compute the
histogram easily. However, this process can’t change the size of a search window.
Therefore, the proposed method extracts the feature points of the object in the
region that given by the improved Mean shift and according to the information that
the positions of the special feature points, a new search window is generated. The
experiments show that the proposed object tracking system performs more accu-
rately than the Mean shift algorithm.

Keywords Object tracking - LBP - Sobel operator - Variable search window -
Mean shift

47.1 Introduction

The target tracking is essentially based on the image frame in the form of the
continuous position of the target through the matching features. Currently, moving
target tracking is required in many practical applications, such as video surveil-
lance, traffic monitoring to video analysis and understanding [1]. However, the
problems of illumination, occlusion and deformation in complex environments
remain challenging in the tracking field [2]. A lot of tracking algorithms have been
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proposed to overcome the problems. Among them, Mean shift tracking algorithm
based on regional representation has recently become popular due to its simplicity
and efficiency.

A weighted color histogram is a discrete estimation of t