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Preface

We are delighted to present the proceedings of the 26th Canadian Artificial In-
telligence Conference held for the first time in Regina, Saskatchewan, Canada, in
co-location with the Canadian Graphics Interface Conference and the Canadian
Conference on Computer and Robot Vision during May 28-31, 2013. This vol-
ume, published in the Lecture Notes in Artificial Intelligence series by Springer,
contains the research papers presented at the conference. They were 32 research
papers covering a variety of subfields of AI. In addition to these research pa-
pers thoroughly selected by the Program Committee, the technical program
of the conference also encompassed two invited keynote speeches by eminent
researchers, an Industry Track and a Graduate Student Symposium. The con-
tributions from the Graduate Student Symposium are also included in these
proceedings.

This year’s conference continued the tradition of bringing together researchers
from Canada and beyond to discuss and disseminate innovative ideas, methods,
algorithms, principles, and solutions to challenging problems involving AI. We
were thrilled to have prestigious invited speakers: Sheila McIlraith from the
University of Toronto and Eric Xing from Carnegie Mellon University.

The papers presented at AI 2013 covered a variety of topics within AI. The
topics included: information extraction, knowledge representation, search, text
mining, social networks, temporal associations, etc. This wide range of topics
bears witness to the vibrant research activities and interest in our community
and the dynamic response to the new challenges posed by innovative types of AI
applications.

We received 73 papers submitted from 17 countries including Australia, Bel-
gium, Bosnia, Brazil, Canada, China, Denmark, Egypt, France, Germany, India,
Iran, Nigeria, Saudi Arabia, Spain, Tunisia, and the USA. Each submission was
rigorously reviewed by three to four reviewers. The Program Committee finally
selected 17 regular papers and 15 short papers yielding an acceptance rate of
23% for regular papers and 43% overall. The eight contributions from the Grad-
uate Student Symposium were selected from 14 submissions through a thorough
reviewing process with a separate Program Committee.

We would like to express our most sincere gratitude to all authors of submit-
ted papers for their contributions and to the members of the Program Committee
and the external reviewers, who made a huge effort to review the papers in a
timely and thorough manner. We gratefully acknowledge the valuable support
of the executive committee of the Canadian Artificial Intelligence Association
with whom we met regularly in order to put together a memorable program
for this conference. We would also like to express our gratitude to Cory Butz
and Atefeh Farzindar, the General Co-chairs of the AI/GI/CRV Conferences
2013, to Narjes Boufaden who organized the Industrial Track, and to Svetlana



VI Preface

Kiritchenko and Howard Hamilton who organized the Graduate Student Sym-
posium. Thanks are due to Leila Kosseim and Diana Inkpen for their advice
concerning the workflow of creating a conference program. We thank the mem-
bers of the Program Committee of the Graduate Student Symposium: Ebrahim
Bagheri, Julien Bourdaillet, Chris Drummond, Alistair Kennedy, Vlado Keselj,
Adam Krzyzak, Guy Lapalme, Bradley Malin, Stan Matwin, Gordon McCalla,
Martin Müller, David Poole, Fred Popowich, and Doina Precup. Acknowledge-
ments are further due to the providers of the EasyChair conference management
system; the use of EasyChair for managing the reviewing process and for creating
these proceedings eased our work tremendously. Finally, we would like to thank
our sponsors: The University of Regina, GRAND, the Alberta Innovates Centre
for Machine Learning, iQmetrix, GB Internet Solutions, keatext, the University
of Regina Alumni Association, SpringBoard West Innovations, Houston Pizza,
and Palomino System Innovations.

March 2013 Osmar Zäıane
Sandra Zilles
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Logo Recognition Based on the Dempster-Shafer

Fusion of Multiple Classifiers

Mohammad Ali Bagheri1, Qigang Gao1, and Sergio Escalera2

1 Faculty of Computer Science, Dalhousie University, Halifax, Canada
2 Computer Vision Center, Campus UAB, Edifici O, 08193, Bellaterra, Spain

Dept. Matemática Aplicada i Análisi, Universitat de Barcelona, Gran Via de les
Corts Catalanes 585, 08007, Barcelona, Spain

Abstract. The performance of different feature extraction and shape
description methods in trademark image recognition systems have been
studied by several researchers. However, the potential improvement in
classification through feature fusion by ensemble-based methods has re-
mained unattended. In this work, we evaluate the performance of an
ensemble of three classifiers, each trained on different feature sets. Three
promising shape description techniques, including Zernike moments,
generic Fourier descriptors, and shape signature are used to extract in-
formative features from logo images, and each set of features is fed into
an individual classifier. In order to reduce recognition error, a powerful
combination strategy based on the Dempster-Shafer theory is utilized
to fuse the three classifiers trained on different sources of information.
This combination strategy can effectively make use of diversity of base
learners generated with different set of features. The recognition results
of the individual classifiers are compared with those obtained from fusing
the classifiers’ output, showing significant performance improvements of
the proposed methodology.

Keywords: Logo recognition, ensemble classification, Dempster-Shafer
fusion, Zernike moments, generic Fourier descriptor, shape signature.

1 Introduction

The research of document image processing has received great attention in recent
years because of its diverse applications, such as digital libraries, online shopping,
and office automation systems. An important problem in the field of document
image processing is the recognition of graphical items, such as trademarks and
company logos. Logos are mainly used by companies and organizations to iden-
tify themselves on documents. Given an image segment from a document image
and a logo database, the task of logo recognition is to find whether the image
segment corresponds to a logo in the database. The successful recognition of lo-
gos facilitates automatic classification of source documents, which is considered
a key strategy for document image analysis and retrieval.

Logo analysis in document images involves two main steps: (1) detecting the
probable logo from a document image; (2) classifying the detected logo candidate

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 1–12, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 M.A. Bagheri, Q. Gao, and S. Escalera

segment into one of the learned logos in the database [25]. The first step is
referred to as logo detection, while the second is usually called logo recognition.
In this work, we focus on the logo recognition phase.

From the machine learning point of view, logo recognition is considered a
multi-class classification task since each logo category is considered a separate
target class. In this view, the classification system involves two main stages:
the selection and/or extraction of informative features and the construction of a
classification algorithm. In such a system, a desirable feature set can greatly sim-
plify the construction of a classification algorithm, and a powerful classification
algorithm can work well even with a low discriminative feature set.

In the last decade, active research has been conducted on logo recognition.
Most of the research work has focused on providing a framework for logo recog-
nition by the extraction of informative features [8] or the analysis of image
structures [1]. The classification algorithm is usually used as a black box tool.

In this work, we aim to enhance the recognition efficiency of logo images
by augmenting the classification stage. Here, we evaluate the performance of an
ensemble of three classifiers, each trained on different feature sets extracted from
three shape description techniques. Three promising shape desciptors, including
Zernike moments, generic Fourier descriptors (GFD), and shape signature based
on centroid distance are used to extract an informative set of features from
logo images. Then, each set of features is fed into a base classifier and fused by
the Demspter-Shafer based combination method. The classification results of the
individual classifiers are compared with those obtained from fusing the classifiers’
output. The experimental results show that this strategic combination of shape
description techniques can significantly improve the recognition accuracy.

The contribution of this work is two-fold: (1) the application of the ensemble
approach to address a challenging image vision classification problem; (2) im-
proving the recognition performance by utilizing a combination strategy that is
appropriate for fusing different sources of information. This strategy can effec-
tively make use of diversity of base classifiers trained on different set of features.

The rest of this work is organized as follows: Section 2 first provides a brief
review of the ensemble classification approaches and then explains the Dempster-
Shafer fusion of ensemble classifiers. In Section 3, the proposed logo classification
framework is explained in detail. The experimental results on a well-know logo
dataset are reported in Section 4. Finally, Section 5 states the conclusions of the
paper.

2 Multiple Classifier Systems

Combining multiple classifiers to achieve higher accuracy is one of the most
active research areas in the machine learning community [7]. It is known under
various names, such as multiple classifier systems, classifier ensemble, committee
of classifiers, mixture of experts, and classifier fusion. Multiple classifier systems
can generate more accurate classification results than each of the individual
classifiers [22]. In such systems, the classification task can be solved by integrat-
ing different classifiers, leading to better performance. However, the ensemble
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approach depends on the assumption that single classifiers’ errors are uncorre-
lated, which is known as classifier diversity. The intuition is that if each classifier
makes different errors, then the total errors can be reduced by an appropriate
combination of these classifiers.

The design process of a multiple classifier system generally involves two steps
[22]: the collection of an ensemble of classifiers and the design of the combination
rule. These steps are explained in detail in the next subsections.

2.1 Creating an Ensemble of Classifiers

There are three general approaches to creating an ensemble of classifiers in state-
of-the-art research, which can be considered as different ways to achieve diversity.
The most straightforward approach is using different learning algorithms for the
base classifiers or variations of the parameters of the base classifiers e.g. differ-
ent initial weights or different topologies of a series of neural network classifiers.
Another approach, which has been getting more attention in the related litera-
ture, is to use different training sets to train base classifiers. Such sets are often
obtained from the original training set by resampling techniques, such as the
procedures presented in Bagging and AdaBoost [10].

The third approach, which is employed in this work for classification of logo
images, is to train the individual classifiers with datasets that consist of different
feature subsets, or so-called ensemble feature selection [21]. While traditional
feature selection algorithms seek to find an optimal subset of features, the goal of
ensemble feature selection is to find different feature subsets to generate accurate
and diverse classifiers. The Random subspace method (RMS) proposed by Hu
in [12] is one early algorithm that builds an ensemble by randomly choosing the
feature subsets. More recently, different techniques based on this approach have
been proposed.

2.2 Design of a Combination Rule

Once a set of classifiers are generated, the next step is to construct a combination
function to merge their outputs, which is also called decision optimization. The
most straightforward strategy is the simple majority voting, in which each clas-
sifier votes on the class it predicts, and the class receiving the largest number of
votes is the ensemble decision. Other strategies for combination function include
weighted majority voting, sum, product, maximum and minimum, fuzzy integral,
decision templates, and the Dempster-Shafer (DS) based combiner [16],[17].

Inspired by the Dempster-Shafer (DS) theory of evidence [6], a combination
method is proposed in [24], which is commonly known as the Dempster-Shafer
fusion method. By interpreting the output of a classifier as a measure of evidence
provided by the source that generated the training data, the DS method fuses
an ensemble of classifiers. Here, we skip the details of how this originated from
DS theory and will explain the DS fusion algorithm in the following subsection.
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Dempster-Shafer Fusion Method. Let x ∈ Rn be a feature vector and
Ω = {ω1, ω2, . . . , ωc} be the set of class labels. Each classifier hi in the ensemble
H = {h1, h2, . . . , hL} outputs c degrees of support. Without loss of generality,
we can assume that all c degrees are in the interval [0, 1]. The support that
classifier hi, gives to the hypothesis that x comes from class ωj is denoted by
di,j(x). Clearly, the larger the support, the more likely the class label ωj . The
L classifier outputs for a particular instance x can be organized in a decision
profile, DP (x), as the following matrix [17]:

DP (x) =

⎛
⎜⎜⎜⎜⎜⎜⎝

d1,1(x) · · · d1,j(x) · · · d1,c(x)
...

...
...

di,1(x) · · · di,j(x) · · · di,c(x)
...

...
...

dL,1(x) · · · dL,j(x) · · · dL,c(x)

⎞
⎟⎟⎟⎟⎟⎟⎠

The Dempster-Shafer fusion method uses decision profile to find the overall sup-
port for each class and subsequently labels the instance x in the class with the
largest support. In order to obtain the ensemble decision based on DS fusion
method, first, the c decision templates, DT1, . . . , DTc, are built from the train-
ing data. Roughly speaking, decision templates are the most typical decision
profile for each class ωj . For each test sample, x, the DS method compare the
decision profile, DP (x), with decision templates. The closest match will label x.
In order to predict the target class of each test sample, the following steps are
performed [17][24]:

1. Build Decision Templates: For j = 1, . . . , c, calculate the means of the de-
cision profiles for all training samples belonging to ωj. Call the mean a decision
template of class ωj , DTj .

DTj =
1

Nj

∑
zk∈ωj

DP (zk) (1)

where Nj in the number of training samples belong to ωj.

2. Calculate the Proximity: Let DT i
j denote the ith row of the decision

template DTj , and Di the output of the ith classifier, that is, the ith row of
the decision profile DP (x). Instead of similarity, we now calculate proximity Φ,
between DT i

j and the output of classifier Di for the test sample x:

Φj,i(x) =
(1 + ‖DT i

j − Di(x)‖)−1∑c
k=1(1 + ‖DT i

j − Di(x)‖)−1
(2)

where ‖.‖ is a matrix norm.
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3. Compute Belief Degrees:Using Eq. (2), calculate for each class j = 1, . . . , c
and for each classifier i = 1, . . . , L, the following belief degrees, or evidence, that
the ith classifier is correctly identifying sample x into class ωj :

bj(Di(x))
Φj,i(x)

∏
k �=j(1 − Φk,i(x))

1 − Φj,i(x)[1 −
∏

k �=j(1 − Φk,i(x))]
(3)

4. Final Decision Based on Class Support: Once the belief degrees are
achieved for each source (classifier), they can be combined by Dempster’s rule
of combination, which simply states that the evidences (belief degree) from each
source should be multiplied to obtain the final support for each class:

μj(x) = K
∏
i=1

bj(Di(x)), j = 1, . . . , c (4)

where K is a normalizing constant ensuring that the total support for ωj from
all classifiers is 1. The DS combiner gives a preference to class with largest μj(x).

3 Framework of the Proposed Logo Recognition System

As mentioned earlier, this work focuses on the second step of logo analysis: logo
recognition. The problems of image segmentation and logo detection are beyond
the scope of this work. Figure 1 shows the framework of our logo recognition
system. In the followings, we describe the main phases of the framework.

The logo image database we used is the MPEG7 dataset1. This dataset con-
sists of C = 70 classes with 20 instances per class, which represents a total of
1400 object images. Figure 2 shows a few of samples for some categories of this
dataset. This dataset has been widely used as the benchmark dataset for logo
classification and retrieval [9], [19], [23].

3.1 Preprocessing

An effective classification system should be invariant to the translation, rota-
tion, and scaling (TRS) of logo images. Generally, there are two approaches to
achieve the invariance property. The first one is to use shape descriptors that
are naturally invariant to TRS. The second approach is to employ some prepro-
cessing steps before using shape description techniques in order to provide TRS
invariance.

Here, we used three shape description techniques: shape signature based on
centroid distance, Zernike moments, and generic Fourier descriptor (GFD). The
shape signature descriptor has the desirable properties of translation, rotation,
and scaling invariance. However, the Zernike moments are invariant only to
the rotation, and are not invariant to scaling and translation. Similarly, generic

1 MPEG7 Repository dataset: http://www.cis.temple.edu/~latecki/

http://www.cis.temple.edu/~latecki/
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Fig. 1. The framework of the proposed logo classification system based on the
Dempster-Shafer fusion of multiple classifiers

Fig. 2. Some examples of labeled images in the MPEG7 dataset

Fourier descriptor is not natural translation invariant. Therefore, for effective us-
age of Zernike moments and generic Fourier descriptor in the logo classification
framework, the input images need to be normalized for scale and translation.

In the preprocessing phase, translation invariance is achieved by finding the
geometrical centroid,(x0, y0), of the image and shifting the origin to the centroid
of every image. For scale invariance, we create a circular image by superposing
a circle centred at the geometrical centroid, with a radius equal to the distance
between the centroid and the outermost pixel of the logo image. Finally, we scale
the circular image to a square of size 256 × 256 pixels.
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3.2 Feature Extraction of Logo Images

Some researchers have studied the problem of logo recognition by applying dif-
ferent feature extraction methods such as algebraic and differential invariants
[8],[14], edge direction histogram [4],[14], Zernike and pseudo-Zernike moments
[15],[18], string-matching techniques [5], template matching [14], and wavelet
features [20].

In this work, we employed three different image description techniques:

– Shape Signatures Based on Centroid Distance: A shape signature,
z(u), is a 1-D function representing 2-D areas or boundaries, which can be a
unique descriptor of a shape. Shape signatures are mostly used as an input
vector to the Fourier Descriptor (FD). Zhang and Lu studied different FD
methods for image retrieval and showed that FDs derived from centroid
distance perform better than FDs derived from other shape signatures in
terms of overall performance [27]. Thus, we used centroid distance-based
shape signatures in this work.

– Zernike Moments (ZM): ZMs are observed to outperform many moment-
based shape descriptors, such as geometric moments, Legendre moments, and
pseudo-ZMs [28]. The superiority of ZMs is mainly due to the fact that their
basis functions are orthogonal. Therefore, Zernike moments can describe an
image with no redundancy or overlap of information between the moments
[13]. Here, logo images are mapped onto a set of complex Zernike polynomials
and the first 4-order Zernike moments are computed. The reader is referred
to [13] for a more detailed description of the ZM computation.

– Generic Fourier Descriptors (GFD): The GFD is extracted from spec-
tral domain by applying the 2D Fourier transform on polar-raster sampled
shape images [26]. The process of employing GFD is similar to the conven-
tional FD:

GFD(ρ, φ) =
∑
r

∑
i

f(r, θi)exp[−j2π(
r

R
ρ+

2πi

T
φ)]

where 0 ≤ r ≤ R and θi = i(2π/T )(0 ≤ i ≤ T ); 0 ≤ ρ ≤ R, 0 ≤ φ ≤ T . R
and T are the radial and angular resolutions, respectively and f(x, y) is the
binary image function [26].

4 Classification Results

In this stage, we aim to classify different logo images based on DS fusion of
individual classifiers. The classification performance is obtained by means of
stratified 10-fold cross-validation over 10 runs. In order to improve the reliability
of the results, the experiments are conducted using different numbers of classes,
i.e. different numbers of logo categories and using two classification algorithms,
including 1) Support Vector Machine with the Gaussian Kernel and 2) Multilayer
Perceptron (MLP) with 10 nodes in the hidden layer. For SVM implementation,
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we use the LIBSVM package (version 3.1) developed by Chang and Lin [3],
tuning Kernel parameters via cross-validation.

The summary of the results are reported in Table 1 and Table 2 for SVM
and MLP as the base learners. These tables show the classification accuracy
of individual classifiers and the one achieved by the Dempster-Shafer fusion of
them.

Table 1. Classification accuracy of single and fused classifiers using SVM as the base
learner

# classes
Single classifier trained only on

DS fusion
GFD Zernike

moments
Shape
signature

10 98.30 98.50 97.20 99.20
20 95.65 96.10 95.20 98.15
30 94.33 93.23 92.30 96.47
40 93.93 93.73 91.65 96.78
50 92.66 91.94 90.36 95.72
60 92.43 92.50 90.30 96.07
70 91.79 91.57 89.36 95.37

Table 2. Classification accuracy of single and fused classifiers using MLP as the base
learner

# classes
Single classifier trained only on

DS fusion
GFD Zernike

moments
Shape
signature

10 89.50 94.00 90.90 98.70
20 81.65 84.95 79.30 96.60
30 66.80 67.13 63.43 93.57
40 54.03 55.58 53.85 90.55
50 47.98 46.86 45.16 88.44
60 40.97 40.52 39.72 86.30
70 34.59 34.84 35.64 84.91

It is important to note the outperformance of the fused results in comparison
with the individual classifier. This improvement is clearer when the number of
classes of the datasets is increased. In that case, the inter-class variability is
reduced, and thus, it is easier to confuse patterns from different classes.

As an additional analysis, we compare classification results of merging classi-
fiers by different combination methods. Figure 3 and Figure 4 show the classifi-
cation accuracy of individual classifiers and ensemble systems by different fusion
methods. Considered combination methods include fusion by majority voting,
maximum, sum, minimum, average, naive-Bayes, and the Dempster-Shafer fu-
sion method.
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Fig. 3. Classification accuracy of single and fused classifiers by different combination
methods using SVM as the base learner

As these figure show, the best classification accuracy is achieved by means of
the Dempster-Shafer fusion method. The general results for different numbers of
classes are summarized below:

– In these experiments, the three descriptors used show similar performance
in terms of classification accuracy on the MPEG-7 dataset.

– The classification results reveal the critical role of the combination method.
As Figure 3 and 4 show, only using diverse classifiers is not enough to improve
the classification performance of the ensemble system. If the combination
method does not properly make use of the ensemble diversity, then no benefit
arises from fusing multiple classifiers [2]. For example, the commonly used
majority voting combination method does not make significant use of the
diversity among ensemble classifiers in these experiments. Therefore, the
classification accuracy obtained by fusing the classifiers’ outputs can be even
worse than the one achieved by single classifiers trained only with one set of
shape descriptors. On the other hand, the Dempster-Shafer fusion method
has significantly improved the classification performance.

– The ensemble system, even by using a poor fusion method, generally per-
forms better than the base classifiers. This finding confirms the philosophy of
the ensemble systems: combining the outputs of several learners can reduce
the risk of an unfortunate selection of a poorly performing learner.

– The MLP classification accuracy of individual classifiers dramatically de-
creases as the number of classes increase. This finding is mainly due to the
fact that MLP classifiers solve the whole multi-class classification problem
concurrently. Therefore, it is more difficult to separate a large number of
classes. However, the case for SVM is different. The SVM algorithm solves
the multi-class problem by decomposing it into several smaller binary prob-
lems using the one-versus-one scheme. It has been shown that this approach,
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Fig. 4. Classification accuracy of single and fused classifiers by different combination
methods using MLP as the base learner

known as class binarization, achieves better classification performance com-
pared to the approach that aims to solve the whole multiclass problem at
once [11].

5 Conclusions

In this work, we evaluated the performance of an ensemble of three classifiers,
each trained on different feature sets. Three efficient shape description methods,
including shape signature, Zernike moments, and generic Fourier descriptors,
were used to extract informative features from logo images and each set of fea-
tures was fed into an individual classifier. In order to reduce recognition error,
the Dempster-Shafer combination theory was employed to fuse the three clas-
sifiers trained on different sources of information. The classification results of
the individual classifiers were compared with those obtained from fusing the
classifiers by the Dempster-Shafer combination method.

Generally speaking, using ensemble methods for the classification of logo im-
ages is effective, though different combination methods would show different
performances, and even some combination of base classifiers and ensemble meth-
ods would deteriorate the performance of the best single classifier. However, as
demonstrated by our experiments, by using the DS fusion method, the classifi-
cation performance was significantly increased compared with single classifiers
trained by a specific set of features.

Acknowledgment. The authors would like to thank Ms. Fatemeh Yazdan-
panah for her kind help in conducting experiments.
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Abstract. It is known that d-separation can determine the minimum
amount of information needed to process a query during exact infer-
ence in discrete Bayesian networks. Unfortunately, no practical method
is known for determining the semantics of the intermediate factors con-
structed during inference. Instead, all inference algorithms are relegated
to denoting the inference process in terms of potentials. In this theoreti-
cal paper, we give an algorithm, called Semantics in Inference (SI), that
uses d-separation to denote the semantics of every potential constructed
during inference. We show that SI possesses four salient features: poly-
nomial time complexity, soundness, completeness, and strong complete-
ness. SI provides a better understanding of the theoretical foundation of
Bayesian networks and can be used for improved clarity, as shown via
an examination of Bayesian network literature.

1 Introduction

In [12], Pearl advocated the restoration of probabilistic methods in artificial
intelligence systems and explored the possibility of representing and manipu-
lating probabilistic knowledge in graphical forms, latter called Bayesian net-
works. When recounting the development of Bayesian networks, Pearl [14] states
that perhaps [12] made its greatest immediate impact through the notion of d-
separation. As a method for deciding which conditional independence relations
are implied by the directed acyclic graph of a Bayesian network, d-separation
provides the semantics needed for defining and characterizing Bayesian networks.
Observe that Pearl emphasizes the importance of d-separation with respect to
Bayesian network modeling. With respect to inference, Pearl only states that d-
separation can determine the minimum information needed for answering a query
posed to a Bayesian network. No claim has ever been made that d-separation
can also provide semantics during Bayesian network inference.

Koller and Friedman [8] state that it is interesting to consider the semantics
of the potentials constructed during inference. They mention that sometimes the
probabilities are defined with respect to the joint distribution, but not at other
times. As no practical algorithm exists for deciding the semantics of inference, all
inference algorithms denote the intermediate factors constructed during inference

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 13–24, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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as potentials. Potentials have no constraints [8] meaning they do not have clear
physical interpretation [4].

In this theoretical paper, we present Semantics in Inference (SI), an algorithm
for denoting semantics during exact inference in discrete Bayesian networks. SI
works by introducing the notion of evidence normal form to organize how each
potential was constructed. SI then decides semantics of the potential by perform-
ing one d-separation test. Formal properties of the SI algorithm are obtained,
namely, polynomial time complexity, soundness, completeness, and strong com-
pleteness. SI can be utilized for clarity of exposition in Bayesian network litera-
ture, since the semantics of potentials can now be articulated.

2 Inference

Here we consider only discrete Bayesian networks. U = {v1, v2, . . . , vn} is a
finite set of random variables and each vi ∈ U can take a value from a finite
domain, dom(vi). Given X ⊆ U , dom(X) is the Cartesian product of dom(vi),
vi ∈ X . A potential on dom(X) is a function ψ on dom(X) such that ψ(x) ≥ 0
for each x ∈ dom(X), and at least one ψ(x) is positive. For brevity, we refer
to ψ as a mapping on X rather than dom(X). A potential p on U that sums
to 1 is called a joint probability distribution on U , denoted p(U). A conditional
probability table (CPT) for X given disjoint Y , denoted ψ(X |Y ), is a potential
on XY that sums to 1, for each configuration y ∈ dom(Y ). The unity-potential
1(vi) for vi is a function 1 mapping every element of dom(vi) to one. The unity-
potential for a non-empty set X = {v1, v2, . . . , vk} of variables, denoted 1(X), is
defined as 1(X) = 1(v1) · 1(v2) · · · 1(vk). For simplified notation, we may write
{v1, v2, . . . , vk} as v1, v2, . . . , vk.

A Bayesian network [13] is a pair (B,C). B denotes a directed acyclic
graph with vertex set U and C is a set of conditional probability tables (CPTs)
{p(vi|P (vi)) | i = 1, 2, . . . , n}, where P (vi) denotes the parents (immediate pre-
decessors) of vi ∈ B. The product of CPTs in C is a joint probability distribution
p(U). For example, the directed acyclic graph in Figure 1 is called the extended
student Bayesian network (ESBN) [8]. We give CPTs in Table 1, where only bi-
nary variables are used in examples, and probabilities not shown can be obtained
by definition. By the above,

p(U) = p(c) · p(d|c) · p(i) · p(g|d, i) · · · p(h|g, j). (1)

We say X and Z are conditionally independent [16] given Y in p(U), denoted
Ip(X,Y, Z), if given any x ∈ dom(X), y ∈ dom(Y ), for all z ∈ dom(Z):
p(x|y, z) = p(x|y), whenever p(y, z) > 0, where X,Y, Z ⊆ U .

Pearl [12] gave a method, called d-separation, for determining those inde-
pendencies encoded in a directed acyclic graph. The following is the definition
of d-separation based on [8]. In a Bayesian network B, a trail (an undirected
path) v1, v2, . . . , vn is active given Y , if: (i) whenever we have a v-structure
vi−1 → vi ← vi+1, then vi or one of its descendants are in Y ; (ii) no other node
along the trail is in Y . Note that if v1 or vn are in Y the trail is not active.
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Fig. 1. The directed acyclic graph of ESBN

Table 1. CPTs for the ESBN in Figure 1

c p(c) c d p(d|c) d i g p(g|d, i)
0 0.20 0 0 0.40 0 0 0 0.90

1 0 0.70 0 1 0 0.20
i p(i) 1 0 0 0.50

0 0.75 g l p(l|g) 1 1 0 0.40

0 0 0.30
g j h p(h|g, j) 1 0 0.60 s l j p(j|s, l)
0 0 0 0.25 0 0 0 0.10
0 1 0 0.65 i s p(s|i) 0 1 0 0.60

1 0 0 0.50 0 0 0.40 1 0 0 0.45
1 1 0 0.85 1 0 0.80 1 1 0 0.50

We say that X and Z are d-separated given Y in B, denoted IB(X,Y, Z), if
there is no active trail between any variable v ∈ X and v′ ∈ Z given Y .

In inference, p(X |E = e) is the most common query type, which are useful for
many reasoning patterns, including explanation, prediction, intercausal reason-
ing, and many more [8]. Here, X and E are disjoint subsets of U , and E is ob-
served taking value e. We describe a basic algorithm for computing p(X |E = e),
called variable elimination (VE), first put forth in [17]. We do not consider
alternative approaches to inference such as conditioning [6] and join tree prop-
agation [1,2,10]. Inference involves the elimination of variables. Algorithm 1,
called sum-out (SO), eliminates a single variable v from a set Φ of potentials [8],
and returns the resulting set of potentials. The algorithm collect-relevant simply
returns those potentials in Φ involving variable v.

Algorithm 1. SO(v,Φ)
Ψ = collect-relevant(v,Φ)
ψ = the product of all potentials in Ψ
τ =

∑
v ψ

return (Φ − Ψ) ∪ {τ}
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SO uses Lemma 1, which means that potentials not involving the variable being
eliminated can be ignored.

Lemma 1. [15] If ψ1 is a potential on W and ψ2 is a potential on Z, then
the marginalization of ψ1 · ψ2 onto W is the same as ψ1 multiplied with the
marginalization of ψ2 onto W ∩ Z, where W,Z ⊆ U .

The evidence potential for E = e, denoted 1(E = e), assigns probability 1 to the
single value e of E and probability 0 to all other values of E. Hence, for a variable
v observed taking value λ and v ∈ {vi}∪P (vi), the product p(vi|P (vi)) ·1(v = λ)
keeps only those configurations agreeing with v = λ.

Algorithm 2, taken from [8], computes p(X |E = e) from a discrete Bayesian
network B. VE calls SO to eliminate variables one by one. More specifically,
in Algorithm 2, Φ is the set C of CPTs for B, X is a list of query variables,
E is a list of observed variables, e is the corresponding list of observed values,
and σ is an elimination ordering for variables U −XE, where XE denotes X∪E.

Algorithm 2. VE(Φ, X , E, e, σ)
Multiply evidence potentials with appropriate CPTs
While σ is not empty

Remove the first variable v from σ
Φ = sum-out(v, Φ)

p(X,E = e) = the product of all potentials ψ ∈ Φ
return p(X,E = e)/

∑
X p(X,E = e)

As in [8], suppose the observed evidence for the ESBN is i = 1 and h = 0 and
the query is p(j|h = 0, i = 1). The weighted-min-fill algorithm [8] can yield
σ = (c, d, l, s, g). VE first incorporates the evidence:

ψ(i = 1) = p(i) · 1(i = 1),

ψ(d, g, i = 1) = p(g|d, i) · 1(i = 1),

ψ(i = 1, s) = p(s|i) · 1(i = 1),

ψ(g, h = 0, j) = p(h|g, j) · 1(h = 0).

To eliminate c, the SO algorithm computes

ψ(d) =
∑
c

p(c) · p(d|c).

SO computes the following to eliminate d

ψ(g, i = 1) =
∑
d

ψ(d) · ψ(d, g, i = 1).

To eliminate l,

ψ(g, j, s) =
∑
l

p(l|g) · p(j|l, s).
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SO computes the following when eliminating s,

ψ(g, i = 1, j) =
∑
s

ψ(i = 1, s) · ψ(g, j, s). (2)

For g, SO can compute:∑
g

ψ(g, i = 1, j) · ψ(g, i = 1) · ψ(g, h = 0, j)

=
∑
g

ψ(g, i = 1, j) · ψ(g, h = 0, i = 1, j) (3)

= ψ(h = 0, i = 1, j).

Next, VE multiplies all remaining potentials as

p(h = 0, i = 1, j) = ψ(i = 1) · ψ(h = 0, i = 1, j).

Finally, VE answers the query by

p(j|h = 0, i = 1) =
p(h = 0, i = 1, j)∑
j p(h = 0, i = 1, j)

.

3 Understanding Semantics

We review the current limited understanding of semantics in inference.
Kjaerulff and Madsen [7] suggest that in working with probabilistic networks

it is convenient to denote distributions as potentials. In fact, the use of potentials
is built into the standard inference algorithms (see the SO and VE algorithms,
for instance). For example, suppose query p(j) is posed to the ESBN [8]. Even
without evidence being considered, the initial step of VE is to regard CPTs as
potentials, i.e., p(U) is factorized as

p(U) = ψ(c) · ψ(c, d) · ψ(i) · · ·ψ(g, h, j). (4)

By comparing (1) and (4), it is clear that semantics are destroyed even before the
CPTs in computer memory are modified. The notation used for potentials does
not convey the semantic meaning of the probabilities comprising the potential.

Darwiche [6] ascribes meaning during inference by representing each potential
by what we will call evidence expanded form, except that products involving
evidence potentials are taken. Let ψ be any potential constructed by VE. The
evidence expanded form of ψ, denoted F (ψ), is the unique expression defining
how ψ was built using the multiplication and marginalization operators on the
Bayesian network CPTs together with any appropriate evidence potentials.
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For example, consider potential ψ(g, i = 1, j) in (2). F (ψ(g, i = 1, j)), the
evidence expanded form, can be easily obtained in a recursive manner as follows:∑

s

ψ(i = 1, s) · ψ(g, j, s)

=
∑
s

ψ(i = 1, s) · (
∑
l

(p(l|g) · p(j|l, s)))

=
∑
s

((p(s|i) · 1(i = 1)) · (
∑
l

(p(l|g) · p(j|l, s)))). (5)

Henceforth, parentheses are understood and may not be shown. Unfortunately,
the expanded form by itself does not directly articulate semantics.

By semantics, we mean that a CPT ψ(X |Y ) constructed by VE’s manipulation
of Bayesian network CPTs is not necessarily equal to the CPT p(X |Y ) obtained
from the defined joint probability distribution p(U). For instance, it can be
verified that in the ESBN,

p(h|g, j) ·
∑
d

p(g|d, i) ·
∑
c

p(c) · p(d|c) (6)

produces the CPT ψ(g, h|i, j) in Table 2 (left). In contrast, the CPT p(g, h|i, j)
built from the joint distribution p(U) in (1) is shown in Table 2 (right).

Table 2. (left) CPT ψ(g, h|i, j) built by (6). (right) CPT p(g, h|i, j) built from p(U)
in (1).

i j g h ψ(g, h|i, j) i j g h p(g,h|i, j)
0 0 0 0 0.1890 0 0 0 0 0.1960
0 0 0 1 0.5670 0 0 0 1 0.5880
0 0 1 0 0.1220 0 0 1 0 0.1080
0 1 0 0 0.4914 0 1 0 0 0.4762
0 1 0 1 0.2646 0 1 0 1 0.2564
0 1 1 0 0.2074 0 1 1 0 0.2272
1 0 0 0 0.0680 1 0 0 0 0.0846
1 0 0 1 0.2040 1 0 0 1 0.2537
1 0 1 0 0.3640 1 0 1 0 0.3309
1 1 0 0 0.1768 1 1 0 0 0.1518
1 1 0 1 0.0952 1 1 0 1 0.0817
1 1 1 0 0.6188 1 1 1 0 0.6515

Semantics in inference are not well understood. In their comprehensive and
highly recommended text, Koller and Friedman [8] consider the semantics of
potential ψ(b, c, d) built by eliminating variable a from the Bayesian network B
in Figure 2 (left):

ψ(b, c, d) =
∑
a

p(a) · p(b|a) · p(d|a, c). (7)
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Koller and Friedman [8] incorrectly state

p(b, d|c) �= ψ(b, c, d). (8)

While this claim is almost always true, there are a few exceptions to refute it. For
one counter-example, eliminating variable a using the CPTs in Table 3 yields:

p(b, d|c) = ψ(b, c, d). (9)

Koller and Friedman [8] also state it must necessarily be the case that

p′(b, d|c) = ψ(b, c, d), (10)

where p′(U) is defined by a different Bayesian network B′ - the one given in
Figure 2 (right). Our objective is to stipulate semantics in the current Bayesian
network B - the one on which inference is being conducted.

a 

b 

c 

d 

a 

b 

c 

d 

Fig. 2. Bayesian networks B (left) and B′ (right)

Table 3. Exceptional CPTs for B in Figure 2 (left)

a p(a) a b p(b|a) b c p(c|b) a c d p(d|a, c)
0 0.2 0 0 0.4 0 0 0.5 0 0 0 0.5

1 0 0.9 1 0 0.5 0 1 0 0.5
1 0 0 0.5
1 1 0 0.5

4 CPT Structure

It is instructive to review that, when evidence is not considered, each potential
built by VE is a CPT.

A topological ordering [8] is an ordering ≺ of the variables in a Bayesian
network B so that for every arc (vi, vj) in B, vi precedes vj in ≺. For example,
c ≺ d ≺ i ≺ g ≺ s ≺ l ≺ j ≺ h is a topological ordering of the directed acyclic
graph in Figure 1, but d ≺ c ≺ i ≺ g ≺ h ≺ l ≺ j ≺ s is not.

Recall this feature of Bayesian networks,

p(U) =
∏
vi∈U

p(vi|P (vi)).

This can be established by showing

1 =
∑
U

∏
vi∈U

p(vi|P (vi)).

More generally, we have the following two lemmas.
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Lemma 2. [3] Consider a Bayesian network (B,C) on U . Given any non-
empty subset X of U ,

∏
vi∈X p(vi|P (vi)) is a CPT ψ(X |P (X)), where P (X) =

(∪vi∈XP (vi)) − X.

Lemma 3. [3] When evidence is not considered, each potential constructed by
VE is a CPT.

Lemma 3 can be seen as first applying Lemma 1 on the evidence expanded form
of a potential built by VE, keeping in mind E = ∅, and then applying Lemma 2.

For example, consider the potential ψ built by (6), which is already in evidence
expanded form. By applying Lemma 1,∑

d

∑
c

p(h|g, j) · p(g|d, i) · p(c) · p(d|c). (11)

By Lemma 2,

ψ(g, h|i, j) =
∑
d

∑
c

ψ(c, d, g, h|i, j),

Thus, the potential ψ built by (6) is, in fact, a CPT ψ(g, h|i, j), in Table 2 (left).

5 Denoting Semantics

The evidence expanded form F (ψ) of any potential ψ constructed by VE is in
evidence normal form, if F (ψ) is written as

γ · N,

where γ is the product of 1 and all evidence potentials in F (ψ), andN is the same
factorization as F (ψ) except without products involving evidence potentials.

Recall ψ(g, h = 0, i = 1, j) in (3). The evidence expanded form F (ψ) is

p(h|g, j) · 1(h = 0) ·
∑
d

p(g|d, i) · 1(i = 1) ·
∑
c

p(c) · p(d|c), (12)

and the evidence normal form γ · N is

1(h = 0, i = 1) · p(h|g, j) ·
∑
d

p(g|d, i) ·
∑
c

p(c) · p(d|c), (13)

namely, γ = 1(h = 0, i = 1) and N is (6).

Lemma 4. The evidence expanded form F (ψ) of any potential ψ constructed by
VE always can be equivalently written in normal form, i.e., F (ψ) = γ · N .

Proof. Since evidence variables are never marginalized in VE, the claim follows
from Lemma 1.
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Observe that, by Lemma 3, N in evidence normal form is a CPT. We may denote
evidence normal form γ · N simply as N with evidence γ understood, since γ
only serves to select configurations of N agreeing with the evidence. We now
turn to denoting semantics.

To understand when N = p(X |Y ) in evidence normal form, some terminology
is needed. A path from v1 to vn is a sequence v1, v2, . . . , vn with arcs (vi, vi+1)
in B, i = 1, . . . , n − 1. With respect to a variable vi, we define three sets: (i)
the ancestors of vi, denoted A(vi), are those variables having a path to vi; (ii)
the descendants of vi, denoted D(vi), are those variables to which vi has a path;
and, (iii) the children of vi are those variables vj such that arc (vi, vj) is in B.
The ancestors of a set X ⊆ U are defined as A(X) = (∪vi∈XA(vi)) − X . The
descendants D(X) are defined similarly. IB(X,Y, Z) means an independence
statement I(X,Y, Z) [13] holds in B by d-separation, where X,Y, Z ⊆ U .

We now give the Semantics in Inference (SI) algorithm, which uses d-separation
to denote the semantics of any potential ψ built by VE onB. Each potentialψ con-
structed by VE is represented in evidence normal form ψ(X |Y ). If the semantics
ofB ensure the ψ(X |Y ) = p(X |Y ), then ψ is denoted as pB(X |Y ); otherwise, it is
denoted as φB(X |Y ). S is the set of variables marginalized in F (ψ). A(XS) and
D(XS) are computed from the transitive closure, denoted T , of B [5].

Algorithm 3. SI(ψ)
Compute the evidence expanded form F (ψ) of ψ
Compute the evidence normal form γ · N of F (ψ)
Compute the CPT structure ψ(X |Y ) of N
Compute Z = A(XS) ∩ D(XS)
Compute X1 = X ∩ P (Z)
if IB(X1, ∅, Y ) holds in B by d-separation

return pB(X |Y )
else

return φB(X |Y )

Recall ψ(g, i = 1, j) in (2). The evidence expanded form is (5). Its evidence
normal form γ · N is γ = 1(i = 1) and N = ψ(j|g, i). Now X = {j}, Y = {g, i}
and S = {l, s}. By the transitive closure T of the ESBN, A(XS) = {c, d, i, g}
and D(XS) = {h}. Hence, Z = ∅, P (Z) = ∅, and X1 = ∅. Trivially, IB(X1, ∅, Y )
holds. Thus, SI denotes ψ(g, i = 1, j) in (2) as pB(j|g, i = 1).

Now consider ψ(g, h = 0, i = 1, j) in (3). The evidence expanded form is (12).
The evidence normal form γ · N is (13). Here N = ψ(g, h|i, j), as seen in (6).
With X = {g, h}, Y = {i, j} and S = {c, d}, from T on the ESBN we have
A({c, d, g, h}) = {i, j, l, s} and D({c, d, g, h}) = {j, l}. Thus, Z = {j, l}, giving
P (Z) = {g, s} and X1 = {g}. Now, IB(X1, ∅, Y ) does not hold. Thereby, SI
denotes ψ(g, h = 0, i = 1, j) in (3) as φB(g, h = 0|i = 1, j).

In this example, there is a path from XS = {c, d, g, h} to XS through Z =
{j, l}, starting at X1 = {g}. With X1 = {g} and Y = {i, j}, we focus on
IB(g, ∅, ij). Note that when deciding semantics of ψ(X |Y ), the independence
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to be tested is IB(X1, ∅, Y ) and not IB(XS, Y,A(XSY )). In Figure 2 (left),
IB(abd, c, ∅) holds, but p(b, d|c) �= ψ(b, d|c) in (8) is possible.

6 Theoretical Foundation

We present four salient features of SI. Only the proofs of time complexity and
strong completeness are shown due to space considerations.

Theorem 1. Let ψ be any potential built by VE during exact inference in a
discrete Bayesian network with n variables. Then the time complexity of the SI
algorithm to determine the semantics of ψ is O(n3).

Proof. As ψ may require n−1 multiplications and nmarginalizations, computing
F (ψ) takes 2n steps. The normal form γ · N can be decided in linear time, as
can the CPT structure ψ(X |Y ) of N . The transitive closure T of the directed
acyclic graph can be computed in O(n3) [5]. Let XS be a set of k variables,
1 ≤ k ≤ n. Then A(XS) and D(XS) each can be computed in O(k · n). Now
Z and X1 each can be computed in O(n2). Testing IB(X1, ∅, Y ) is linear in the
size of B [6]. Thus, the semantics of ψ can be determined by SI in O(n3).

Theorem 2. In a Bayesian network (B,C) defining a joint distribution p(U),
suppose VE computes a potential ψ whose evidence normal form is γ · N . If SI
denotes the semantics of N as pB(X |Y ), then N = p(X |Y ).

Theorem 2 guarantees that if SI denotes the semantics of a VE potential ψ as
γ · pB(X |Y ), then

ψ = γ · p(X |Y ).

Recall potential ψ(g, i = 1, j) in (2). As illustrated in Table 4, Theorem 2 ensures
that ψ(g, i = 1, j) is equal to p(j|g, i = 1), since SI denotes it as pB(j|g, i = 1).

Table 4. Potential ψ(g, i = 1, j) in (2) is p(j|g, i = 1)

i g j pB(j|g, i = 1)

1 0 0 0.457
ψ(g, i = 1, j) = p(j|g, i = 1) = 1 0 1 0.543

1 1 0 0.334
1 1 1 0.666

With respect to inference, the question of completeness is this. Can SI de-
termine the semantics of every VE potential defined with respect to the joint
distribution? The answer is no.

Theorem 3. In a Bayesian network B on U , suppose VE computes a potential
ψ whose evidence normal form is γ · N . If SI denotes the semantics of N as
φB(X |Y ), there exists a set C of CPTs for B defining a joint distribution p(U)
such that N �= p(X |Y ).
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Theorem 3 states that whenever SI indicates that a potential is not defined with
respect to the joint distribution, then this is true for at least one set of CPTs for
the given Bayesian network. Recall once again ψ(g, h = 0, i = 1, j) in (3), which
SI denotes as φB(g, h = 0, l|i = 1, j). With respect to p(U) defined by the CPTs
in Table 1, we have

ψ(g, h = 0, i = 1, j) �= p(g, h = 0|i = 1, j).

However, Theorem 3 can be made significantly stronger.

Lemma 5. [11] Except for a measure zero set in the space of all joint distribu-
tions p(U) defined by all discrete Bayesian networks (B,C), the independencies
satisfied by p(U) are precisely those satisfied by d-separation in B.1

Lemma 5 says that for nearly all choices C of CPTs for a Bayesian network B
defining p(U), d-separation perfectly characterizes the independencies in p(U),
i.e., for X,Y, Z ⊆ U ,

Ip(X,Y, Z) ⇐⇒ IB(X,Y, Z).

Theorem 4. Except for a measure zero set in the space of all joint distributions
p(U) defined by all discrete Bayesian networks (B,C), for any potential ψ built
by VE,

ψ = γ · p(X |Y ) ⇐⇒ SI denotes ψ as pB(X |Y ),

where γ · N is the evidence normal form of ψ.

Proof. (⇒) Suppose VE constructs a ψ whose evidence normal form is γ ·N and
whose semantics are defined with respect to p(U). By contraposition, suppose SI
denotes N as φB(X |Y ). By SI, IB(X1, ∅, Y ) does not hold. Then, by Lemma 5,
Ip(X1, ∅, Y ) does not hold in essentially all possible p(U) defined over B. It
follows that for each such p(U),

γ · p(X |Y ) �= γ · N.

A contradiction to our initial assumption. Therefore, SI correctly denotes the
potential ψ as pB(X |Y ).

(⇐) Follows directly from Theorem 2.

Let B be any Bayesian network. Theorem 4 states that for nearly all choices C
of CPTs for B, the SI algorithm correctly denotes the semantics of potentials
constructed by VE during exact inference on B.

1 A set has measure zero if it is infinitesimally small relative to the overall space [8].
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7 Conclusion

We extend d-separation’s role from determining the minimum amount of infor-
mation needed to answer a query p(X |E = e) [12] to also giving the semantics of
the potentials constructed when answering p(X |E = e). Our results contribute
to a deeper understanding of Bayesian networks, since semantics of VE’s inter-
mediate factors are now articulated with respect to the joint distribution. The
main result (Theorem 4) showed that our SI algorithm correctly denotes the
semantics of inference in nearly all Bayesian networks. Future work will include
applying the results here to differential semantics in Bayesian networks [6,9].
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Abstract. In social media, especially in social networks, users routinely share 
personal information. In such sharing, they might inadvertently reveal some 
personal health information, an essential part of their private information.  In 
this work, we present a tool for detection of personal health information (PHI) 
in a social network site, MySpace. We analyze the PHI with the use of two 
well-known medical resources MedDRA and SNOMED.  We introduce a new 
measure – Risk Factor of Personal Information – that assesses a possibility of a 
term to disclose personal health information. We synthesize a profile of a 
potential PHI leak in a social network, and we demonstrate that this task 
benefits from the emphasis on the MedDRA and SNOMED terms. 

Keywords: Medical electronic dictionaries, Personal health information, Social 
networks, Machine Learning. 

1 Introduction  

Four technologies: privacy preserving data mining, information leakage prevention, 
risk assessment and social network analysis are relevant to personal health 
information (PHI) posted on public communication hubs (e.g. blogs, forums, and 
online social networks). 

PHI relates to the physical or mental health of the individual, including information 
that consists of the health history of the individual’s family, and information about the 
health care provider. We differentiate terms revealing PHI from medical terms that 
convey health information which is not necessarily personal, and terms that despite 
their appearance have no medical meaning (e.g. “I have pain in my chest” vs. “I feel 
your pain”). 

In this work, we focus on analysis/development of methods protecting privacy of 
personal health information in online social networks. We believe the online social 
networks’ growth and the general public involvement makes social networks an 
excellent candidate for health information privacy research. Other means of social 
media are left for future work. 

Our ultimate goal is to develop tools that could detect and, if necessary, protect 
personal health information that might be unknowingly revealed by users of social 
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networks. In this paper we find empirical support that shows personal health 
information is disclosed in social network, and furthermore we show how two 
existing electronic linguistic medical resources help detect personal health 
information in messages retrieved from a social network1. These resources are the 
Medical Dictionary for Regulatory Activities (MedDRA) [12] and the Systematized 
Nomenclature of Medicine (SNOMED) [18], two well-established medical 
dictionaries used in biomedical text mining. We use machine learning to validate the 
importance of the terms detected by these two medical dictionaries in revealing health 
information and analyse the results of MedDRA and SNOMED. 

In Section 2 we present background and briefly discuss related work in the area of 
personal health information and social networks.  Section 3 describes current 
computational linguistic resources used in medical research. Section 4 explains our 
empirical study and Section 5 discusses our findings and introduces the Risk Factor of 
Personal Information and contributions of this study. Section 6 discusses how we use 
machine learning to validate our hypotheses. Section 7 concludes the paper and gives 
future research directions. 

2 Related Background 

2.1 Personal Health Information in Social Networks 

Emergence of social networks, weblogs and other online technologies, has given 
people more opportunities to share their personal information. Such sharing might 
include disclosing personal identifiable information (PII) (e.g., names, address, dates) 
and personal health information (PHI) (e.g., symptoms, treatments, medical care) 
among other factors of personal life. In fact, 19%-28% of all Internet users participate 
in medical online forums, health-focused groups and communities and visit health-
dedicated web sites [1,14]. A recent study [9] had demonstrated a real-world example 
of cross-site information aggregation that resulted in disclosing PHI. A target patient 
has profiles on two online medical social networking sites. By comparing the 
attributes from both profiles, the adversary can link the two with high confidence. 
Furthermore, the attacker can use the attribute values to get more profiles of the target 
through searching the Web and other online public data sets. Medical information 
including lab test results was identified by aggregating and associating five profiles 
gathered by an attacker, including the patient’s full name, date of birth, spouse’s 
name, home address, home phone number, cell phone number, two email addresses, 
and occupation. 

2.2 Protection of Personal Health Information 

Uncontrolled access to health information could lead to privacy compromise, 
breaches of trust, and eventually harm. [23] proposed a role prediction model to 
protect the electronic medical records (EMR) and privacy of the patients. As another 

                                                           
1 www.eecs.uottawa.ca/~stan/PHI2013data.txt 
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example, [13] study the privacy protection state laws and technology limitations with 
respect to the electronic medical records. 

However, protection of personal health information in contents of social networks 
did not receive as much attention. In part, this is due to the lack of resources 
appropriate for detection and analysis of PHI in informally written messages posted 
by the users [19]. The currently available resources and tools were designed to 
analyse PHI in more structured and contrived text of electronic health records [21]. 

2.3 Previous Work 

Some studies analyzed personal health information disseminated in blogs written by 
healthcare professionals/doctors [8]. However, these studies did not analyze large 
volumes of texts. Thus, the published results may not have sufficient generalization 
power, [7, 17]. In [10], the authors manually analyze 3500 messages posted on seven 
sub-boards of a UK peer moderated online infertility support group and the results of 
this study show that online support groups can provide a unique and valuable avenue 
through which healthcare professionals can learn more about the needs and 
experiences of patients. 

In a recent study [3], Carroll et al. described experiments in the use of 
distributional similarity for acquiring lexical information from notes typed by primary 
care physicians who were general practitioners. They also present a novel approach to 
lexical acquisition from ‘sensitive’ text, which does not require the text to be 
manually anonymized.  This enables the use of much larger datasets, compared to the 
situation where the sentences need to be manually anonymized and large datasets 
cannot be examined. 

There is a considerable body of work that compares the practices of two popular 
social networking sites (Facebook and MySpace) related to trust and privacy concerns 
of their users, as well as self-disclosure of personal information and the development 
of new relationships [5]. In [15] the dissemination of health information through 
social networks is studied. The authors reviewed Twitter status updates mentioning 
antibiotic(s) to determine overarching categories and explore evidence of 
misunderstanding or misuse of antibiotics. Most of the work use only in-house lists of 
medical terms [19], each built for specific purposes, but do not use existing electronic 
resources of medical terms designed for analysis of text from biomedical domain. 
However, those resources are general and in need of evaluation with respect to  
their applicability to the PHI extraction from social networks. The presented work 
fills this gap. 

In most of the above cases, the authors analyze text manually and do not use 
automated text analysis. In contrast, in this work, we want to develop an automated 
method for mining and analysis of personal health information. 

3 Electronic Resources of Medical Terminology 

Biomedical information extraction and text classification have a successful history of 
method and tool development, including deployed information retrieval systems, 
knowledge resources and ontologies [22]. However, these resources are designed to 
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analyze knowledge-rich biomedical literature. For example, GENIA is built for the 
microbiology domain. Its categories include DNA-metabolism, protein metabolism, 
and cellular process. Another resource, Medical Subjects Heading (MeSH), is a 
controlled vocabulary thesaurus, which terms are informative to experts but might not 
be in use by the general public. The Medical Entities Dictionary (MED) is an 
ontology containing approximately 60,000 concepts, 208,000 synonyms, and 84,000 
hierarchies. This powerful lexical and knowledge resource is designed with medical 
research vocabulary in mind. Unified Medical Language System (UMLS) has 135 
semantic types and 54 relations that include organisms, anatomical structures, 
biological functions, chemicals, etc. Specialized ontology BioCaster was built for 
surveillance of traditional media. It helps to find disease outbreaks and predict 
possible epidemic threats. All these sources would require considerable modification 
before they could be used for analysis of messages posted on public Web forums. 

3.1 MedDRA and Its Use in Text Data Mining 

The Medical Dictionary for Regulatory Activities (MedDRA) is an international 
medical classification for medical terms and drugs terminology used by medical 
professionals and industries. The standard set of MedDRA terms enables these users 
to exchange and analyze their medical data in a unified way. MedDRA has a 
hierarchical structure with 83 main categories in which some have up to five levels of 
sub-categories. MedDRA contains more than 11,400 nodes which are instances of 
medical terms, symptoms, etc. Table 1 shows a sample of the MedDRA hierarchy. 

Since its appearance nearly a decade ago, MedDRA has been used by the research 
community to analyze the medical records provided or collected by health care 
professionals: e.g. [11] use MedDRA in their study to evaluate patient reporting of 
adverse drug reactions to the UK ‘Yellow Card Scheme’. In another study [20] use 
MedDRA to group adverse reactions and drugs derived from reports were extracted 
from the World Health Organization (WHO) global ICSR database that originated 
from 97 countries from 1995 until February 2010. 

The above examples show that the corpus on which MedDRA tested is generally 
derived from patients’ medical history or other medical descriptions found in  
the structured medical documents that are collected or disclosed by healthcare 
professionals. Content and context of those documents considerably differ from those 
of messages written by the social network users. In our study, we aim to evaluate  
the usefulness of MedDRA in detection of PHI disclosed on social networks. 

Table 1. A sample of the MedDRA hierarchy and their labels 

Category Label Main category 
First level 

sub-category 
Second level  
sub-category 

10 Biliary disorders   

10-1  Biliary neoplasms  
10-1-1   Biliary neoplasms benign 
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3.2 SNOMED and Its Use in Text Data Mining 

Another internationally recognized classification scheme is the Systematized 
Nomenclature of Medicine Clinical Terms (SNOMED CT) maintained by the 
International Health Terminology Standards Development Organization. Although 
SNOMED is considered the most comprehensive clinical health care terminology 
classification system, it is primarily used in standardization of electronic medical 
records [2]. 

Medical terms in SNOMED are called concepts. A concept is indicating of a 
particular meaning. Each concept has a unique id that with which it is referred to. A 
concept has a description which is a string used to represent a concept. It is used to 
explain what the concept is about. Relationship is a tuple of (object – attribute – 
value) connecting two concepts through an attribute. 

Same as MedDRA, SNOMED has also a hierarchical structure. The root node, 
SNOMED Concept, has 19 direct children which Figure 1 shows 10 of them from 
Clinical finding to Record artifact. As illustrated in Figure 1, one of the nodes, 
procedure, has 27 branches including but not limited to, administrative procedures 
(e.g. Medical records transfer), education procedures (e.g. Low salt diet education) 
and other procedures. 

Among 353,154 instances of all 19 main branches we decided to only sub-select 
procedures and clinical findings (that encompasses diseases and disorders). These 
branches have more medical meanings than for instance the Environment or 
geographical location node which covers name of the cities, provinces/states, etc. The 
clinical findings node has 29,724 sub-nodes (19,349 diseases and disorders, 10,375 
findings) and the node procedure has 15,078 sub-nodes. So in total we have selected 
44,802 nodes out of 353,154. 

Fig. 1. A sample of the SNOMED hierarchy 

 

Table 2. MedDRA and SNOMED hierarchical structure 

 
Table 2 depicts a brief comparison between MedDRA and SNOMED hierarchical 

structure. It shows that SNOMED covers a larger set of terms and has deeper 
hierarchical levels compared to MedDRA.  

Dictionary # total nodes # unique sub-selected nodes average depth level 
MedDRA 11,400 8,561 3 
SNOMED 353,154 44,802 6 
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3.3 Benefits of Using MedDRA and SNOMED 

We believe referring to MedDRA and SNOMED as well-funded, well-studied and 
reliable sources has two benefits:  

1. We introduce a field of new text applications (the posts, weblogs and other 
information sources directly written by individuals) which extend the use for 
MedDRA and SNOMED. These medical dictionaries were previously used only 
for the health information collected by healthcare professionals.  

2. Since MedDRA and SNOMED have well-formed hierarchical structures, by 
examining them against the posts on the social network site, we  should be able to 
identify which terms and branches in the MedDRA and SNOMED are used to 
identify PHI and which branches are not, hence can be pruned out.  These 
operations should result in a more concise and practical dictionary that can be 
used on detecting PHI disclosed in diverse textual environments. 

4 Empirical Study  

In this research, we examined the amount of PHI disclosed by individuals on an 
online social network site, MySpace. Unlike previous research work, introduced in 
Section 2, the presence of PHI was detected through the use of the medical 
terminologies of MedDRA and SNOMED. 

In our empirical studies we examined posts and comments publicly available on 
MySpace. We sorted and categorize the terms used in both MedDRA and SNOMED, 
and found in MySpace, based on the frequency of use and if they reveal PHI or not. 
We also studied the hierarchy branches that are used and the possibility of pruning the 
unused branches (if there exists any). Based on the hierarchical structures of 
MedDRA and SNOMED, the deeper we traversed down the branches, the more 
explicit the medical terms get and the harder the pruning phase is. 

4.1 MySpace Data 

MySpace is an online social networking site that people can share their thoughts, photos 
and other information on their profile or general bulletin, i.e., posts posted on to a 
"bulletin board" for everyone on a MySpace user's friends list to see. There have been 
several research publications on use of MySpace data in text data mining, but none of 
them analyzed disclosure of personal health information in posted messages [6, 16].  

We obtained the MySpace data set from the repository of training and test data 
released by the workshop Content Analysis for the Web 2.0 (CAW 2009). The data 
creators stated that those datasets intended to comprehend a representative sample of 
what can be found in web 2.0. Our corpus was collected from more than 11,800 posts 
on MySpace. In the text pre-processing phase we eliminated numbers, prepositions 
and stop words. We also performed stemming which converted all the words to their 
stems (e.g. hospital, hospitals and hospitalized are treated the same). 
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4.2 Data Annotation 

We manually reviewed 11,800 posts on MySpace to see to what extent those medical 
terms are actually revealing personal health information on MySpace. The terms were 
categorized into 3 groups: 

• PHI: terms revealing personal health information. 
• HI: medical terms that address health information (but not necessarily 

personal).  
• NHI: terms with non-medical meaning. 

To clarify this let’s see the following examples: 
The word lung which assumed to be a medical term appears in the following three 

sentences we got from our MySpace corpus: “...they are promoting cancer awareness 
particularly lung cancer...” which is a medical term but does not reveal any personal 
health information. “… I had a rare condition and half of my lung had to be 
removed...” this is clearly a privacy breach and “...I saw a guy chasing someone and 
screaming at the top of his lungs…” which carries no medical value. In this manner 
we have manually analyzed and performed manual labeling based on the annotator’s 
judgment whether the post reveals information about the person who wrote it, or 
discloses information about other individuals that make them identifiable. We 
acknowledge that there might be cases where the person might be identified with a 
high probability in posts that mention “…my aunt…, my roommate”. For simplicity in 
this research we categorize those posts as HI where the post has medical values but 
does not reveal a PHI. Table 3 shows some more examples of PHI, HI and NHI.  

4.3 MedDRA Results 

To assess MedDRA’s usability for PHI detection, we performed two major steps:  

1) We labeled the MedDRA hierarchy in a way that the label of each node reflects to 
what branch it belongs too.  The result is corpus-independent.  
2) We did a uni-gram and bi-gram (a contiguous sequence of one term from a given 
sequence of text or speech) comparison between the terms that appear in MySpace 
and the words detected by MedDRA. The result is corpus-dependent. 

Table 3. Examples of terms found on MySpace which are PHI, HI and NHI 

 
 

Term PHI HI NHI 

Fraction 
…got a huge bump on my 

forehead, fractured my nose. 
I wish the driver would've 
died as well instead of just 

suffering a fractured leg 

The few people who did 
vote would be so fractured 

among the different parties. 

Laser 
For me the laser treatment had 

unpleasant side-effects. 
I know someone who had 

laser surgery to remove the 
hair from his chest. 

…with a laser writes 
something on a flower stem. 

Allergic 
I’m allergic to cigarette smoke …the allergy is a valid 

reason. 
I'm allergic to bullets! 
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After the execution of the step 1, MedDRA’s main categories are labeled from 1 to 
83 and for those with consequent sub-categories, the main category number is followed 
by a hyphen (-) and the sub-category’s number (e.g. Biliary disorders (10) and its sub 
categories Biliary neoplasms (10-1) and Biliary neoplasms benign (10-1-1)).  

After the execution of the step 2, there are 87 terms that appear both in MedDRA 
and in the MySpace corpus. A subset of them is illustrated in Table 4. 

There are also identical terms that appear under different categories and increase 
the ambiguity of the term. For instance, nausea appears under categories acute 
pancreatitis, and gastrointestinal nonspecific symptoms and therapeutic procedures, 
so when nausea appears in a post, it is not initially clear which category of the 
MedDRA hierarchy has been used, and the text needs further semantic processing. 

4.4 SNOMED Results 

SNOMED leaves are very specific and have many more medical terms compared to 
MedDRA. Our manual analysis has shown that the general public uses less technical 
and therefore more general terms when they discuss personal health and medical 
conditions. Hence, we expect that for SNOMED’s less granular terms appear more 
often in MySpace data than its more specific terms. 

The structure of SNOMED is organized as follows: The root node has 19 sub-
nodes. One of the sub-nodes is procedure that itself has 27 sub-nodes. Out of those 
sub-nodes is called procedure by method which has 134 sub-nodes. Counseling is one 
of those 134 sub-nodes and itself has 123 sub-nodes. Another node among the 134 
sub-nodes is cardiac pacing that has 12 sub-nodes which are mostly leaves of the 
hierarchy. 

In extreme cases there might be nodes that are located 11 levels deep down the 
hierarchy. For example the following shows the hierarchy associated with the node 
hermaphroditism. Each ‘>’ symbol can be interpreted as ‘is a…’: 

 Hermaphroditism > Disorder of endocrine gonad > Disorder of 
reproductive system > Disorder of the genitourinary system > Disorder of 
pelvic region > Finding of pelvic structure > Finding of trunk structure > 
Finding of body region > Finding by site > Clinical finding > SNOMED 
Concept 

It is cumbersome to understand how many of the 44,802 nodes that we have sub-
selected from SNOMED are leaves and how many are intermediate nodes; however, 
66 nodes out of 44,802 appeared in MySpace, of which 9 were leaves (see Table 5).  

Table 6 shows some terms. The number of times the term appears in SNOMED, 
and whether it is a leaf in the hierarchy. We can see that except jet lag and dizzy, the 
other terms do not reveal PHI. Even in the example dizzy, the appearance as PHI 
compared to the number of times they appear as HI and NHI is trivial. 
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Table 4. A subset of terms detected by MedDRA that appear in MySpace 

Terms PHI HI NHI Terms PHI HI NHI 
depression 18 114 0 Dizzy 2 7 2 

injury 9 12 0 Overdose 2 6 0 
swell 4 2 1 Thyroid 2 0 0 

concussions 3 0 0 Asthma 1 1 0 

Table 5. A subset of terms detected by SNOMED that appear in MySpace 

Terms PHI HI NHI Terms PHI HI NHI 
Sick 44 1 135 Fracture 3 3 1 
Pain 17 3 141 Dizzy 2 7 2 

infection 5 33 0 insomnia 2 6 0 
Swell 4 2 1 thyroid 2 0 0 

Table 6. Terms of MySpace detected by SNOMED leaf nodes 

 
This result indicates that although SNOMED has a deep hierarchical structure, one 

should not traverse all the nodes and branches to reach leaf nodes to be able to detect 
PHI terms. In contrast, we hypothesize that branches can be pruned to reduce the PHI 
detection time and still achieve an acceptable result. We leave this as potential future 
work. 

5 Risk Factor of Personal Information 

Due to the semantic ambiguity of the terms we had to manually examine the given 
context to see whether the terms were used for describing medical concepts or not. 
For instance, the term adult in the post “...today young people indifferent to the adult 
world...” has no medical meaning. 

We aimed to find whether the terms were used for revealing PHI or HI. Although 
some terms like surgery and asthma have strictly (or with high certainty) medical 
meaning, some terms may convey different meanings depending on where or how 
they are used. For instance, the word heart has two different meanings in “…heart 
attack…” and “…follow your own heart…”. 

Term Level of hierarchy PHI HI NHI # freq. in SNOMED 
phlebotomy 3 0 3 0 2 

histology 4 0 2 0 2 
jet lag 4 1 0 0 1 

domestic abuse 5 0 1 0 1 
physic assault/abuse 5 0 5 0 1 

black out 6 0 1 1 1 
dizzy 6 2 7 2 2 

hematological 6 0 1 0 1 
Papillary conjunctivitis 6 0 1 0 2 
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We also measured the ratio of the number of times that the term was used in 
MySpace and the number of times that revealed PHI. We called the ratio the Risk 
Factor of Personal Information (RFPI). In other words, for a term t, RFPIt is:  

RFPIt = number of times t reveals PHI / number of times t appears in a text  

Table 7 illustrates the top RFPI terms from MedDRA and SNOMED that often reveal 
PHI. There is an overlap between the top most used terms of MedDRA and SNOMED 
with highest RFPI. These are terms that prone to the number of times they appear in 
data(concussions, thyroid, hypothermia, swell, ulcer and fracture).  

Furthermore, according to our studies although the words sick and pain appear 
numerous times and reveal personal health information but their RFPI is relatively 
low and might not be as privacy revealing as words like fracture or thyroid. 

For example sick in the sentence “...I am sick and tired of your attitude…” or “…the 
way people were treated made me sick…” clearly belong to the NHI group and does 
not carry any medical information. Or in the case of term pain, the sentences 
“…having a high-school next to your house is going to be a pain…” or “…I totally feel 
your pain!...” belong to NHI group as well.  

In total, we found 127 terms that appear in MySpace and in both dictionaries. 87 terms 
in MySpace are captured by MedDRA and 66 terms are captured by SNOMED. (There 
are 26 common terms that appear in both dictionaries. Although SNOMED is a larger 
dataset compared to MedDRA, since its terms are more specific, fewer terms are 
appeared in SNOMED. Thus, we consider MedDRA to be more useful for PHI detection. 

Table 7. Top terms detected by MedDRA and SNOMED that have highest RFPI 

 

Table 8. Percentage of the sentences that are detected by these two dictionaries in each group 

Dictionary %PHI %HI %NHI 
SNOMED 16.5 28.5 55 

MEDDRA 11.5 60 28.5 
 
Figure 2 illustrates the number of sentences (not terms) in MySpace for each 

category of PHI, HI and NHI that are detected by MedDRA, SNOMED and the union 
of them. Table 8 demonstrates that although SNOMED detects more PHI terms 
compared to MedDRA, since it also detects more NHI terms (false positive) as well, it 
is less useful compared to MedDRA. In addition, the summation of both PHI and HI  
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Fig. 2. HI, PHI and NHI sentences detected by each dictionary and their intersection 

in MedDRA is greater than its equivalent in SNOMED which is another reason why 
MedDRA seems more useful than SNOMED.  

In brief, since MedDRA covers a broader and more general area it detects more HI 
than SNOMED. In contrast, although SNOMED detects slightly more PHI and HI, it 
is less trustable than MedDRA since it also detects far more NHI. Hence, the 
precision of detection is much lower. 

Although there are not many sentences (9 sentences out of almost 1000 sentences) 
that reveal PHI as a result of engaging in a conversation that initially contained HI, 
there is always the possibility that existence of HI sentences is more likely to result in 
PHI detection compared to the sentences that contain NHI. 

As shown in Figure 2, the amount of terms that are detected by both MedDRA and 
SNOMED (their intersection in the Venn diagram) is not impressive and that is why 
these two dictionaries cannot be used interchangeably.  

6 Learning the Profile of PHI Disclosure 

We approach the task of detecting PHI leaks as acquiring a profile of what “language” 
is characteristic of this phenomenon happening in posts on health-related social 
networks. This can be achieved if a profile of the occurrence of this phenomenon is 
acquired, and Machine Learning, or more specifically text classification, is a natural 
technique to perform this acquisition. We studied the classification of the sentences 
under two categories of PHI-HI and NHI using Machine Learning methods. 

Hypothesis. Focusing on terms from MedDRA and SNOMERD results in a better 
performing profiling than the straightforward method of bag of words. 
Experiment. Our experiment consists of the following two parts: 

6.1 Part I, Standard Bag of Words Model 

We vectorized each of the 976 sentence detected by the two medical dictionaries. In 
these sentences, there are 1865 distinct terms. After removing the words with the 
same roots and deleting the symbols and numerical terms, 1669 unique words have 
been identified. Next, generating a standard Bag of Words document representation 

PHI HI 

NHI 

 
91        17         69 156      49       373

303      57       179
SNOMED 
 

MedDRA 
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and the sentences are vectorized (0 for not existing and 1 for existing). Hence, we 
have vectors of 1669 attributes that are either 0 or 1 and one more attribute which is 
the label of the sentence, the privacy class (0 = NHI, 1 = PHI-HI). 

After each vector is labeled accordingly to be either PHI-HI or NHI, we perform a 
bi-classification and train our model with 976 sentences of which 425 are labeled as 
NHI and 551 are labeled as PHI-HI. 

We used two classification methods used most often in text classification, i.e., 
Naive Bayes (NB), KNN (IBK) in Weka based on the privacy class (0 = NHI, 1 = 
PHI-HI) shown in the left column of Table 9. Hence, our training data set would be 
the sentences with binary values of the terms appearing in them or not. Due to our 
small set data, we performed five by two cross-validation. In each fold, our collected 
data set were randomly partitioned into two equal-sized sets in which one was the 
training set which was tested on the other set. Then we calculated the average and 
variance of those five iterations for the privacy class. Table 9 shows the results of this 
5X2-fold cross validation. 

6.2 Part II, Special Treatment for Medical Terms 

We took the vectors resulting from Part I and focused on the terms belong to the 
following three groups by weighting them stronger in the bag of words than the 
remaining words.  

a) List of pronouns or possessive pronouns/family members/relatives (e.g. I, my, 
his, her, their, brother, sister, father, mother, spouse, wife, husband, ex-
husband, partner, boyfriend, girlfriend, etc.).  

b) Medical term detected by MedDRA and SNOMED.  
c) Other medical terms that their existence in a sentence may result in a sentence 

to be a PHI or HI. Terms such as hospital, clinic, insurance, surgery, etc. 

For group (a) and group (c) we associate weight 2 (one level more than the regular 
terms that are presented by 1 as an indication that the terms exist in the sentence). For 
group (b) which are the terms detected by the SNOMED and MEDRA and have 
higher value for us we associate weight with value of 3. So unlike the vectors in Part I 
which consist of 0s or 1s, in this part we have vectors of 0s, 1s, 2s and 3s. In fact, the 
values for weights are arbitrary and finding the right weights would be the task of 
optimization of the risk factor. We ran the experiment with values of 0s, 1s, 2s and 4s 
and we got the same results shown in Table 9. 

Table 9. Two classification methods on the privacy class with and without medical terms 

Classification Privacy Class (Part I)  Privacy Class (Part II) 

NB 
Correctly classified% 75.51 85.75 
Mean absolute error 0.25 0.15 

KNN (k=2) 
Correctly classified% 74.48 86.88 

Mean absolute error 0.27 0.13 
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Next, we used the same two classification methods and performed five by two cross-
validation. The results are shown in Table 9 in the right column. 

Comparing the results from Part I and II show that there is almost 10% 
improvement in detecting sentences that reveal health information using the terms 
detected by MedDRA and SNOMED which confirms our hypothesis. The results are 
statistically significant [4], with the p-value of .95. 

7 Conclusion and Future Work 

In this research work, we developed tools that detect and, if necessary, protect 
personal health information that might be unknowingly revealed by users of social 
networks. In this paper we found empirical support for this hypothesis, and 
furthermore we showed how two existing electronic medical resources MedDRA and 
SNOMED help to detect personal health information in messages retrieved from a 
social network. 

In our work we labeled the MedDRA and SNOMED hierarchy in a way that the 
label of each node reflects to what branch it belongs to. Next, we did a uni-gram and 
bi-gram comparisons between the terms appear on the MySpace corpus and the words 
appear on MedDRA and SNOMED. Comparing the number of terms captured by 
these two medical dictionaries, it suggests that MedDRA covers more general terms 
and seems more useful than SNOMED that has more detailed and descriptive nodes. 
Performing a bi-classification on the vectors resulted from the sentences labeled as 
PHI-HI and NHI support our hypotheses. We used two common classification 
methods to validate our hypothesis and analyse the results of MedDRA and 
SNOMED. Our experiments demonstrated that using the terms detected by MedDRA 
and SNOMED helps us to better identify sentences in which people reveal health 
information. 

Future directions include analysis of Precision and Recall and analysis of words 
which tend to correlate but not perfectly match with the terms in medical dictionaries 
(e.g. in the sentence "I had my bell rung in the hockey game last night" words bell 
rung could indicate a concussion). Use methods such as Latent Dirichlet Allocation 
(LDA) might be a good approach. Furthermore, testing our model on different posts 
on other social networks such as Facebook or Twitter would be a good research 
experiment. We want to compare the terms that appear in MedDRA and SNOMED 
and evaluate their RFPI values. 

An interesting project would be to develop a user interface or an application plug 
in to the current social networks such as MySpace, Facebook and Twitter that warns 
the user about revealing PHI when they use these potentially privacy violating words 
that we have introduced in this research. 

Another potential future work could investigate use of more advanced NLP tools, 
beyond the lexical level and identifying some semantic structures in which those 
terms are involved and lead to health-related privacy violation. 
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Abstract. This paper begins by showing that Burch and Holte’s move
pruning method is, in general, not safe to use in conjunction with the
kind of duplicate detection done by standard heuristic search algorithms
such as A*. It then investigates the interactions between move pruning
and duplicate detection with the aim of elucidating conditions under
which it is safe to use both techniques together. Conditions are derived
under which simple interactions cannot possibly occur and it is shown
that these conditions hold in many of the state spaces commonly used
as research testbeds. Unfortunately, these conditions do not preclude
more complex interactions from occurring. The paper then proves two
conditions that must hold whenever move pruning is not safe to use with
duplicate detection and discusses circumstances in which each of these
conditions might not hold, i.e. circumstances in which it would be safe
to use move pruning in conjunction with duplicate detection.

1 Introduction

Burch and Holte [1,2] introduced a generalization of the method for eliminating
redundant operator sequences introduced by Taylor and Korf [3,4], proved its
correctness, and showed that it could vastly reduce the size of a depth-first search
tree in spaces containing short cycles or transpositions.1 Both methods work by
pruning moves, i.e. disallowing (“pruning”) the use of an operator (“move”) after
a specific sequence of operators has been executed. Burch and Holte also showed
that move pruning could not, in general, be safely used in conjunction with
transposition tables [5]; i.e. there is a risk, if move pruning is used together with
transposition tables, that all optimal paths from start to goal will be eliminated.

A*, breadth-first search, and many other search algorithms use a duplicate
detection strategy that is simpler than the transposition tables considered by
Burch and Holte. Such algorithms simply record each state that is generated
and its distance from the start state. If the state is generated again by a path
that is cheaper than the recorded distance, the distance is updated and the
state is “re-opened” with a priority based on the new distance. Otherwise the

1 A “transposition” occurs when there are two distinct paths leading from one state
to another.

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 40–51, 2013.
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Fig. 1. Example in which duplicate detection and move pruning interact to produce
erroneous behaviour

new path to the state is ignored. I shall refer to this as “duplicate detection” in
the remainder of this paper.

Burch and Holte did not discuss whether it was safe to use their move pruning
in conjunction with duplicate detection, but it was observed by Malte Helmert
(personal communication) that it is not. Figure 1 shows the typical situation
in which a problem arises. A and B are operators or operator sequences that
are not redundant with each other in general, but happen to produce the same
state, T , when applied to state S. AC and BC are the only two paths from S to
U , and move pruning determines that AC is redundant with BC and decides to
prohibit C from being applied after A. However, the search generates T via path
A first, and records this fact using the usual backpointer method found in A*
implementations. When the search later generates T via path B it notices that
T has already been generated by a path of the same cost and therefore ignores
B. Since the only recorded path from S to T is A, move pruning prevents C
from being applied to T and state U is never reached.

To see that it is possible for such A, B, and C to exist, with AC and BC being
redundant with each other but A and B not being redundant with one another,
here is a very simple example (also due to Malte Helmert) presented in the
notation of the PSVN language (see [2]). A state in this example is described by
three state variables and is written as a vector of length three. The value of each
variable is either 0, 1, or 2. The operators are written in the form LHS → RHS
where LHS is a vector of length three defining the operator’s preconditions
and RHS is a vector of length three defining its effects. The LHS may contain
variable symbols (Xi in this example); when the operator is applied to a state,
the variable symbols are bound to the value of the state in the corresponding
position. Preconditions test either that the state has a specific value for a state
variable or that the value of two or more state variables are equal (this is done by
having the same Xi occur in all the positions that are being tested for equality).
For example, operator A below can only be applied to states whose first state
variable has the value 0. The following operators behave like A, B, and C in
Figure 1 when applied to state S = 〈0, 1, 1〉:

A : 〈0, X1, X2〉 → 〈1, 1, X2〉
B : 〈0, X3, X4〉 → 〈1, X3, 1〉
C : 〈1, X5, X6〉 → 〈2, 1, 1〉

A and B are not redundant with one another, in general, but both can be applied
to state S = 〈0, 1, 1〉 and doing so produces the same state, T = 〈1, 1, 1〉.
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This example motivates the study reported in this paper, whose aim is to
understand the interactions between move pruning and duplicate detection and
to identify conditions under which it is safe to use the techniques together. There
are two main contributions of this paper. The first is to derive conditions under
which simple interactions between move pruning and duplicate detection, such
as the one depicted in Figure 1, cannot possibly occur. It turns out that these
conditions hold in many of the state spaces commonly used as research testbeds
(Rubik’s Cube, TopSpin, etc.). Unfortunately, these conditions do not preclude
more complex interactions from occurring. The second contribution of the paper
is to derive conditions that must hold whenever there is a deleterious interaction
between move pruning and duplicate detection.

1.1 Motivation

The motivation for adding move pruning to a system that does duplicate detec-
tion is computational—move pruning is faster than duplicate detection. This is
because with duplicate detection a state must be generated and looked up in
a data structure to determine if it is a duplicate. Move pruning saves the time
needed for duplicate detection because it avoids generating states when it knows
(by analysis in a preprocessing step) the resulting state will be a duplicate. For
example, the depth-first search system used in Burch and Holte’s experiments [1]
did “parent pruning,” an elementary form of duplicate detection, and they re-
ported that using move pruning to achieve the same effect as parent pruning
was more than twice as fast as doing parent pruning by explicit duplicate de-
tection. In addition, if suboptimal paths to a state are generated before optimal
ones, duplicate detection will involve updating the data structure that stores the
distance-from-start information. This can be relatively expensive—updating the
priority queue used by A*, for example. Move pruning will avoid some of these
updates by not generating some of the suboptimal paths at all.

On the other hand, duplicate detection is useful to add to a system that
does move pruning because move pruning, in general, is incomplete: it only
detects short sequences that are redundant (in the current implementation move
pruning considers all and only sequences of length L or less) and it only detects
“universal” redundancy, as opposed to “serendipitous” redundancy, as illustrated
in the example above, where sequences A and B are redundant when applied to
certain states but are not redundant in general. Duplicate detection is complete,
unless there is not enough memory to store all the generated states.

The final motivation for undertaking this study is that it applies much more
broadly than just to systems that use Burch and Holte’s method for automatic
move pruning. When problem domains with many obvious redundancies, such as
TopSpin and Rubik’s Cube, are coded by hand, the researchers writing the code
manually do a simple version of the move pruning that Burch and Holte have
automated. For example, here is a detailed description of the standard move
pruning done by hand for Rubik’s Cube [6]:

Since twisting the same face twice in a row is redundant, ruling out such
moves reduces the branching factor to 15 after the firstmove. Furthermore,
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twists of opposite faces of the cube are independent and commutative. For
example, twisting the front face, then twisting the back face, leads to the
same state as performing the same twists in the opposite order. Thus, for
each pair of opposite faces we arbitrarily chose an order, and forbid moves
that twist the two faces consecutively in the opposite order.

These are precisely the kinds of redundant operator sequences that Burch and
Holte’s method detects automatically. The correctness of the move pruning done
manually has never been questioned, but the problem illustrated in Figure 1
applies regardless of whether the move pruning was inferred by an automatic
method or by hand. Thus it brings into question the correctness of the standard
encodings of testbeds such as Rubik’s Cube and TopSpin if they are used in
a system that does duplicate detection. In fact, I have verified that the manu-
ally encoded move pruning in the IDA* code written in my research group for
TopSpin results in non-optimal solutions being produced if it is used in A*.

2 Essential Theory by Burch and Holte [1]

This section defines terminology and repeats the key theoretical ideas from [1].
The empty sequence is denoted ε. If A is a finite operator sequence then |A|

denotes the length of A (the number of operators in A, |ε| = 0), cost(A) is the
sum of the costs of the operators in A (cost(ε) = 0), pre(A) is the set of states
to which A can be applied, and A(s) is the state resulting from applying A to
state s ∈ pre(A). I assume the cost of each operator is non-negative. A prefix of
A is a nonempty initial segment of A (A1...Ak for 1 ≤ k ≤ |A|) and a suffix is a
nonempty final segment of A (Ak...A|A| for 1 ≤ k ≤ |A|).

Operator sequence B is redundant with operator sequence A if (i) the cost
of A is no greater than the cost of B, and, for any state s that satisfies the
preconditions of B, both of the following hold: (ii) s satisfies the preconditions
of A, and (iii) applying A and B to s leads to the same end state. Formally,

Definition 1. Operator sequence B is “redundant” with operator sequence A iff
the following conditions hold:

(R1) cost(B) ≥ cost(A)
(R2) pre(B) ⊆ pre(A)
(R3) s ∈ pre(B) ⇒ B(s) = A(s)

We write B ≥ A to denote that B is redundant with A.

Let O be a total ordering on operator sequences. B >O A indicates that B is
greater than A according to O. O has no intrinsic connection to redundancy so
it can easily happen that B ≥ A according to Definition 1 but B <O A.

Definition 2. A total ordering on operator sequences O is “nested” if ε <O A
for all A �= ε and B >O A implies XBY >O XAY for all A,B,X, and Y .
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Definition 3. Given a nested ordering O, for any pair of states s, t define
min(s, t) to be the least-cost path from s to t that is smallest according to O
(min(s, t) is undefined if there is no path from s to t).

Theorem 1. Let O be any nested ordering on operator sequences and B any
operator sequence. If there exists an operator sequence A such that B ≥ A ac-
cording to Definition 1 and B >O A, then B does not occur as a consecutive
subsequence in min(s, t) for any states s, t.

As noted by Burch and Holte [1], from Theorem 1 it immediately follows that a
move pruning system that restricts itself to pruning only operator sequences B
that are redundant with some operator sequence A and greater than A according
to a fixed nested ordering will be “safe”, i.e. it will not eliminate all the least-cost
paths between any pair of states. In Burch and Holte’s implementation of move
pruning, all operator sequences of length L or less are generated in an order
defined by a fixed nested ordering, and each newly generated sequence is tested
for redundancy against all the non-redundant sequences generated before it.

3 Conditions Precluding Simple Interactions

I will call the situation depicted in Figure 1 a “simple” interaction between du-
plicate detection and move pruning, by which I mean the interaction takes place
between two optimal paths, AC and BC, that have a common suffix (C). In this
section I derive commonly occurring conditions under which simple interactions
cannot possibly happen. Throughout the rest of the paper I assume there is a
fixed nested ordering on operator sequences, O, used for move pruning.

Because AC and/or BC can be longer than the sequences that move pruning
considers, define A′ to be the suffix of A, B′ to be the suffix of B, and C′ to
be the prefix of C such that move pruning determines that A′C′ ≥ B′C′ and
A′C′ >O B′C′. The latter implies A′ >O B′. This, together with the fact that
A′ is not pruned by move pruning (A′ is fully executed) implies that A′ �≥ B′.

Thus, a simple interaction requires an interesting situation: A′C′ ≥ B′C′ but
A′ �≥ B′ . There are natural conditions in which this combination is impossible
because (A′C′ ≥ B′C′) ⇒ (A′ ≥ B′) for all sequences A′, B′, and C′. To derive
such conditions, recall that the definition of X ≥ Y has three requirements:

(R1) cost(X) ≥ cost(Y )
(R2) pre(X) ⊆ pre(Y )
(R3) s ∈ pre(X) ⇒ X(s) = Y (s)

In order to derive conditions under which (A′C′ ≥ B′C′) ⇒ (A′ ≥ B′) we need
to consider each of these in turn.

(R1) We require conditions under which (cost(A′C′) ≥ cost(B′C′)) ⇒ (cost(A′)
≥ cost(B′)). In fact, no special conditions are needed, this is always true be-
cause the cost of an operator sequence is the sum of the costs of the operators
in the sequence and operator costs are non-negative.
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(R2) We require conditions under which (pre(A′C′) ⊆ pre(B′C′)) ⇒ (pre(A′)
⊆ pre(B′)). This is often not true, but it certainly holds if pre(XY ) =
pre(X) for all operator sequences X and Y (with X non-empty). There are
at least two commonly occurring conditions in which this is true:

• operators have no preconditions (every operator is applicable to every
state) as in Rubik’s Cube;

• the precondition of any sequence is the precondition of the first operator
in the sequence (because the preconditions of the next operator in the
sequence are guaranteed by the effects and unchanged preconditions of
the operators preceding it), as in the sliding-tile puzzles with one blank.

(R3) We require conditions under which (s ∈ pre(A′C′) ⇒ A′C′(s) = B′C′(s))
⇒ (t ∈ pre(A′) ⇒ A′(t) = B′(t)). This follows if both of the following hold:

• pre(XY ) = pre(X) for all operator sequences X and Y (with X non-
empty), the same condition discussed in connection with (R2); and

• all operators are 1-to-1 ((op(x)=op(y)) ⇒ (x=y)).

The two conditions listed under (R3) are thus sufficient to prevent simple in-
teractions from occurring. These conditions hold in many commonly used state
spaces: the sliding-tile puzzle with one blank, Rubik’s Cube, Scanalyzer [7], Top-
Spin, and the Pancake puzzle. In all such spaces, simple interactions between
move pruning and duplicate detection cannot occur.

Unfortunately, simple interactions are not the only way that move pruning
and duplicate detection can interact deleteriously, i.e., the situation in Figure 1
is not a necessary condition for move pruning to be unsafe in conjunction with
duplicate detection. Figure 2 gives an example based on an actual run of A* on
(10, 4)-TopSpin2 when move pruning is applied to sequences of length 4 or less.
The start state is at the top of the figure, the goal state is at the bottom. Move
pruning eliminates all but two of the optimal paths from start to goal; those
two paths are labelled J (the leftmost path) and M (the rightmost path) in the
figure; the individual operators in a path are indicated by a subscript (e.g. J2 is
the second operator in path J).

Three additional paths (K, L, and N) are shown because they play a role in
preventing J and M from being fully executed even though they themselves can-
not be fully executed because of move pruning. The move pruning that eliminates
K, L, and N is shown in the figure by an X through operators K6, L5, and N6.
The reasons for these are as follows. Move pruning detects that N5N6 ≥ J5J6
and therefore prevents N6 from being executed after N5. It also detects that
K3...K6 ≥ L3...L6 and therefore prevents K6 from being executed after K3...K5.
Similarly, it detects that L2...L5 ≥ M2...M5 and therefore prevents L5 from be-
ing executed after L2...L4. These can all be seen in the figure as paths of length
4 or less that branch apart at some particular state and later rejoin.

2 In (10, 4)-TopSpin there are 10 tokens (numbers 0 to 9) in a circle and there are
operators that reverse the order of any 4 adjacent tokens. Because only the cyclic
order matters and not the absolute location within the circle, in the figure a state is
written as a vector with token 9 always placed at the end.
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Fig. 2. Example from (10, 4)-TopSpin of move pruning and duplicate detection inter-
acting to prevent the goal (bottom node) from being reached from the start (top node)
by an optimal path

The effects of duplicate detection are shown by drawing the edges entering
the two states just above the goal as either solid or broken. A solid edge indi-
cates the path by which the state was first generated; a broken edge indicates
an alternative path to the state that is generated later (or not at all in the case
of L5). For example, state 3456782109 is first generated by path K (operator
K5) and is later generated by path J (operator J5). Since the path J1...J5 is not
cheaper than the first path to generate the state (K1...K5), it is ignored. Simi-
larly, M1...M5 is not cheaper than the first path to generate state 0123765489

(N1...N5), so it too is ignored.
What makes this fundamentally different than Figure 1 is that the path (K)

that blocks J because of duplicate detection is not itself blocked by J because
of move pruning, it is blocked by a different optimal path (L, which in turn is
blocked by M because of move pruning). Likewise, the path (N) that blocks
M because of duplicate detection is not itself blocked by M because of move
pruning, it is blocked by a different optimal path (J). As I will show next, this
represents the general situation in which move pruning and duplicate detection
interact deleteriously.
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4 Necessary Conditions for Move Pruning to Be Unsafe

In this section I state and prove conditions that must hold if move pruning
is unsafe to use in conjunction with duplicate detection. The importance of
identifying these “necessary” conditions is that one can then consider whether
there are specific circumstances in which one or more of the necessary conditions
are guaranteed not to hold. Move pruning is safe to use in such circumstances.

Let S be the start state, U any state that is reachable from S (U is the goal
state), and BC any optimal path from S to U that contains no operator sequence
considered redundant by move pruning (BC must exist because of Theorem 1).

Let Alg be a search algorithm that does neither duplicate detection nor move
pruning and has the following properties.

• Alg enumerates the paths (operator sequences) emanating from S in a fixed
sequence, thereby imposing a total order on the paths (p1 <Alg p2 denotes
that path p1 is enumerated by Alg before path p2).

• If operator sequence p1 is a prefix of operator sequence p2 then p1 <Alg p2.

• Alg is able to prove the optimality of any optimal path it generates.3

When Alg is used in conjunction with move pruning, the resulting system is
called AlgMP . The effect of move pruning is to remove paths from Alg ’s enu-
meration sequence but not to change the order of those that remain. Path p1
will be removed by move pruning if and only if it is determined that there exists
another path p2 such that p1 ≥ p2 and p1 >O p2. Note that every such AlgMP

generates BC.
When Alg is used in conjunction with duplicate detection, the resulting system

is called AlgDD. The effect of duplicate detection is to remove paths from Alg ’s
enumeration sequence but not to change the order of those that remain. For
a given start state S, duplicate detection removes path p1 if and only if there
exists a prefix of p1, p

′ (possible p1 itself), and a path p2 such that p′(S) = p2(S),
p′ >Alg p2, and p2 is not itself eliminated by duplicate detection. A* and breadth-
first search are examples of such AlgDD search algorithms.

When Alg is used in conjunction with both move pruning and duplicate de-
tection, the resulting system is called AlgMP

DD .
I assume that the elimination of paths from Alg ’s enumeration sequence

(whether by move pruning or duplicate detection or both) does not adversely
affect its ability to prove a path it generates is optimal among the paths that
remain in the enumeration sequence. This is true of A* and breadth-first search.

Definition 4. We say move pruning is “safe” to use in conjunction with dupli-
cate detection if, for any algorithm Alg with the properties stated above, AlgMP

DD

generates an optimal path from S to U for all states S and all states U that are
reachable from S.

3 Algorithms such as A* and breadth-first search accomplish this by enumerating all
paths that might be cheaper than the current cheapest path from S to U .
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Fig. 3. Illustration of the Proof of REQ-2

In other words, move pruning is unsafe to use in conjunction with duplicate
detection only if some AlgMP

DD fails to generate any optimal path from S to U .
In particular if move pruning is unsafe, AlgMP

DD will fail to generate BC. From
this fact, I will now derive necessary conditions for move pruning to be unsafe
to use in conjunction with duplicate detection.

Theorem 2. Let Alg be any search algorithm with the properties stated above.
Then AlgMP

DD can only fail to generate BC if both of the following conditions
hold:

REQ-1. There exists a state T1 = B(S) on BC(S) and an alternative path A1

from S to T1 such that cost(A1) = cost(B) and T1 was generated by AlgMP
DD

via A1 prior to being generated via B (i.e. A1 <AlgMP
DD

B).

REQ-2. There exists a state Tn on BC(S), an alternative path An from S to
Tn, and a suffix Cn of C such that Cn(Tn) = U , AnCn is an optimal path
from S to U , and move pruning prohibits Cn from being applied after An.

Proof of REQ-1. This is necessary because if no such T1 and A1 existed duplicate
detection would not affect the generation of BC, which contradicts the premise
that AlgMP

DD fails to generate BC. A1 cannot be cheaper than B because B is
part of an optimal path to U and is therefore an optimal path to T1. ��
Proof of REQ-2. Figure 3 depicts the key ideas needed to prove this. A1 here is
as in REQ-1 and sequences B and C from above are renamed here B1 and C1.
As the proof proceeds, they are replaced by Ai, Bi, and Ci for larger values of
i, with Bi increasing in length as i increases and Ci decreasing in length. In all
cases BC = BiCi, Ai(S) = Bi(S) = Ti and AiCi is an optimal path from S to
U . Di is the operator subsequence in BC that leads from Ti to Ti+1.
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A1C1 is an optimal path from S to U , why did AlgMP
DD not generate it in

full? Either because A1C1 was eliminated by move pruning or because it was
eliminated by duplicate detection. If it was eliminated by move pruning then we
are done, with n = 1 (Tn = T1, An = A1, and Cn = C1 = C). If it was eliminated
by duplicate detection then there must be a state T2 later in the BC(S) sequence
and alternative path A2 from S to T2 such that cost(A2) = cost(A1D1) and T2

was generated by AlgMP
DD via A2 prior to being generated via A1D1. Let C2 be

the suffix of C such that C2(T2) = U and B2 be the prefix of BC such that
B2(S) = T2. Now repeat this reasoning for the path A2C2, which is an optimal
path from S to U . If it was eliminated because of move pruning we are done with
n = 2, and if it was eliminated because of duplicate detection, there must exist
a T3, A3, B3, and C3 such that T3 is later in the BC(S) sequence than T2, etc.
This generates a sequence of states T1, T2, ..., each later in the BC(S) sequence
than the one before, and therefore there must be a final state in this sequence,
Tn, with a corresponding An, Bn, and Cn, with AnCn being an optimal path
from S to U . This path was not executed and it cannot have been eliminated by
duplicate detection (because if it were there would be a Tn+1), therefore it must
have been eliminated because move pruning did not allow Cn to be executed
after An. ��
Because both of these requirements are necessary for move pruning to be unsafe,
if one of them does not hold, move pruning is safe to use in conjunction with
duplicate detection. The remainder of this section considers each of them in turn.

4.1 Discussion of REQ-1

REQ-1 states that there must be an alternative optimal path, A1, to T1 = B(S)
that is generated before B. This could fail to hold in at least three different ways.
First, it would fail to hold if there was only one path to each of the states on
BC(S) (namely, the path that is part of BC). This would happen, for example, if
move pruning eliminated all alternative paths, as it does in the Arrow Puzzle [2].
In such cases, no duplicate is ever generated so duplicate detection is obviously
safe to use with move pruning. Secondly, it would fail to hold if there were
alternative paths to one or more states T1 = B(S) generated prior to B, but all
of them were suboptimal. This is not impossible; for example, it would happen
if there was a unique shortest path from S to each state in the state space.

The third way that REQ-1 could fail to hold, and perhaps the most interesting
from a practical point of view, is that there are indeed alternative optimal paths
to a state T1 = B(S) but none of them is generated before B. For example,
consider the special case depicted in Figure 1, where A1 = A is generated before
B (i.e. A <Alg B) but A >O B. In other words there is a disagreement between
howAlg orders the sequences and how they are ordered by O. If the two orderings
>O and >Alg were chosen so that such a disagreement did not occur then the
special case depicted in Figure 1 could not arise. Whether this can be done in
practice, and whether it solves the general problem and not just the special case
depicted in Figure 1 are open problems at present.
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Fig. 4. General Case for Requirement 2

4.2 Discussion of REQ-2

REQ-2 says that there must exist optimal paths AnCn and BnCn such that move
pruning prohibits Cn from being executed after An but allows it after Bn. This
is very similar to the special case depicted in Figure 1, but with one important
difference. In the special case, C = Cn is prohibited after A = An because of
B = Bn, i.e., AC ≥ BC. In the general case we are now considering we do not
require AC ≥ BC, we just require that AC is redundant with some path.

Let A′ be the suffix of An and C′ be the prefix of Cn such that A′C′ is the
sequence within AnCn that move pruning determines to be redundant with some
other sequence D. There are two possibilities for D. The first possibility, which
is what we saw in Figure 1, is that D is part of BC, i.e., there exists a suffix B′

of Bn such that A′C′ ≥ B′C′ and A′C′ >O B′C′. Circumstances in which this
cannot possibly happen have been discussed in Sections 3 and 4.1 above.

The other possibility for D is shown in Figure 4. Here D is a sequence entirely
distinct from BC. In this case, we have another optimal path from S to U—
one that follows An to state V , then executes D, which leads to state W on
the BC path from which the goal is reached by sequence D′. This, in fact, is
precisely what we saw in the TopSpin example in Figure 2. In that example
optimal solution J was blocked by duplicate detection by another sequence, K,
which in turn was blocked by move pruning by a sequence, L, that had nothing
in common with J .

There is, however, one special circumstance in which REQ-2 cannot possibly
occur and therefore move pruning is safe to use in conjunction with duplicate
detection, and that is if move pruning is restricted to considering only sequences
of length 1, i.e. redundancy among individual operators considered in a fixed
order. If this restriction is imposed, move pruning cannot prohibit Cn from being
executed after An but allow it after Bn since no “history” is taken into account.
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5 Summary and Conclusions

This paper has investigated the interactions between move pruning and duplicate
detection with the aim of elucidating conditions under which it is safe to use both
techniques together. I have derived conditions under which simple interactions
cannot possibly occur and shown that these conditions hold in many of the
state spaces commonly used as research testbeds (Rubik’s Cube, TopSpin, etc.).
Unfortunately, these conditions do not preclude more complex interactions from
occurring and an example was given where A* fails to find an optimal solution in
TopSpin because of these more complex interactions. I then derived conditions
that must hold whenever there is a deleterious interaction between move pruning
and duplicate detection.
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Abstract. Cryptographic protocols are usually specified in an informal language,
with crucial elements of the protocol left implicit. We suggest that this is one
reason that such protocols are difficult to analyse, and are subject to subtle and
nonintuitive attacks. We present an approach for formalising and analysing cryp-
tographic protocols in the situation calculus, in which all aspects of a protocol
must be explicitly specified. We provide a declarative specification of underlying
assumptions and capabilities, such that a protocol is translated into a sequence of
actions to be executed by the principals, and a successful attack is an executable
plan by an intruder that compromises the goal of the protocol. Our prototype
verification software takes a protocol specification, translates it into a high-level
situation calculus (Golog) program, and outputs any attacks that can be found.
We describe the structure and operation of our prototype software, and discuss
performance issues.

1 Introduction

A cryptographic protocol is a formalised sequence of messages exchanged between
agents, where parts of the messages are protected using encryption. These protocols
are used for many purposes, including authentication and secure information exchange.
Protocols are typically specified in a quasi-formal language, as illustrated in the follow-
ing example:

The Challenge-Response Protocol

1. A → B : {NA}KAB

2. B → A : NA

The goal is for agent A to determine whether B is alive on the network. The first step
is for A to send B the message NA encrypted with a shared key KAB. The symbol NA

stands for a nonce, a random number assumed to be new to the network. The second
step is for B to send A the message NA unencrypted. The claim is that since only A
and B have KAB , and assuming that KAB is indeed secure, then NA could only have
been decrypted by B, and so B must be alive. However, the protocol is flawed; here is
an attack in which an intruder I masquerades as B and initiates a round of the protocol
with A, thereby obtaining the decrypted nonce:
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An Attack on the Challenge-Response Protocol

1. A → IB : {NA}KAB

1.1 IB → A : {NA}KAB

1.2 A → IB : NA

2. IB → A : NA

This example is simplistic, but it illustrates the type of problems that arise in protocol
verification. Even though protocols are generally short, they are notoriously difficult to
prove correct. As a result, many different formal approaches have been developed for
protocol verification. However, often these approaches are difficult to apply for any-
one other than the original developers [3]. Part of the problem is that there is no clear
agreement on what exactly constitutes an attack [1], which leaves one with consider-
able ambiguity about the status of a protocol when no attack is found. Moreover, as
we later discuss, the language for specifying a protocol is highly ambiguous, and much
information is left implicit.

Our thesis is that all aspects of a protocol need to be explicitly specified. The main
contribution of this paper is the introduction of a declarative theory for protocol specifi-
cation, including message passing between agents on a possibly compromised network,
expressed in terms of a situation calculus (SitCalc) theory. A protocol is compiled into
a sequence of actions for agents to execute. These actions may be interleaved with oth-
ers, and indeed the framework allows simultaneous runnings of multiple protocols. The
intention of an intruder is to construct a plan such that the goal of the protocol, in a
precise sense, is thwarted. A protocol is secure when no such plan is possible. The ap-
proach is flexible, and significantly more general than previous approaches. We have
used this approach to implement a verification tool that finds attacks by translating pro-
tocol specifications into Golog programs.

2 Motivation

2.1 Background

The standard intruder model used in cryptographic protocol verification is the so-called
Dolev-Yao intruder [5]. Informally, the intruder can read, block, intercept, or forward
any message sent by an honest agent. Verification consists of encoding the structure
of a protocol in an appropriate formalism, and then finding attacks that a Dolev-Yao
intruder is able to perform. Many different formalisms have been explored, including
epistemic logics [4], multi-agent systems [6], strand spaces [13,7], multi-set re-writing
formalisms [2] and logic programs under the stable model semantics [1].

Most existing work in protocol verification relies on the same semi-formal specifi-
cation of protocols that we used in the introduction. Consider the Challenge-Response
protocol and the attack described previously. Several points may be noted about the pro-
tocol specification. First, while the intent of the protocol and the attack are intuitively
clear, the meaning of the exchanges in the protocol are ambiguous. Consider the first
line of the Challenge-Response protocol: it cannot mean that A sends a message to B,
since this may not be the case, as the attack illustrates. Nor can it mean that A intends
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to send a message to B, because in the attack it certainly isn’t A’s intention to send the
message to the intruder! As well, in the first line of the protocol there is more than one
action taking place, since in some fashion A is involved in sending a message and B is
involved in the receipt of a message. Hence, the specification language is imprecise and
ambiguous; notions of agent communication should be made explicit.

The specification also leaves crucial notions unstated, including: the goal of the pro-
tocol, the fact that NA is a freshly generated nonce, and the capabilities of the intruder.
Moreover, the specification does not take into account the broader context in which the
protocol is to be executed. This context might contain other agents, interleaved protocol
runs, and even constraints on appropriate behaviour for honest agents. For example, it
is quite possible that a protocol could fail via what might be called a “stupidity attack”,
in which A simply sends the unencrypted nonce to the intruder. Certainly this would
not be an expected outcome, but it is a logically possible compromise of the protocol.
It may well be that there are other “untoward happenings” significantly more subtle
than the stupidity attack; consequently, it is desirable to have a framework for specify-
ing protocols in a general enough fashion in which such possibilities may be explicitly
taken into account.

2.2 A Declarative Approach

We argue that in order to provide a robust demonstration of the security and correctness
of a protocol, all aspects of a protocol exchange need to be specified. We suggest that
an explicit, logical formalisation in the SitCalc provides a suitable framework. Our
primary aim is to clearly formalize exactly what is going on in a cryptographic protocol
in a declarative action formalism; such a formalization will provide a more nuanced and
flexible model of agent communication.

We proceed as follows. The first step is to develop a suitable formal model of the
message passing environment. In past work, we have used a simple transition system
representation [9]. While this is sufficient for the high-level analysis of a protocol in
terms of the beliefs of the agents, it is not expressive enough to precisely encode all
aspects of a message passing system. In §3, we present a SitCalc model of the message
passing environment in which agents, messages, and keys are all first-class objects that
are composed, manipulated and exchanged through a small set of actions.

Our goal is to translate the standard “arrows and colons” representation of a protocol
directly into an executable GoLog program that corresponds to our SitCalc theory of
message passing. As such, in §4, we demonstrate how a simple syntactic variation on a
standard protocol specification can be translated into a GoLog procedure that precisely
encodes the messages that are sent and received in a protocol specification. Roughly, the
idea is to iterate through all components of each message and translate each message ex-
change into a detailed procedure for composing, sending, receiving, and decomposing
each message.

In §5, we present a high-level version of our verification algorithm. We use an it-
erative deepening approach to consider progressively longer sequences of message ex-
changes that encode a complete protocol run. We assume that every message is first
received and decomposed by the intruder, who then has all components of the message
for use in an attack. Although our model is highly expressive and the space of possible
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actions for the intruder grows quickly, we find that attacks are still found in a reasonable
amount of time for many standard test protocols.

3 The Message Passing Domain

While our approach is to translate protocol specifications directly into GoLog, under-
lying our approach is a formal SitCalc model of the message passing domain. In this
section, we briefly outline the details of our model using the Challenge-Response pro-
tocol as an example. We assume familiarity with the situation calculus [10].

3.1 Vocabulary

In our model, there are four primitive sorts of objects (beyond actions and situations):
agents, nonces, keys, and encrypted data.

– Agents: Agent predicates include Agent(a), Intruder(a) and Principal(a). By de-
fault, the domain only has the lone intruder intr and two principals: Alice, and Bob.

– Nonces: For nonces, there is the candidacy predicate Nonce(n) and the functional
fluent fresh(s) that generates a new unique nonce.

– Keys: Key(k) is true for any key, and there are predicates to distinguish symmet-
ric keys, public keys, and private keys: SymKey(k), PubKey(k), and PrivKey(k).
There are also functional fluents to encode the relationship between key pairs.

– Encrypted Data is text encoded with a specific key, fulfilling Encrypted(enc).
The decKey function can be applied as follows decKey({Bob}KAlice

) to garner
the correct key: KPAlice. encKey is similar, except it extracts the key used for
encryption rather than decryption. Another extraction fluent is dec(encrypted,k),
which returns internal contents of encrypted, assuming that k is the correct key.
To convert raw data and a key into the correct encoded object, use the function
enc(text,k).

Any list of the above objects is called text, designated by the corresponding candidacy
predicate Text(t). There are several functions for working with text, such as the length
function Length(text) and the extraction functions such as First(lst), Second(lst), and
Third(lst).

A message is composed of text contents, a sender address, and a recipient address.
For message fluents, there is the basic candidacy predicate Msg(m) along with the ex-
traction functions SenderAddr(m), RecipAddr(m), and Contents(m). To determine
whether or not a message has been posted for access, we use the fluent Sent(msg, s).
If true, then it is possible for another agent to receive this message. To check whether a
message was received by an agent, we evaluate Recd(a, msg, s). This fluent is true only
if the agent has received that message at least once. In the domain, we assume that any
sent message can only be received once. Implicitly, this means that if a message msg is
sent n times, that message can be received at most n times.

The notion of having a message or a key is fundamental in protocol verification. An
agent’s ownership of data fundamentally changes what text agents can send or encrypt,
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and this is represented in our model through the ownership fluent Has(agent,object,s).
The Has fluent also has an expression for defining the ownership of lists. For example,
if [l1, l2, . . .] is some ordered list, then:

Has(agent, [l1, l2, . . . ], s) ↔ Has(agent, l1, s) ∧ Has(agent, l2, s)∧ . . .

Thus, if an agent has a list of objects then it owns each object in the list; conversely an
agent owns a list of objects if it has each of the individual objects in the list.

3.2 The Initial Situation

In our model, it is necessary to explicitly specify which keys and text strings are owned
by each agent at the outset. Consider a domain with three agents: the intruder intr, and
two principals Alice and Bob. We can model a situation where all agents have a shared
key as follows:

Agent Owned Agent IDs Owned Shared Keys
Alice Alice, Bob, intr KAlice/Bob, KAlice/intr

Bob Alice, Bob, intr KAlice/Bob, KBob/intr

intr Alice, Bob, intr KAlice/intr , KBob/intr

This table indicates that each agent is able to compose messages that involve the names
of the other agents, and all pairs of agents share a key. As agents compose and exchange
messages, each agent will acquire more information. It is also possible to encode non-
standard initial situations; for example, it is straightforward to specify that a key has
been compromised before a protocol run begins. This flexibility in changing the initial
ownership of information is an advantage of our approach, as many attacks on protocols
arise because an intruder obtains a key they are not expected to have.

3.3 Message Passing Actions

Using the constructed initial situation and the language of logical fluents, we can then
define both the preconditions and postconditions of performing nonce generation, en-
cryption, composition, message sending and message receiving. For simplicity, general
type predicates, such as Agent(a), are always part of the preconditions but are not listed
in the following definitions:

1. makeNonce(a,n,s)
PRECONDITIONS: IsFresh(n,s)
EFFECT: Has(n,s)

2. encrypt(a,text,k,s)
PRECONDITIONS: Has(a,text,s) ∧ (∃ k Pubkey(k,s) ∨ Has(a,k,s))
EFFECT: Has(a, enc(text,k),s)

3. decrypt(a, enc-text, k,s)
PRECONDITIONS:
Has(a,enc-text,s) ∧ Has(a,k,s)
∧ ((SymKey(k, s) ∧ (k = encKey(enc-text))) ∨ (AsymKey(k, encKey(enc-text),s)))
EFFECT: Has(a,dec(enc-text,k),s)
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4. compose(a,m,se,re,t)
This action allows for an agent to package text into a message with a sender and
recipient.
PRECONDITIONS: Has(a,t,s)
EFFECT: Has(make-message(se,re,t),s)

5. send(a,m)
PRECONDITIONS:
Has(a,m,s) ∧ ((a = intr) ∨ ((a = SenderAddr(m)) ∧ (a �= RecipAddr(m))
The precondition ensures that principals can only send messages where they are the
Sender.
EFFECT: Sent(m,s)

6. receive(a,m)
PRECONDITIONS:
Sent(m,s) ∧ ((a = intr) ∨ (a = RecipAddr(m))))
Principals can only receive a message if it is addressed to them.
EFFECTS: Has(a,Contents(m),s), Recd(a,m), a Sent(msg,s) is cancelled.

These simple definitions remove many ambiguities associated with a message passing
domain, such as whether the intruder can intercept messages (it can) or if encryption
can be broken (it cannot). The strength of this model is that a list of six actions and their
preconditions/effects can define a large class of agent interactions.

4 Golog Encoding

To find attacks, we encode the SitCalc representation of a protocol as a Golog program.
Golog is a high-level programming lanugage suitable for the implementation of SitCalc
action theories, introduced in [11]. In this section, we sketch the details of our encoding.

4.1 Protocol Representations

The standard “arrows and colons” representation of a protocol is typically used in the
protocol verification literature. As such, we use a similar representation; however, our
representation differs in that it is based on a formal grammar that can easily be given as
input to be parsed by our verification system. In the interest of space, we do not include
the grammar here. However, the following table illustrates how it can be used to encode
the Challenge Response Protocol:

Standard Representation Grammar Representation
A → B : {Na}KA/B

A->B: {Na}K-A/B
B → A : Na B->A: Na

Our representation of a protocol also includes a specification of initial key ownership,
based on the following grammar:

"KEYS:"
{key-line}
key-line = role ":" key-list
key-list = key
key-list = key "," key-list
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The key-list after each role indicates which keys an agent owns in the initial situation.
In order to facilitate the representation of standard protocols, if no key ownership prop-
erties are set then the default is to assign a shared key to each pair of agents, as well as
appropriate public-private key pairs for asymetric cryptography. Adding key-ownership
details, the Challenge Response Protocol is encoded as follows:

A->B: {Na}K-A/B
B->A: Na
KEYS:
A: K-A/B
B: K-A/B

For any “arrows and colons” representation of a protocol, it is easy to produce this
grammatical specification as input to the GoProVe verifier.

4.2 Compiling to GoLog: Motivation

Actions in a protocol must be compiled into multiple-step procedures in GoLog. For
example, in the standard specification, one line encodes the act of sending a fresh nonce.
A simple GoLog procedure for sending a fresh nonce is the following:

Agent-Nonce-Send(A,B,s):
let Na = fresh(s)
act(makeNonce(A,Na))
let send-text = list(Na)
let send-message = make-message(A, B, send-text)
compose(A, B, send-text, send-message)
send(A,send-message)

This procedure can be initiated by an agent A to generate a random number, compose
a message including this number, and finally send the message to B. When B responds,
A will need to perform conditional checks to see if the received message has the proper
format and data. The main purpose of the compiler is to produce a series of procedures
that send valid protocol messages, and verify that received messages match the transac-
tion format. The GoLog representation of a protocol must also include constraints about
protocol advancement, so that honest agents only continue a protocol if they believe that
all previous sends/receives have been legitimate. In the next section, we describe the ac-
tions and checks that are required.

4.3 The Compilation Algorithm

Each step in a protocol involves one agent sending a message to another. The compi-
lation algorithm translates each protocol step to a pair of procedures: one procedure to
encode the sending action, and one procedure to encode the receiving action. In this
section, we focus on the sending action.

Consider a message-send action of the following form:

A → B : {M1, . . . ,Mj1}K1 , . . . , {M1, . . . ,Mjn}Kn .
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The algorithm for translating this step into a GoLog procedure is as follows:

1. Write GoLog commands to declare the procedure with a suitable name.
2. Initialize a list enc of encrypted components.
3. For each {M1, . . . ,Mji}Ki with 1 ≤ i ≤ n:

(a) Initialize a list datai of (unencrypted) data components.
(b) For each Mk with 1 ≤ k ≤ ji:

i. Write GoLog commands to get the data Mk.
ii. Append Mk to the list datai.

(c) Write GoLog commands to encrypt the list data with the key Ki.
(d) Append datai to the list enc.

4. Write GoLog commands to compose and send message constraining items in enc.
5. Write GoLog commands to advance to the next protocol step.

To illustrate the process, we show how the first message of the Challenge-Response
Protocol is encoded as a GoLog program. In this case, there is just one encrypted com-
ponent {Na}KA/B

and one data component Na. The algorithm therefore simplifies to a
five step procedure:

I. Write GoLog commands to declare procedure.
II. Write GoLog commands to get data corresponding to Na.

III. Write GoLog commands to encrypt Na with KA/B .
IV. Write GoLog commands to compose and send the message.
V. Write GoLog commands to advance to the next protocol step.

For step (I), we give the procedure a name and check that the participants are distinct.

CR-A-1-proc(A, B, protocol-states, s):
test(neq(A, B))

For step (II), we use the functional fluent fresh to generate a new nonce and the
makeNonce action to specify it is created by A:

let Na = fresh(s)
act(makeNonce(A, Na))

In this particular case, there is only one item of text data to send. It is then passed to
step (III), where we specify the key to be used for encryption and apply it to the list of
text items using the encrypt action:

let K-A/B = get-shared-key(A, B)
let text-to-encrypt = list(Na)
let enc-text = enc(text-to-encrypt, K-A/B)
act(encrypt(A, text-to-encrypt, K-A/B))

Note that this step is essentially identical if multiple items of text are encrypted with the
same key. In the general case, the output of this step is also a list, where each item of
the list is a text component encrypted with a different key. For step (IV), we compose a
message that consists of all encrypted components
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let send-text = list(enc-text)
let send-message = make-message(A, B, send-text)
compose(A, B, send-text, send-message)
send(A, send-message)

Finally, for step (V.), we advance the state of the protocol:

new-protocol-state(A, send-message, (A, B), CR-A-1)

This completes the specification of the GoLog procedure for sending the first message
of the Challenge Response Protocol. The procedure generated to receive this message
is similar. The main difference is that we need to consider previously sent messages.
This is simply a matter of additional checks on variable bindings.

In the interest of space, we do not include the complete encoding of the Challenge-
Response protocol here. We simply remark that each message exchanged in the protocol
is encoded through a send procedure and a receive procedure, as illustrated above.

5 The GoProVe Verifier

In this section, we present the approach used by GoProVe, our prototype verification
software. Our software is able to simulate protocol runs with no intruder to check if
a protocol is well formed, and it is also able to check for attacks on protocols in the
presence of an intruder.

5.1 Protocol Simulation

Protocol simulation is the process of testing protocol runs where all agents, including
the intruder, are honest. The process of protocol simulation involves the following sub-
procedures:

1. Initiate Protocol. Select a pair of agents, and assign them the roles in the protocol.
2. Simulation Control. Check if a message has been sent. If a message was sent, then

run a procedure to receive and react to that message. If no message has been sent,
then check if there is a message available to be sent. If there is no message to send,
the session is complete.

3. Output. Determine if a successful run has been completed for some agent pair.

This simple algorithm detects if a protocol run between any pair of agents can complete
successfully. This is important for verification, because we need to be able to distinguish
between a badly formed protocol with no successful runs, and an insecure protocol that
is vulnerable to attack.

5.2 Protocol Verfification

For protocol verification, the simulation algorithm is extended by introducing an in-
truder. The intruder has special recieve/send procedures that allow the protocol to ad-
vance even if messages are intercepted or forged. Since a protocol run does not have
a fixed (or unbounded) length in this context, the search for a run must use iterative
deepening. The GoProVe verifier uses the following procedure to find attacks.
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Initialize: Set message ownership for all agents.
Start: Choose a principal A to initiate protocol run with B. Set depth=0.
While(true)

Execute protocol action: Send or receive message.
Set depth = depth + 1.
If (message was sent)

Intruder receives message, decrypts, composes all possible messages.
If(attack occurred)

Return attack.
If(depth ≥ max depth)

Backtrack.
Advance protocol: Do one of the following:

Principal receives a sent message.
Intruder sends message.

There are many ways that the search space can be expanded indefinitely, but we have
limited the behaviour of the intruder in a way that makes this less of a problem. For
example, the set of nonces held by the intruder is fixed, so it is not possible for the
intruder to expand the search space by continually generating nonces. In order to op-
timize performance, we also use a Greedy Intruder Channel Model. In this model, the
intruder decrypts, parses and analyzes every received message immediately after it is
received. While this might appear to slow down run times due to unecessary processing,
it actually protects the verifier from combinatorial explosion. Since the intruder does all
processing immediately, the algorithm above can actually be understood to progress
rather than simply stall as an intruder loops through internal operations.

On finding a compromised goal, GoProVe outputs a description of any attacks, as
well as information about agent beliefs regarding sessions, in the following format:

Protocol-ID: CR
Status: completed
Viewer: Alice
Role B: Bob
Role A: Alice

Messages:
(Alice,Bob,[{N2}K-Alice/Bob])
(Bob, Alice, [N2])

In the case of the Challenge-Response protocol, two different runs are output: one where
Alice started a session with Bob and another where she thought that Bob was challeng-
ing her. This is an indication of an attack, because it indicates that Alice may have
incorrect beliefs about the messages that have been exchanged in a protocol run.

5.3 Performance

The table below gives a list of the GoProVe verifier’s runtimes for the Challenge Re-
sponse protocol. Run times are also included for some other protocols: a variation
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Protocol Max-Depth attack? time
CR 3 Y 78 ms
CR-Server 7 Y 9 min
NS 4 Y 2 s
NS 4 Y 5 s
NSL 5 N 7 min

of Challenge Response with servers, Needham-Schroeder, and Needham-Schroeder-
Lowe [12].

These results are promising, as protocol verification is a challenging task even for
simple protocols. Moreover, since the verification task can be done offline, all of these
run times would be appropriate for practical use in evaluating a new protocol.

6 Related Work

Most logic-based approaches to protocol verification are influenced to some degree by
the pioneering BAN logic of [4]. This approach has been highly influential because it
reduces protocol verification to reasoning about knowledge in a formal logic. However,
BAN logic itself consists of an ad hoc set of rules of inference with no formal semantics.
In this respect, our approach differs from the BAN tradition. Rather than defining a new
protocol-specific logic, we encode protocols in a general purpose action formalism.

Hernández and Pinto propose an approach similar to ours, notably due to the fact that
they also use the SitCalc [8]. However, they focus on producing proofs of correctness
based on the actions of honest agents. By contrast, we explicitly model the actions of
an intruder, and we view protocol verification as the process of “planning an attack.”
Our treatment of communication is also different: while Hernández and Pinto define an
unreliable broadcast channel, we define a direct channel that allows the intruder the first
opportunity to receive a message. As such, our approach is best viewed as an alternative
to the Hernández-Pinto approach, rather than a continuation.

7 Discussion

We have described a declarative approach for the representation and analysis of crypto-
graphic protocols. In our model, the effects of actions and the properties of the environ-
ment are explicitly specified in a Golog program, based on an underlying SitCalc action
theory. Our approach is distinguished by the explicit representation of all aspects of a
protocol, including capabilities of the intruder that are often hard-coded. As a result, our
approach is more flexible and more elaboration tolerant than alternative approaches.

Specific advantages of our declarative model can be seen by considering simple vari-
ations on the standard Dolev-Yao intruder. For example, we have already discussed the
fact that it is possible to modify the key-ownership settings. Similarly, it would be pos-
sible to constrain procedures with respect to the topology of a particular network. In
contrast, in extant logical approaches to protocol verification, it is not straightforward
to modify the model for a specific application.
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Many proofs of protocol correctness assume that honest agents do not perform ac-
tions that compromise secret information; however, it is not always clear which actions
are likely to do so. In our framework, we can discover these undesirable actions and we
can formally specify axioms that restrict honest agents from performing them. To the
best of our knowledge, this problem has not been addressed in related formalisms.

In addition to the theoretical advantages gained by using the SitCalc for encoding
protocols, we also gain the practical advantage that it is relatively easy to implement a
prototype verification system in Golog. Our software uses a formal grammar to repre-
sent the structure of a protocol, and translates protocols directly into Golog programs
that encode SitCalc action theories. In principle, users need not have detailed knowledge
of our SitCalc encoding in order to analyse the security of a protocol.

There are several directions for future work. One direction would be to explore a
wider range of protocols, such as those designed for non-repudiation and fair exchange.
Another improvement would be to reduce the running time, in order to address longer
and more complex protocols. However, as a proof of concept, the current run times
demonstrate that the we can use a flexible model of protocol execution based on a
rigorous action formalism, while still finding attacks in a reasonable time.
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Abstract. Explicit discourse relations in text are signalled by discourse
connectives like since, because, however, etc. Identifying discourse con-
nectives is a part of the bigger task called discourse parsing in which
discourse coherence relations are extracted from text. In this paper we
report improvements to the state-of-the-art for identifying explicit dis-
course connectives in the Penn Discourse Treebank and the Biomedical
Discourse Relation Bank. These improvements have been achieved with
maximum entropy (logistic regression) classifiers by combining machine
learning features from previous approaches with new surface level fea-
tures that capture information about a connective’s surrounding phrases
and new syntactic features that add more information from the path in
the syntax tree connecting the root to the connective and from the clause
following the connective by means of its syntactic head.

1 Introduction

Discourse connectives are those words or phrases that can signal discourse
relations. For example, most common discourse connectives include and, but,
however, when, etc. Identifying discourse connectives is important for discourse
relation parsing which has useful application in many natural language pro-
cessing tasks including question answering, semantic interpretation of natural
language, textual entailment, anaphora resolution, and in our work on higher
order relations in biomedical text [7]. Identification of discourse connectives is
not straightforward because of ambiguity. Non-discourse usage can be found for
most connective strings. For example, the following two sentences show discourse
and non-discourse usage of and.

(1) He believes in what he plays, and he plays superbly. (discourse usage)

(2) That went over the permissible line for warm and fuzzy feelings.
(non-discourse usage)

With the advent of the Penn Discourse Treebank, researchers have undertaken
data-driven/machine learning approaches to the problem of identifying discourse
connectives. In this paper we report improvements over such existing works by
combining their strengths as well as introducing some novel features.

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 64–76, 2013.
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2 Related Works

Emily Pitler and Ani Nenkova have considered the problem of identifying ex-
plicit discourse connectives as a disambiguation task [13]. They have shown that
syntactic features can be used to disambiguate discourse connectives. Besides
the connective itself as a feature they have experimented with four main syntac-
tic features: self category—the highest node in the syntax tree that dominates
only the words in the connective, parent category—the immediate parent of
the self category, the left sibling of the self category, and the right sibling
of the self category. They apply two binary features which check whether the
right sibling contains a VP and/or a Trace1. They also use pairwise interaction
features between the connective and each of the syntactic features (e.g., connec-
tive and self category) and interaction features between each pair of syntactic
features (e.g., self category and parent category).

Ben Wellner has reported two approaches for identifying connectives based
on their syntactic context, one based on the syntactic constituency structure
and another on the dependency structure [24]. In the first approach he con-
siders features derived from the constituent parse tree. These features include
connective features, the path from the connective head word to the syntactic
root, some syntactic context features (e.g. whether an NP appears before a VP
in this path) and some conjunctive features. In the dependency structure-based
approach he uses features derived from the dependency tree. These features in-
clude the connective feature, contextual features (previous and next words and
their parts-of-speech), features involving the parent and sibling of the connective
head in the dependency tree and clause detection features (whether the parent
and/or any sibling has a syntactic subject).

The most recent related work is that of Ziheng Lin et al. [10]. They improve
on Pitler and Nenkova’s work by introducing some new features. These new
features include the previous and next words and their parts-of-speech and their
interactions with the connective and its part-of-speech. They also included as
a feature the path from the connective to the syntactic root and a compressed
version of this path in which adjacent identical constituents are collapsed into
one.

Ramesh and Yu [16] considers the problem of identifying discourse connectives
from biomedical text. For that they use the Biomedical Discourse Relation Bank
[15]. With a set of mostly orthographic features they have trained classifiers that
are based on linear-chain first-order Conditional Random Field (CRF) models.
A CRF is a probabilistic undirected graphical model used to label sequence data
[22]. They train their models using ABNER [21], a biomedical named entity
recognizer, with its default feature set, which includes standard bag-of-words,
orthographic and n-gram features.

1 In linguistic theories that include movement rules, trace is an empty category that
indicates the position in the syntactic tree from which a phrase or clause has been
moved. The PTB marks these traces. The automatic parser used in our work does
not.
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3 Corpora and Features

3.1 The Penn Discourse Treebank (PDTB)

The Penn Discourse Treebank (PDTB) [14] is the largest annotated discourse
corpus. It annotates the same Wall Street Journal articles as the Penn Treebank
(PTB) and the PropBank, effectively aligning three different types of annotation
(syntactic, semantic and discourse). PDTB takes a lexically grounded and theory
neutral approach. Instead of annotating all possible discourse coherence relations
it annotates discourse relations at a lower level. At this level a discourse relation
holds between two abstract objects, i.e. events, facts or propositions. The PDTB
annotates both explicit and implicit discourse relations. An explicit discourse
relation is signalled by an explicit connective like because, since, therefore, etc.
There are 18,459 explicit discourse connective tokens2 in the PDTB. Discourse
connectives are often modified by adverbs such as only, even, at least, etc. The
modified connectives like only because, just when, etc. are considered to belong
to the same type3 as that of their head (because, when, etc.). There are 100
unique connective types and 273 distinct discourse connectives in the PDTB.

3.2 The Biomedical Discourse Relation Bank (BioDRB)

The Biomedical Discourse Relation Bank (BioDRB) [15] annotates a subset of the
full-text biomedical articles of the Genia corpus with discourse relations. It adopts
the annotation guidelines of the PDTB, differing in the annotation process itself,
and annotates both explicit and implicit relations. There are several discourse con-
nectives in the BioDRB which are not annotated as discourse connectives in the
PDTB. It has been reported that only 44% of the discourse connectives in the
BioDRB also occur in the PDTB [16]. The remaining 56%, 178 unique discourse
connectives in all, include many frequent cue phrases in the biomedical domain,
such as by, due to, in order to, indicating possible domain-specific characteristics of
the BioDRB. The designers of the BioDRB were inclined to explore such domain
specific characteristics, which is why the annotators were strongly encouraged to
identify additional connectives that might not appear as discourse connectives in
the PDTB [15]. This contrast between the two corpora shows that the set of con-
nective phrases which are more likely to signal discourse relations can differ across
various domains and genres of text.

3.3 Features

As mentioned above, Pitler and Nenkova have used a set of syntactic features
and a single surface level feature, namely the connective identity feature (the
connective string itself). Henceforth, we refer to these features as P&N. Wellner

2 A token is an occurrence of an explicit discourse connective.
3 A connective type is an unmodified discourse connective such as because or when,
i.e., a discourse connective in its base form.
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has experimented with both syntactic and dependency features. Lin et al. have
used all of the P&N features and have added some surface level features and a
pair of syntactic path features. In our work we have analyzed all the features
used in these earlier works and propose some new ones. We have grouped these
features into two classes: surface level features and syntactic features.

Surface Level Features. Properties of the neighbouring words of a discourse
connective can sometimes signal its presence. Both Wellner and Lin et al. have
found such surface level features useful for connective identification. The features
that they have considered for a connective, C, with previous word, prev, and next
word, next, include: prev, next, part-of-speech (POS) of prev, POS of next, C
+ prev, C + next, C + POS of next, C + POS of prev, POS of C + POS
of prev, POS of C + POS of next. In our experiment we have found that prev
and next are good features especially when combined with the connective. For
example, if a candidate connective string is followed by of or to (e.g. as a result
of, in addition to) then it is not likely to be a discourse connective. Similarly
when a candidate connective string when is preceded by either a year, month or
week then when does not function as a discourse connective, rather it acts as a
temporal modifier. In our experiment we have observed that the features derived
from chunk tags (phrase level tags, such as, NP, VP, etc.) are more useful than
the POS features. Using the conjunction of the connectives and the chunk tags
of the neighbouring words instead of the POS tags gave us a better result on the
development set. For example, whenever as is immediately followed by a VP it
is unlikely to be a discourse connective. However, when immediately followed by
a VP may often be a discourse connective. We approximated the chunk tag for
a word by taking the label of its grand-parent in the constituent parse tree.

Syntactic Features. The path from the syntactic root to the connective in the
constituent parse tree contains some of the most important syntactic information
for connective identification. Wellner derives constituent features solely from this
path. He uses the last few constituents of this path in different combinations and
a collapsed version of the complete path in which adjacent constituents with
identical labels are compressed into one. Pitler and Nenkova, on the other hand,
do not use the complete path to derive features. They, instead, use syntactic
context beyond this path through their left sibling and right sibling features.
In our experiment on the development set we have found that augmenting the
P&N features with information about the whole path is beneficial. However,
it appears that using all of the constituents of that path individually is better
than using the whole path as a single feature. We therefore use each individual
constituent which is predecessor to the parent category constituent combined
with its distance from the connective as a feature.

Pitler and Nenkova have shown that including more features about the right
sibling can improve the result. In our experiment on the development set we
achieve an improved result by using the part-of-speech of the syntactic head of
the right sibling as a feature. To find the syntactic head we use the head finding
rules from Collins’ PhD thesis [3].
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Knott has done an extensive study of discourse connectives and their prop-
erties [9]. He classifies discourse connectives into the following categories based
on their syntactic types: subordinating conjunctions, coordinating conjunctions,
discourse adverbials, prepositional phrases and phrases taking sentence com-
plements. Following Wellner, we use the category of a connective as a feature.
Moreover, we use this category in conjunction with the syntactic head of the
right sibling as another feature.

4 Results

As mentioned above, there are 18,459 annotated tokens of the 100 explicit dis-
course connective types in the PDTB. The sentences containing these tokens
constitute the set of positive training examples. The sentences containing occur-
rences of the connective strings in the text of the PDTB which are not annotated
as discourse connectives are treated as negative training examples. Pitler and
Nenkova and Lin et al. report their results which were obtained using a 10-fold
cross validation over the PDTB sections 2-22. They used section 0 and 1 as the
development dataset. Wellner, however, used sections 2-21 for training, sections
23-24 for testing and section 22 for developing his features. In this work, we
follow the first two groups of researchers to prepare the development and train-
ing/validation datasets. We have observed that the PDTB section 24 contains
many anomalous annotations. As Wellner mentioned in his thesis, coordinating
connectives within VP-coordination appear frequently as discourse connectives
in section 24, whereas according to the PDTB annotation guidelines such connec-
tives should not be annotated as positive instances. In section 24, 183 instances
of and are annotated as discourse connectives. In 77 of these instances, and is
immediately inside a VP. In comparison, among the 2442 positive instances of
and in sections 2-22, only 26 are immediately dominated by a VP. As we want to
compare our feature set with that of all the previous works on a common setting,
a 10-fold cross validation on sections 2-22 seems to be the better choice to us.
An advantage of using 10-fold cross-validation is that we repeatedly use 90% of
the data for training and the remaining 10% for testing. The resulting average
accuracy, in most cases, is a reliable estimation of the true accuracy when the
model is trained on all data and tested on unseen data [18]. Moreover, extensive
testing on numerous datasets, with different learning techniques, has shown that
10 is about the right number of folds to get the best estimate of error, and there
is also some theoretical evidence to back this up [26].

We have trained maximum entropy (logistic regression) classifiers using the
features discussed above withMallet4, an open-source machine learning toolkit.
Logistic regression is a discriminative probabilistic classification model. A logis-
tic regression classifier is also called a maximum entropy classifier because it
is obtained by following the maximum entropy principle which states that the
best probability model for the data is the one which maximizes entropy over
the set of probability distributions that are consistent with the evidence [17].

4 http://mallet.cs.umass.edu

http://mallet.cs.umass.edu
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By maximizing entropy, in other words maximizing uniformity, this model avoids
any unnecessary assumptions and becomes the least committed model. Binary
logistic regression models the conditional distribution of the output given the
observation as follows:

p(y = 1|x) = 1

1 + exp(−
∑k

λifi(x, y))

where x is an observation, y is the output (class), fi(x, y) is a binary-valued
feature function, the λis are the feature weights and k is the total number of
features. The parameters of this model are computed by maximum likelihood
estimations, i.e., finding the best fit to the training data. We have also experi-
mented with a Näıve Bayes (NB) classifier and the AdaBoost ensemble method
with decision tree classifiers. However, the logistic regression classifier gives us
the best result. Although both logistic regression and NB classifiers consider the
same hypothesis space, NB tries to find each feature’s weight independently. So,
for a feature set comprising many correlated features, logistic regression often
outperforms NB. AdaBoost is a simple meta-algorithm that uses a set of weak
classifiers and takes their votes to make a decision. This simple strategy often
performs remarkably well for some problems. One advantage of AdaBoost is that
it is often less prone to overfitting than other learning algorithms.

Most of the features that we have discussed above are in fact feature templates
and can generate a large number of binary features. To minimize data sparsity
and to reduce the risk of overfitting we applied feature pruning to remove the
features which occurred fewer than two times.

Using the gold standard parses provided in the PTB, Pitler and Nenkova
have achieved an F-score of 94.19%. We have replicated their work using their
feature set using both gold standard parses and automatic parses generated by
an automatic parser, namely the BLLIP reranking parser5. Using gold standard
parses we get an F-score of 95.34%. F-score drops to 93.58% when we use the
automatic parses. Interestingly, our replicated result is significantly better than
that of the original work. The reasons behind this may include improvements
in Mallet and/or differences in implementation. Lin et al. also replicated the
Pitler and Nenkova work and achieved an F-score of 92.75% and 91.00% with
gold standard parses and automatic parses, respectively.

Adding the new surface level and syntactic features to the P&N features
improves the performance of the classifier. With the gold standard parses the
F-score increases to 96.22%. As discussed above, the P&N features is a set of
syntactic features that try to capture the syntactic context around a connec-
tive. However, the local context surrounding the connective is often indicative
of discourse usage. The surface level features that we add to the P&N features
serve this purpose by giving more information about the local context in the
form of next or previous words and phrase types. Inclusion of these additional
features help to identify the discourse usage of several subordinate conjunctions

5 https://github.com/BLLIP/bllip-parser

https://github.com/BLLIP/bllip-parser
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and discourse adverbial better. The specific gains that we obtain are presented
in the next section.

The statistical significance of this improvement has been measured by using
the Wilcoxon signed-rank test [25]. The test was applied to the differences be-
tween the error rates for all 10 folds. The null hypothesis for the test is that the
differences are distributed symmetrically around zero, i.e., the error rates are
drawn from the same distribution. The test shows that the improvements we ob-
tained are statistically significant at significance level α = 0.001 (p = 0.0009766).

Our results are better than those reported by Lin et al. for their enhanced
feature set. They achieved an F-score of 95.76% with gold standard parses. As
mentioned earlier, Wellner has reported an evaluation of his classifier on the
PDTB sections 23-24. To compare with our results we have trained a classifier
with his feature set (both constituent and dependency features) and have evalu-
ated it by doing a 10-fold cross validation over sections 2-22. Using gold standard
parses and Wellner’s feature set we get an F-score of 95.85%. Using a Wilcoxon
signed-rank test, we found that our feature set gave us a statistically significant
improvement over this replicated result at α = 0.001 (p = 0.0009766).

Table 1 summarizes the results we have obtained with both gold standard
parses (GS) and automatic parses (AUTO) using three different feature sets,
namely P&N, Wellner’s feature set (WN) and our feature set, F&M, composed
of P&N together with our new features.

Table 1. Comparison of results on the PDTB with different feature sets. The P&N
and WN columns present the results obtained by reimplementing the work of Pitler
and Nenkova [13] and Wellner [24], respectively. The column F&M shows the results
we obtained using our new set of features. GS and AUTO indicate that the results were
obtained using gold-standard parses and automatic parses, respectively. These results
were obtained by doing a 10-fold cross-validation over the PDTB sections 2-22. Bold
numbers indicate the best results and italics indicates statistical significance.

P&N WN F&M

GS AUTO GS AUTO GS AUTO

Accuracy 97.24 96.11 97.57 97.34 97.78 97.53
Precision 94.08 90.37 95.54 95.10 95.82 95.11
Recall 96.64 97.02 96.18 95.85 96.64 96.52
F-Score 95.34 93.58 95.86 95.47 96.22 95.81

We have also evaluated our feature set using the BioDRB. This corpus differs
from the PDTB in some important ways. Unlike the PDTB, where discourse an-
notations are aligned with both raw text and parse trees (the PTB), the BioDRB
annotations are only aligned with raw text. This means that for each attribute
(e.g., the connective phrase itself, the arguments of the connective) of a discourse
relation, its annotation contains the offset address of the span of text in the full
text article that corresponds to that attribute. To conduct our experiments on
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the BioDRB in the same way that we did on the PDTB, we need to preprocess
it. The sentences in the 24 full text articles are segmented using an open-source
natural language processing library named OpenNLP [1]. Parse trees for the
segmented sentences are then produced by using the BLLIP re-ranking parser
with the self-trained biomedical parsing model [11]. Then, we automatically align
the discourse annotations with the parse trees and produce new annotations in
the PDTB annotation format. We have made this preprocessed version of the
BioDRB publicly available online6.

One of our syntactic features, namely the connective category features, de-
pends on the syntactic category of the connective. As discussed above, the cate-
gory of a connective is given in the classification provided by Knott [9]. However,
we have found many connectives (e.g., following, by, to) in BioDRB which are
not classified in [9]. Therefore, we have manually analyzed those connectives
and have categorized them into three classes: subordinating conjunctions, co-
ordinating conjunctions and discourse adverbials. Our complete classification is
provided in [7].

We have evaluated our feature set on the BioDRB in three different ways.
Results of each of these tests are shown in Table 2. The column titled PDTB-
BioDRB shows the results of using the binary maximum entropy classifier
trained on the PDTB sections 2-22 and tested on the BioDRB. Since not all
connectives in the BioDRB are also present in the PDTB, for this test we only
considered the connectives which are common to both the PDTB and the Bio-
DRB. Second, we have done a 10-fold cross-validation on the BioDRB considering
only the common connectives. The column BioDRB-CC presents the results
of this test. Finally, we have done a 12-fold cross-validation on the BioDRB con-
sidering all of the 179 connective types in it. The results we obtained are shown
in column BioDRB-12F-CV.

Using our feature set we have achieved a significantly better result than what
has been reported by Ramesh and Yu [16]. By doing a 12-fold cross-validation
on the BioDRB, they obtain precision, recall and F-score of 79%, 63% and 69%
respectively. The reasons why we achieve better results include the fact that they
use the feature set of a biomedical named entity recognizer, named ABNER7 [21].
The features that ABNER uses are mainly orthographic features, i.e., surface
level features [20]. We have found that, for discourse connective identification,
syntactic features are more powerful than surface level features.

With our set of features mentioned above, we obtain inferior results for the Bio-
DRB in comparison to the results obtained with the PDTB. There are a few rea-
sons behind this. First, the number of discourse connective types annotated in the
BioDRB is greater than that in the PDTB (179 versus 100). Second, there are a
few connective types in the BioDRB (e.g., to, by) which are very frequently used as
non-discourse function words. Since they very rarely act as discourse connectives,
they are difficult to identify when they do so. In addition, because of the pres-
ence of such connectives, the number of negative training examples in the BioDRB

6 https://github.com/syeedibnfaiz/BioDRB
7 http://pages.cs.wisc.edu/~bsettles/abner/

https://github.com/syeedibnfaiz/BioDRB
http://pages.cs.wisc.edu/~bsettles/abner/


72 S.I. Faiz and R.E. Mercer

Table 2. Results of the evaluation of the feature set on the BioDRB. The PDTB-
BioDRB column presents the evaluation of the classifier which was trained on the
PDTB and tested on BioDRB. The results of doing a 12-fold cross-validation over
the BioDRB is presented in the BioDRB-12F-CV column. The second column,
BioDRB-CC, shows the results obtained by doing a 10-fold cross-validation over
the BioDRB considering only the connectives which are common to both the PDTB
and BioDRB. Bold numbers indicate the best results.

PDTB-BioDRB BioDRB-CC BioDRB-12F-CV

Accuracy 91.43 93.73 94.34
Precision 86.16 87.34 85.17
Recall 75.00 85.36 79.80
F-Score 80.19 86.28 82.36

is five times greater than the number of positive training examples. Third, since
there isn’t a gold standard parsed treebank for the BioDRB, we had to depend
on an automatic parser which may produce incorrect parses resulting in incorrect
syntactic features for both the training and testing phases. The BLLIP reranking
parser has an F-measure of 91.02% on section 23 of the PTB (equivalently, the
PDTB) [2]. With this in mind, it should also be noted that a typical sentence in
the BioDRB is structurallymore complex than one in the PDTB. The average sen-
tence length in the PDTB is 23 words, whereas in the BioDRB it is 29. To compare
the syntactic complexity, we use the Yngve syntactic complexity measure, which
relies on the right branching nature of English syntax trees with the assumption
that deviating from that introduces complexity in the language [19]. According
to this measure, we found the syntactic complexity of the sentences in the PDTB
and BioDRB to be 3.31 and 3.55, respectively. Therefore, a parser is more likely
to make errors when parsing a sentence from the BioDRB than when parsing a
sentence from the PDTB.

5 Discussion

The previous section has focussed on demonstrating the improvements that we
have achieved in the identification of explicit discourse connectives in two stan-
dard corpora. What follows discusses other findings drawn from our analysis.

From Table 1 it can be observed that our proposed feature set is more robust
than the P&N features. Using the F&M features, the F-score achieved with
gold standard parses and automatic parses differs by only 0.4 percentage points,
whereas using the P&N features the difference is about 1.7 percentage points,
showing that our feature set is less dependent on the quality of the parse.

Connective or connective category specific ML models have proven to be
useful for discourse argument identification [6]. Following that path, we have
experimented with connective category specific classifiers for discourse connec-
tive identification. However, we obtained results inferior to what we get using
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Table 3. Connective type-wise results on the PDTB. TheP&N columns are the results
of the connective type-wise evaluation using our implementation using the feature
set proposed in [13]. The F&M columns are the results of the connective type-wise
evaluation using our proposed feature set. Bold numbers indicate the best results.

Coordinating Subordinating Discourse
Conjunction Conjunction Adverbial

P&N F&M P&N F&M P&N F&M

Accuracy 98.81 98.89 96.69 97.62 93.92 95.08
Precision 96.95 97.39 91.86 94.67 93.69 95.15
Recall 98.05 97.94 96.17 96.53 95.09 95.73
F-Score 97.49 97.66 93.95 95.59 94.38 95.44

a general classifier. We have also evaluated the feature sets on each connective
category. Table 3 shows the connective category-wise results of 10-fold cross-
validation over the PDTB sections 2–22 using the P&N and F&M feature sets.
Using the new syntactic and surface features we have been able to increase the
F-score on the subordinating conjunction and discourse adverbial categories by
1.64 percentage point and 1 percentage point, respectively.

By analyzing classifier errors, we found that it is sometimes not possible to
identify connectives based only on syntactic and surface level context, and it
seems that some form of semantic understanding is required. For example, one
problem with subordinating conjunctions like when, after and before is that they
often occur as temporal modifiers and the syntactic context we consider does not
indicate that. The following sentence shows one such scenario in which when is
used as a temporal modifier.

(3) Notably, one of Mr. Krenz’s few official visits overseas came a few months
ago, when he visited China after the massacre in Beijing.

To overcome this problem we have experimented with a feature created just for
subordinating conjunctions. This feature is computed by first taking the parent
of the SBAR8 that dominates the connective and then checking whether it dom-
inates a terminal node having a temporal sense. Words including the names of
months, dates, etc. are considered to have a temporal sense. Earlier, we have
seen how such words combined with an immediately following connective like
when are good surface level features. Here, we suggest examining a larger con-
text than just the previous word. Inclusion of this feature slightly improved
the performance of the classifier on connectives which are subordinating con-
junctions. The F-score on this category improved from 95.59% to 95.77%. We
believe that including such semantic features will further improve the classifier’s
performance. The F&M results in Table 1 do not include this feature.

We have found that only a handful of the connectives cause most of the errors.
More precisely, 62% of the errors are due to misclassification of the connectives

8 Indicates a clause introduced by a (possibly empty) subordinating conjunction.
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and, as, when, after, also and if. We believe that some of the misclassifications of
and are due to inconsistencies in the annotation of conjunctions in a coordinated
verb phrase. Although the PDTB annotation guideline states such conjunctions
are not annotated as discourse connectives, we found what we believe to be
exceptions to this rule.

Besides using the feature-based ML method discussed above we have also ex-
perimented with kernel methods. The advantage of using kernel methods over
feature-based methods is that we can use a rich structured representation of in-
stances without having to explicitly explore a very large feature space [5,23]. This
is possible because kernel functions, which are at the heart of kernel methods,
directly compute a similarity score between a pair of instances without having
to transform them into very high dimensional feature vectors. For the problem
of discourse connective identification, we have shown how the syntactic context
around the discourse connectives can be used to identify them. In a feature-based
method we represent the context as a set of features observed in that syntactic
context. When we use a kernel method we can represent the syntactic context
directly as a tree and define a kernel function that can compute the similarity
between a pair of such trees. In this experiment we have used a simple kernel
known as the subset tree kernel (SST) [4]. This kernel computes the similarity
between two trees based on the number of substructures that are in common be-
tween them. We represent a connective instance by a subtree that includes the
connective, its parent, its left and right siblings and their immediate children. We
used the SST kernel implementation of [12] which is built on top of a well known
implementation of Support Vector Machines [8]. Using a 10-fold cross validation
over the PDTB sections 2-22 we obtain precision, recall and F-score of 91.03%,
96.87% and 93.86%, respectively. For such a simple setting, these results seem
quite promising to us. In this work, we have shown that considering surface level
context beside the syntactic context helps to achieve a better result. Therefore,
composite kernels that take both of these two types of context into account to
compute similarity are likely to offer improved results. The simple SST kernel
does not distinguish between subtrees appearing in the subtrees rooted at the left
or right sibling of a connective. Having kernels that compute more intelligently
the similarity between the syntactic contexts surrounding connectives may lead
to a better result.

6 Conclusions and Future Work

In this paper we have considered the problem of identifying explicit discourse
connectives in text. We have applied machine learning with a feature set that
includes features proposed in existing works along with some new surface level
and syntactic features to build maximum entropy (logistic regression) classifiers
that achieve better performance than what has been obtained with previously
proposed feature sets. The new surface level features capture information about
a connective’s surrounding phrases. The new syntactic features gather more in-
formation from the path in the syntax tree connecting the root of the tree and
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the connective and use the part of speech of the syntactic head of the clause
following the connective. We have evaluated our feature set using two publicly
available discourse annotated corpora, namely the Penn Discourse TreeBank and
the Biomedical Discourse Relation Bank and achieved statistically significant
improvement over existing works. We have also applied a kernel-based method
to this problem and have found reasonably good results with a simple kernel
function.

Identifying the explicit discourse connectives is the first step of a bigger prob-
lem, known as discourse parsing. The remaining steps include identifying the
sense of the connectives and their arguments. We have approached these prob-
lems and the results we have obtained will be reported in another paper. With
regards to the results of identifying explicit discourse connectives with a kernel-
based method, they seem promising to us and we will continue to investigate
more in this direction.
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Abstract. Diagnosis codes are extracted from medical records for billing
and reimbursement and for secondary uses such as quality control and
cohort identification. In the US, these codes come from the standard
terminology ICD-9-CM derived from the international classification of
diseases (ICD). ICD-9 codes are generally extracted by trained human
coders by reading all artifacts available in a patient’s medical record fol-
lowing specific coding guidelines. To assist coders in this manual process,
this paper proposes an unsupervised ensemble approach to automatically
extract ICD-9 diagnosis codes from textual narratives included
in electronic medical records (EMRs). Earlier attempts on automatic
extraction focused on individual documents such as radiology reports
and discharge summaries. Here we use a more realistic dataset and ex-
tract ICD-9 codes from EMRs of 1000 inpatient visits at the University
of Kentucky Medical Center. Using named entity recognition (NER),
graph-based concept-mapping of medical concepts, and extractive text
summarization techniques, we achieve an example based average recall
of 0.42 with average precision 0.47; compared with a baseline of using
only NER, we notice a 12% improvement in recall with the graph-based
approach and a 7% improvement in precision using the extractive text
summarization approach. Although diagnosis codes are complex concepts
often expressed in text with significant long range non-local dependen-
cies, our present work shows the potential of unsupervised methods in
extracting a portion of codes. As such, our findings are especially rele-
vant for code extraction tasks where obtaining large amounts of training
data is difficult.

1 Introduction

Extracting codes from standard terminologies is a regular and indispensable task
often encountered in medical and healthcare fields. Diagnosis codes, procedure
codes, cancer site and morphology codes are all manually extracted from patient
records by trained human coders. The extracted codes serve multiple purposes
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O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 77–88, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



78 R. Kavuluru, S. Han, and D. Harris

including billing and reimbursement, quality control, epidemiological studies,
and cohort identification for clinical trials. In this paper we focus on extracting
international classification of diseases, clinical modification, 9th revision (ICD-
9-CM) diagnosis codes from electronic medical records (EMRs), although our
methods are general and also apply to other medical code extraction tasks.

Diagnosis codes are the primary means to systematically encode patient con-
ditions treated in healthcare facilities both for billing purposes and for secondary
data usage. In the US, ICD-9-CM (just ICD-9 henceforth) is the coding scheme
still used by many healthcare providers while they are required to comply with
ICD-10-CM, the next and latest revision, by October 1, 2014. Regardless of the
coding scheme used, both ICD code sets are very large, with ICD-9 having a
total of 13,000 diagnoses while ICD-10 has 68,000 diagnosis codes [1] and as will
be made clear in the rest of the paper, our methods will also apply to ICD-10
extraction tasks. ICD-9 codes contain 3 to 5 digits and are organized hierarchi-
cally: they take the form abc.xy where the first three character part before the
period abc is the main disease category, while the x and y components represents
subdivisions of the abc category. For example, the code 530.12 is for the condi-
tion reflux esophagitis and its parent code 530.1 is for the broader condition of
esophagitis and the three character code 530 subsumes all diseases of esophagus.
Any allowed code assignment should at least assign codes at the category level
(that is, the first three digits). At the category levels there are nearly 1300 differ-
ent ICD-9 codes. In our current work, we only work on predicting the category
level codes. That is, if the actual code is abc.xy, our methods will only be able
to generate abc as the correct category code.

The process of assigning diagnosis codes is carried out by trained human
coders who look at the entire EMR for a patient visit to assign codes. Majority
of the artifacts in an EMR are textual documents such as discharge summaries,
operative reports, and progress notes authored by physicians, nurses, or social
workers who attended the patient. The codes are assigned based on a set of
guidelines [2] established by the National Center for Health Statistics and the
Centers for Medicare and Medicaid Services. The guidelines contain rules that
state how coding should be done in specific cases. For example, the signs and
symptoms (780-799) codes are often not coded if the underlying causal condition
is determined and coded.

In this paper we propose an unsupervised ensemble approach to extract ICD-9
codes and test it on a realistic dataset curated from the University of Kentucky
Medical Center. Our approach is based on named entity recognition (NER),
knowledge-based graph mining, and extractive text summarization methods.
We emphasize that automatic medical coding systems, including our current
attempt, are generally not intended to replace trained coders but are mainly
motivated to expedite the coding process and increase the productivity of med-
ical record coding and management. Hence we take a recall oriented approach
with a lesser emphasis on precision. In the rest of the paper, we first discuss
related work and the context of our paper in Section 2. We describe our dataset
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in Section 3 and elaborate our methods in Section 4. We provide an overview of
the evaluation measures in Section 5 and present our results in Section 6.

2 Related Work

Several attempts have been made to extract ICD-9 codes from clinical docu-
ments since the 1990s. Advances in natural language and semantic processing
techniques contributed to a recent surge in automatic extraction. de Lima et
al. [3] use a hierarchical approach utilizing the alphabetical index provided with
the ICD-9-CM resource. Although completely unsupervised, this approach is lim-
ited by the index not being able to capture all synonymous occurrences and also
the inability to code both specific exclusions and other condition specific guide-
lines. Gunderson et al. [4] extracted ICD-9 codes from short free text diagnosis
statements that were generated at the time of patient admission using a Bayesian
network to encode semantic information. However, in the recent past, concept
extraction from longer documents such as discharge summaries has gained in-
terest. Especially for ICD-9 code extraction, recent results are mostly based on
the systems and dataset developed for the BioNLP workshop shared task on
multi-label classification of clinical texts [5] in 2007.

An important issue in clinical document analysis is the absence of datasets
that are free to use by other researchers due to patient privacy concerns and reg-
ulations. The BioNLP shared task [5] takes an important first step in providing
such a dataset which consists of 1954 radiology reports arising from outpatient
chest x-ray and renal procedures and are observed to cover a substantial portion
of pediatric radiology activity. The radiology reports were also formatted in XML
with explicit tags for history and impression fields. Finally, there were a total
of 45 unique codes and 94 distinct combinations of these codes in the dataset.
The dataset was split into training and testing sets of nearly equal size where
example reports for all possible codes and combinations occur in both sets. This
means that all possible combinations that will be encountered in the test set are
known ahead of time. The top system obtained a micro-average F-score of 0.89
and 21 of the 44 participating systems scored between 0.8 and 0.9. Next we list
some notable results that fall in this range obtained by various participants and
others who used the dataset later. The techniques used range from completely
handcrafted rules to fully automated machine learning approaches. Aronson et
al. [6] adapted a hybrid MeSH term indexing program MTI that is in use at
the National Library of Medicine (NLM) and included it with SVM and k near-
est neighbor classifiers for a hybrid stacked model. Goldstein et al. [7] applied
three different classification approaches - traditional information retrieval using
the search engine library Apache Lucene, Boosting, and rule-based approaches.
Crammer et al. [8] use an online learning approach in combination with a rule-
based system. Farkas and Szarvas [9] use an interesting approach to induce new
rules and acquire synonyms using decision trees.

We believe that the coverage of pediatric radiology activity, the small num-
ber of codes and their combinations where code combinations are known ahead
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of time, and the clear demarcation of history and impression fields do not pro-
vide a realistic representation of EMRs, especially for in-patient visits. It is
well known that ICD-9 codes are extracted from the full EMR [10] for each in-
patient visit where the EMR includes documents such as emergency department
notes, discharge summaries, radiology reports, pathology reports, operative re-
ports, progress notes, and multiple flow sheets. Aronson et al. [6] also discuss the
narrow focus on cough/fever/pneumonia and urinary/kidney problems and the
relatively error-free clinical text present in the BioNLP radiology report dataset
as a possible limitation for the extensibility of techniques to generalized EMRs.

3 In-Patient EMR Dataset

As a first step to study automatic diagnosis coding at the EMR level, we curated
a dataset of 1000 clinical document sets corresponding to a randomly chosen set
of 1000 in-patient visits to the University of Kentucky (UKY) Medical Center
in the month of February, 2012. We also collected the ICD-9-CM codes for these
EMRs assigned by trained coders at the UKY medical records office. Aggregating
all billing data, this dataset has a total of 7480 diagnoses leading to 1811 unique
ICD-9 codes that map to 633 top level codes (three character categories). Using
the (code, label, count) representation the top 5 most frequent codes are (401,
essential hypertension, 325), (276, Disorders of fluid electrolyte and acid-base
balance, 239), (305, nondependent abuse of drugs, 236), (272, disorders of lipoid
metabolism, 188), and (530, diseases of esophagus, 169). The average number of
codes is 7.5 per EMR with a median of 6 codes. There are EMRs with only one
code, while the maximum number assigned to an EMR is 49 codes. For each in-
patient visit, the original EMR consisted of several documents, some of which are
not conventional text files but are stored in the RTF format. Some documents,
like care flowsheets, vital signs sheets, ventilator records were not considered for
this analysis. We have a total of 5583 documents for all 1000 EMRs. While our
correct codes arise from billing data where different trained coders code each
EMR (one per coder), the BioNLP shared task dataset is a high quality dataset
coded by three different companies with a final correct code set generated by
consolidation of the three sets of codes.

Before we proceed to our methods, we note that after a discussion with our
medical records officer, we learned that the coders do not necessarily code con-
ditions purely from a billing perspective. On the contrary, they are trained to
extract all codes following the coding guidelines even if the patient may not be
billed for them eventually. However, as explained towards the end of Section 1,
the coding guidelines might not allow certain codes even though they are dis-
cussed in the EMRs because of some specific restrictions on how coding should be
done. In our unsupervised methods we do not model the logic behind the coding
guidelines and hence our approach is primarily a recall oriented one. However,
we use text summarization techniques to weed out codes (so, to improve preci-
sion) that are extracted from noun phrases (in EMR narratives) using certain
statistical measures (more on this later).
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4 Our Approach

To extract diagnosis codes, we used a combination of three methods: NER,
knowledge-based graph mining, and extractive text summarization. In this sec-
tion we elaborate on the specifics of each of these methods. Before we proceed,
we first discuss the Unified Medical Language System (UMLS), a biomedical
knowledge base used in our NER and graph mining methods.

4.1 Unified Medical Language System

The UMLS1 is a large domain expert driven aggregation of over 160 biomedical
terminologies and standards. It functions as a comprehensive knowledge base and
facilitates interoperability between information systems that deal with biomedi-
cal terms. It has has three main components: Metathesaurus, Semantic Network,
and SPECIALIST lexicon. The Metathesaurus has terms and codes, henceforth
called concepts, from different terminologies. Biomedical terms from different
vocabularies that are deemed synonymous by domain experts are mapped to
the same Concept Unique Identifier (CUI) in the Metathesaurus. The seman-
tic network acts as a typing system that is organized as a hierarchy with 133
semantic types such as disease or syndrome, pharmacologic substance, or diag-
nostic procedure. It also captures 54 important relationships (or relation types)
between biomedical entities in the form of a relationship hierarchy with rela-
tionships such as treats, causes, and indicates. The Metathesaurus currently has
about 2.8 million concepts with more than 12 million relations connecting these
concepts. Although relations in the Metathesaurus have relation types that are
beyond the 54 available through the semantic network, here we would like to
limit ourselves to high level relation types such as parent, child, rel narrow, and
rel broad. The high level relations can be represented as C1 → < rel − type >
→ C2 where C1 and C2 are concepts in the UMLS and < rel − type >
∈ {parent, child, rel narrow, rel broad}. The semantic interpretation of these
relations (or triples) is that the C1 is related to C2 via the relation type
< rel − type >. The child (resp. parent) relationship means that concept C1
has C2 as a child (resp. parent). The rel broad (resp. rel narrow) type means
that C1 represents a broader (resp. narrower) concept than C2. For example, the
concept hypertensive disease is a broader concept compared to systolic hyper-
tension. These broad and narrow relationships are created by experts to capture
those relationships that cannot be captured by the more rigid parent/child re-
lationships in different source vocabularies. The SPECIALIST lexicon is useful
for lexical processing and variant generation of different biomedical terms.

4.2 Named Entity Recognition: MetaMap

NER is a well known application of natural language processing (NLP) tech-
niques where different entities of interest such as people, locations, and insti-
tutions are automatically recognized from mentions in free text (see [11] for a

1 UMLS Reference Manual: http://www.ncbi.nlm.nih.gov/books/NBK9676/

http://www.ncbi.nlm.nih.gov/books/NBK9676/
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survey). Named entity recognition in biomedical text is difficult because lin-
guistic features that are normally useful (e.g., upper case first letter, preposi-
tions before an entity) in identifying generic named entities are not useful when
identifying biomedical named entities, several of which are not proper nouns.
Hence, NER systems in biomedicine rely on expert curated lexicons and the-
sauri. In this work, we use MetaMap [12], a biomedical NER system developed
by researchers at the NLM. MetaMap uses a dictionary based approach (using
the UMLS concept names as the dictionary) in combination with heuristics for
partial mapping (based on lexical information in the SPECIALIST lexicon) to
extract UMLS concepts. MetaMap can process a textual document as a whole
but can also generate UMLS concepts from individual noun phrases that are
passed as input to it. The latter option is more helpful to identify more spe-
cific concepts from longer phrases. Since more specific diagnosis codes are more
valuable than generic codes (systolic hypertension vs hypertension), we used the
latter approach called “term processing” in MetaMap’s manual. MetaMap also
identifies negations of concepts and hence we only used non-negated disorders
when extracting codes. So as the first step in our code extraction pipeline, we
extract biomedical named entities by running MetaMap on noun phrases that
satisfy the following regular expressions based on those used in the paper [13].

1. Noun* Noun.

2. (Adj|Noun)+ Noun, and

3. ((Adj|Noun)+ | ((Adj|Noun)* (NounPrep)?)(Adj|Noun)*)Noun

Here Adj stands for adjective and NounPrep stands for a noun followed by a
preposition. Note that we allow the presence of a single preposition to capture
phases like “malignant neoplasm of colon”. We also allow single token noun
phrases that just consist of one noun. For instance, both “hypertension” and
“systolic hypertension” will be processed by MetaMap for concept extraction
when the latter phrase occurs in text. However, we have a way of assigning more
weight to specific codes using key phrase extraction covered in Section 4.4. Once
we obtain non-negated UMLS concepts using MetaMap from these phrases, we
convert these concepts to ICD-9 diagnosis codes when possible as explained next.

ICD-9-CM is one of the over 160 source vocabularies integrated into the UMLS
Metathesaurus. As such, concepts in ICD-9-CM also have a concept unique
identifier (CUI) in the Metathesaurus. As part of its output, for each concept,
MetaMap also gives the source vocabulary. The concepts from MetaMap with
source vocabulary ICD-9-CM finally become the set of extracted codes for each
EMR document set. However, this code set may not be complete because of
missing relationships between UMLS concepts. That is, in our experience, al-
though MetaMap identifies a disorder concept, it might not always map it to a
CUI associated with an ICD-9 code; it might map it to some other terminology
different from ICD-9, in which case we miss a potential ICD-9 code because the
UMLS mapping is incomplete. We deal with this problem and explore a graph
based approach in the next section.
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4.3 UMLS Knowledge-Based Graph Mining

As discussed in Section 4.2, the NER approach might result in poor recall because
of lack of completeness in capturing synonymy in the UMLS. However, using
the UMLS graph with concepts (or equivalently CUIs) as nodes and the inter-
concept relationships connected by relation types parent and rel broad as edges,
we can map a original CUI without an associated ICD-9 code to a CUI with
an associated diagnosis code. We adapt the approach originally proposed by
Bodenreider et al. [14] for this purpose. The mapping algorithm starts with a
CUI c output by MetaMap that is not associated with an ICD-9 code and tries
to map it to an ICD-9 codes as follows.

1. Recursively, construct a subgraph Gc (of the UMLS graph) consisting of
ancestors of the input non-ICD-9 CUI c, using the parent and rel broad
edges. Build a set Ic of all the ICD-9 concepts associated with nodes added
to Gc along the way in the process of building Gc. Note that many nodes
added to Gc may not have associated ICD-9 codes.

2. Delete any concept c1 from Ic if there exists another concept c2 such that
– c1 is an ancestor of c2, and
– The length of the shortest path from c to c2 is less than the length of

the shortest path from c to c1.
3. Return the ICD-9 codes of remaining concepts in Ic and the corresponding

shortest distances from c.

Note that the algorithm essentially captures ancestors of the input concept and
tries to find ICD-9 concepts in them. We also see that instead of returning
a single code, the algorithm returns a set of ICD-9 codes (possibly singleton or
empty). If the set has more than one code, all resulting ICD-9 codes are included
in the extracted code set for performance evaluation purposes.

4.4 Extractive Text Summarization: C-Value Method

Extractive text summarization is an approach where short summaries of a col-
lection of documents are generated by selecting a few sentences or phrases from
those documents that represent the gist of the collection in some way. Key phrase
extraction algorithms including the C-value method [13] and TextRank [15] be-
long to a category of summarization algorithms that extract top phrases that
capture a summary of a collection of documents. In this paper, we apply the
C-value method to rank the noun phrases that were used to extract ICD-9 codes
in Section 4.2. The ranking on the noun phrases automatically imposes a ranking
on the codes extracted from them using the approaches outlined in Sections 4.2
and 4.3. The C-value of a noun phrase is computed based on its frequency and
the frequencies of longer phrases that contain it in the given set of documents.
We use all the documents in an EMR as the corpus to extract candidate noun
phrases for code extraction. Hence, we also use the same set of documents to
compute the frequencies of all phrases required to compute the C-value of a given
phrase. The C-value formula can be written as
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C(p) =

{
log2(len(p)) · f(p) if p is not nested

log2(len(p)) ·
(
f(p) − 1

|Tp|
∑

q∈Tp
f(q)

)
if p is nested

where C(p) is the C-value of phrase p, len(p) is number of words in p, and Tp

is the set of the longer noun phrases that contain p, and f(p) is the frequency
of p in all documents from an EMR. If p is not nested, it implies that it does
not appear in longer phrases. When it is nested, we discount its C-value based
on the number of its occurrences in longer phrases (the

∑
q∈Tp

f(q) part) and
dampen this discount based on the number of unique longer phrases that contain
it (the 1

|Tp| part). We chose to include all codes arising from phrases whose C-

value is ≥ 1. Although we had phrases that had C-value as high as 20, including
only codes whose phrases had very high C-values resulted in many missed codes.
Hence we chose those codes arising from phrases with C-values ≥ 1 based on the
needs of our recall oriented task. Before applying the C-value filter to eliminate
nonsignificant codes extracted using MetaMap and graph based methods, we
also applied a different filter that eliminated codes that are extracted from a set
of very frequent phrases (mostly single nouns) that result in common symptoms
like cold. This is akin to a stop word list used in information retrieval and text
classification research.

5 Evaluation Measures

Before we discuss our findings, we establish notation to be used for evaluation
measures. Let M be the set of all EMR records; here |M | = 1000 since we have
1000 EMRs. Let Ei and Bi, i = 1, . . . , 1000, be the set of extracted codes using
our methods from EMR documents and the corresponding set of billing codes
respectively for the EMR of the i-th in-patient visit. Since the task of assigning
multiple codes to an EMR is the multi-label classification problem, there are
multiple complementary methods [16] for evaluating automatic approaches for
this task. Here we use EMR-based precision and recall and code label based
micro and macro precision, recall, and F-score. First we discuss the EMR-based
measures. The average EMR-based precision Pemr and recall Remr are

Pemr =
1

|M | ·
|M|∑
i=1

|Ei ∩ Bi|
|Ei|

and Remr =
1

|M | ·
|M|∑
i=1

|Ei ∩ Bi|
|Bi|

.

On the other hand, considering each code as a label, we define the code-based
measures. For each code Cj in the billing code set C of the dataset, we have
code-based precision P (Cj), recall R(Cj), and F-score F (Cj) defined as

P (Cj) =
TPj

TPj + FPj
, R(Cj) =

TPj

TPj + FNj
, and F (Cj) =

2P (Cj)R(Cj)

P (Cj) +R(Cj)
,

where TPj, FPj , and FNj are true positives, false positives, and false negatives,
respectively of code Cj . Now code-based macro average precision, recall, and
F-score are defined as
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Pmacro
c =

∑|C|
j=1 P (Cj)

|C| , Rmacro
c =

∑|C|
j=1 R(Cj)

|C| , and Fmacro
c =

∑|C|
j=1 F (Cj)

|C| ,

respectively. Finally, the code-based micro precision, recall, and F-score are de-
fined as

Pmicro
c =

∑|C|
j=1 TPj∑|C|

j=1(TPj + FPj)
, Rmicro

c =

∑|C|
j=1 TPj∑|C|

j=1(TPj + FNj)
,

and Fmicro
c =

2Pmicro
c Rmicro

c

Pmicro
c +Rmicro

c

,

respectively. While the macro measures consider all codes as equally important,
micro measures tend to give more importance to codes that are more frequent.

6 Results and Discussion

First we present our EMR based average precision and recall results in Table 1.
In our experiments, ICD-9 codes that are associated with concepts at a distance
greater than 1 from the input concept in the graph mining approach (Section 4.3)
improved recall by only 1% with a 2% decrease in precision. Hence here we only
report results when the shortest distance between the input concept and the
ICD-9 ancestors is ≤ 1. Distance zero codes are those that are directly obtained
from MetaMap output without having to use the graph mining method. The “No
C-value” column in all the tables in this section means that C-value restriction
is not applied to the noun phrases used for code extraction.

Using the graph mining approach we see an improvement of 12% in recall from
0.3 to 0.42. Without any recall loss, the C-value method improves precision by
7% when using the graph mining approach and by 6% when not using it. Thus we
see a clear advantages of the key phrase scoring approach in increasing precision
and the knowledge based graph mining approach in increasing recall. The 99%
confidence interval ranges when using C-value ≥ 1 without graph mining are
0.28 ≤ Remr ≤ 0.32 and 0.50 ≤ Pemr ≤ 0.56; the same ranges using both
C-value and graph mining are 0.38 ≤ Remr ≤ 0.44 and 0.45 ≤ Pemr ≤ 0.49.

Next we present our macro averaged recall, precision, and F-scores in Table 2.
These results provide a contrast to the observations made in the EMR
based measures. Although there is an 8% increase in recall using the graphmining

Table 1. EMR-Based Average Precision and Recall

without graph-mining graph distance ≤ 1
No C-value C-value ≥ 1 No C-value C-value ≥ 1

Remr 0.30 0.30 0.42 0.42
Pemr 0.47 0.53 0.40 0.47
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Table 2. Code-Based Macro Precision and Recall

without graph-mining graph distance ≤ 1
No C-value C-value ≥ 1 No C-value C-value ≥ 1

Rmacro
c 0.58 0.53 0.66 0.62

Pmacro
c 0.74 0.79 0.64 0.69
Fmacro
c 0.57 0.56 0.57 0.58

approach, we notice that the recall gain comes at an expense of 10% loss in preci-
sion. However, we believe this is a still a reasonable although not ideal situation
especially considering that our goal is a recall oriented approach to expedite the
coding process. The C-value method increases precision by an amount equal to the
loss in recall. However, this is not ideal as recall is more important to us. But we
note that macro measures give equal importance to all codes. That is codes that
occur very infrequently are also scored the same way frequent scores are scored.

Before we discuss micro measures, we note that several codes that were in
billing were never extracted using our methods (more on this in the Discussion
section). The F-scores for all those codes will be zero. Thus, we chose to compute
micro measures over subsets of the set of all billing codes C. We choose two
particular subsets. The first set is the set of all codes in billing that were retrieved
at least once using a particular configuration of our methods; so these are the
set of codes Cj for which the F-score F (Cj) > 0, whose results are presented in
Table 3. Since the F-score changes with the method, we also show the number
of codes that satisfy F (Cj) > 0 for each technique as the last row.

We also computed micro measures over the set of codes that satisfy F (Cj) >
0.5 whose results are shown in Table 4. We realize that showing micro measures
for codes that were extracted at least once may overestimate the performance of
methods, which is not our intention. Our only purpose of showing these results is
to demonstrate how our unsupervised approach works on a subset of the codes
and to quantify the difference between different components of our approach.

Table 3. Code-Based Micro Measures with F (Cj) > 0

without graph-mining graph distance ≤ 1
No C-value C-value ≥ 1 No C-value C-value ≥ 1

Rmicro
c 0.48 0.40 0.57 0.48

Pmicro
c 0.53 0.64 0.44 0.53
Fmicro
c 0.50 0.49 0.50 0.50

|{j : F (Cj) > 0)}| 277 271 370 365

Table 4. Code-Based Micro Measures with F (Cj) > 0.5

without graph-mining graph distance ≤ 1
No C-value C-value ≥ 1 No C-value C-value ≥ 1

Rmicro
c 0.64 0.61 0.69 0.62

Pmicro
c 0.70 0.75 0.66 0.71
Fmicro
c 0.67 0.67 0.68 0.66

|{j : F (Cj) > 0.5)}| 170 168 237 240
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Out of 633 total possible codes, the NER approach extracted 277 (43% of 633)
and using the graph mining approach we have 370 (58% of 633). In both tables,
the pattern we see in the macro measures repeats where the increase in recall
due to the graph mining approach is offset by a decrease in precision.

To understand the nature of our errors, we went back and looked at some of
the codes that were causing high recall and precision errors. For example, from
Table 3, we can see that even with the graph based approach only 58% of the codes
were extracted. We found out that this is because there are a set of codes that
never get extracted due to the complex ways in which they manifest in free text. A
main class of such codes is the set of E (external cause of injury or poison) and V
(encounters with circumstances other than disease or injury) codes. These codes
do not generally manifest in free text as noun phrases and have evidence spread
throughout the document with non-local dependencies. Out of a total of 92 E and
V codes in our dataset, 85 were never extracted; the micro average recall over all
E and V codes is 0.01. Similar to E and V codes, there are other classes of codes
that rely on non-local dependencies in textual documents. One of them is the set
of codes that deal with pregnancy and childbirth (codes 630-670). In our dataset,
over a total of 28 codes that belong to this class, the average recall was 0.25.When
it comes to precision errors, most of the errors were caused by common symptoms
such as pain and bruising that are generic and are not coded in many cases based
on coding guidelines.

7 Conclusion

In this paper we presented an unsupervised ensemble approach to extract diagno-
sis codes from EMRs. We used a biomedical NER system MetaMap for the basic
recognition of biomedical concepts in EMRs and mapped them to ICD-9 codes us-
ing the UMLS Metathesaurus . We then used graph mining to exploit the UMLS
relationship graph to extract candidate ICD-9 codes for those disorder concepts
output by MetaMap that did not have an associated ICD-9 code. We show a 12%
improvement in EMR based average recall with this approach. Next, we used key
phrase extraction using the C-value method to improve EMR based average pre-
cision by 7%. To our knowledge, our results are the first to report on EMR level
extraction of diagnosis codes using a large set of codes. Although machine learn-
ing approaches are important, we believe that unsupervised knowledge-based ap-
proaches are essential especially given that large amounts of biomedical datamight
not be available owing to privacy issues involving patient data. As future work, we
plan to extract full ICD-9 codes instead of top level category codes and are work-
ing on combining our unsupervised methods with machine learning approaches to
build a hybrid extraction system.
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Abstract. Decision making can be more difficult with an enormous amount of 
information, not only for humans but also for automated decision making 
processes. Although most user preference elicitation models have been devel-
oped based on the assumption that user preferences are stable, user preferences 
may change in the long term and may evolve with experience, resulting in dy-
namic preferences. Therefore, in this paper, we describe a model called the dy-
namic preference network (DPN) that is maintained using an approach that does 
not require the entire preference graph to be rebuilt when a previously-learned 
preference is changed, with efficient algorithms to add new preferences and to 
delete existing preferences. DPNs are shown to outperform existing algorithms 
for insertion, especially for large numbers of attributes and for dense graphs. 
They do have some shortcomings in the case of deletion, but only when there is 
a small number of attributes or when the graph is particularly dense. 

Keywords: Preference networks, User modeling, Transitive reduction. 

1 Introduction 

Decision making can be incredibly difficult when there is an enormous amount of 
information, not only for humans but also for automated decision making processes. 
For example, in amazon.com, there are millions of items for sale at a time, and  
it seems almost impossible for a buyer to navigate all the items by hand to find the 
books that he/she wants to buy. Even when product search tools are applied, without a 
proper user preference model, search results are often inaccurate, and thus may result 
in many pages of output for users to examine. Therefore, in this paper, we propose  
a dynamic preference model that starts with a small amount of information about a 
user's preferences and that can be modified as those preferences change. 

Preference elicitation has been studied to help autonomous decision agents by  
extracting knowledge of a user’s preferences in order to maximize utility over the 
possible outcomes in a particular decision problem [1]. Such decision problems may 
be simple, such as choosing the best product at a satisfactory price for a consumer, or 
very complex, such as participating in a number of multi-issue negotiations to settle a 
contract. To date, many preference elicitation approaches separate the preference 
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elicitation and decision making stages, by attempting to gain as much information as 
possible on the user’s preferences before commencing the decision-making stage  
[6, 9]. While some recent approaches do recognize that preference elicitation must be 
done quickly and in real time [11], and others recognize that it sometimes must be 
carried out before the set of features for which preferences are being elicited is fully 
known [10], to the best of our knowledge, researchers in the field have yet to recog-
nize that the preference elicitation process should never truly end. This is because of 
the fact that preferences are always changing, especially in the long term, affected by 
human genetic evolution, technological change, the evolution of social systems, and 
the changing availability of environmental and other natural resources [3]. Prefe-
rences may evolve with experience, resulting in flexible future preferences [4]. Also, 
a user's preferences are likely to change as a result of the elicitation process itself [5]. 
Preferences can also change often in the short term, as evidenced by the observation 
that most people do not order the same meal every time they enter a particular restau-
rant. Thus we argue that a model for user preferences must be easily and quickly up-
dated at any time, even during the decision process, to allow a decision agent to react 
properly in the face of changing preferences. 

To address the problem of evolving preferences, we propose the use of a dynamic 
preference network to model the preferences of a particular user. The network is 
maintained in such a way as to allow changes to be made quickly and without  
the need to ever reconstruct the model from scratch. Thus the network has very desir-
able anytime properties, allowing an agent to access the most up-to-date preference 
model during the decision-making process. To facilitate this preference modeling, 
while allowing for fast preference retrieval, we maintain only a transitive reduction of 
the preference network, and propose an algorithm for transitively reduced graph 
maintenance that vastly outperforms existing algorithms when used for our purpose.  

In Section 2, we briefly review related work. In Section 3, we introduce our dy-
namic preference network and discuss a new methodology for maintaining these net-
works, introducing new insertion and deletion algorithms. In Section 4, we discuss 
test results of the new methodology and how it compares to the current methodology. 
Finally, conclusions are presented in Section 5. 

2 Related Work 

2.1 Preference Models 

Preference modeling can use numerical representations, weighted and conditional 
logics or graphical representations [12]. The Conditional Preference Network  
(CP-net), proposed by Boutilier et al. [6], is a well known graphical representation of 
conditional preference relations. Conditional preferences are those where tastes are 
dependent on the outcome of one or more particular attributes. CP-nets are a relative-
ly compact, intuitive, and structured specification of preference relations. While  
CP-nets are used to reason about conditional preferences over values within a subset 
of attributes, a Conditional Outcome Preference Network (COP-net), proposed by 
Chen et al. [2], has extended conditional preference representation for representing 
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user preferences and for predicting preferences over all feasible outcomes for any 
type of conditional preference. A COP-network is a directed acyclic graph, with n 
vertices and m arcs. Each vertex represents an outcome and each directed arc (vi, vj) 
represents a preference relation between vertex vi and vertex vj meaning that a user 
prefers vi to vj . Therefore, n vertices represent a set of n outcomes. Chen et al.[2] 
provided reduced COP-nets, corresponding to a transitive reduction of initial COP-
nets, to reduce the redundancy of the initial network. This transitive reduction of the 
COP-net makes it easy to calculate utility estimates using an approach called the 
longest path method. 

2.2 Transitive Reduction Maintenance 

Little research has been done with fully dynamic maintenance algorithms for  
transitive reduction [8].  J.A. La Poutré and Jan Van Leeuwen, in 1988, presented  
an algorithm for the problem of efficiently updating the transitive closure and transi-
tive reduction of a directed graph [7]. The total time complexity of an edge insertion 
is O(n2enew) and the total time complexity of an edge deletion is O(n2 eold), where n is 
the number of vertices, enew is the number of edges in the resulting graph after an edge 
insertion, and eold is the number of edges in the original graph before an edge deletion. 
King and Sagert, in 2002, presented a fully dynamic algorithm for maintaining transi-
tive closure using an adjacency matrix [8]. In this paper, the authors provided an  
algorithm with O(n2) time for each update and O(1) time for each query, in directed 
acyclic graphs. The key idea of King’s algorithm is to track the number of distinct 
directed paths from each vertex i to each vertex j in the graph, and for each insertion 
or deletion, add or subtract the number of directed paths between affected vertices. 
Since King’s algorithm keeps track of the number of distinct directed paths between 
two vertices in the graph, it requires updating each affected cell in the path matrix.  

3 Preference Network Maintenance 

3.1 Dynamic Preference Networks (DPN) 

In this paper, we present a new model that extends the previous model proposed by 
Chen et al. [2] in order to represent changing preferences. We refer to this new model 
as a dynamic preference network (DPN). A DPN = (V, A) is a directed graph where 
each vertex in V corresponds to a unique outcome of interest, and an arc (v1, v2) in  
A indicates that the outcome represented by v1 is preferred over the outcome 
represented by v2. The transitive property also holds, meaning that for any v1 that is a 
proper ancestor of v2, v1 is preferred over v2. If there is no directed path between two 
vertices, then the preference over the two corresponding outcomes is not known with 
certainty. Note that such a preference may exist, and there are algorithms [2] for  
estimating the relative utilities of the two outcomes by analyzing the overall structure 
of the graph. The DPN is reduced if, for any arc  (v1, v2), there does not exist a  
directed path from v1 to v2 through v3, where v3 is not equal to v1 or v2. 
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3.2 Algorithm for Maintaining Transitive Reduction 

In order to provide efficient maintenance of the transitive reduction, we consider  
the fact that there are 4 basic conditions that can occur between two vertices i and j.  
If there is no path and no arc from i to j, then it is in condition 1. If there is an arc (i, j) 
but no other directed path, then it is in condition 2. If there is no arc but a directed 
path from i to j, then it is in condition 3. If there is an arc (i, j) and a longer directed 
path from i to j, then it is in condition 4.  

In our method, we maintain two n×n binary matrices, M1 and M2, where n is the 
number of vertices in a DPN, to represent these 4 conditions. Matrix M1 stores the 
information about arcs representing a set of preferences elicited from a user. There-
fore, if there is an arc (i, j) in a DPN, then M1 (i, j) = 1. Matrix M2 is used for a set of 
distinct directed paths, and so if there is a directed path (of length greater than 1) from 
i to j in a DPN, then M2(i, j) = 1. Therefore, condition 1 can be represented with M1(i, 
j) = 0 and M2(i, j) = 0. Condition 2 can be represented with M1(i, j) = 1 and M2(i, j) = 
0. Condition 3 can be represented with M1(i, j) = 0 and M2(i, j) = 1. Condition 4 can 
be represented with M1(i, j) = 1 and M2(i, j) = 1. Let G=<V, E> be a directed acyclic 
graph representing a DPN. The binary matrices M1 and M2 of G are |V|ⅹ|V| matrices 
with values {0, 1}.  Building initial matrices M1, M2 is done as follows:  

1. M1 (i, j), M2 (i, j) = 0 for every i, j ∈V.  
2. Update M1 (i, j) = 1, if (i, j)∈E for i, j ∈V.  
3. Add M2 (i, j) =1, if there is a directed path of length > 1 from i to j for i, j∈V.  

Fig.1 shows an example of a DPN with a set of vertices V={v1, v2, v3, v4} and a set of 
arcs E={(v1, v2), (v1, v3), (v2, v3)} and the 2 corresponding binary matrices M1 and M2. 

v1

v2

v3v4

Initial DPN G

v1 v2 v3 v4

v1 0 1 1 0

v2 0 0 1 0

v3 0 0 0 0

v4 0 0 0 0

v1 v2 v3 v4

v1 0 0 1 0

v2 0 0 0 0

v3 0 0 0 0

v4 0 0 0 0

Matrix 1 (M1) Matrix 2 (M2)

 

Fig. 1. DPN example 1 

Finally, a reduced DPN can be derived from Matrix 1 by removing redundant arcs, 
which can be done by converting M1(i, j) to 0, if M1(i, j)=1 and M2(i, j)=1. We define 
this operation as ‘-’. In Fig. 2, the underlined values for M1 (v1, v3) and M2 (v1, v3) are 
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both equal to 1, and so the value of the reduced matrix M1- M2 (v1, v3) is 0. Then the 
reduced DPN GR has a set of arcs ER ={(v1, v2), (v2, v3)}, and thus the arc (v1, v3) has 
been removed. Fig. 2 shows an initial DPN and a reduced DPN. 

v1

v2

v3v4

Reduced DPN GR

v1

v2

v3v4

Initial DPN G

v1 v2 v3 v4

v1 0 1 1 0

v2 0 0 1 0

v3 0 0 0 0

v4 0 0 0 0

v1 v2 v3 v4

v1 0 0 1 0

v2 0 0 0 0

v3 0 0 0 0

v4 0 0 0 0

Matrix 1 (M1) Matrix 2 (M2)

v1 v2 v3 v4

v1 0 1 0 0

v2 0 0 1 0

v3 0 0 0 0

v4 0 0 0 0

Reduced Matrix 
(M1 - M2)  

Fig. 2. DPN and reduced DPN 

3.3 New Preference Insertion 

Based on the 4 basic conditions, we develop the following three observations, which 
are also illustrated in Figure 3.  

• Observation 1 If there is any vertex vi and paths p1=(v1, v2,…, vi)  and p2 =(vi, 
vi+1,…, vn), then there is a path p from v1 to vn, p=( v1, v2,…, vi,…, vn).  

•  Observation 2 If there is an arc (vi, vj) and paths p1=(v1, v2,…, vi)  and p2 =(vj, 
vj+1,…, vn), then there is a path p from v1 to vn, p=( v1, v2,…, vi, vj,…, vn).  

•  Observation 3 If there is an arc (vi, vj) and a path p1 =(vj, vj+1,…, vn) then there is a 
path p from v1 to vn, p =( vi, vj,…, vn).  

v1 vnvi

p1= (v1, vi) p2= (vi,vn)

v1
vn

vi
vj

[Observation 1 ]

[Observation 2 ]

p1= (v1, vi) p2= (vj, vn)

vn
vi

vj

[Observation 3 ]

e= (vi, vj) p1= (vj, vn)

 

Fig. 3. Observation 1, Observation 2 and Observation 3 
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From these three observations, we can develop our algorithm for a new preference 
insertion. Since a preference is represented by an arc in a DPN, we consider inserting 
a new arc (vi, vj) to the initial DPN when there is a new preference added such that a 
user prefers an outcome vi to an outcome vj. Since a new arc(vi, vj) is inserted, for all 
vertices r that have a path to vi and all vertices s that have a path from vj, then, by 
Observation 2 with new arc (vi, vj), there is now a directed path from r to s. Therefore, 
M2(r, s)=1. When inserting a new arc(vi , vj) in a directed acyclic graph, there are three 
steps. The first step is: for all r∈V such that M1(r, vi) =1 or M2(r, vi)=1, if M2(r, vj)=0, 
then M2(r, vj)=1. The second step is: for all s∈V such that M1(vj, s)=1 or M2(vj, s)=1, if 
M2(vi, s)=0, then M2(vi, s)=1. The third step is: for all r, s∈V from step 1 and step 2, if 
M2(r, s)=0, then M2(r, s)=1. Finally, the fourth step is to find the reduced matrix M1-
M2: for all i, j∈V, if M1(i, j)=1 and M2(i, j)=0, then M1-M2(i, j)=1; otherwise M1-M2(i, 
j)=0. Fig. 4 shows the new insertion algorithm for a DPN. 

Algorithm Insert ((vi, vj), G)
-to insert a single edge (vi, vj) to G.

M1 (vi, vj) ← 1

for all r∈V such that M1(r, vi) =1 or M2(r, vi)=1 do    -Step 1
if M2(r, vj)=0, then M2(r, vj)=1.

for all s∈V such that M1(vj, s)=1 or M2(vj, s)=1 do -Step 2
if M2(vi, s)=0, then M2(vi, s)=1

for all r, s∈V from Step 1 and Step 2 -Step 3
if M2(r, s)=0, then M2(r, s)=1

Return M1 − M2 -Step 4  

Fig. 4. Insertion algorithm for DPNs 

3.4 Preference Deletion 

In our DPN, we also provide a method for maintaining a reduced DPN when deleting 
an arc. A user may change his/her preferences because of a change in the preference 
itself, because of a change in the variables used for preference expression or because 
of a change in the preference domain [10]. For example, consider a user who simply 
changes his/her preference over a car. The user now prefers a black color for a car 
whereas the user preferred white before. In this case, we make this change by first 
deleting the user’s previous preference: a user prefers white over black, and second, 
by adding the new preference: a user prefers black over white.  

To maintain a reduced DPN with an arc(vi , vj) deleted, we have to answer the ques-
tion “Is there a directed path from a vertex v1 to a vertex vn not containing the arc(vi , 

vj) ?”. We call this question the sensitivity query. To answer the sensitivity query, we 
develop Observations 4 and 5 based on the previous Observations 1, 2 and 3. 
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• Observation 4 Let there be two directed paths p1=(v1, v2, …, vk,…, vi-1, vi) and p2 =(vj, 
vj+1,…, vj+m,…, vn-1, vn). If there is an arc (vk, vj+m), then there is a path p from v1 to vn, 
including an arc (vk, vj+m), namely p =(v1, v2,…,vk, vj+m,…, vn).  

• Observation 5 Let there be two directed paths p1=(v1, v2, …, vk,…, vi-1, vi) and p2 =(vj, 
vj+1,…, vj+m,…, vn-1, vn). If there is a directed path from a vertex vk in p1 to a vertex vj+m 
in p2, then there is path p from v1 to vn, including two vertices vk and vj+m, namely 
p=(v1, v2,…,vk,..., vj+m,…, vn). 

[Observation 5 ]

v2 vi-1
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vnvi
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vj+1 vn-1

vj+m

p1 p2

v2
vi-1

vk

v1
vnvi

vj vj+1 vn-1

vj+m

p1 p2

[Observation 4 ]

 
Fig. 5. Observation 4 and Observation 5 

Algorithm Delete ((vi, vj), G)

– to delete a single edge (vi, vj) from G.

If  M1(vi, vj) =1, then M1(vi, vj) =0

If  M2(vi, vj) =0, then do

Step 1. Define the set of vertices I={i ∈V such that M1(i, vi) =1 or M2(i, vi)=1 or i=vi} and 

J={ j ∈ V such that M1(vj, j) =1 or M2(vj , j)=1 or j = vj}

Step 2. Define the sets I1 ={i1∈I | ∃ k∈V \ I such that M1(i, k) =1} and K ={k ∈ V \ I |   

i∈I such that M1(i, k) =1}.
For each i1∈ I1:
Step 2-1 Define the set I2 ={i2∈ I | ∃i1 ∈ I1 such that M1(i2, i1)=1 or M2(i2, i1)=1} 

and K1={k ∈K | such that M1(i1, k)=1}.  If k ∈ K1∩J and M2(i2, k) is unmarked,
then mark M2(i2, k).  

Step 2-2 Define the set J2 = {j2 ∈ J | ∃k ∈ K such that M1(k, i2)=1 or M2(k, i2)=1}.
For all i1∈I1, j2 ∈ J2 such that M2(i1, j2) is unmarked, then mark M2(i1, j2).         

Step 2-3, for all i2 ∈ I2 and j2 ∈ J2 from step 2-1 and step 2-2, 
if M2(i2, j2)=1 and unmarked, then mark M2(i2, j2). 

Step 3. for all i ∈ I, j ∈ J which are not marked from the step 2, 
if M2(i, j)=1, then M2(i, j)=0.

Step 4. return M1 - M2 

∃

 

Fig. 6. Deletion algorithm for DPNs 
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We develop our deletion algorithm based on the 4 basic conditions. For the deletion 
of an arc(vi, vj) in a DPN, the first step is to find all vertices in the reduced DPN that 
will be affected by removing the arc(vi, vj): Define the set of vertices I to include vi 
and all ancestors of vi. Define the set J to include vj and all descendants of vj. Second, 
mark the pairs of vertices that are involved in any directed path from I to J not con-
taining the arc(vi, vj), by applying Observation 4 and 5 to find if there are paths from 
vertices in I to vertices in J not containing the arc(vi, vj). Third, for all i∈ I and j∈J 
which are not marked in the second step, if M2(i, j)=1, then let M2(i, j) = 0. Fig. 6 
shows the new deletion algorithm for a DPN. 

4 Evaluation and Analysis 

4.1 Evaluation 

In this section, we evaluate how the proposed method compares to King’s algorithm, 
as well as to a method that simply reconstructs the DPN after each change, in terms of 
efficiency, in a set of simulations. We will compare the average running time taken to 
update a single new preference and construction success ratio within a given time for a 
large number of attributes. Because execution is extremely fast for small numbers of 
attributes, we start with at least 5 attributes. We test four different sizes of graphs (n=5, 
6, 7 and 8 attributes), with each attribute having two possible values. Thus the number 
of outcomes is 2n. In order to test different densities for each graph, we choose differ-
ent values for the number of initial preferences generated. Also, if the number of at-
tributes is greater than 8, the running time is significantly increased with King’s algo-
rithm and so we will examine the percentage of the time in which construction can be 
completed within a given time. For each set of test conditions, we randomly generate 
100 different initial sets of preferences, with any redundant and inconsistent prefer-
ences removed, and a set of 100 new preferences (updates) for each of these graphs. 
This provides us with a total of 10,000 test cases for each set of conditions.  

4.1.1   Proposed vs. Current Methods 
In this experiment, we examine how the efficiency of the proposed method compares 
to that of King’s algorithm and a method involving DPN reconstruction. We first 
compare the average update time (insert/delete) of the three methods and then we 
compare the construction success ratios within a given time.  

4.1.1.1   Average Update Time. In this set of experiments, we compare the average 
time required for inserting and deleting preferences, using three different approaches: 
the proposed method, King’s method, and a technique that involves reconstructing the 
graph from scratch after the insertion/deletion of a preference. Fig. 7. a) shows the 
average insertion time with different density graphs using 8 attributes. Fig. 7. b) 
shows the average insertion time for different numbers of attributes. The results dem-
onstrate that the proposed method outperforms King’s method. The proposed inser-
tion algorithm decreases its insertion time as the graph becomes denser and does not 
increase its insertion time as the number of attributes increases. 
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Fig. 7. a) Average insertion time with different densities b) Average insertion time with differ-
ent numbers of attributes 

 

Fig. 8. a) Average deletion time with different densities b) Average deletion time with different 
numbers of attributes 

Fig. 8. a) shows the average deletion time with different density graphs using 8 
attributes. Fig. 8. b) shows the average deletion time for different numbers of 
attributes. Each result shows that the reconstruction time is less than maintaining a 
reduced DPN using either King’s deletion algorithm or the proposed deletion algo-
rithm. However, the reconstruction method still requires that the consistency of  
the graph be checked, since in order to find the longest path to estimate utilities we 
have to ensure that the graph is acyclic. With the consistency condition, the proposed 
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method is more efficient with large numbers of attributes except in the case of dense 
graphs. For dense graphs or a small number of attributes, King’s method is always 
more efficient than the proposed method. 

4.1.1.2 Construction Success Rate Within a Given Time Limit. Since the running time 
with more than 8 attributes can be unreasonably long, in this experiment, we will 
examine how often the initial construction of a graph with a large number of attributes 
can be completed in a given limited amount of time (500ms).  In this experiment, we 
compare the proposed method to King’s method. Table 1 shows the results of this 
experiment. The proposed method is able to complete the initial construction within 
the 500ms time limit at a significantly higher rate than King’s method. 

Table 1. Construction success rate with different numbers of attributes in 500ms  

# of  
Attributes 

# of  
Preferences 

Initial graph 
( # of edges ) 

Proposed Method 
(%) 

King’s 
Method (%)  

9 512 508.00 100.00 6.09 

10 1,024 1,021.00 66.61 0.77 

11 2,048 2,041.00 17.02 0.10 

12 4,096 4,095.00 3.85 0.02 
13 8,192 8,187.00 0.96 0.00 
14 16,384 16,378.00 0.19 0.00 

 
Finally, we can notice that the proposed method is the most efficient with building 

initial graphs and with inserting new preferences regardless of the number of 
attributes and the graph’s density. However, the proposed method is less efficient in 
deleting preferences with a small number of attributes and with denser graphs.  

4.2 Analysis 

Of the three approaches considered, the proposed method achieves the best results for 
inserting new preferences. Since our new insertion algorithm only keeps track of the 
status between two vertices, once we reduce an edge, we do not need to update it 
later. Therefore, if a graph is denser, the insertion time of the proposed method is 
reduced more. However, because of keeping track of the status, our deletion algorithm 
takes more time to update the status after deleting a preference. In practice, changes in 
user preferences are more likely to involve adding new preferences than deleting pre-
ferences. Therefore, reducing insertion time is a more important part of the entire 
maintenance process. The proposed method boasts the smallest insertion time, com-
pared to the existing methods. 

Also, our proposed method handles larger numbers of attributes than the existing 
method. Since the existing method is based on keeping the number of paths between 
two vertices, it requires an object matrix, whereas the proposed method uses two bit 
matrices. As a result, the proposed method reduces its space and its running time.  
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5 Conclusions 

In this paper, we provide a dynamic preference model that supports preference addi-
tion and preference deletion after an initial preference model has been built. Our  
results clearly show that the proposed method is efficient in maintaining a model of 
preferences in a DPN. Although it sacrifices some efficiency in deleting preferences 
from denser graphs, it shows significant savings in insertion time and in space. Since, 
in practice, deleting preferences is caused mostly by direct conflicts after adding  
new preferences, reducing insertion time can lead to overall improvement. Our main 
contribution is that we apply the concept of transitive reduction maintenance to the 
problem of maintaining an evolving preference model, which includes the specifica-
tion of new insertion and deletion algorithms. Another contribution is that the space 
and average time needed to perform this maintenance is significantly reduced in many 
cases by using a binary representation of the dynamic preference model. 
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Fast Grid-Based Path Finding for Video Games

William Lee and Ramon Lawrence

University of British Columbia

Abstract. Grid-based path finding is required in many video games and virtual
worlds to move agents. With both map sizes and the number of agents increasing,
it is important to develop path finding algorithms that are efficient in memory and
time. In this work, we present an algorithm called DBA* that uses a database of
pre-computed paths to reduce the time to solve search problems. When evaluated
using benchmark maps from Dragon AgeTM, DBA* requires less memory and
time for search, and performs less pre-computation than comparable real-time
search algorithms. Further, its suboptimality is less than 3%, which is better than
the PRA* implementation used in Dragon AgeTM.

1 Introduction

As games have evolved, their size and complexity has increased. The virtual worlds and
maps have become larger as have the number of agents interacting. It is not uncommon
for hundreds of agents to be path finding simultaneously, yet the processing time dedi-
cated to path finding has not substantially increased. Consequently, game developers are
often forced to make compromises on path finding algorithms and spend considerable
time tuning and validating algorithm implementations.

Variations of A* and PRA* are commonly used in video games [9]. The limitation
of these algorithms is that they must plan a complete (but possibly abstract) path be-
fore the agent can move. Real-time algorithms such as kNN LRTA* [3] and HCDPS
[8] guarantee a constant bound on planning time, but these algorithms often require a
considerable amount of pre-computation time and space.

In this work, we propose a grid-based path finding algorithm called DBA* that com-
bines the real-time constant bound on planning time enabled by using a precomputed
database as in HCDPS [8] with abstraction using sectors as used in PRA* [9]. The result
is a path finding algorithm that uses less space than previous real-time algorithms while
providing better paths than PRA* [9]. DBA* was evaluated on Dragon AgeTMmaps
from [10] with average suboptimality less than 3% and requiring on average less than
200 KB of memory and between 1 and 10 seconds for pre-computation.

2 Background

Grid-based path finding is an instance of a heuristic search problem. The algorithms
studied in this paper, although potentially adaptable to general heuristic search, are
specifically designed and optimized for 2D grid-based path finding. States are vacant
square grid cells. Each cell is connected to four cardinally (i.e., N, E, W, S) and four

O. Zaı̈ane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 100–111, 2013.
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diagonally neighboring cells. Out-edges of a vertex are moves available in the cell. The
edge costs are 1 for cardinal moves and 1.4 for diagonal moves. Standard octile distance
is used for the heuristic.

Algorithms are evaluated based on the quality of the path produced and the amount
of time and memory resources consumed. Suboptimality is defined as the ratio of the
path cost found by the agent to the optimal solution cost minus one and times 100%.
Suboptimality of 0% indicates an optimal path and suboptimality of 50% indicates a
path 1.5 times as costly as the optimal path.

An algorithm is also characterized by its response time, which is the maximum plan-
ning time per move. The overall time is the total amount of time to construct the full
solution, and the average move time is the overall time divided by the number of moves
made. Memory is consumed for node expansions (e.g. open and closed lists in A*),
for storing abstraction information (e.g. regions), and for storing computed paths. Per
agent memory is memory consumed for each search agent. Fixed memory is memory
consumed that is shared across multiple, concurrent path finding agents.

2.1 A*

A* [5] is a common algorithm used for video game path finding as it has good perfor-
mance characteristics and is straightforward to implement. A* paths are always optimal
as long as the heuristic function is admissible. However its overall time depends on the
problem size and complexity, resulting in highly variable times. The biggest drawback
is that its response time is the same as its overall time as a complete solution is required
before the agent moves. A*’s memory use is variable and may be high depending on
the size of its open and closed lists and the heuristic function used.

2.2 PRA*

The PRA* variant implemented in Dragon Age [9] was designed to improve on A*
performance for path finding. Response time and per agent memory are reduced by
abstracting the search space into sectors and first computing a complete solution in the
abstract space. The abstraction reduces the size of the problem to be solved by A*. The
abstraction requires a small amount of fixed memory. It also results in solutions that
are suboptimal (between 5 to 15%). The small trade-off in space and suboptimality is
beneficial for faster response time.

2.3 Real-Time Algorithms

There have been several real-time algorithms proposed that guarantee a constant bound
on planning time per action (response time) including TBA* [1], D LRTA* [4], kNN
LRTA* [3], and HCDPS [8]. TBA* is a time-sliced version of A* that exhibits the same
properties as A* with the added ability to control response time and per move planning
time. All of the other algorithms rely on some form of pre-computation to speed up
online search.
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D LRTA* [4] performs clique abstraction and generates next hop information be-
tween regions allowing an agent to know the next region to traverse to. The size of the
abstraction and its pre-computation time were significant.

kNN LRTA* [3] created a database of compressed problems and online used the
closest problem in the database as a solution template. Database construction time is an
issue, and there is no guarantee of complete coverage. The major weakness with these
two algorithms is that they fall back on LRTA* when no information is in the database,
which may result in very suboptimal solutions.

HCDPS [8] performs offline abstraction by defining regions where all states are bi-
directionally hill-climbable with the region representative. A compressed path database
was then constructed defining paths between all region representatives. This allows all
searches to be done using hill-climbing, which results in minimal per agent memory
use. HCDPS is faster than PRA* with improved path suboptimality, but its abstraction
consumes more memory.

2.4 All-Pairs Shortest Path Algorithms

LRTA* with subgoals [6] pre-computes a subgoal tree from each goal state where a
subgoal is the next target state to exit a heuristic depression. Online, LRTA* will be
able to use the subgoal tree to escape a heuristic depression.

It is also possible to compute a solution to the all-pairs shortest path problem and
store it in a compressed form. Algorithms such as [2] store for each pair of states the
next direction or state to visit along an optimal path. Depending on the compression, it
is possible to achieve perfect solutions at run-time very quickly with the compromise
of considerable pre-computation time and space to store the compressed databases.

2.5 Summary

All of these algorithm implementations balance search time versus memory used. The
“best” algorithm depends on the video game path finding environment and its require-
ments. There are three properties that algorithms should have to be useful in practice:

– Solution consistency - The quality of the solutions (suboptimality) should not vary
dramatically between problems.

– Adequate response time - The hard-limits on the response time dictated by the game
must be met.

– Memory efficiency - The amount of per agent memory and fixed memory should
be minimized.

The goal is to minimize suboptimality, response time, and memory usage.

3 Approach Overview

This work combines and extends the best features of two previous algorithms to improve
these metrics. Specifically, the memory-efficient sector abstraction developed for [9] is
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integrated with the path database used by HCDPS [8] to improve suboptimality, mem-
ory usage, and response time. The DBA* algorithm performs offline pre-computation
before online path finding. The offline stage abstracts the grid into sectors and regions
and pre-computes a database of paths to navigate between adjacent regions. A sector is
an n x n grid of cells (e.g. 16 x 16). The sector number for a cell (r, c) is calculated by

� r
n

� ∗ �w
n

� + � c
n

� (1)

where w is the width of the grid map. A region is a set of cells in a sector that are
mutually reachable without leaving the sector. Regions are produced by performing
one or more breadth-first searches until all cells in a sector are assigned to a region. A
sector may have multiple regions, and a region is always in only one sector. A region
center or representative state is selected for each region. The definition and construction
of regions follows that in [9].

DBA* then proceeds to construct a database of optimal paths between the represen-
tatives of adjacent regions using A*. Each path found is stored in compressed format by
storing a sequence of subgoals, each of which can be reached from the previous subgoal
via hill-climbing. Hill-climbing compressible paths are described in [8].

To navigate between non-adjacent regions, an R x R matrix (where R is the number
of regions) is constructed where cell (i, j) contains the next region to visit on a path
from Ri to Rj , the cost of that path, and the path itself (if the two regions are adjacent).
The matrix is initialized with the optimal paths between adjacent regions, and dynamic
programming is performed to determine the costs and next region to visit for all other
matrix cells.

Online searches use the pre-computed database to reduce search time. Given a start
cell s and goal cell g, the sector for the start, Ss, and for the goal, Sg , are calculated
using Equation 1. If a sector only has one region, then the region is known immediately.
Otherwise, a BFS bounded within the sector is performed from s until it encounters
some region representative, Rs. This is also performed for the goal state as well to find
the goal region representative, Rg .

Given the start and goal region representatives, the path matrix is used to build a path
between Rs and Rg . This path may be directly stored in the database if the regions are
adjacent, or is the concatenation of paths by navigating through adjacent regions from
Rs to Rg. The complete path consists of navigating from s to the region representative
Rs, then following the subgoals to region representative Rg, then navigating to g.

The response time is almost immediate as the agent can start navigating from s to
the start region representative Rs as soon as the BFS is completed. The complete path
between regions can be done iteratively with the agent following the subgoals in a path
from one region to the next without having to construct the entire path. The overall time
and number of states expanded are reduced as the only search performed is the BFS to
identify the start and goal regions if a sector contains multiple regions.

4 Implementation Example

We describe the implementation using a running example.
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4.1 Offline Abstraction

The first step in offline pre-computation is abstracting the search space into sectors as
in [9]. Depending on the size of the map, the map is divided into fixed-sized sectors
(e.g. 16 x 16 or 32 x 32). Note that there is no restriction that the sector sizes be square
or a power of 2. Each sector is divided into one or more regions using BFS. The sector
size serves as an upper bound for region size and limits the expansion of BFS during
online path finding. If the sector size is larger, BFS within the sector will take longer. If
the sector size is small, the database will be larger. In Figure 1 is a 6 sector subset of a
map. The sector size is 16 x 16. Region representatives are shown labeled with letters.
Sector 5 (middle of bottom row) has two regions E and F.

Fig. 1. Regions and Sector Abstraction Example

Region representatives are computed by summing the row (col) of each open state in
the region and then dividing by the number of open states. If this technique results in a
state that is a wall, adjacent cells are examined until an open state is found. DBA* and
PRA* use this same technique for region representative selection in the experiments.
Other methods such as proposed in [9] could also be used.

Unlike abstraction using cliques or hill-climbable regions, sector-based regions are
built in O(n) time where n is the number of grid cells. Each state is expanded only once
by a single BFS. In comparison, the abstraction algorithm in HCDPS may expand a
given state multiple times.

The second major advantage is that the mapping between abstract state and base state
(i.e. what abstract region a given base state is in) does not need to be stored. Without
compression, this mapping consumes the same space as the map. Compression can
reduce the abstraction to about 10% of the map size [8].

Instead, to determine the region (and its region representative) for a given cell, first
the sector is calculated. If the sector has only one region, then no search is required.
Otherwise, a BFS is performed from the cell until it encounters one of the region repre-
sentative states listed for the sector. This BFS is bounded by the size of the sector, and
thus allows for a hard guarantee on the response time.
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4.2 Offline Database Generation

After abstraction, a database of paths between adjacent region representatives are com-
puted using A* and stored in a path database. These paths are used to populate a R2 path
matrix where R is the total number of regions. Dynamic programming is performed on
the matrix to compute the cost and next hop region for all pairs of regions. Note that a
complete path between all pairs of regions is not stored. The path matrix only stores the
cost and the next region to traverse to. Paths are only stored between adjacent regions.
This is very similar to how a network routing table works where paths are outgoing
links and a routing table stores the address and cost of the next hop to route a message
towards a given destination.

Algorithm 1. Offline Database Generation
// Compute optimal paths between adjacent regions using A*
for i = 0 to numRegions do

for j = 0 to numNeighbors of region[i] do
path = astar.computePath(region[i].center, region[j].center)
matrix[i][j].cost = cost of path
matrix[i][j].path = compress(path)
matrix[i][j].next = j

end for
end for
// Update matrix with dynamic programming
changed = true
while (changed) do

for i = 0 to numRegions do
for j = 0 to numNeighbors of region[i] do

for k = 0 to numRegions do
if (matrix[i][k].cost > matrix[i][j].cost+matrix[j][k].cost) then

matrix[i][k].cost = matrix[i][j].cost+matrix[j][k].cost
matrix[i][k].next = j
changed = true

end if
end for

end for
end for

end while

As an example, in Figure 2 is the path matrix for the 6 sector map in Figure 1. Entries
in the matrix generated by dynamic programming are in italics. For example, the cost
of a path from A to C goes through B with a cost of 27.6.

4.3 Online Path Finding

Given a problem from start state s to goal state g, DBA* first determines the start region
and goal representatives Rs and Rg, using BFS if multiple regions are in the sector.
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Fig. 2. Path Matrix for Example Map

In Figure 3, the start state s is in region E, and the goal state g is in region G. Since
sector 5 contains two regions, a BFS was required to identify region E. Region G was
determined by direct lookup as there was only one region in the sector.

Fig. 3. Online Path Finding Example

The minimal response time possible before the algorithm can make its first move is
the time for the BFS to identify the start region representative. At that point, the agent
can navigate from s to Rs using the path found during BFS.

The algorithm then looks in the path matrix to find the next hop to navigate from
Rs to Rg . In this case, that is to region B. As these are neighbor regions, a compressed
path is stored in the database, and the agent navigates using hill-climbing following its
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subgoals. Once arriving at the representative for region B, it then goes to Rg (repre-
sentative of region G). If a BFS path was computed to find Rg that path can be used.
Otherwise, DBA* completes the path by performing A* bounded within the sector from
Rg to g. The maximum move time is the first response time for BFS. The maximum per
agent memory is the number of states in a sector (as may need to search entire sector
with BFS).

4.4 Optimizations

Several optimizations were implemented to improve algorithm performance.

Path Trimming. The technique of path trimming was first described in PRA*[9] (re-
move last 10% of states in each concatenated path and then plan from the end of the path
to the next subgoal) and extended in HCDPS (start and end optimizations). The gen-
eral goal is to reduce the suboptimality when concatenating smaller paths to produce a
larger path. Combining several smaller paths may produce longer paths with “bumps”
compared to an optimal path. These techniques smooth the paths to make them look
more appealing and have lower suboptimality.

Consider the path in Figure 3. It is visibly apparent that the agent could have nav-
igated a better path by not navigating from s to the region representative of E then
to the region representative of B. The subgoals on the path are shown, which in this
case are just the region representatives themselves. Instead, the agent can perform a
hill-climbing check from s to the first subgoal (which is RB in this case) resulting in a
much shorter path. A hill-climbing check if successful will shorten the path. If a hill-
climbing check fails, then the agent would continue on its original planned path. Note
that the agent does not actually move during the hill-climbing check. This optimization
can be applied whenever there is a transition between paths put together using concate-
nation. The optimization is applied when navigating from s to Rs, between each path
fragment in the path matrix, and from Rg to g. The idea is to try to go directly to the
next subgoal in those cases with hill-climbing. Figure 4 shows the shorter path after
applying this optimization which reduces suboptimality from 23% to 11%.

Increasing Neighborhood Depth. A second approach to reducing suboptimality is to
increase the number of base paths computed. Instead of only pre-computing paths be-
tween adjacent regions, it is possible to increase the neighborhood depth to compute
paths between regions up to L steps away. This has been used in HCDPS [8] to re-
duce the number of path concatenations which hurts suboptimality. The tradeoff is a
larger database size and longer pre-computation time. In the running example, comput-
ing paths between regions up to 2 away results in a direct path between region E and
region G and reduces suboptimality for the example problem to 0% (when used in com-
bination with path trimming). Increasing neighborhood depth decreases suboptimality
but does not guarantee an optimal path.
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Fig. 4. Path Trimming Reduces Suboptimality When Combining Path Fragments

Fig. 5. Solution Path when Database Stores Paths Between Regions Up to 2 Regions Away

5 Experimental Results

Algorithms were evaluated on ten of the largest standard benchmark maps from Dragon
Age: OriginsTMavailable at http://movingai.com and described in [10]. The 10 maps
selected were hrt000d, orz100d, orz103d, orz300d, orz700d, irz702, orz900d, ost000a,
ost000t, and ost100d. These maps have an average number of open states of 96,739 and
total cells of 574,132. For each map, 100 of the longest sample problems were run from
the problem set.

The algorithms compared included DBA*, PRA* as implemented in Dragon Age
[9], and HCDPS. HCDPS was run for neighborhood depth L = {1, 2, 3, 4}. PRA* was
run for sector sizes of 16 x 16, 32 x 32, 64 x 64, and 128 x 128 and uses the 10% path
trimming and re-planning optimization. PRA* and DBA* both did not apply region
center optimization, as region representatives were computed by averaging the rows
and columns of all open states in the region. DBA* was run under all combinations of
neighborhood level and grid size. LRTA* with subgoals [7] was also evaluated. Algo-
rithms were tested using Java 6 under SUSE Linux 10 on an Intel Xeon E5620 2.4 GHz
processor with 24 GB of memory.
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In the charts, each point in the plot represents an algorithm with a different configu-
ration. For PRA*, there are 4 points corresponding to 16, 32, 64, and 128 sector sizes.
For HCDPS there are 4 points corresponding to levels 1, 2, 3, and 4. For DBA* that
combines both sets of parameters, there are separate series for each sector size (16, 32,
64, 128), and each series consists of 4 points corresponding to levels 1, 2, 3, and 4.

5.1 Online Performance

Online performance consists of three factors: suboptimality of paths, total memory
used, and average move time. Figure 6 displays suboptimality versus move time. DBA*
variants (except for 128) are faster than HCDPS and PRA* and most variants have bet-
ter suboptimality. DBA* has the same or better suboptimality than HCDPS for smaller
sector sizes. Larger sector sizes for both DBA* and PRA* hurt suboptimality as the
optimizations do not always counteract navigating through region representatives that
may be off an optimal path. Larger sector sizes also dramatically increase the time for
PRA* (PRA* 128 has 20 μs move time) as the amount of abstraction is reduced and
the algorithm is solving a problem using A* that is not much smaller in the abstract
space. Since DBA* uses its path database rather than solving using A* in the abstract
space, its move time does not increase as much with larger sectors. The additional time
is mostly related to the BFS required to find the region representatives in the start and
goal sectors. LRTA* with subgoals (shown as sgLRTA* in the legend) has different
performance characteristics than the other algorithms. sgLRTA* is almost optimal. Its
move time is relatively high because the subgoal trees are large, and it takes the algo-
rithm time to identify the first subgoal to use.
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Fig. 6. Suboptimality versus Move Time

Figure 7 compares suboptimality versus total memory used. PRA* uses less mem-
ory as storing the regions and sectors requires minimal memory. The additional memory
used by DBA* to store paths between regions amounts to 50 to 250 KB, but improves
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suboptimality from about 6% with PRA* to under 3%. DBA* dominates HCDPS in this
metric. sgLRTA* is near perfect for solution quality, but consumes significantly more
memory to the point that it is not practical in this domain.
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For online performance, no algorithm dominates as each makes a different tradeoff
on time versus space. It is arguable that the improved path suboptimality and time of
DBA* is a reasonable tradeoff for the small amount of additional memory consumed.
Unlike PRA*, DBA* is optimized for static environments.

5.2 Pre-computation

Pre-computation, although done offline, must also be considered in terms of time and
memory required. The results are in Figure 8. PRA* consumes the least amount of mem-
ory as it only generates sectors and does not generate paths between sectors. HCDPS
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and DBA* both perform abstraction and path generation, although DBA* in most con-
figurations is faster with a smaller database size. sgLRTA* that computes and com-
presses all paths takes considerably longer and more space than all other algorithms.

6 Conclusions and Future Work

Grid-based path finding must minimize response time and memory usage. DBA* has
lower suboptimality than other abstraction-based approaches with a faster response
time. It represents a quality balance and integration of the best features of previous algo-
rithms. Future work includes defining techniques for efficiently updating pre-computed
information to reflect grid changes.
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Abstract. In this paper, we aim to mine temporal associations in mul-
tiple event sequences. It is assumed that a set of event sequences has
been collected from an application, where each event has an id and an
occurrence time. Our work is motivated by the observation that in prac-
tice many associated events in multiple temporal sequences do not occur
concurrently but sequentially. We proposed a two-phase method, called
Multivariate Association Miner (MAM). In an empirical study, we apply
MAM to two different application domains. Firstly, we use our method
to detect multivariate motifs from multiple time series data. Existing
approaches are all limited by assuming that the univariate elements of
a multivariate motif occur completely or approximately synchronously.
The experimental results on both synthetic and real data sets show that
our method not only discovers synchronous motifs, but also finds non-
synchronous multivariate motifs. Secondly, we apply MAM to mine fre-
quent episodes from event streams. Current methods are all limited by
requiring users to either provide possible lengths of frequent episodes or
specify an inter-event time constraint for every pair of successive event
types in an episode. The results on neuronal spike simulation data show
that MAM automatically detects episodes with variable time delays.

1 Introduction

Nowadays, more and more temporal data in the form of event sequences is being
generated. Each distinct event sequence consists of events of the same type, where
each event has an id and an occurrence time. In practice associated events in
different event sequences do often not occur concurrently but with a temporal
lag. For example, in network monitoring, where people are interested in the
analysis of packet and router logs, different types of events occurring sequentially
can be recorded in a log file. The goal is to discover the temporal relations of
these events, which indicate the performance of the network.

We propose a two-phase method, called Multivariate Association Miner (MA
M), to detect temporal associations from multiple event sequences. First, we
discover bivariate associations from pairs of event sequences by comparing the
observed distribution of the temporal distances of their event occurrences with
a theoretically derived null distribution. Second, we build a bivariate association
graph and search each of its paths for a multivariate association.

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 112–125, 2013.
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Fig. 1. Illustration of three multivariate motifs. An ellipse represents a multivariate
motif occurrence, and a rectangle denotes a univariate element.

While our method can be applied in different application scenarios, in this
paper, we focus on comparing its performance on two related tasks. Firstly, we
apply MAM to detect multivariate motifs from multivariate time series data.
In a univariate time series, a motif is a set of time series subsequences that
exhibit high similarity and occur frequently in the whole time series [2]. The
occurrence of a motif corresponds to some meaningful aspect of the data. In a
d-dimensional multivariate time series containing d univariate time series with
corresponding time points, a n-dimensional multivariate motif (n ≤ d) is a set of
n-dimensional tuples of univariate elements, where the univariate elements from
different dimensions have a temporal association, i.e., they occur concurrently as
a synchronous multivariate motif (e.g., motif 1 in Figure 1) or sequentially as a
non-synchronous multivariate motif (e.g., motif 2 and motif 3 in Figure 1). Exist-
ing methods of multivariate motif discovery are all limited by assuming that the
univariate elements of a multivariate motif occur completely or approximately
synchronously. Our experimental results confirm that our method successfully
discovers both synchronous and non-synchronous multivariate motifs.

Secondly, we use our method to detect frequent episodes from event streams.
Frequent episode discovery is a framework for detecting temporal patterns in
symbolic temporal data [4]. The input data of this framework is a sequence of
event occurrences with each characterized by an event type and an occurrence
time. For example, an event sequence with three occurrences can be represented
as follows: < (A, 1.6),(B, 4.9),(C, 5.1) >. The detected temporal patterns, re-
ferred to as episodes, are essentially small, temporally ordered sets of event
types. Depending on different types of temporal orders over their event types,
episodes are classified into two categories: serial episodes and parallel episodes.
A serial episode requires its event types to occur sequentially. A parallel episode
does not require any specific ordering of the event types. Current methods on
frequent episode discovery are limited by requiring users to either provide pos-
sible lengths of frequent episodes or specify an inter-event time constraint for
every pair of successive event types in an episode. Our empirical results show
that our method is very effective in detecting episodes with variable lengths.
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The reminder of the paper is organized as follows. Section 2 reviews the related
work of temporal pattern discovery. Section 3 gives basic definitions. Sections 4
and 5 propose the principles of our method. Sections 6 and 7 describe experi-
mental settings and results. Section 8 concludes the paper.

2 Related Work

Multivariate Motif Discovery. Current methods of multivariate motif dis-
covery can be classified into three categories.

(1) Representing a multivariate time series as a set of multi-dimensional
points. Methods in this group treat each univariate time series as a dimension
and retrieve a set of d-dimensional points from d equal-length univariate time
series. Minnen et al. proposed a method that represents data points symbolically
based on a vector quantization and uses a suffix tree to locate motif seeds [7].
Their later work located multivariate motifs as regions of high density in the
d-dimensional space [6]. Multivariate motifs discovered by these methods must
span all dimensions and their univariate elements must be equally sized.

(2) Transforming a multivariate time series into a univariate time series.
Tanaka et al. used Principal Component Analysis (PCA) to transform a multi-
variate time series into a univariate time series and applied a Minimum Descrip-
tion Length (MDL) principle on the projected time series to extract univariate
motifs [13]. To handle multivariate time series data, other work in this cate-
gory extend Symbolic Aggregate Approximation (SAX), a technique to reduce
the dimensionality of univariate time series subsequences [2]. Minnen et al. de-
veloped a method that applies SAX on each of the univariate time series and
concatenates SAX words from each dimension occurring together in a sliding
window [8]. These methods all implicitly assume that the univariate elements in
a multivariate motif must be completely synchronous.

(3) Combining a set of univariate motifs into a multivariate motif. Vahdat-
pour et al. constructs a coincidence graph based on the temporal relations of
univariate motifs [14]. A graph is initially built, where a vertex represents a
univariate motif and the weight of an edge between two vertexes indicates the
frequency with which the occurrences of the two corresponding univariate mo-
tifs temporally overlap. Starting from the motif with the highest occurrences, a
graph clustering algorithm iteratively detects multivariate motifs by comparing
the weights of edges connected to this motif to a user-defined threshold. This
method allows the univariate motifs to have different lengths and permits that
multivariate motifs can span only a subset of dimensions.

Frequent Episode Discovery. The methods applying the framework of fre-
quent episode discovery to neuronal spike data are classified into two categories.

(1) Mining serial and parallel episodes using an Apriori-style procedure. The
methods detect serial episodes using a procedure similar to the Apriori algorithm
[1]. Mannila et al. first presented the framework of frequent episode discovery [4].
The frequency of an episode is defined as the number of sliding windows in which
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the episode occurs. Laxman et al. proposed their work based on a new frequency
measurement, which counts the number of non-overlapped occurrences for an
episode [3]. These methods all limit their searching scope by requiring users to
provide the size of sliding windows or specify an inter-event time constraint for
every pair of successive event types in an episode.

(2) Mining statistically significant episodes. The algorithms detect statistically
significant serial episodes. Sastry et al. designed a statistical test to determine
the significance level of discovered frequent episodes, based on the intuition that
the interaction between two event sequences can be captured by the conditional
probability of observing an event from one sequence after a time delay given that
an event has occurred on the other sequence [11]. Patnaik et al. presented an-
other approach by proposing what they so called “excitatory dynamic networks”
(EDNs), where nodes denote event types and edges represent temporal associ-
ations among nodes [9]. The authors also defined their so-called “fixed-delay
episode”, where the time-delay between every pair of event types in an episode
is fixed. To obtain the marginal probabilities for an EDN, the occurrence-based
frequencies of fixed-delay episodes are used to compute the probabilities for each
node. These methods need users to specify an inter-event time-delay for every
pair of successive event types in an episode.

3 Background and Definitions

An event sequence ξ =< e1, e2, . . . , em > is an ordered set of m events ei. Each
ei in ξ denotes a tuple (e id, ti), where e id represents the event id and ti is the
occurrence time of the event. All event occurrences in ξ are of the same type.

We introduce a bivariate association Ad
ab (a �= b), between two event sequences

ξa and ξb, as a subset of the Cartesian product of ξa and ξb, as following:

Definition 1. Let ξa and ξb be two event sequences. A set Ad
ab ⊆ ξa × ξb is

called a bivariate association in (ξa, ξb) with mean temporal distance d if for
all (e, e′) ∈ Ad

ab : t ≤ t′ ∧ t′ − t ∼ Φ(·) ∧ E(t′ − t) = d, and there is a one-to-
one correspondence between the sets {e|∃e′ : (e, e′) ∈ (Ad

ab)} and {e′|∃e : (e, e′) ∈
(Ad

ab)}, where t (resp. t′) is the occurrence time of event e (resp. e′), Φ(·) denotes
a a known distribution (e.g., uniform or Gaussian) that the temporal distance
between two associated events follows, and E(t′ − t) = d is the expected temporal
difference between associated events in Ad

ab.

A multivariate association MA
d1...dk−1

1...k between k event sequences ξ1, . . . , ξk
is defined as:

Definition 2. Let ξ1, . . . , ξk be k different event sequences. A set MA
d1...dk−1

1...k ⊆
ξ1×. . .×ξk is called a multivariate association in (ξ1, . . . , ξk) if for all (e

1, . . . , ek)

∈ MA
d1...dk−1

1...k : (ei, ei+1) is an instance of a bivariate association in (ξi, ξi+1)
with mean temporal distance di for all 1 ≤ i ≤ k − 1.

Note that bivariate and multivariate associations do not involve all event occur-
rences in the involved event sequences, but represent typically only small subsets,
which are embedded in the event sequences.
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In many real-world applications, especially in applications where the event
sequences are the result of the superimposition of many low intensity, arbitrary
point processes, the collected event sequences can be modeled as Poisson pro-
cesses. For our approach, we assume that the event sequences collected from an
application can be modeled as Poisson processes. The properties of a Poisson
process that we will exploit in our approach are (i) the inter-arrival times Ti

between consecutive event occurrences are independent and follow an exponen-
tial distribution with rate μ = 1/λ, where λ denotes the intensity of the Poisson
process, and (ii) the ith arrival times Si, i.e., the times until the ith event
occurrence from the starting point of the process, follow a Gamma distribution
with shape parameter α = i and scale parameter β = λ.

4 Detecting Bivariate Associations

To determine whether two event sequences ξa and ξb are temporally associated,
we analyze what we define as forward distances, which are the difference in
time between the events e ∈ ξa and the events e′ ∈ ξb occurring after e.

Definition 3. The set of forward distances between event sequences ξa and ξb
is given as FDij = {dist|∃e ∈ ξa∃e′ ∈ ξb, t ≤ t′ ∧ dist = t′ − t}, where t (resp.
t′) is the occurrence time of e (resp. e′).

To compute the forward distances from an event on a sequence ξa to events in a
sequence ξb, we can think of projecting the event onto sequence ξb and denoting
the projected position as h. The forward distance from h to its right nearest
event on sequence ξb can be denoted as Z1. Since we compute Z1 for each event
of sequence ξa, Z1 can be treated as a random variable whose distribution can
be derived from the so-called Waiting Time Paradox for Poisson processes [5].
The theorem states that (i) Z1 follows the same exponential distribution as the
inter-arrival times on sequence ξb, with mean μ = 1/λb, and (ii) the forward
distances Zj from time h to the jth event after h, can be modeled as the arrival
times of the jth event of a Poisson process starting at time h, following a Gamma
distribution with shape parameter α = j and scale parameter β = λb.

Knowing the distribution of the individual forward distances, we can express
the distribution of all forward distances x from all events on a finite sequence ξa
to all events on a finite sequence ξb as a mixture of these individual distributions:

fn(x) =

N∑
j=1

Wj × g(x; j, λb), (1)

where fn(x) is our expected null distribution of forward distances (i.e., when
there is no temporal association), N is the number of individual distribution
components, which equals the number of forward distances the first event on
sequence ξa has. g(x; j, λb) is the Gamma distribution that Zj follows, and Wj

represents the weight of the jth component. Figure 2 illustrates how we derive the
weight for each component density from the properties of the involved Poisson
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Fig. 2. Determining the Weights of Individual Gamma Distribution Components

processes. In the figure, Sn is the arrival time of the last event on sequence ξb
and there are k events on sequence ξa that occur before Sn. Sn−j+1 denotes the
arrival time of the jth last event on sequence ξb. Every event on ξa that occurs
before Sn−j+1 will have all forward distances to events on ξb up to and including
their jth right neighbor. However, each event on ξa after Sn−j+1 will not have a
distance to its jth right neighbor and will not contribute a distance to Zj. If Tj

denotes the time interval between Sn−j+1 and Sn, its expected length E(Tj) is
(j−1)/λb. The expected number of events on sequence ξb that are in time interval
Tj can be calculated by (j − 1)λa/λb. Let Nj represent the number of distances
in Zj; its expected number E(Nj) can be calculated by k− [(j−1)λa/λb]. Hence,

we can compute each weight Wj by E(Nj)/
∑N

i=1 E(Ni).
The intuition behind our method is: when two event sequences contain a bi-

variate association, the observed number of forward distances around the mean
distance of the association will be larger than expected under the null distri-
bution. To estimate the actual, observed distribution of forward distances, we
generate a histogram of the actual forward distances, with a bin size determined
by using Shimazaki’s method [12]. We design a statistical test to determine the
probability that a bin B contains the observed number ON(B) of forward dis-
tances under the null hypothesis (i.e., forward distances are distributed according
to fn(x)). The probability PB that a randomly chosen forward distance falls into
B under the null hypothesis can be derived as following:

PB =

∫ u

l

fn(x)dx (2)

where l and u denote the lower and upper bound of B, respectively. Given n
observed forward distances, the distribution of the test statistic ON(B) under
the null hypothesis can be modeled by a Bernoulli experiment repeated indepen-
dently n times with a success probability of PB . Consequently, ON(B) follows a
binomial distribution with parameters n and PB . Let α0 be a significance level.
Let α be the probability that we observe ON(B) under the null hypothesis. B is
statistically significant at significance level α0 if α ≤ α0. To avoid false positives,
we perform a Bonferroni adjustment by setting the significance level to α0/m,
where m denotes the number of tests.

Given a statistically significant bin B′, we assume that there is a true bi-
variate association Ad

ab contained in the two corresponding sequences ξa and ξa.
We estimate the mean temporal distance d of Ad

ab as the mean of the distances
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inside B′. Supposing that the temporal distances between associated events fol-
low a distribution with a relatively small range around the mean (which is rea-
sonable for many meaningful applications), we can use the bin size of B′ as this
range to extract the actual associated event occurrences. For an event occurrence
on ξa, we only consider the event occurrences on ξb that are in the time interval
[mean−range/2,mean+range/2]. Although there are some applications where
multiple-to-one correspondence of associated events may exist, in this paper, we
only focus on one-to-one correspondence of associated events. If there is more
than one event occurrence on ξb in this range, we select the event occurrence on
ξb that is closest to the mean temporal distance.

5 Detecting Multivariate Associations

To find multivariate associations, we construct a directed graph where a vertex
denotes a bivariate association.We add a directed edge to the graph from a vertex
vi to a vertex vj if the bivariate association of vi ends in an event sequence that
the bivariate association of vj originates from. We use Algorithm 1 to discover
multivariate associations. We first search the graph for “start vertices”, i.e.,
vertices having no incoming edges, and store them in a set SV . In the case where
all the vertices in a graph have incoming edges, we regard each vertex as a start
vertex. Given a start vertex svi, we retrieve all of the paths beginning at svi and
store them in a path set Pi. Starting from a randomly chosen path p in Pi, we
search along p for its maximum sub-path spmax, which is checked by Algorithm
2. If spmax is a multivariate association, we store it in a temporary set Temp. We
start our search again with another randomly chosen path in the remaining part
of Pi and repeat Step 5-7 until all of the paths in Pi are processed. After iterating
all of the start vertices in SV , we copy every detected multivariate association
from Temp to a result set R, and remove all the corresponding vertices and
their associated edges from the graph. Finally, since it is possible that some
multivariate associations are sub-paths of others, we remove these redundant
associations from R. We repeat Step 1-11 until the graph is empty.

Algorithm 2 tests whether a multivariate association exists along a path, in
the sense that the number of chains of connected associated pairs of events on
this path is larger than expected when assuming that chains form by chance.
We search for a multivariate association on a path p = v1 . . . vl as following. Let
k be the number of chains of connected associated pairs of events from v1 to
vi−1 on p. Let x be the number of chains of connected associated pairs of events
from v1 to vi on p. We use m and n to denote the number of associated pairs of
events in vi−1 and vi, respectively. If we randomly select an associated pair of
events from vi−1, the probability δ that this associated pair is on a chain from
v1 to vi can be estimated by δ = k/m. The distribution of observed number x
of chains from v1 until vi can be modeled as a Bernoulli experiment, which is
repeated independently n times with the success probability of δ. Hence, x follows
a binomial distribution with parameters n and δ. Using this null distribution,
we perform a statistical test to determine if the observed number of chains is
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Algorithm 1. Multivariate Association Discovery (MAD)

Input: G(V,E) - bivariate association graph
Output: R - a set of paths, each representing a multivariate association

1: while G is not empty do
2: SV = vertices without incoming edges; if SV = ∅: SV = V
3: for svi is in SV do
4: Retrieve each path starting at svi from G and store them in a set Pi;
5: for each path p ∈ Pi do
6: Starting from svi, search along p for its maximum sub-path spmax,

which is verified to be a multivariate association by Algorithm 2;
7: Store spmax in a temporary set Temp;
8: for each path p ∈ Temp do
9: Remove all the vertices on p as well as their associated edges from G;

10: Store p in a result set R and remove all the sub-paths of p from R;
11: return S

significant, where the significance level is adjusted by the number of tests, which
equals the number of vertices on p. If the number of chains from v1 to vi is
statistically significant, we continue with the next vertex vi+1 on p; otherwise,
we return the sub-path from v1 to vi−1 as a multivariate association.

6 Empirical Study on Multivariate Motif Discovery

We apply our method to detect multivariate motifs from multiple time series
sequences and compare it with the work of Vahdatpour et. al. [14], which is one
of the most effective methods for multivariate motif discovery. To use our method
to discover multivariate motifs, we consider each univariate motif occurrence as
an event and the set of motif occurrences retrieved from the same univariate
time series can be transformed into an event sequence. The significance level
of all statistical tests was set to 10−11, and the threshold of determining the
minimum correlation of two univariate motifs in Vahdatpour’s method was set
to 0.05 as in [14].

To evaluate MAM in terms of generality and robustness, we first conducted
three groups of experiments with synthetic data. In each group, we generated a
set of univariate time series with a length of 2 × 107 time units. We implanted
varying numbers of occurrences of a multivariate motif and “noise” univariate
motif occurrences (i.e., those that do not participate in the multivariate motif)
into these time series, so that each univariate time series had a total of 1 ×
104 occurrences. Both the length of noise univariate motif occurrences and the
length of univariate elements in the multivariate motif equaled 20 time units.
The performance of a method was evaluated using the F-measure, which is the
weighted average of precision p and recall r.
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Algorithm 2. Candidate Association Verification (CAV)

Input: p = v1 . . . vl - a path in G; α0 - significance level
Output: spmax - a multivariate association

1: index = 1;
2: for each vertex vi (2 ≤ i ≤ l) on p do
3: k ←− the number of chains of connected associated pairs of events starting

from v1 until vi−1 on p;
4: x ←− the number of chains of connected associated pairs of events starting

from v1 until vi on p;
5: m ←− the number of associated pairs in vi−1;
6: n ←− the number of associated pairs in vi;
7: δ = k/m ←− the probability that an associated pair in vi−1 is on a chain

starting from v1 until vi−1;
8: α = Binomial(x, n, δ) ←− the probability of observing x chains starting

from v1 until vi;
9: if α ≤ α0/l then

10: index = i;
11: else
12: break;
13: return spmax = v1 . . . vindex

In the first group of experiments, we created synthetic data sets containing
five randomly generated univariate time series, where a 5-variate motif and some
noise univariate motif occurrences were implanted. The 5-variate motif consisted
of 4 bivariate motif components, each of which had a fixed standard deviation
of temporal distances equal to 2.5 time units. We varied both the percentage
of 5-variate motif occurrences from 10% to 100%, and the mean temporal dis-
tance between 10 and 5000 time units. Table 1(a) shows that MAM not only
detected this multivariate motif when its univariate elements temporally overlap
(i.e., the cases when the mean temporal distance equals 10 or 20 time units) but
also found it as its univariate elements had varying temporal lags. Our method
is also robust, especially in the situation where the number of noise univariate
motif occurrences was 9 times larger than the one of multivariate motif occur-
rences. Table 1(b) shows that Vahdatpour’s method detected nothing when the
univariate elements of this implanted multivariate motif were non-synchronous.

In the second group, we varied both the percentage of 5-variate motif occur-
rences from 10% to 100%, and the standard deviation of the temporal distances
of the bivariate motif components between 10 and 100 time units. Each bivari-
ate motif component had now a fixed mean of temporal distances equal to 500
time units. Table 2 shows that our method detected the multivariate motif in
most of the cases, and we confirmed via experiments (not shown here) with stan-
dard deviations from 40 to 125 time units that: the larger the standard deviation
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Table 1. % of Multivariate Motif Occurrences vs. Mean Temporal Distance

(a) Experimental Results of MAM

�����Per.
Mean

10 20 200 1000 5000

10% 0.948 0.946 0.943 0.945 0.942
30% 0.953 0.954 0.952 0.954 0.957
50% 0.964 0.961 0.964 0.963 0.966
70% 0.976 0.975 0.973 0.975 0.976
90% 0.986 0.990 0.988 0.988 0.985

(b) Experimental Results of Vahdatpour’s
method
�����Per.

Mean
10 20 200 1000 5000

10% 0.889 0.496 0.0 0.0 0.0
30% 0.959 0.519 0.0 0.0 0.0
50% 0.974 0.531 0.0 0.0 0.0
70% 0.985 0.553 0.0 0.0 0.0
90% 0.990 0.564 0.0 0.0 0.0

becomes, the more difficult it is to detect the multivariate motif, because some
instances of the bivariate components can no longer be detected. The results of
Vahdatpour’s method show that it never found this multivariate motif.

Table 2. % of Motif Occurrences vs. Standard Deviation of Temporal Distances

�����Per.
Vari.

2.5 5 10 20 30

10% 0.947 0.925 0.910 0.753 0.621
30% 0.953 0.946 0.937 0.887 0.743
50% 0.965 0.955 0.942 0.926 0.881
70% 0.974 0.962 0.956 0.943 0.901
90% 0.985 0.976 0.964 0.952 0.927

Finally, we generated a complex synthetic data set of ten randomly generated
univariate time series with a length of 2 × 108 time units, where we implanted
five multivariate motifs. Each multivariate motif had 1000 occurrences. We also
added 5000 noise univariate motif occurrences to each dimension in the data
set. Table 3 lists the properties of the implanted multivariate motifs. MAM
obtained scores of 1.0 for the bivariate and the 3-variate motifs, 0.959 for the
5-variate motif, 0.946 for the 8-variate motif and 0.968 for the 10-variate motif.
Vahdatpour’s method performed well on bivariate and 3-variate motifs, but it
detected none of the other non-synchronous multivariate motifs.

Table 3. The Properties of Implanted Multivariate Motifs

����������Properties
Motifs

bi-variate 3-variate 5-variate 8-variate 10-variate

Mean 2 20 800 3000 5000
Standard Deviation 0.5 2.5 10 10 5
Dimensions 1-2 3-5 1-5 1-8 1-10

To explore the utility of our method in real applications, we first used Smart-
Cane data sets collected from a wearable system [15]. This system is developed
as a device to monitor senior or impaired people in their assisted walking behav-
ior. Three data sets, each of which has eight univariate time series, are generated
by the sensors of the system. There exists a synchronous multivariate motif in
these data sets, which corresponds to the normal use of the cane when walking
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Fig. 3. The Accuracy of Vahdatpour’s method and MAM for Three SmartCane Data
Sets

(i.e., normal activity). Figure 3 shows the accuracy of normal activity discov-
ery of both methods. Again, even for this task of synchronous motifs, MAM
outperforms Vahdatpour’s method.

We further evaluated MAM and Vahdatpour’s method using a data set where
non-synchronous multivariate motifs may exist. The data set consists of record-
ings of shovel operations provided by an industrial company. We attempt to
detect a variety of patterns, such as dig-cycles. The power consumed by three
motors (i.e., Crowd power, Hoist power, and Swing power) is recorded as a time
series, and the power profiles of the motors can provide information about the
shovel’s activities. We ran our method and Vahdatpour’s method using the same
parameters as done for the SmartCane data. MAM detected several multivariate
motifs, compared to Vahdatpour’s method which detected only a multivariate
motif that was a synchronous subset of a larger motif detected by MAM. We are
currently in the process of characterizing and interpreting the usefulness of the
temporal associations found in this data set.

7 Empirical Study on Frequent Episode Discovery

We also applied MAM to discover frequent episodes from neural spike train data
and compared it with the work of Patnaik et. al. [9], which is one of most effective
methods for detecting temporal patterns from spike train data. We ran MAM
using the same parameters as done for multivariate motif discovery.

We evaluate our method and Patnaik’s method on simulation data collected
from a mathematical model of spiking neurons [10]. This model allows for tem-
poral associations with variable time delays of associated spikes, which mimic
the situation in conduction pathways of real neurons. Each generated spike train
(a sequence of spikes made by a neuron) follows an inhomogeneous Poisson pro-
cess. We use this model to assess the performance of a method in discovering
several episodes implanted into several simulation data sets. Figure 4 illustrates
these episodes, where nodes denote spike trains and directed arcs represent tem-
poral orders of firing spikes among trains. For each episode the values above a
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Fig. 4. Three Episodes Implanted into Synthetic Data Sets

Table 4. Spike Train Simulation Data Sets

(a)

Name Length (ms) Base Fir. Rate λ̂0 Act. Prob. ρ
A1 60000 0.01 0.9
A2 60000 0.015 0.9
A3 60000 0.02 0.9
A4 60000 0.025 0.9
B5 60000 0.02 0.8
B6 60000 0.02 0.85

(b)

Name Length (ms) Base Fir. Rate λ̂0 Act. Prob. ρ
B7 60000 0.02 0.9
B8 60000 0.02 0.95
C9 60000 0.02 0.9
C10 90000 0.02 0.9
C11 120000 0.02 0.9

directed arc indicate the range of time delays between associated spikes. Each
data set contains 100 spike trains (the spike trains, which are not involved in
the implanted episodes, fire independently). Table 4 lists the properties of these
data sets. The second column shows the length of a data set (i.e., the number of
time slices in the data sequence), the third column shows the base firing rate of
neurons, and the fourth column presents the activation probability of a neuron
(i.e. the conditional probability that a neuron fires given its stimulus received in
the recent past). We arrange these data sets into three groups: A, B and C. We
measure the performance of a method by using again the F-measure.

First, we summarize the results of the two methods on the data sets of A-
group. We created these data sets by changing the base firing rate λ̂0 of neu-
rons in the mathematical model. The larger value we assign to λ̂0, the more
spikes are generated on a train. Table 5(a) shows that MAM successfully de-
tected all the implanted episodes by achieving high scores in all of the cases.

Table 5. Implanted Episodes vs. Base Firing Rate λ̂0

(a) Experimental Results of MAM
�����������Episode Types

λ̂0 0.01 0.015 0.02 0.025

Serial Episode 0.998 0.996 0.995 0.993
Parallel Episode 0.998 0.997 0.996 0.995
Fixed-delay Episode 1.0 1.0 0.999 0.998

(b) Experimental Results of Patnaik’s method
�����������Episode Types

λ̂0 0.01 0.015 0.02 0.025

Serial Episode 0.0 0.0 0.0 0.0
Parallel Episode 0.0 0.0 0.0 0.0
Fixed-delay Episode 1.0 1.0 1.0 1.0
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Table 6. Implanted Episodes vs. Activation Probability ρ

(a) Experimental Results of MAM
����������Episode Types

ρ
0.8 0.85 0.9 0.95

Serial Episode 0.997 0.996 0.996 0.996
Parallel Episode 0.997 0.997 0.996 0.995
Fixed-delay Episode 1.0 1.0 0.999 0.999

(b) Experimental Results of Patnaik’s
method
����������Episode Types

ρ
0.8 0.85 0.9 0.95

Serial Episode 0.0 0.0 0.0 0.0
Parallel Episode 0.0 0.0 0.0 0.0
Fixed-delay Episode 1.0 1.0 1.0 1.0

Table 7. Implanted Episodes vs. Data Set Length L

(a) Experimental Results of MAM
���������������Episode Types

Length(ms)
60000 90000 120000

Serial Episode 0.998 0.998 0.998
Parallel Episode 0.999 0.998 0.998
Fixed-delay Episode 0.1 0.1 0.999

(b) Experimental Results of Patnaik’s method
���������������Episode Types

Length(ms)
60000 90000 120000

Serial Episode 0.0 0.0 0.0
Parallel Episode 0.0 0.0 0.0
Fixed-delay Episode 1.0 1.0 1.0

Table 5(b) presents that: although Patnaik’s method was effective in finding
the fixed-delay episode, it detected nothing when the time delay of two associ-
ated spikes varies. To reduce the computational complexity, Patnaik’s method
searches only for fixed-delay episodes to construct a dynamic Bayesian network
to encode temporal associations among spike trains.

Second, we evaluate the competing methods using the data sets of B-group.
This time we created the data sets by varying the activation probability ρ of
a neuron. The larger value we set to ρ, the more occurrences of an episode are
implanted into the data. The results in Table 6(a) show that our method suc-
cessfully discovered these implanted episodes from the data. The results in Table
6(b) present that Patnaik’s method found neither serial nor parallel episodes.

Finally, we evaluate the performances of these methods as the data set length
was varied. Table 7(a) shows that our method worked constantly well by achiev-
ing high scores in all of cases, indicating that the performance of our method
is not affected by the data set length. Table 7(b) shows that Patnaik’s method
still failed to detect either serial or parallel episodes.

8 Conclusion and Future Work

We presented a two-phase method that mines temporal associations in multiple
event sequences. In an empirical study, we first used it to detect multivariate
motifs. The results on both synthetic and real data sets showed that our method
found both synchronous and non-synchronous multivariate motifs. We then ap-
plied our method to discover frequent episodes from event streams. The results
on neuronal spike simulation data presented that our method effectively discov-
ered episodes with variable lengths. In future work, we will investigate other
application domains, such as network monitoring.
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Abstract. A typical on-line content directory contains factual infor-
mation about entities (e.g., address of a company) together with entity
categories (e.g., company’s industries). The categories are a salient ele-
ment of the system as they allow users to browse for entities of a chosen
type. Assigning categories manually can be a challenging task, consider-
ing that an entity can belong to few out of hundreds of categories (e.g.,
all possible industry types). Instead we suggest to augment this process
with an automatic categorization system that suggests categories based
on the entity’s home page. To improve the accuracy of results, the system
follows links extracted from the home page and uses retrieved content to
expand an entity’s term profile. The profile is later used by a multi-label
classification system to assign categories to the entity. The key element
of the system is a link ranking module, which uses home page features
(e.g., position and anchor text of links) to select links that are most likely
to improve the categorization results. Evaluation on a data set of nearly
ten thousand company home pages confirmed that the link ranking ap-
proach allows the system to limit the retrieval and processing costs to
allow real-time responses and still outperform the categorization results
of baseline systems.

Keywords: web classification, multi-label classification, selective crawl-
ing, learning to rank, semi-structured web, Enterprise Content Manage-
ment.

1 Introduction

The basic feature of on-line content directories is to store and organize infor-
mation about specific entities in a structured form. For example, local directory
services (e.g., Yelp1) store information about millions of local businesses, giving
users access to factual information like address or hours of operation. An im-
portant feature of such systems is categorization of entities which allows users
to browse the repository looking for entities of a specific type (e.g., Greek food
restaurants). A similar model applies to a broad range of services including
conference management systems which store contact information of potential

1 http://www.yelp.com/about
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reviewers (factual information) and their areas of experience (categories that
can be used to browse for suitable reviewers). The services that we specifically
focus on are Enterprise Content Management (ECM) systems designed to store
and provide access to company-related information including a company’s busi-
ness partners or competitors. Here the system stores the factual information
about the company (e.g., address) and the industries the company belongs to as
categories. In all presented examples the success of the service depends greatly
on the quality and amount of information stored in the system. Typically the
information is fetched to the system manually from an entity’s web resource. In
this paper we use the term web resource as the home page (the landing page
for an entity’s url) and child pages (all pages linked from the home page within
the same domain). In comparison to the extraction of factual information, which
is relatively easy to process even for an inexperienced user, the categorization
task requires much more effort and experience. The content of an entity’s web
resource must be summarized and matched with potentially hundreds of avail-
able categories. This task is much better suited for a computer system, which
can learn a model representing each category and match it against the profile of
the entity extracted from its web resource. The categories can be automatically
assigned to the entity or presented to a human categorizer for validation. This
reduces the cognitive effort of a categorization task to a simple recognition of
correct categories from a small recommendation set.

To extract the profiles of entities, the categorization system should retrieve
the content of its home page. Using the home page, the system can follow the link
structure within its web domain to retrieve more entity-related content and this
way improve the accuracy of categorization process. However, each additional
retrieval task increases the time and processing cost. Considering that a typical
company home page contains on average fifty links, processing all of them is not
feasible in real time. In addition, it is possible that newly retrieved information
will be in fact harmful for the categorization results [5,14]. Let us consider the
problem of finding industry categories for a typical multinational company. Its
home page is likely to contain many links that lead to pages of the company’s
international offices or recent news about the company. These links are not only
costly to retrieve, they are also likely to introduce noise in the categorization
process. The key objective of our work was to create a system able to intelligently
select a few links worth following. As we demonstrate, this selective retrieval ap-
proach can not only limit the number of retrieved pages in a practical range of 2
to 8 links, but also lead to superior categorization results. The proposed system
extends the concept of selective crawling, which is an optimization technique
that aims to reduce the cost and length of the crawling process by following only
the relevant or important links [2]. Unlike the traditional selective crawling ap-
proaches, which are based on web-based characteristics of links (e.g., PageRank),
our approach works locally, utilizing the fact that categorized entities come from
the same domain (e.g., companies) therefore they share similarities in the link
structure of their web resources. Based on that, the system is able to predict the
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usefulness of linked content and follow only links that are likely to contribute to
the categorization process.

2 Related Work

The objective of our system is to categorize an entity based on its web resource,
which can be considered as a web classification task [17]. A web page can be clas-
sified based on its content [14] or classes of its neighbours in the web graph [1].
Our system combines these two approaches by extending the content of the en-
tity’s home page by the content of selected child pages (i.e., pages linked from the
home page). As there is no guarantee that child pages come from the same class,
using their content can potentially decrease the quality of classification. In fact
it is a typically observed outcome [5,14]. To overcome this problem Chakrabarti
et al. [5] proposed to pre-classify the neighbour pages and use predicted classes
as features for the classification of the home pages. Oh et al. [14] suggested to
use only the content of the neighbours that are sufficiently similar to the home
page. Both methods rely on the retrieval of a large number of neighbours which
is time consuming and therefore impractical in our problem setting. Instead, we
need a system that is able to predict the usefulness of child pages without the
need of retrieving their content.

The proposed system, in its much smaller scale, tackles the same problem
that is faced by modern web crawlers. The huge growth of the World Wide Web
made it the main source of information, but also created issues with the qual-
ity, coverage and cost of retrieved information. These issues are addressed by
selective crawling methods [2], which aim to extract the most useful information
from the web understanding that exhaustive web crawling is cost prohibitive.
The most frequently discussed type of selective crawling is focused crawling [6]
– the retrieval of web pages from a specific category. In the context of focused
crawling task we can say that our system tries to solve a reversed problem in
which we look for web pages that would allow us to define the category of re-
trieved web resource. Nevertheless, we can see the overlap in attributes [15,16,21]
(i.e., features extracted from anchor text and url content) that can be used to
achieve both goals. Most of the proposed focused crawlers are based on binary
classifications methods (follow, not-follow) [16], which is not applicable to our
problem. Instead we propose the use of a ranking algorithm to prioritize the re-
trieval of most useful pages. The ranking algorithm is trained using similarities
in the page link structure.

The semi-structured character of web information has been used in various
information extraction systems [4,9,13]. The focus of these systems is to extract
entity factual information from a single structured web page coming from an
on-line catalog (e.g., extracting product attributes from an on-line store cata-
log [13]). The structured character of these pages comes from the fact that they
are dynamically generated from a database. In comparison, our system operates
on human-designed home pages of entities. Roth et al. [19] performed a study
on the structure of web pages from three domains (online shop, news portal,
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company home page) showing that users have specific expectations and mental
models for each of these. Matching these expectations is the key factor in the
web page usability. Therefore, we can expect similar structure of web resources
coming from the same domain.

3 Selective Retrieval for Web Categorization

The categorization of web-resources can be considered as a multi-label classifi-
cation task with a relatively large fixed number of classes (potentially exceeding
100). Multi-label character is caused by the fact that represented entities are
likely to have more than one category (e.g., company belonging to more than
one industry). The objective of the system is to assign a set of categories from
a limited vocabulary of categories to each classified entity. To make the system
practically usable we have to consider not only the accuracy of classification, but
also the efficiency of producing the results. Unlike most approaches which aim
to improve the classification algorithm, we put the main focus on the process
of efficient and effective retrieval of profiles that are used in the classification
process. The system structure is presented in Fig. 1.

Fig. 1. Selective retrieval process. The link ranking module ranks links extracted from
the home page to minimize the number of pages that have to be retrieved in the
categorization module. The categorization module starts with the most promising links
and proceeds retrieval and categorization iteratively until stop condition is met.

3.1 Link Ranking Module

The categorized entities come from the same domain, therefore the web resources
representing them are likely to share some characteristics. Although there is no
formal link structure of resources, we can expect similar links to be present on the
home page of the entity. For example, a web page of a restaurant should contain
links to its location and menu. The first link is not useful for categorization
purposes and can in fact introduce noise to the process. On the other hand, the
second link is likely to allow the system to come up with correct categories of the
entity. The objective of the link ranking module is to examine the links present
on the home page of the entity and rank them so links that are most likely to
lead to such useful content are retrieved first. To produce the ranking the system
can use only the information that is present on the home page. Considering this
limitation we came up with the following set of link features divided into three
groups:
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– Position features represent the location of the link in the page structure.
The features include the normalized distance from the top of the page, posi-
tions in different levels of menu, page header or footer, which are frequently
occurring elements of entity web resources.

– Anchor text features consist of the most popular terms form the link
anchors (excluding stop words). Examples of terms frequently occurring in
company’s pages are contact, about, services, careers, products, all of them
leading to related structure elements of the page. In addition to text features,
the system uses a special feature for links represented as a picture.

– Link features consist of a set of character 4-grams generated from link href
attribute, as there are no clear word boundaries in urls. The purpose of these
features is to represent similarities between urls that share the same element
like ”contact us”, ”about” in link to a specific element of the page structure.
An important ability of these features is to catch links to alternative language
versions which are likely to contain phrases like ”/fr/”, ”es/i”.

To train the link ranking module the system requires a subset of categorized
entities coming from the same domain (e.g., a set of companies with their in-
dustry types) with their web resources. In web resources, we use only the direct
children of the home page, as with the increasing number of steps we are likely
to introduce too much noise [17]. The system uses a cross-validation setting to
assess the usability of each individual child page, for each web resource in the
training set. To achieve that the system produces a classification model (us-
ing a classifier described in Section 3.3) based on each page from the training
set in cross-validation fold. The model is later used to predict entity categories
based on child page content. The higher the accuracy of a given child page the
more likely it is to contribute to the final categorization result where information
from all retrieved pages is combined. After running the process for all folds, the
system has the accuracy based ranking of child pages for each training entity.
The rankings are later used to train the model of a ranking algorithm. After
experimenting with a range of ranking algorithms including RankNet [3], Rank-
Boost [7], AdaRank [23] implemented in RankLib package2 we decided to use
SVMrank [11], a ranking method based on Support Vector Machines regres-
sion [10], as it was more effective and efficient than its competitors. Given the
ranking model the system is able to automatically order child pages of newly
observed web resources according to their predicted categorization accuracy.

3.2 Categorization Module

Each entity is represented by a profile of terms extracted from the retrieved
pages. We use a standard bag-of-words approach counting the occurrences of
each word in the page content. The categorization module uses the ranked list
of links to iteratively extend the entity profile. The process is repeated until the
stop condition is satisfied. The basic stop condition used in the system is based

2 http://people.cs.umass.edu/~vdang/ranklib.html

http://people.cs.umass.edu/~vdang/ranklib.html
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on the total number of retrieved pages. In this case, the categorization results are
produced based on the top N pages from the ordered list. The optimal number
of retrieved pages is likely to vary depending on the web resource, therefore, we
decided to evaluate two additional stop conditions. The profile size condition
stops the process when the total number of features extracted from the retrieved
pages reaches a certain threshold. We can assume that given a rich term profile
the classifier should be able to make the correct decision. The outcome stability
condition is based on the fact that with increasing number of pages, newly added
pages are less likely to change the outcome of the classifier. As we discuss in the
next section, the classifier used in the system produces confidence scores, the
system accumulates the scores until the score for the top class reaches a certain
threshold at which point the process is ended.

3.3 Classifier

The classifier builds its models based on training instances which are entities for
which the category assignment is known. As each training entity is represented
by its home page and all child pages there are two methods of building the train
models. In the cumulative approach, the system concatenates the content of all
pages and uses the extracted term profile as a single training instance. In per
page approach each page is a separate training instance. The second approach
results in larger number of more fine-grained training instances, but at the same
time it is biased as entities with a large number of child pages contribute more
training instances. Analogously, the same two approaches can be applied to test
instances. In this case, the cumulative profile is expanded step-by-step with each
retrieved page. In the per page setting each page is classified independently and
a voting mechanism is used to combine classification scores. In the experiments,
we used a bag-of-words approach to build the entity term profiles. The terms
were selected from page content after the removal of HTML mark-up.

As an entity can be assigned to many categories, we need a multi-label classifi-
cation method. We experimented with two multi-label classification approaches:
a label powerset classifier [22] and a chain classifier [18]. Both methods rely on the
correlation between the occurrence of various classes. For example, if a company
belongs to chemical industry, it is more likely to belong to pharmaceutical in-
dustry than a banking industry. Surprisingly, in preliminary experiments neither
method was able to outperform a baseline approach, which was an ensemble of
binary Naive Bayes Multinomial classifiers [12], both being significantly slower.
Therefore, in our experiments we decided to use the baseline approach. In the
ensemble each classifier is a binary classifier trained for a single entity category.
Naive Bayes classifiers produce a classification score in a range [0, 1] (where re-
sults over 0.5 are considered as a positive classification) – the score is used as
the confidence of a vote in the per page approach.
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4 Evaluation

4.1 Dataset and Experimental Design

To obtain an evaluation data set we used Wikipedia, which contains a large
number of company articles with company industry types and the links to com-
pany home pages. We selected companies with categories from a set of 100 most
frequently occurring industry types. The industry types were extracted from
Wikipedia’s category field, using YAGO [20] as a preprocessing tool. We consid-
ered only companies for which an English web page could be found and disre-
garded web pages for which the textual content could not be extracted. For all
companies we crawled the full content of their web resources (home page and all
child pages). The result data set contained 9822 companies.

To test the performance of the system, we considered the scenario discussed in
Section 1. The objective of the system is to propose to the user an exhaustive set
of categories that are likely to be applicable to given entity. The quality of such
a set is measured by recall, which is the number of correct categories proposed
by the system divided by the number of all correct categories for the entity. As a
large set of results would be hard to process for the user, we decided to consider
only the top five results for classification result sets larger than five.

The dataset was randomly divided into a training set (80% of entities) and
a test set (20% of entities). The training set was further divided into five folds
which were used in a cross-validation setting to produce the accuracy scores
for all child pages in the training set. These were later used to train the link
ranking module. For each test entity we first produced the ranking of links from
the home page (using the link ranking module) and then categorized the entity
using classification models trained for all training instances.

4.2 Results

In our experiments we were interested in three aspects of system performance:
(1) the comparison of cumulative and per page models for classification; (2) the
usefulness of selective retrieval based on link ranking; (3) the comparison of stop
conditions in the categorization module.

Model and Profile Preparation. To create a baseline for the link ranking
method we have experimented with three profile types based on the home page
only, the about page (when available), and the home page extended by all child
pages. The second profile is based on the fact that company home pages often
link to a special about page with a description of the company. Searching for
phrase “about” in anchor text or url we found the about page for nearly 60%
of companies in test data set. To compare the quality of profile extracted from
about page and home page keeping the full test set, we modified the first profile
type replacing the home page with about page for these 60% of cases.

As described in Section 3.3, the classification algorithm can be trained and
evaluated with two different approaches. Given the set of pages belonging to the
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same entity the cumulative approach combines their content and treats them
as a single training or test instance, whereas the per page approach uses each
page separately as an individual training instance. While testing, the per page
approach classifies each page separately and combines the results using a voting
mechanism. We trained the classifier using both approaches on the full content
of pages from the training set. Later we classified the test instances using only
the content of the home page, about page or the home page extended by all
child pages. In the last case testing was done using the same method for profile
preparation as used in training.

For all profile types the per page approach outperformed the cumulative ap-
proach; however, the difference in the results was minimal (Table 1). We used the
per page models and profiles in the rest of the experiments. Larger differences
can be noticed comparing the profile types. Interestingly, the use of about page
decreases the performance comparing to the home page. Although, the content
of about page may seem as a good description of the company, it is usually too
short and meant to be attractive rather than informative. The home and child
pages profile produces the most accurate results. However, to obtain these re-
sults the system has to retrieve and process on average fifty additional pages,
which makes the cost of this approach prohibitive. It is possible, however, that
retrieving all pages to the full content profile is not necessary, even using basic
ordering techniques. In the next experiment, we tested two of such approaches
and compared them to the proposed selective retrieval approach.

Table 1. Results of two model building approaches for home page, about or home
page (depending on availability) and home page extended by all child pages. The use
of about pages decreases the performance, while adding the content of child pages
improves the performance at the cost of retrieval of additional pages.

cumulative per page

home page profile 0.702 0.705
about or home page profile 0.682 0.687

home and all child pages profile 0.715 0.720

Page Selection in Retrieval Process. To observe how the link order gen-
erated in the link ranking module affects the categorization, we compared its
results with two simple approaches based on the order in which the links can be
found on the home page and on randomized link order. In all cases we allowed the
system to retrieve at most N pages including the home page of the resource and
recorded categorization accuracy for an increasing number of retrieved pages.

Surprisingly, the home page order approach, which in most cases is the default
crawling method, results in decreased classifier accuracy with the first retrieved
pages (Fig. 2). After retrieving six pages the system returns to its performance
for the home page only. With increasing number of pages the results improve
further; nevertheless, retrieval based on page order of links does not seem to be
a good strategy. The use of random order of links allows us to avoid the initial
decrease of performance. The accuracy of the full content profile is reached after
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the retrieval of 16 pages, which on average is 33% of all pages linked from the
home page. Both basic approaches are clearly outperformed by the results of the
link ranking system. By using a single top link from the ranking the classifier
is able to achieve higher recall than full content profile. The system reaches top
performance with the limit of 8 retrieved pages, which on average is 15% of the
total number of links from the home page. Putting a hard limit on the number of
retrieved pages allows the system to retrieve them in parallel which even further
improves the processing time and allow real-time responses.
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Fig. 2. Three link ranking approaches. Thanks to the link ranking module, retrieval
of even a single child produces better results than processing of all child links. On the
contrary, following the basic link order decreases the performance with few first links.

To understand why first links on the home page are likely to decrease classi-
fication accuracy we examined the weight vector generated during the training
of the support vector machines algorithm used in the link ranking module. The
weights represent features used in the ranking algorithm and its magnitude rep-
resents the importance of the feature (for that reason the weight vector can be
a base of a feature selection mechanism [8]). The features with highest negative
weights are anchor words like contact or careers which are likely to be be placed
in the header of the page. Among link URL n-grams we can find phrases like
/es/ which marks links to alternative language versions of the page. All of these
links are likely to mislead the classification process and are successfully removed
by the proposed link ranking approach. On the other hand, the most useful links
can be found in the page menu and their anchor text contain terms like about
or products. These links are likely to be found in the middle of the page. This is
why the retrieval of 12− 16 pages based on the home page link order allows the
system to outperform the classifier based on full content profiles.
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Choosing the Stop Condition. In the previous experiment we used the sim-
plest stop condition – the maximal number of retrieved pages. We compared it
to two other stop conditions described in Section 3.2. The profile size condition
is based on the total number of features extracted from the retrieved pages; the
output stability condition is based on the predicted ability of newly retrieved
pages to change the results of the classifier. For each stop condition we selected a
set of thresholds, which resulted in a similar average number of pages retrieved
per entity. This way we were able to compare the performance of the system
with similar work-load given different stop conditions.

Comparing all stop conditions we can observe that the number of pages and
profile size have similar characteristics - slow improvement in performance with
growing average number of retrieved pages. On the contrary, the output stabil-
ity condition outperforms the other two approaches for the lowest number of
retrieved pages, but has no ability to improve the accuracy with an increase
of the threshold. Therefore, this condition should be used when the number of
additional retrievals should be minimized to absolute minimum.
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Fig. 3. Comparison of stop conditions. Output stability can improve the performance
with the minimal average number of retrieved pages.

5 Conclusions

The proposed system combines ideas from web classification and selective crawl-
ing methods to improve the categorization of entity web resources, while at the
same time limiting the need for the retrieval of additional information. The cate-
gorization process starts with the home page of the entity. The system examines
links found on the page and orders them according to their predicted usefulness
for entity categorization. Starting with the top link, the system retrieves addi-
tional pages expanding the entity profile. The evaluation results on a large set
of company web resources show that even a single expansion allows the system to
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outperform the categorization results computed for all linked pages. Therefore,
the system is practically usable for real-time interaction with the user. The
proposed ranking approach is based on the fact that web pages share similarities
in their structure to match the mental model of a user. For example a company
website is likely to have links to alternative language versions of the page at the
top and the link to company’s products or services should have the corresponding
keyword in the link’s anchor text. In a broader perspective we demonstrated that
a computer system is able to use features designed for human users to retrieve
on-line information in an intelligent and orderly way.

In future work on the project we plan to extend the system to extract factual
information from entity web resources. Given a description of an attribute format
(e.g., regular expression representing company address), the system should crawl
the page link graph and retrieve the attribute within an allowed number of steps.
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Abstract. In 2005, Hafting et al [1] reported that some neurons in the
entorhinal cortex (EC) fire bursts when the animal occupies locations
organized in a hexagonal grid pattern in their spatial environment. Pre-
vious to that, place cells had been observed, firing bursts only when the
animal occupied a particular region of the environment. Both of these
types of cells exhibit theta-cycle modulation, firing bursts in the 4-12Hz
range. In addition, grid cells fire bursts of action potentials that precess
with respect to the theta cycle, a phenomenon dubbed “theta preces-
sion”. Since then, various models have been proposed to explain the
relationship between grid cells, place cells, and theta precession. How-
ever, most models have lacked a fundamental, overarching framework. As
a reformulation of the pioneering work of Welday et al [2], we propose
that the EC is implementing its spatial coding using the Fourier Trans-
form. We show how the Fourier Shift Theorem relates to the phases of
velocity-controlled oscillators (VCOs), and propose a model for how var-
ious other spatial maps might be implemented. Our model exhibits the
standard EC behaviours: grid cells, place cells, and phase precession, as
borne out by theoretical computations and spiking-neuron simulations.
We hope that framing this constellation of phenomena in Fourier The-
ory will accelerate our understanding of how the EC – and perhaps the
hippocampus – encodes spatial information.

1 Introduction

Some neurons in the entorhinal cortex (EC), called “grid cells”, spike prefer-
entially when the animal is at points arranged in a hexagonal grid pattern [1].
Figure 1 shows the output of a sample place cell, taken from [3]. Neurons in the
hippocampus, called “place cells”, were found to activate when the animal was
in a particular location in the environment (see Fig. 1). Both types of cells, place
cells and grid cells, are modulated by the theta rhythm, a pattern of activity
that oscillates at between 4 and 12 Hz.

Researchers proposed that the grid patterns might arise from an interference
pattern between neural oscillators. This is made possible by velocity-controlled
oscillators, or VCOs. A VCO is a neuron or population of neurons whose activity
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Fig. 1. Action potentials (red dots) superimposed on a rat’s path, showing the output
of a place cell (left) and a grid cell (right). From [3].

oscillates, but at a frequency that is modulated by velocity. As the animal moves,
these VCOs take on slightly different frequencies. If the frequency of the VCOs
are linear functions of velocity, then as the animal moves the phase difference
between two VCOs can be written

φ(t) =

∫ t

0

c1v(τ) − c2v(τ)dτ = (c1 − c2)

∫ t

0

v(τ)dτ = (c1 − c2)x(t) ,

where c1 and c2 are scalar constants. Hence the phase difference φ(t) is pro-
portional to total displacement x(t). In this way, the phase differences between
VCOs encodes the rat’s position. This is an important point that we will come
back to later.

We can think of the state of a VCO as a rotating unit vector, called its phase
vector. By combining (adding) the phase vectors from two VCOs with different
frequencies, the result is a beat interference pattern that generates periods of
constructive and destructive interference as their phase difference evolves [4].
Since phase and position are tied together, this interference pattern overlays the
animal’s spatial environment. Combining three VCOs (that differ in preferred
direction by multiples of 120◦) tends to create a hexagonal grid interference
pattern [5,6].

How are place cells and grid cells related? As recently as 2008, researchers
had only a handful of ideas of how grid cells might combine to produce place
cells [3]. But a consensus seems to be that place-cell like behaviour results from
adding together a number of grid cells [7,8,9,10,11]. A comprehensive review of
the various proposed models can be found in [12].

A rather different model, not based on oscillators, used Gaussian surfaces
to represent place cells, but encoded these Gaussians by their Fourier coeffi-
cients [13]. Their spiking-neuron implementation uses an approximation of the
Fourier Shift Theorem (discussed later), moving the Gaussian pattern of excita-
tion around by applying phase shifts to the Fourier coefficients. However, their
model does not address grid cells.

In 2011, Welday et al [2] proposed a more complete theory of the mechanisms
combining grid cells, place cells, and phase precession. Their model involves a
bank of VCOs arranged in a 2-dimensional (2-D) array as shown in the left pane
of Fig. 2. In their firing-rate model, each VCO is as a ring oscillator with a wave of
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Fig. 2. Cartesian versus polar representation of VCOs. The Cartesian arrangement
is derived from part of Fig. 7 in [2]. The polar arrangement consists of a number of
“propellers”, lines of VCOs that pass through the origin.

activity that cycles at (or near) theta frequency. Hence, each neuron on the ring
activates at a particular phase. According to their paper, connecting a read-out
node to all the oscillators of a given row produces a place cell. Similarly, choosing
only three oscillators from a row, but with preferred directions separated by 120◦,
yields a grid cell. Finally, choosing all the oscillators with the same preferred
direction vector can generate a border cell.

While the ideas presented in that paper have merit, the authors’ explanations
for their claims are somewhat disconnected and hard to follow. In this paper, we
bring together those multiple fragments of theory and re-formulate them into a
coherent and elegant framework using Fourier Theory. We also extend the model
and hypothesize a separation of labour, where location is encoded using VCO
phase, and spatial map patterns are encoded using connection weights.

2 Fourier Model

The bank-of-oscillators model states that a VCO’s frequency depends on two
parameters: the speed of the animal, and the cosine of the animal’s velocity
vector with the VCO’s preferred direction. Plotting those two factors on axes
arranges the VCOs into a 2-D Cartesian space, as shown in Fig. 2A.

Another, perhaps more intuitive way of presenting the same 2-D parameter
space is to use polar coordinates, as shown in Fig. 2B. In this view, the direction
of displacement from the origin indicates the preferred direction, and the distance
from the origin gives the gain of the frequency modulation. Consider a VCO
located a position c in the plane. In this arrangement, the animal moving at
velocity v makes the VCO located at position c oscillate with frequency c ·v+θ,
where θ is the baseline frequency. This is consistent with the cosine frequency
tuning with respect to preferred direction [2].
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Fig. 3. As the rat moves from position A to position B, the phase ramp changes its
slope

Consider the phase difference between the VCO at the origin, and one located
at c,

φ(t) =

∫ t

0

(c · v(τ) + θ) − θdτ = c ·
∫ t

0

v(τ)dτ = c · x(t) ,

where v(t) is the animal’s velocity at time t. This is a dot-product, and is linear
in c. To see this, fix a location x and plot the phase difference for all locations c;
this forms a plane as shown in Fig. 3. Moreover, the slope of the ramp encodes
x, the location of the animal. As the animal moves from one place to another,
the phase ramp tilts to track its location.

These VCOs connect to read-out nodes, including place cells, grid cells, etc.
We will refer to these read-out nodes as spatial-map nodes, since they draw a
map of activity as the animal wanders through its space.

To understand how this ramp can be used to generate spatial maps, we need
to know a bit about the Fourier transform. In the following sections, we review
the Fourier transform and outline the benefits of thinking about the EC in terms
of the this powerful mathematical tool.

2.1 Fourier Theory Basics

We will develop our argument using the Discrete Fourier Transform (DFT).
Consider a sampled function fn with N samples indexed n = 0, . . . , N − 1. The
DFT of f is

Fk =

N−1∑
n=0

fn exp

(
−2πi

nk

N

)
, k = 0, . . . , N − 1 . (1)

Each complex number Fk is called a Fourier coefficient. We can also denote the
transform using F = DFT(f). In essence, the DFT is a frequency decomposi-
tion; it takes a spatial signal and represents it as a sum of wave fronts of various
frequencies (and orientations, in 2-D and higher). Each Fourier coefficient occu-
pies a different location in the frequency domain, and each location represents
a different wave front. The value of a Fourier coefficient, Fk, represents the con-
tribution of its wave front. The coefficient F0 has a special name; it is called the
DC, and it is located at the origin of the frequency domain.



142 J. Orchard, H. Yang, and X. Ji

The Fourier basis functions in (1) are N -periodic. If we also assume that f is
periodic (i.e. f−1 = fN−1, as is convention), then the DFT can equivalently be
written,

Fk =

Ñ∑
n=−Ñ

fn exp

(
−2πi

nk

N

)
, k = −Ñ , . . . , Ñ ,

where we assume for simplicity – but without loss of generality – that N is
odd, and use the symbol Ñ to represent

⌊
N
2

⌋
, where the delimiters �·� denote

rounding toward zero. We will use this equivalent, centred version of the DFT
throughout this paper.

The Fourier Shift Theorem tells us how shifting (translating) a signal influ-
ences its Fourier coefficients. Suppose that Fk are the Fourier coefficients of a
signal fn. Consider a shifted version, fn−d, and its Fourier coefficients, Gk. The
relationship between Gk and Fk is

Gk = exp

(
−2πi

dk

N

)
Fk , k = −Ñ , . . . , Ñ .

Thus, the Fourier coefficients of the shifted signal can be derived from the co-
efficients of the original signal multiplied by a phase-shift, where the amount of
the phase-shift is a linear function of the frequency index k. The Fourier Shift
Theorem even works for non-integer values of d, and in higher dimensions where
dk turns into a dot-product between a shift vector, d, and a coordinate in the
frequency domain, k.

2.2 Entorhinal Cortex

We propose that the polar arrangement in Fig. 2B is a 2-D frequency domain,
and each VCO corresponds to a Fourier coefficient. This formulation splits the
production of spatial maps into two components: the spatial pattern of the map,
versus movement throughout that map.

Movement throughout the map is taken care of by the phases of the VCOs.
As the rat moves around, the VCOs form a phase ramp. This phase ramp is used
to shift the spatial map, just like the Fourier Shift Theorem does.

The spatial map itself comes from connection weights. Consider the set of
neural connections between a VCO and a spatial-map (read-out) node. Those
connections transform the VCO’s phase vector and contribute the result to the
map node. Since the VCOs generate Fourier basis functions (sines and cosines),
this projection to the spatial-map node is tantamount to performing an inverse
Fourier transform. Figure 4 illustrates different spatial maps resulting from dif-
ferent selections of VCOs. In that figure, one can think of the inclusion/exclusion
of the VCOs as connection weights of all 1s, or all zeros, respectively. Other spa-
tial maps can be realized by choosing different connection weights, as illustrated
in Fig. 4D. Though not shown here, border cells (as discussed in [2]) can also be
implemented using the same techniques.
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Fig. 4. Sample spatial maps (bottom row) and the VCOs used to generate them (top
row). For comparison, we included C to show the “place” cell that was proposed in [2].
D shows a general spatial activation map, created by using the Fourier coefficients of
an ideal spatial map to set connection weights from a bank of VCOs (18 propellors, 9
rings) to a readout node.

This Fourier interpretation splits the generation of spatial maps into two
parts: the VCO phases form a phase ramp, and the neural connections can be
interpreted as Fourier coefficients. Together, they constitute an inverse Fourier
transform that generates a shifted spatial map, shifted according to the slope
of the phase ramp. The beauty is that all spatial maps are shifted at the same
time, all driven by the same bank of VCOs.

3 Material and Methods

We implemented a version of the EC Fourier model using spiking leaky integrate-
and-fire (LIF) neurons [14]. Here we describe our implementation of the model,
outline the challenges, and display results from simulation experiments.

3.1 Oscillators

To build our neural network, we used the Neural Engineering Framework (NEF)
[15], a powerful and versatile platform that has proven useful for large-scale
cognitive modelling [16]. Explanation of the NEF is beyond the scope of this
paper, but we include a brief description.

In the NEF, information is represented in the firing rates of populations of
spiking LIF neurons. That data can be extracted and transformed using optimal
linear decoders. Moreover, recurrent networks can be designed to implement
particular dynamical systems. For example, we used populations of 300 LIF
neurons to implement the VCOs as simple harmonic oscillators, storing (x, y, θ)
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in each population. Recurrent connection weights were chosen so that the (x, y)
state oscillates with frequency θ. We used a normalized version of the simple
harmonic oscillator by forcing (x, y) to be a unit-vector.

We constructed arrays of 17 VCOs to form propellers, like those seen in the
polar arrangement in Fig. 2B. As the arrangement dictates, the degree to which
the animal’s velocity vector influences the VCOs frequency depends on its loca-
tion in the plane. Given a 2-D velocity vector, v ∈ [−1, 1]2, the frequency of the
VCO at location cn is

θn = 8 + 1.6 ‖v‖2 − 1.272 cn · v (2)

where the distance from the origin, ‖cn‖, ranges from -1 at one end of a propeller
to 1 at the other end. This is similar in nature to that used in [2].

3.2 Phase Coupling

The stochastic nature of spiking neurons causes imperfect behaviour of the oscil-
lators. If set to the same frequency and started in phase, perfect oscillators will
remain in phase. However, slight errors in frequencies will cause them to drift
out of phase as time progresses. This random dephasing can disrupt the phases
of the oscillators to the point where the phase ramp is overwhelmed by noise.

We designed a phase-coupling method that maintains a linear progression
in phase across each propellor, so that the increment in phase from one VCO
to the next is the same everywhere. The coupling method is described more
completely in [17]. Briefly, each pair of adjacent VCOs is joined by a coupling
node, called a phase-step node, which computes the phase difference between its
two VCOs. All the phase-step nodes are interconnected and arrive at a consensus
phase difference (the weighted average). After computing the phase error for each
VCO, each phase-step node sends back a correction to keep the VCOs in the
correct phase relationship.

While the phase-step nodes keep the phase linear within a 1-D propellor, we
still need a way to ensure that all the phase ramps are coplanar. For example,
drift could cause one propellor to attain a disproportionately steep slope that
makes it tilt out of the plane delineated by the other propellors.

A more complex form of coupling is required to keep the phases coplanar
with each other. We need to couple together three phase-step nodes (from three
different propellors). The resulting phase adjustments are fed back to the phase-
step nodes. Finally, we also used a phase-coupling node to keep the DC nodes
of the three propellors in sync.

3.3 Simulation of Rat Motion

We created our network model to test some specific aspects of the Fourier model.
In particular, we wanted to see if we would find grid cells that fired spikes on
a hexagonal grid of locations. We also wanted to see if these grid cells would
exhibit phase precession compared to a global theta cycle. We added a 2-D
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VCO node that oscillates at approximately 8 Hz, and used this node’s state as
the authoritative theta cycle.

To simulate the movement of a rat in a circular environment, we added to our
model a random-walk function that adjusts the velocity vector smoothly. The
resulting simulated rat trajectories are shown later. One could predict the rat’s
location by numerically integrating the rat’s velocity. However, the rat’s own
perceived location (as encoded in the phase ramp of the EC VCOs) soon drifted
away from the computed position. A real rat seems to avoid this problem by
updating its perceived location with sensory information [5]. Though we did not
incorporate sensory input in our model here, our companion paper [17] presents
an extension that does.

3.4 Network Architecture

As shown in Fig. 5, the network consists of three “wheels” of nodes, along with a
velocity node, DC phase-coupling node, a theta-cycle node, and an array of grid-
cell nodes. Each wheel has three propellors at angles 0◦, 120◦, and 240◦ (though
a full model would include more propellors per wheel). The first wheel contains
17 VCO populations per propellor. Each population has 300 LIF neurons and
encodes a 3-D vector.

The phase-step wheel also has 3 propellors, but with 16 nodes per propellor
(since they model the phase differences between the VCO nodes). Each phase-
step population has 500 LIF neurons and encodes a 6-D vector as described
in [17]. The coplanar coupling wheel mirrors the phase-step wheel, with each
coplanar coupling node having 500 LIF neurons and encoding a 6-D vector.

The grid-cell array has 17 nodes, mirroring the 17 nodes in each of the VCO
propellors. Each grid node contains 200 LIF neurons and encodes a 2-D vector
of the sum of the phase vectors from the three corresponding VCOs. That is,
each grid node receives the phase vectors from a triad of VCOs and simply adds
them together.

The DC phase-coupler node has 500 LIF neurons and encodes a 6-D vector
that duplicates the phases of the three DC nodes. The velocity node has 100 LIF
neurons and encodes a 2-D vector. Finally, the theta-cycle node contains 500 LIF
neurons and encodes a 2-D vector that oscillates at approximately 8 Hz. The
recurrent connections of the theta-cycle population use a synaptic time constant
of τs = 5ms.

Unless otherwise specified, we used the following parameter values for all neu-
rons: synaptic time constant τs = 5ms, refractory period τref = 2ms, membrane
time constant τm = 20ms, spiking threshold Jth = 1, encoding vectors selected
randomly (uniformly) from the unit hyper-sphere, neural gain and bias chosen
to randomly (uniformly) sample the unit hyper-sphere of the representational
space, with a maximum firing rate in the range 200-400 Hz.
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Fig. 5. Network overview. The velocity node modulates the frequency of the VCOs
(see equation (2)). The phase-step nodes couple the VCOs to maintain a 1-D phase
ramp within each propellor. The coplanar coupling nodes further keep the phase slopes
of the different propellors linearly consistent (so that they all rest in a common plane).
The DC phase coupler node keeps the absolute phase of the propellors in sync. The
grid cells sum triads of VCOs. The theta cycle node is a stand-alone oscillator that
maintains a frequency of approximately 8Hz.

4 Results

The simulations were run using the Nengo software package (nengo.ca). The
whole model includes 119 nodes, for a total of 68,700 LIF neurons. We ran the
model for 300 seconds simulation time. The execution of the model took about
110 minutes to run on a laptop with a 2.9GHz Intel Core i7 processor and 8GB
of RAM.

4.1 Grid Cells

Figure 6 shows a sampling of grid cells, with their spikes superimposed overtop
of the rat’s trajectory. In the figure, the frequency of the grid-cell triad increases
from left to right. The red dots of spikes clearly occur on a hexagonal grid with
different scales. Not all neurons in the grid nodes exhibited grid firing patterns.
However, about 10% did.

4.2 Theta-Phase Precession

If we focus on the timing of the grid-cell spike bursts, we can see that the start of
the bursts precess through the theta cycle. Figure 7 plots the spikes as red lines
over the theta cycle produced by the “theta” node. The frequency of oscillation
for the VCOs – and hence the grid cells – is higher than the nominal 8Hz theta
cycle. Thus, we see the bursts of grid-cell activity precess through the lower-
frequency theta cycle.

http://nengo.ca
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A B DC

Fig. 6. Spikes from grid cells superimposed on the rat’s trajectory. All the grid cells
were taken from triads with an orientation of 0◦. The neuron in A is from a grid-cell
node at position 2 (where the central, or DC, grid-cell node is index 0). The neurons
in B, C and D are from grid-cell nodes 3, 4 and 6, respectively.

������

Fig. 7. Theta-phase precession of grid-cell spikes

5 Discussion

The model proposed in this paper was inspired by [2], but we re-formulated
that approach into a coherent framework that allows for further analysis and
deeper understanding. Part of our contribution is to envision the bank of VCOs
organized in a polar fashion throughout the frequency domain. Movement of the
animal induces frequency changes of those VCOs according to where they rest
in the frequency domain. In this polar format, the VCO phases form a ramp.
The slope of this ramp encodes the rat’s location, and can be used as such when
applied to a set of Fourier coefficients.

The connections from the VCOs to the spatial-map nodes represent Fourier
coefficients. Thus, projecting the VCO phases through these connections results
in a spatial map with the correct positional context. All the spatial maps are
shifted in concert with the animal’s motion.

Grid cells might emerge as a by-product of a phase coupling mechanism. Some
research has shown that the distributed nature of grid-cell encoding offers better
accuracy than the same number of sparse place cells [18]. But this theory still
does not address why grid cells appear, since the bank of VCOs also offers a
distributed representation of location. Another theory, and one that we plan to
investigate, is that grid cells are a by-product of the coupling mechanisms that
maintain the phase relationships within the bank of VCOs. It seems intuitive that
place cells could offer a stable and accurate representation of location as long as
the underlying network that feeds into the place cells encodes location in a stable
and accurate manner. Coupling between nodes harnesses the redundancy in the
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network and enables resources to be focussed on lower-dimensional data, such as
location. The coplanar-coupling nodes assess the linear consistency among three
or more other nodes. In general, a linearity constraint in 2-D will always require
input from at least three VCOs (in addition to the implicitly included DC node).
We plan to investigate more general implementations of the coplanar constraint
and observe whether these mechanisms inherently generate grid-cell behaviours.

The network we have built involves 119 populations, and contains a total of
67,800 LIF neurons. Our implementation is an important step in demonstrat-
ing the capabilities and behaviours of our model. However, an obvious question
remains, how might such a system get established? What self-organizing princi-
ples might apply, and where? Spatial maps of place cells have been learned using
Hebbian learning [19]. Grid cells can emerge spontaneously in a topographically
connected network with local excitation and lateral inhibition [7,10]. However,
these “Turing grids” are not found in adults, leading researchers to suggest that
they form during a developmental stage and are used to guide the formation of
grid cells in the non-topographical, adult EC network. Even a random selection
of grid cells can produce place cells [8,20]. We plan to investigate unsupervised
and supervised learning algorithms to derive neural oscillators. One could also
look at how such oscillators could take on the proper phase coupling.

6 Conclusion

Although a number of theories have been forwarded regarding the relationships
between place cells, grid cells, phase precession, and other spatial-map cells,
none have explained all the components with a single overarching framework.
Our Fourier model of the entorhinal cortex path integration system organizes the
pieces into an architecture with a rich and well-understood foundation. Knowl-
edge about other properties of the Fourier Transform can help to guide further
development of the model, and assess how it may (or may not) be extended to
explain or predict other observations.
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Abstract. The possible combinations of features traditionally used for
sentence similarity amount to a very large feature space. Considering all
possible combinations and training a support vector machine on the re-
sulting meta-features in a two step process significantly improves perfor-
mance. The proposed method is trained and tested on the SemEval-2012
Semantic Textual Similarity (STS) Shared Task data, outperforming the
task’s highest ranking system.
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1 Introduction

Sentence similarity is a core element of tasks trying to establish how two pieces
of text are related, such as Textual Entailment (RTE)[Dagan et al., 2006], and
Paraphrase Recognition [Dolan et al., 2004]. SemEval-2012 introduced the Se-
mantic Textual Similarity (STS) Shared Task [Agirre et al., 2012], which differs
from RTE in two important points: STS defines a six-point graded similarity
scale to measure similarity of two texts, instead of RTE’s binary yes/no deci-
sion and the similarity relation is considered to be symmetrical, whereas the
entailment relation of RTE is inherently unidirectional.

Early sentence similarity systems tested individual methods or resources (like
pointwise mutual information [Turney and others, 2001]) but have recently been
replaced with hybrid machine learning approaches which combine different fea-
ture classes. The complexity of the task (basically being able to competently
evaluate and compare any pair of texts) currently gives an edge to basic fea-
tures, such as n-gram models and WordNet-based metrics [Fellbaum, 2010].

For hybrid systems, the combined feature space becomes too large and feature
selection becomes essential, since poor features result in greater computational
cost and may lead to overfitting [Ng, 1998]. By the same token, weighting and
correlating even the best-quality features for implicit, latent aspects manually
is not feasible, since it depends very strongly on the task and the data. We
use a combination of simple lexical features (which we refer to as Basic Fea-
tures) from the literature for first pass models and use the meta-feature space
of models of all different combinations of Basic Features with a second pass
support vector machine. This meta-learning approach contrasts with traditional
feature selection techniques, like exhaustive search or forward feature selection
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[Guyon and Elisseeff, 2003], for instance: while they optimize a subset of fea-
tures in a single pass, we propose a meta-model, that is trained on models of all
possible combinations of the basic features in a second pass SVM, reminiscent
of [Chan and Stolfo, 1995].

The proposed approach performs reliably across a range of different test sets
with no adjustments and improves results obtained by a single-layer supervised
learning approach on the STS SharedTask-2012 [Agirre et al., 2012], outperform-
ing all 88 systems to the 2012 competition.

2 Background

Features used for sentence similarity are either explicit or implicit in the texts.
Explicit features concern the surface form of the texts and can themselves be
subcategorized into simple string based (e.g. edit distance between two strings
[Levenshtein, 1966]) and n-gram or skip-gram based models [Guthrie et al.,
2006]. Implicit features, on the other hand, utilize external resources to ex-
tract the features. Most well-known approaches use WordNet’s hierarchy to
characterize either common ancestry between two words of the same part-
of-speech such as [Resnik, 1995; Lin, 1998; Jiang and Conrath, 1997] or sim-
ply path length [Wu and Palmer, 1994; Leacock and Chodorow, 1998]. More
general measures that can relate words of different part-of-speech include
[Budanitsky and Hirst, 2006; Banerjee and Pedersen, 2003; Patwardhan, 2003],
see Pedersen [Pedersen et al., 2004].

WordNet based approaches have been successfully applied to entailment de-
tection [Inkpen et al., 2006] and to measuring the semantic similarity between
two sentences [Mihalcea et al., 2006].

Used by [Morris and Hirst, 1991] for recognizing semantic relationships be-
tween words, Roget’s Thesaurus is less frequently used because it was not easily
accessible electronically. An electronic version was created recently and used for
measuring semantic similarity by Jarmasz and Szpakowicz [2003].

Another resource regularly employed to detect implicit similarity measures
are co-occurrence measures over reference corpora, of greater importance for
phenomena not contained in lexica, such as named entities, technical terms,
slang, etc. Latent semantic analysis (LSA) [Landauer et al., 1998], for instance,
generates a latent topic-model where correlation of two terms will be higher if
they tend to frequently co-occur in the same context (latent topics) but not
necessarily in the same documents. LSA has been useful in information retrieval
[Deerwester et al., 1990], however, it hasn’t been effectively applied to semantic
similarity.

A recent extension of LSA, explicit semantic analysis (ESA),
[Gabrilovich and Markovitch, 2007], maps the input text into a weighted
sequence of Wikipedia concepts (articles’ titles) ordered by their relevance to
the input text. Since ESA uses predefined concepts represented by the articles’
titles, it doesn’t have the interpretaion issue associated with LSA output.
[Banea et al., 2012] and [Bär et al., 2012] applied ESA successfully to the STS
Shared Task-2012.
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Other approaches to semantic similarity detection use syntactic dependency
relations [Manning and Schütze, 1999] to construct a more comprehensive pic-
ture of the meaning of the compared texts, identifying whether a noun is con-
sidered the subject or the object of a verb.

3 Related Work

The previously described methods all address partial aspects of semantic re-
latedness in text and combining different methods promises greater coverage
of text meaning. This section reviews three hybrid systems to the STS Shared
Task-2012.

The leading UKP [Bär et al., 2012] system uses n-grams, string similarity,
WordNet, and ESA, and a support vector regressor [Smola and Schölkopf, 2004].
In addition, the authors use MOSES, a statistical machine translation system
[Koehn et al., 2007], to translate each English sentence into Dutch, German, and
Spanish and back into English. The system was stable across the different test
sets and achieved an average correlation with gold-standard results of 0.6773
[Agirre et al., 2012].

TakeLab [Šaric et al., 2012], in place two, uses n-gram models, two WordNet-
based measures, LSA, and dependencies to align subject-verb-object predicate
structures. Including named-entities and number matching in the feature space
improved performance of their support vector regressor to an average correlation
of 0.6753.

The rule-based Sbdlrhmn [AbdelRahman and Blake, 2012] annotates head
nouns, main verbs, and named-entities as pertinent information of each sentence.
These annotated words are assigned a score if they co-occur in a sentence. The
system extracts subject-verb-object triples for every verb in both sentences and
aligns them. If predicates align matched annotated words, they are given a score
and discarded from the queue. Otherwise, a WordNet similarity score is assigned
to the particular unaligned predicate pair. The level of semantic relatedness
between two input sentences is determined by a series of if-then rules based on
the combinations of scores.

4 Experimental Setup

4.1 Datasets

The STS training dataset consists of 3 different sets of sentence pairs, MSR-
PAR (750 pairs), MSR-VID (750 pairs), and SMTeurop (734 pairs), which were
gathered from Microsoft Paraphrase corpus, Microsoft Video Description Cor-
pus, and WMT2008 development dataset of the European Parliament corpus,
respectively. The test dataset contains 5 sets of sentence pairs, three of which
were collected from the same resources as the training sets. The other two test
sets, OnWN and SMTnews, are given as surprise sets to examine the reliability
of the proposed systems in dealing with unforeseen data. OnWn set comprises
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750 pairs of glosses from OntoNotes and WordNet senses. Half of these pairs were
collected from senses that were recognized to be equivalent and the remaining
from disparate senses. SMTnews set contains 399 sentence pairs from translation
systems submitted to WMT2007 and ranked manually.

The task is to measure the similarity between sentence pairs using a score
in the range from 0 to 5. The training set gold standard was created using
mechanical turk, gathering 5 scores per sentence pair and averaging them.

4.2 Features

After tokenizing, lemmatizing, sentence splitting, and part of speech (POS)
tagging, we extract five categories of lexical features: string similar-
ity [Cohen et al., 2003], n-grams [Lin and Och, 2004], WordNet distance
[Budanitsky and Hirst, 2006], Roget’s Thesaurus [Jarmasz and Szpakowicz,
2003], and ESA[Gabrilovich and Markovitch, 2007].

The following sections discuss the individual features used in each category. To
assess their usefulness, single-feature models are trained using cross-validation
on the training data, it is these results that are reported in the tables presented
throughout Section 4.2. All performance tables also include a model where all
features are trained together (marked with a star) and the results for testing on
all the different datasets together (last row, captioned ALL).

String Similarity Metrics. In order to calculate similarity for a given pair, 5
common similarity/distance measures were used. In addition, we introduced the
ROUGE-W score (RO-W in Table 1) as an effective string similarity measure to
the semantic similarity task.

We also added a feature that counts normalized lemma overlap here, even
though it is not strictly a string-based technique.

Longest Common Substring[Gusfield, 1997] calculates the distance between
two inputs by comparing the length of the longest consecutive sequence of
matching characters

Longest Common Subsequence[Allison and Dix, 1986] compare the length
of the longest sequence of characters, not necessarily consecutive ones, in
order to detect similarities

Jaro[Jaro, 1989] identifies spelling variation between two inputs based on the
occurrence of common characters between two text segments at a certain
distance

Jaro-Winkler[Winkler, 1990], a variant of Jaro, was proposed for name com-
parison and considers the exact match between the initial characters of the
two inputs

Monge-Elkan[Monge and Elkan, 1997] a hybrid method which tokenizes two
inputs and finds word pairs with the highest string similarity score and then
sums up and normalizes the score and assigns it as the distance between the
inputs
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ROUGE-W[Lin, 2004] a weighted version of longest common subsequence
takes into account the number of the consecutive characters in each match,
giving higher score for those matches that have larger number of consecutive
characters in common. This metric was developed to measure the similarity
between machine generated text summaries and a manually generated gold
standard.

Table 1. Performance of string-based features, “str*” represents all of the string-based
measures being used together

Lemma jar jarWk lcsq lcst monElk RO-W str*
VID 0.36 0.19 -0.07 0.48 0.33 0.14 0.75 0.79
PAR 0.39 0.33 0.17 0.18 0.20 0.54 0.52 0.64
SMT 0.55 0.54 0.41 0.30 0.25 0.38 0.53 0.74
ALL 0.41 0.28 0.18 0.22 0.13 0.38 0.62 0.76

Table 1 shows that while the models differ in individual results, none is without
merit on this task. Interesingly, the model based on ROUGE-W showed a strong
correlation factor of 0.6, which is the highest performing feature in this group.

N-gram Models. We use the ROUGE package, originally developed for auto-
mated evaluation of summaries [Lin and Och, 2004], to extract n-gram models.
As reported in [Lin, 2004], the most effective for measuring the similarity be-
tween small text fragments are:

– ROUGE-1, based on Unigrams

– ROUGE-2, based on Bigrams

– ROUGE-SU4, based on 4-Skip bigrams (including Unigrams)

Note that the small size of the texts compared for similarity paired with the fact
that the training data stems from different sources is an important limitation
here.

Table 2. Performance of ROUGE-based features. “ROUGE*” represents ROUGE-
1,2,SU being used together.

ROUGE-1 ROUGE-2 ROUGE-SU4 ROUGE*
VID 0.78 0.62 0.67 0.81
PAR 0.63 0.41 0.56 0.63
SMT 0.58 0.39 0.46 0.58
ALL 0.71 0.60 0.61 0.75



Feature Combination for Sentence Similarity 155

WordNet-Based Measures. According to [Budanitsky and Hirst, 2006], the
most reliable measures for similarity measurement across different tasks using
WordNet are Lin, and Jiang-Conrath.

– Lin [Lin, 1998] uses the Brown Corpus of American English to calculate
information content of two concepts’ least common subsumer (LCS).

– Jiang-Conrath [Jiang and Conrath, 1997] uses the conditional probability
of encountering a concept given an instance of its parent to calculate the
information content.

In order to scale these word-level similarity measures to sentence-level,
[Mihalcea et al., 2006] finds for each word w in sentence S1 the word from sen-
tence S2 which gives the maximum similarity score.

Roget’s Thesaurus-Based Measure. Roget’s Thesaurus provides more links
between different word types than WordNet. A noun bank may be connected
to a verb invest by determining the common head Lending. Roget’s has a nine-
level ontology: 9 classes, 39 sections, 79 sub-sections, 596 head groups, and 990
heads, paragraphs, parts of speech, semicolon groups, and words. The distance
of two terms decreases within the interval of [0,16], as the the common head that
subsumes them moves from top to the bottom and becomes more specific. The
electronic version of Roget’s Thesaurus [Jarmasz and Szpakowicz, 2003] is used
for extracting this score.

Table 3. Performance of knowledge-based features. “KB*” represents jcn,lin,Roget’s
being used together. ESA see below.

jcn lin Roget’s KB* ESA
VID 0.75 0.71 0.72 0.78 0.83
PAR 0.26 0.24 0.20 0.27 0.33
SMT 0.21 0.21 0.21 0.50 0.45
ALL 0.58 0.58 0.68 0.71 0.73

Explicit Semantic Model. In order to have broader coverage on word types
not represented in lexical resources, specifically for named entities, we add ESA
generated features to our feature space. The results are shown in the last column
of Table 3.

Ablation Assessment. The single feature models we compared led to exclude
Jaro-Winkler, longest common substring, and Monge-Elkan from the string-
based features.

Jiang-Conrath performs reliably across different datasets. Surprisingly, despite
the small size of Roget’s coverage compared to WordNet, in the ablation test
it demonstrated a strong contribution to the systems performance. Roget’s has
correlation scores identical or very close to Lin, and in the SMT training subset it
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achieves the same performance as Jiang-Conrath. In another ablation experiment
we combined all the training subsets and Roget’s outperformed both Lin and
Jiang-Conrath by a margin of 10% with a correlation factor of 0.68.

The average correlation factor achieved by ESA across the training sets was
0.53, which is 2% above the performance reported on other knowledge-based
metrics. We thus consider the remaining features to be effective.

4.3 Apparatus

To distribute output in the interval [0,5] we apply the SMOreg support vector
regressor from Weka [Hall et al., 2009].

5 Feature Combination

The space of individual features considered is large and even the ones that ab-
lation proved to be effective on the test set are rather similar in some cases.
Because the different categories cover different dimensions of the data, we felt
a traditional feature selection process was not able to assess tradeoffs properly.
After assessing the individual feature strengths in our ablation tests, we wanted
to similarly assess the relative strength of different combinations. Picking one
or two combinations by the experimenter’s gut feeling seemed too arbitrary and
we thus generated all combinations. Validating the enormous resulting feature
space had to be handled automatically, and we employ a second support vector
machine to train the best feature combination model on the dataset.

This two phase supervised learning method for the STS sharedTask is demon-
strated in Figure 1. To train the two phase model we first generate all combina-
tions of the Basic Features in a Preprocessing Step, thus for a feature space of
size N we generate 2N − 1 combinations.

The Two Phase Model Training step trains a separate Support Vector Re-
gressor (SVR), called Phase One Model, for each combination with a resulting
predicted score psi for that phase one combination model Mi. These 2

N − 1 pre-
dicted scores form a new feature vector called Phase Two Features. So for each
instance in the training set a feature vector of size 2N −1 will be created. Finally
a second level SVR, called Phase Two Model is trained using the training set
and the Phase Two Feature space.

After training, we have two types of SVR models: 2N − 1 Phase One Models,
based directly on the Basic Features, and one Phase Two Model, based on the
predicted scores of Phase One Models.

For testing, we proceed as follows: first we send test data as an input to the
Phase One Models to obtain the predicted scores psi for each model for the new
feature vector Phase Two Features. This new feature vector is fed into the Phase
Two Model and determines the final output of the system for that particular
test instance.
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Fig. 1. Two Phase Supervised Learning Method’s Architecture

6 Evaluation

The pruned feature space contains 11 Basic Features as described in section 4.2.
Two types of experiments were conducted: Standard Learning, and Two Phase
Learning:

Standard Learning the regressor was trained on the training set with all 11
features and tested on the test sets.

Two Phase Learning all combinations of the Basic Features create 2047
Phase Two Features generated by Phase One Models with a predicted score
psi as input to the Phase Two Model.

6.1 Results

The STS Shared Task-2012 used the Pearson Correlation Coefficient (also called
correlation factor) as their evaluation metric. The correlation factor results of
our experiments are provided in Table 4. Note that the correlation factor ranges
from [−1, 1].

Table 4 compares the results of the Standard and the Two Phase learning
experiments with the best and baseline performance reported in 2012 for each of
the different data sets separately. In all cases the Two Phase Learning achieves
better results with a margin of 2-7%. The third row shows the result of UKP-run2
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Table 4. Pearson correlation for Standard and Two Phase learning

MSR-PAR MSR-VID SMTeurop SMTnews OnWN
Standard 0.65 0.87 0.51 0.36 0.66
Two Phase 0.67 0.89 0.56 0.43 0.72
UKP-run2 (best) 0.68 0.87 0.52 0.49 0.66
STS-2012 baseline 0.43 0.29 0.45 0.39 0.58

[Bär et al., 2012] (see Section 3), the best performing system in STS sharedTask-
2012. Our system outperforms this system in 3 out of 5 test sets with the average
margin of 4%. The last row shows the result achieved by the baseline cosine
similarity between the token vectors of each pair.

Most interesting are the extreme points of the system: on OnWN the Two
Phase model gains 6% over the best system, in STMnews it trailed by 5% behind
the best system. Overall, the Two Phase model on average outperformed all 88
submitted systems and achieved a mean correlation coefficient of 0.69, which is
2% higher than the best performing system. We speculate that the increase in
complexity will be outweighed by better performance. Of note is the fact that
the best Phase One Model already outperforms the Standard model, but less
than the Two Phase model.

We compare the confidence interval (CI) of the correlation coefficients achieved
by each of the methods presented in Table 4 using Fisher’s z transformation
[Dunn and Clark, 1969], which demonstrates that although there is overlap be-
tween the intervals, the Two Phase learning method has an interval of greater
possible correlation coefficients especially for OnWN and SMTeurop, see Table 5.

Table 5. Confidence Intervals for correlation coefficients presented in Table 4

MSR-PAR MSR-VID SMTeurop SMTnews OnWN

Test Set’s Size - N 750 750 459 399 750

Standard Correl. 0.65 0.87 0.51 0.36 0.66

Standard CI (0.60,0.69) (0.85,0.88) (0.44,0.57) (0.26,0.44) (0.62,0.70)

Two Phase Correl. 0.67 0.89 0.56 0.43 0.72

Two Phase CI (0.63,0.71) (0.87,0.90) (0.49,0.62) (0.34,0.50) (0.68,0.75)

UKP-run2 (best) Correl. 0.68 0.87 0.52 0.49 0.66

UKP-run2 (best) CI (0.63,0.71) (0.85,0.88) (0.45,0.58) (0.40,0.59) (0.62,0.70)

STS-2012 baseline Correl. 0.43 0.29 0.45 0.39 0.58

STS-2012 baseline CI (0.36,0.48) (0.23,0.35) (0.37,0.51) (0.30,0.47) (0.53,0.62)

We interpret the broadness and the stable relation of our results to the re-
ported systems across the different data sets as a strong indicator that the
method has merit. As is the case with all semantic techniques and tasks, eval-
uation becomes a major task itself with aggregate numbers hiding performance
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dimensions that might be different for different datasets. This is what motivated
our two-level approach.

The experiment has shown that this form of assessing feature combination is
successful. It has not overwhelmed the regressor and the results, while marginal
on some test sets, show broad improvements on others, which makes it an inter-
esting tool to evaluate further. In our opinion, the recent increase of semantic
techniques and resources makes choosing from the great variety of proposed fea-
tures difficult. We present our technique as a tool to explore the feature space,
not as a mature automatic optimization technique.

7 Conclusion

We present here a technique for evaluating possible feature combinations in the
context of sentence similarity judgements. We believe that especially in seman-
tic tasks, the different features have to be carefully evaluated in isolation for
the given data set. The possible combinations quickly become too complex to
prejudge and too many to truly evaluate manually. Our two phase technique,
demonstrated in this paper, trains a support vector regressor of the meta-feature
space of possible combinations. This technique has been shown to lead to im-
provements. It is presented here as an interesting methodology for exploration
and the added computational complexity is traded off for lower demands on
training data coherence.
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Abstract. This paper proposes a new feature selection method based on
rough sets to take away the unnecessary attributes for the classification
process from partially uncertain decision system. The uncertainty exists
only in the decision attributes (classes) and is represented by the belief
function theory. The simplification of the uncertain decision table to
generate more significant attributes is based on computing all possible
reducts. To obtain these reducts, we propose a new definition of the
concepts of discernibility matrix and function under the belief function
framework. Experimentations have been done to evaluate this exhaustive
solution.
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1 Introduction

The method of discernibility matrix and function was proposed by Skowron
and Rauszer [14] to solve the problem of relevant feature selection using rough
set theory followed by several other attempts [7, 10–12]. It is widely applied
in the pre-processing stage of the modeling process in machine learning [3, 6,
15] where it is easy to represent and interpret knowledge. It is convenient to
calculate all the possible reducts and the core of data [21]. However, the original
discernibility matrix and function do not deal with uncertainty, imprecision or
incompleteness in data. This kind of data exists in many real-world databases
like in medicine where diseases and symptom of some patients may be partially
or totally uncertain.

In this paper, we develop a new attribute selection method based on new defi-
nitions of discernibility matrix and function to compute the possible reducts and
core from partially uncertain data based on rough sets. The uncertainty exists
only in the decision attribute and is represented by the belief function theory
[13]. It is considered as a useful theory for representing and managing total or
partial uncertain knowledge because of its relative flexibility. The belief function
theory is widely applied in artificial intelligence and to real life problems for
decision making and classification. In this paper, we use the Transferable Belief
Model (TBM) - one interpretation of belief function theory [17]. To remove the
superfluous and the redundant attributes from the uncertain decision table, we
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adapt the concept of discernibility matrix and function in the new context to
be called belief discernibility matrix and function. The latter is an exhaustive
method able to compute the possible reducts from the uncertain decision table.
Previously, we have also proposed feature selection methods from this kind of
uncertainty [18, 19]. However, these solutions are heuristic methods. The ap-
proach described in this paper is experimentally compared with the heuristics
proposed in [18]. While there is a significant amount of research on feature se-
lection, a direct comparison with them is not possible because those methods do
not handle uncertainty in the decision attribute.

The paper is organized as follows: Section 2 provides an overview of the rough
set theory. Section 3 introduces the belief function theory as understood in the
Transferable Belief Model (TBM). Section 4 details the proposed attribute se-
lection method based on rough sets under uncertainty. Section 5 describes a
classification system used in the experimentation and able to generate uncertain
decision rules from partially uncertain data called Belief Rough Set Classifier
proposed originally in [20] where the feature selection is one of the important
steps in the construction procedure. We further report the experimental results
obtained from modified uncertain databases to evaluate the performance of our
solution based on two evaluation criteria: the time requirement and the classifi-
cation accuracy. Finally, we draw some conclusions in Section 6.

2 Rough Set Theory

Let us define some basic notions related to decision tables and rough sets [9, 10].
A decision table (DT) is defined as A= (U, C, {d}), where U = {x1, x2, .....xn}
is a nonempty finite set of n objects called the universe, C = {c1, c2, .....ck} is a
finite set of k condition attributes and d /∈ C is a distinguished attribute called
decision. The value set of d is called Θ ={d1, d2, .......ds}. The notation c(xj) is
used to represent the value of a condition attribute c ∈ C for xj ∈ U . The rough
sets adopt the concept of indiscernibility relation [10] to partition the object set
U into disjoint subsets, denoted by U/B or INDB. The partition that includes
xj is denoted [xj ]B. For every set of attributes B ⊆ C, the equivalence relation
denoted by INDB and called the B-indiscernibility relation, is defined by

INDB = U/B = {[xj ]B|xj ∈ U} (1)

where
[xj ]B = {xi|∀c ∈ B c(xi) = c(xj)} (2)

Let B ⊆ C and X ⊆ U . We can approximate X by constructing the B − lower
and B − upper approximations of X , denoted B

¯
(X) and B̄(X), respectively,

where

B
¯
(X) = {xj |[xj ]B ⊆ X} and B̄(X) = {xj |[xj ]B ∩ X �= ∅} (3)
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2.1 Reduct and Core

For feature selection, a reduct [7, 11, 12] is a minimal subset of attributes from
C that preserves the positive region and the ability to perform classifications as
the entire attributes set C. A subset B ⊆ C is a reduct of C with respect to d,
iff B is minimal and:

PosB({d}) = PosC({d}) (4)

where PosC({d}), called a positive region of the partition U/{d} with respect
to C.

PosC({d}) =
⋃

X∈U/{d}
C
¯
(X) (5)

The core is the most important subset of attributes, it is included in every reduct.

Core({d}) =
⋂

RED({d}) (6)

where RED({d}) is the set of all reducts of DT relative to d.

2.2 Discernibility Matrix and Function

In order to easily compute reducts and cores, we can use the discernibility matrix
[14, 15] which is defined below. Let DT be a decision table with n objects. The
discernibility matrix M(DT ) is a symmetric n × n matrix with entries Mi,j .
Each entry thus consists of the set of attributes upon which objects xi and xj

differ.For i, j = 1, ..., n

Mi,j = {c ∈ C|c(xi) �= c(xj) and d(xi) �= d(xj)} (7)

Thus, entry Mi,j is the set of all attributes which discern objects xi and xj that
do not belong to the same equivalence class IND{d}. A discernibility function
f(DT ) for a decision tableDT is a boolean function of k boolean variables c∗1...c

∗
k

(corresponding to the attributes c1...ck) defined as follows, where M∗
i,j = {c∗|c ∈

Mi,j}

f(DT ) = ∧{∨M∗
i,j |1 ≤ j ≤ i ≤ n,Mi,j �= ∅} (8)

where ∧ and ∨ are two logical operators for conjunction and disjunction. The
set of all prime implicants of f(DT ) determines the sets of all reducts of DT .

3 Belief Function Theory

In this section, we briefly review the main concepts underlying the belief function
theory as interpreted in the TBM [16]. Let Θ be a finite set of elementary events
of a given problem, called the frame of discernment. All the subsets of Θ belong
to the power set of Θ, denoted by 2Θ.
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The impact of a piece of evidence on the subsets of the frame of discernment
Θ is represented by a basic belief assignment (bba). The bba is a function m :
2Θ → [0, 1] such that: ∑

E⊆Θ

m(E) = 1 (9)

where m(E), named a basic belief mass (bbm), shows the part of belief exactly
committed to the element E. The bba’s induced from distinct pieces of evidence
are combined by the conjunctive rule of combination [16].

(m1 ∩©m2)(E) =
∑

F,G⊆Θ:F∩G=E

m1(F ) × m2(G) (10)

To make decisions in the TBM, belief functions can be represented by probability
functions called the pignistic probabilities denoted BetP , which are defined as
[16]:

BetP ({a}) =
∑
F⊆Θ

| {a} ∩ F |
| F |

m(F )

(1 − m(∅)) for all a ∈ Θ (11)

4 Attribute Selection Method Using Belief Discernibility
Matrix and Function

Discernibility matrix and function can provide reducts and cores of decision
tables, but the original discernibility matrix and function cannot be applied to
uncertain data. In this section, we present a new method for attribute selection
from partially uncertain decision system based on rough sets under the belief
function framework. We will remove the superfluous and redundant attributes
for rules discovery and keep only the features from the reduct by defining a
new discernibility matrix and function under the uncertain context. First, we
will give an overview of uncertain decision table followed by a description of the
proposed approach.

4.1 Uncertain Decision Table

Our uncertain decision table denoted UDT contains n objects xj , characterized
by a set of certain condition attributes C={c1, c2,...,ck} and uncertain decision
attribute ud. We propose to represent the uncertainty of each object xj by a bba
mj expressing belief on decision defined on the frame of discernment Θ={ud1,
ud2,...,uds} representing the possible values of ud.

Example. Let us use Table 1 to describe our uncertain decision system. It con-
tains five objects, three certain condition attributes C={a, b, c} and an uncertain
decision attribute ud with possible value {yes, no} representing Θ. For example,
for the object x2, belief of 0.6 is exactly committed to the decision ud2=no,
whereas the remaining mass 0.4 is assigned to the entire frame of discernment
Θ (ignorance).
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Table 1. Uncertain Decision Table (UDT )

U a b c ud

x1 0 1 1 m1({yes}) = 0.95 m1(Θ) = 0.05
x2 1 0 2 m2({no}) = 0.6 m2(Θ) = 0.4
x3 1 0 2 m3({no}) = 1
x4 1 1 1 m4({no}) = 0.95 m4(Θ) = 0.05
x5 0 0 1 m5({yes}) = 1

4.2 Belief Discernibility Matrix and Function

In order to compute the possible reducts from our uncertain decision table, we
propose to adapt the concepts of discernibility matrix and function under the be-
lief function framework which are originally based on certain decision attribute
(see subsection 2.2) to be called belief discernibility matrix M’(UDT) and func-
tion f ′(UDT ). In this case, the belief discernibility matrix will be based on a
distance measure to identify the similarity or dissimilarity between decision val-
ues of the objects xi and xj . The idea is to use a distance measure between
two bba’s mi and mj . The threshold value provides a bit of flexibility in our
approach. Hence, belief discernibility matrix M’(UDT) is a n × n matrix with
entries M ′

i,j defined as follows:

For i, j = 1, ..., n

M ′
i,j={c ∈ C | c(xi) �= c(xj) and dist (mi,mj) ≥ threshold} (12)

where dist is a distance measure between two bba’s proposed in [2] which satisfies
more properties than many other distance measures proposed in [1, 4, 5] as
defined below.

dist(m1,m2) =

√
1

2
(‖ m→

1 ‖2 + ‖ m→
2 ‖2 −2 < m→

1 ,m→
2 >) (13)

0 ≤ dist(m1,m2) ≤ 1 (14)

where < m→
1 ,m→

2 > is the scalar product defined by:

< m→
1 ,m→

2 >=

|2Θ|∑
i=1

|2Θ|∑
j=1

m1(Ai)m2(Aj)
|Ai ∩ Aj |
|Ai ∪ Aj |

(15)

with Ai, Aj ∈ 2Θ for i, j = 1, 2, · · · , |2Θ|. ‖ m→
1 ‖2 and ‖ m→

2 ‖2 are respectively
the square norm of m→

1 and m→
2 .

The belief discernibility function f ′(UDT ) for the uncertain decision table
UDT is equivalent to the certain discernibility function f(DT ). The only dif-
ference is that it is computed from the belief discernibility matrix. Because the
latter has the same structure as the certain discernibility matrix. So, the belief
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discernibility function is a boolean function ofm boolean variables c∗1...c
∗
m (corre-

sponding to the attributes c1...cm) defined as below, where M ′∗
ij = {c∗|c ∈ M ′

i,j}

f ′(UDT ) = ∧{∨M ′∗
i,j |1 ≤ j ≤ i ≤ n,M ′

i,j �= ∅} (16)

where ∧ and ∨ are two logical operators for conjunction and disjunction. The
set of all prime implicants of f ′(UDT ) determines the sets of all reducts of UDT .

Example. To apply our feature selection method to the uncertain decision ta-
ble (see Table 1), we start by computing the belief discernibility matrix (see
Table 2). To obtain Table 2, we have used Equation (12) with a threshold value
equal to 0.1. For example, M ′

1,5 = ∅ because the two objects x1 and x5 have
dist(m1,m5) = 0.07 ≤ 0.1. The decision values of the two objects are considered
similar.

Table 2. Belief discernibility matrix (M’(UDT ))

U x1 x2 x3 x4 x5

x1

x2 a,b,c
x3 a,b,c
x4 a b,c
x5 a,c a,c a,b

Next, we compute the possible reducts by computing the discernibility func-
tion. f ′(UDT ) = (a ∨ b ∨ c) ∧ (a) ∧ (a ∨ c) ∧ (b ∨ c) ∧ (a ∨ b) = (a ∧ b) ∨ (a ∧ c).

To simplify our uncertain decision table, we find two possible reducts: {a and
b} or {a and c} (see Tables 3 and 4). The two reducts have the ability to perform
the same classification as the entire attributes set C.

Table 3. Reduct1

U a b ud

x1 0 1 m1({yes}) = 0.95 m1(Θ) = 0.05
x2 1 0 m2({no}) = 0.6 m2(Θ) = 0.4
x3 1 0 m3({no}) = 1
x4 1 1 m4({no}) = 0.95 m4(Θ) = 0.05
x5 0 0 m5({yes}) = 1

5 Experimentation

Several tests have been done on real-world databases to evaluate the proposed
feature selection method in comparison with another heuristic feature selection
method proposed originally in [18]. The comparison is based on two evaluation
criteria: the time requirement (the number of seconds needed to find the reduct)
and the classification accuracy (Percent of Correct Classification (PCC)) of the
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Table 4. Reduct2

U a c ud

x1 0 1 m1({yes}) = 0.95 m1(Θ) = 0.05
x2 1 2 m2({no}) = 0.6 m2(Θ) = 0.4
x3 1 2 m3({no}) = 1
x4 1 1 m4({no}) = 0.95 m4(Θ) = 0.05
x5 0 1 m5({yes}) = 1

generated decision rules by incorporating the two methods into a classification
system. For this reason, in the first step of the belief rough set classifier described
in the following subsection, we apply the two feature selection methods. The
latter is able to generate uncertain decision rules used for classification process
where the feature selection is one of the important steps.

5.1 Belief Rough Set Classifier

Belief rough set classification, proposed in [20], is able to learn decision rules
for the classification process from the uncertain decision system (see Table 1).
It was proposed originally in [20]. The induced decision rules are called belief
decision rules where the decision is represented by a bba. The simplification of
the uncertain decision table to generate the significant belief decision rules is an
important phase in generation of the belief rough set classifier. It is described as
follows:

1. Step 1. Eliminate the Superfluous Condition Attributes: We remove
the superfluous condition attributes that are not in reduct.

2. Step 2. Eliminate the Redundant Objects: After removing the super-
fluous condition attributes, we will find redundant objects. They may not
have the same bba on decision attribute. So, we use their combined bba’s
using a rule of combination.

3. Step 3. Eliminate the Superfluous Condition Attribute Values: In
this step, we compute the reduct value for each belief decision rule Rj of the
form: If C(xj) then mj .

4. Step 4. Generate Belief Decision Rules: After the simplification of the
uncertain decision table, we can generate shorter and significant belief deci-
sion rules. With simplification, we can improve the time and the performance
of classification of unseen objects.

5.2 Experimental Results

– In the first set of experiments, we tested our methods on standard real-world
databases obtained from the U.C.I. repository1. A brief description of these
databases is presented in Table 5. These databases are of varying sizes (num-
ber of instances, number of attributes and number of decision values). The

1 http://www.ics.uci.edu/~mlearn/MLRepository.html

http://www.ics.uci.edu/~mlearn/MLRepository.html
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databases were artificially modified in order to include uncertainty in deci-
sion attribute. We took different degrees of uncertainty based on increasing
values of probabilities P used to transform the actual decision value di of
each object xj to a bba mj({di}) = 1−P and mj(Θ) = P . A larger P gives
a larger degree of uncertainty.

• Low degree of uncertainty: we take 0 < P ≤ 0.3
• Middle degree of uncertainty: we take 0.3 < P ≤ 0.6
• High degree of uncertainty: we take 0.6 < P ≤ 1

Each database is divided into ten parts. Nine parts are used as the training
set, the last is used as the testing set. The procedure is repeated ten times,
each time another part is chosen as the testing set. This method, called a
cross-validation, permits a more reliable estimation of the evaluation crite-
rion. In this paper, we report the average of the evaluation criteria.

Table 5. Description of databases

Databases #instances #attributes #decision values

W. Breast Cancer 690 8 2

Balance Scale 625 4 3

C. Voting records 497 16 2

Zoo 101 17 7

Nursery 12960 8 3

Solar Flares 1389 10 2

Lung Cancer 32 56 3

Hayes-Roth 160 5 3

Car Evaluation 1728 6 4

Lymphography 148 18 4

Spect Heart 267 22 2

Tic-Tac-Toe Endgame 958 9 2

Table 6 reports the experimental results relative to the classification
accuracy for different degrees of uncertainty. From this table, we see that
the proposed exhaustive feature selection method is more accurate than the
heuristic search method for attribute selection. It is true for all the databases
and for all degrees of uncertainty. For example, the mean PCC for Balance
Scale database goes from 83.23% with exhaustive method to 77.85% with
heuristic method. We can also conclude that when the degree of uncertainty
increases there is a slight decline in accuracy.

The Table 7 gives the experimental results relative to the second evalua-
tion criterion, the time requirement needed to simplify the databases. Note
that the time requirement is almost the same for different degrees of un-
certainty. We conclude from the table that the heuristic feature selection
method is little faster than the exhaustive search method for attribute selec-
tion. It is true for all the databases. For example, the time requirement for
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Table 6. The PCC relative for exhaustive and heuristic methods

Exhaustive method Heuristic method

Databases PCC (%) PCC (%)

Low Middle High Mean Low Middle High Mean

W. Breast Cancer 86.87 86.58 86.18 86.54 83.41 83.39 83.17 83.32

Balance Scale 83.46 83.21 83.03 83.23 77.96 77.83 77.76 77.85

C. Voting records 98.94 98.76 98.52 98.74 97.91 97.76 97.71 97.79

Zoo 96.52 96.47 95.87 95.95 90.41 90.37 90.22 90.33

Nursery 96.68 96.21 96.07 96.32 94.34 94.13 94.11 94.19

Solar Flares 88.67 88.61 88.56 88.61 85.72 85.61 85.46 85.59

Lung Cancer 75.77 75.50 75.33 75.53 66.43 66.28 66.08 66.26

Hayes-Roth 97.96 97.15 96.75 96.95 83.66 83.31 83.14 83.37

Car Evaluation 84.46 84.17 84.01 84.21 73.39 73.22 73.17 73.26

Lymphography 83.24 83.03 82.67 82.64 78.85 78.67 78.34 78.62

Spect Heart 85.34 85.28 85.07 85.23 83.54 83.21 83.17 83.30

Tic-Tac-Toe Endgame 86.26 86.21 86.18 86.21 83.93 83.72 83.47 83.70

W. Breast Cancer database goes from 154 seconds with exhaustive method
to 122 seconds with heuristic method.

– In the second set of experiments, we tested our methods on a naturally un-
certain web usage database. The latter was obtained from web access logs of
the introductory computing science course at Saint Mary’s University. The
course is “Introduction to Computing Science and Programming” offered in
the first term of the first year. Lingras and West [8] showed that visits from
students attending the first course could fall into one of the following three
categories (decision values):

• Studious: These visitors download the current set of notes. Since they
download a limited/current set of notes, they probably study class-notes
on a regular basis.

• Crammers: These visitors download a large set of notes. This indicates
that they have stayed away from the class-notes for a long period of time.
They are planning for pretest cramming.

• Workers: These visitors are mostly working on class or lab assignments
or accessing the discussion board.

The web logs were preprocessed to create an appropriate representation of
each user, corresponding to a visit. The abstract representation of a web user
is a critical step that requires a good knowledge of the application domain.
Based on some observations, it was decided to use the following attributes
for representing each visitor [8]:

• On campus/Off campus access.
• Day time/Night time access: 8 a.m. to 8 p.m. were considered to be the
daytime.
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Table 7. The time requirement relative for exhaustive and heuristic methods

Databases Exhaustive method Heuristic method
Time (s) Time(s)

W. Breast Cancer 154 122

Balance Scale 129 97

C. Voting records 110 83

Zoo 101 75

Nursery 380 269

Solar Flares 157 113

Lung Cancer 48 37

Hayes-Roth 91 46

Car Evaluation 178 149

Lymphography 102 79

Spect Heart 109 87

Tic-Tac-Toe Endgame 139 109

• Access during lab/class days or non-lab/class days: All the labs and
classes were held on Tuesdays and Thursdays. The visitors on these days
are more likely to be workers.

• Number of hits.
• Number of class-notes downloads.

Total visits were 7965. Instead of representing an object as belonging to a
cluster udi (decision value), it is also associated a degree of belief in the
object belonging to the cluster udi.

In the Table 8, we conclude that the results relative to the artificial
databases are also the same for the real and uncertain web usage database.
The PCC goes from 84.16% with heuristic method to 85.07% with exhaus-
tive method. The time requirement is slightly increased.

Table 8. Experimental results for the web usage database

Approaches PCC (%) Time requirement (seconds)

Exhaustive method 85.07 188
Heuristic method 84.16 157

6 Conclusion and Future Work

In this paper, we have proposed a new attribute selection method to remove the
superfluous attributes from uncertain decision table by defining a new discerni-
bility matrix and its corresponding discernibility function. We handle uncertainty
in decision attributes using the belief function. An exhaustive method is able to
calculate all possible reducts from uncertain data.

The experimental results show the efficiency of the method especially for the
classification accuracy. As a future work, we suggest proposing a new feature
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selection method for big and incremental data. We also suggest adapting the
concepts of discernibility matrix and function to select relevant features from
data characterized by uncertain condition attribute values.
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Abstract. Multi-instance learning is different than standard propositional 
classification, because it uses a set of bags containing many instances as input. 
The instances in each bag are not labeled, but the bags themselves are labeled 
positive or negative. Our research shows that classification of multi-instance 
data with imbalanced class distributions significantly decreases the performance 
normally achievable by most multi-instance algorithms, which is the same as 
the performance of most standard, single-instance classifier learning algorithms. 
In this paper, we present and analyze this multi-instance class imbalance 
problem, and propose a novel solution framework. We focus on how to utilize 
the extended AdaBoost techniques applicable to most multi-instance classifier 
learning algorithms. Cost-sensitive boosting algorithms are developed by 
introducing cost items into the learning framework of AdaBoost, to enable 
classification of imbalanced multi-instance datasets. 

Keywords: multi-instance classification, class imbalance problem, AdaBoost, 
cost-sensitive learning. 

1 Introduction 

Multi-instance learning (MIL) differs from traditional supervised learning algorithms, 
in that a multi-instance dataset consists of bags of individual instances with unknown 
classifications, and only the bags are labeled. Each bag can contain several instances, 
but the number of instances in each is different, and the same instance can belong to 
several bags. 

While MIL has been used in many applications, including drug activity recognition 
[3], text-categorization [15] and computer vision recognition [14], [20], there is a vast 
amount of research about, and many different approaches to, solving the MIL 
problem. For example, Diverse Density (DD) [4] and the Expectation-Maximization 
version [10] were proposed as general frameworks for solving multi-instance learning 
problems. The k Nearest Neighbour approach, known as Citation kNN, was adapted 
for MIL problems in [8]. Andrews et al. [15] proposed two approaches to modify 
Support Vector Machines: mi-SVM for instance-level classification, and MI-SVM for 
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bag-level classification. For tree methods, Blockeel et al. [17] proposed a multi-
instance tree method (MITI), and Bjerring et al. [21] extended this in their work by 
adopting MITI to learn rules (MIRI).  

A dataset is imbalanced if the classes are not represented approximately equally. In 
a two-class imbalanced dataset, there are often far more negative examples than 
positive examples, and in this situation a default classifier will always predict 
‘negative’. In practice, one would want to penalize errors on positive examples more 
strongly than errors on negative examples. There have been attempts to deal with 
imbalanced datasets in real life domains, such as text classification [16], image 
classification [7], disease detection [18] and others [9], [13]. However, the data 
imbalance problem still exists for multi-instance classification without specialized 
solution provided. Although there are many published works about multi-instance 
classification, there is very little related discussion about imbalanced multi-instance 
classification problems. The multi-instance data imbalanced problem is presented in 
this paper, and cost-sensitive boosting algorithms are developed by introducing cost 
items into the learning framework of AdaBoost, for classification of imbalanced 
multi-instance datasets. 

The paper examines two class classification problems, and the algorithms 
discussed can be extended to multi-class classification. The rest of the paper is 
organized as follows: Section 2 presents the class imbalance problem for multi-
instance datasets and related concepts. In Section 3, the AdaBoost algorithm and its 
cost-sensitive adaptations for the single-instance class imbalance problem are 
discussed. Cost-sensitive boosting algorithms for the multi-instance class imbalance 
problem are presented in Section 4. Section 5 illustrates the efficiency of our 
algorithm as determined by experimentation, and offers some final remarks. Finally, 
Section 6 presents the conclusion and future work. 

2 The Class Imbalance Problem of Multi-instance Datasets 

The multi-instance learning problem can be defined as: 
Given: 

• A set of bags , 1, … , , where each bag can consist of an arbitrary number of 
instances and a given label:  , , … , ; , 1, … , , ∈ 1, 1 , 
where each instance  is an M-tuple of attribute values belonging to a certain 
domain or instance space . 

• The existence of an unknown function f that classifies individual instances as 1 
or 1, and for which it holds that c  χ 1 if and only if x ∈ χ : f x1. (multi-instance constraint, MIC) 

From this definition we derive the standard assumption of MI learning, which is that a 
bag is negative if and only if all instances in the bag are negative; if the bag contains 
one or more positive instances, the bag is positive. 

Although specific discussions about the multi-instance class imbalance problem 
are rarely found in previous work, the issue occurs frequently in real life application 
areas such as computer vision recognition and text mining. In our related research 
[23], multi-instance classification algorithms are used in underwater mine like object 
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sonar image processing. Each target to be classified has many images from different 
angles and distances and these images build a multi-instance dataset. In real world 
environment the number of non-mine like objects is much greater than the number of 
mine like objects, so the class imbalance problem is an important factor affecting the 
performance of the classifiers. Our research shows that for most multi-instance 
dataset with imbalanced class distributions, classification of these datasets 
significantly decrease the performance normally achievable by most multi-instance 
algorithms but we can hardly find solutions to deal with this problem from these 
algorithms. This motivated us to investigate the problem of multi-instance class 
imbalance more thoroughly. 

As we already know, a single-instance dataset is defined as imbalanced if at least 
one class is under-represented relative to others. For multi-instance datasets, the 
problem is similar but the circumstances are more complex. The class imbalance 
situation occurs not only at the instance-level, but also at the bag-level. Figure 1 
shows the imbalanced multi-instance classification problem with the separating plane 
and the margin. Since the final margin of multi-instance classification is at bag-level, 
the default classifier would tend to penalize errors on positive bags more strongly than 
errors on negative bags. In Figure 1, there are far more majority bags than minority 
bags, and the margin learned by the default classifier is ‘pushed’ closer to the 
minority bags from the ideal margin. 

 

Fig. 1. The imbalanced multi-instance classification problem with the separating plane and the 
margin. Black dots denote instances of minority class while diamond dots denote instances of 
majority class. Rectangle frames with round corner denote minority bags and rectangle frames 
denote majority bags. The solid line denotes the learned margin by classifier and the dotted line 
denotes the ideal margin of two classes. 

For the single-instance data imbalance problem, the machine learning community 
has addressed the issue of class imbalances in two different ways to solve the skewed 
vector space problem. The first method, which is classifier-independent, is to balance 
the distributions by considering the representative proportions of class examples  
in the distribution of the original data. The simplest way to balance a dataset is to 
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under-sample or over-sample (randomly or selectively) the majority class, while 
maintaining the original minority class population [16]. One of the most common pre-
processing methods to balance a dataset, Synthetic Minority Over-sampling 
Technique (SMOTE) [13], over-samples the minority class by taking each minority 
class sample and introducing synthetic examples along the line segments joining any 
or all of the k minority class nearest neighbors. Evidence shows that synthetic 
sampling methods are effective when dealing with learning from imbalanced data [9], 
[13], [16].  

Working with classifiers to adapt datasets is another way to deal with the single-
instance imbalanced data problem. The theoretical foundations and algorithms of 
cost-sensitive methods naturally apply to imbalanced learning problems [7], [11]. 
Thus, for imbalanced learning domains, cost-sensitive techniques provide a viable 
alternative to sampling methods. Recent research ([9], [11], [16]) suggests that 
assigning distinct costs to the training examples is a fundamental approach of this 
type, and various experimental studies of this ([5], [7], [18]) have been performed 
using different kinds of classifiers. 

3 AdaBoost and Cost-Sensitive Adaptations 

Boosting has been proven to be an effective method of combining multiple models in 
order to enhance the predictive accuracy of a single model [1], [6]. AdaBoost is a 
version of boosting that uses the confidence-rated predictions described in [1], [6]. It 
applies a base learner to induce multiple individual classifiers in sequential trials, and 
a weight is assigned to each example. After each trial, the vector of weights is 
adjusted to reflect the importance of each training example in the next induction trial. 
This adjustment effectively increases the weights of misclassified examples, and 
decreases the weights of correctly classified examples. Finally, the individual 
classifiers are combined to form a composite classifier.  

Take as input the training set , , … , , ;  ∈ , ∈ 1, 1 , where 
each  is an n-tuple of attribute values belonging to a certain domain or instance 
space X, and y  is a label in a label set Y. The key process of the AdaBoost.M1 
method [1] is to iteratively update the distribution function over the training data. This 
means that for every iteration 1, … , , where T is a given number of the total 
number of iterations, the distribution function D  is updated sequentially, and used to 
train a new hypothesis: exp

 (1) 

where   is the weight updating parameter,  is the prediction 

output of hypothesis  on the instance ,  is the error of hypothesis  over the 
training data, and  is a normalization factor. 

Schapire and Singer [6] used a generalized version of Adaboost. As shown in [6], 
the training error of the final classifier is bounded as: 
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1 | : |  (2) 

where 

exp 1 2 1 2  (3) 

Minimizing  on each round,  is induced as: 12 ∑ ,∑ ,  (4) 

The weighting strategy of AdaBoost identifies samples on their classification outputs 
as correctly classified or misclassified. However, it treats samples of different classes 
equally. The weights of misclassified samples from different classes are increased by 
an identical ratio, and the weights of correctly classified samples from different 
classes are decreased by an identical ratio. 

Since boosting is suitable for cost-sensitive adaption, motivated by [6]’s analysis 
and methods for choosing , several cost-sensitive boosting methods for imbalanced 
learning have been proposed in recent years. Three cost-sensitive boosting methods, 
AdaC1, AdaC2 and AdaC3, were proposed in [18], which introduced cost items into 
the weight updating strategy of AdaBoost. AdaCost [5] is another cost-sensitive 
boosting algorithm that follows a similar methodology.  

4 Proposed Methods 

Similar to the methods for managing the single-instance class imbalance problem in 
Refs. [5], [7], [11], [18], the learning objective in dealing with the multi-instance class 
imbalance problem is to improve the identification performance on the minority class. 
In our research, the first strategy is to target the multi-instance imbalanced learning 
problem by using different cost matrices that describe the costs for misclassifying any 
particular data example. When used for single-instance learning, this method 
reportedly improved classification performance on class imbalanced datasets 
significantly [11], [12]. 

For multi-instance class imbalance datasets, the optimal prediction for a bag χ is 
the class  that minimizes , | ,  (5) 

where  denotes the cost matrix [11], and ,  is the cost of predicting class  
when the true class is . |  denotes the probability of each class  being the true 
class of bag . 

Our second strategy is to apply cost-minimizing techniques to the combination 
schemes of ensemble methods. This learning objective expects that the weighting 
strategy of a boosting algorithm will preserve a considerable weighted sample size of 
the minority class. A preferred boosting strategy is one that can distinguish different 
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types of samples, and boost more weights on those samples associated with higher 
identification importance. 

To denote the different identification importance among bags, each bag is 
associated with a cost item; the higher the value, the higher the importance of 
correctly identifying the sample. For an imbalanced multi-instance dataset, there are 
many more bags with class label y 1 than bags with class label y 1. Using 
the same learning framework as AdaBoost, the cost items can be fed into the weight 
update formula of AdaBoost (Eq. (1)) to bias the weighting strategy. The proposed 
methods are similar to those proposed in Ref. [18]. Figure 2 shows the proposed 
algorithms. 

 
Given: A multi-instance training dataset with a set of bags , 1, … , , where each bag can 
consist of an arbitrary number of instances and a given label:  , , … , ; ,1, … , , ∈ 1, 1 , and each instance  is an M-tuple of attribute values belonging to a 

certain domain or instance space . 
Initialize 1/ . 
For 1, … ,  && the constraint condition  is satisfied: 

• Train a weak learner using distribution .  
• Get a weak hypothesis : . 
• Choose ∈ . 
• Update: ,

 (6) 

 
where Z  is a normalization factor (chosen so that  will be a distribution). 

Output the final hypothesis: 

 (7) 

Fig. 2.  Cost-sensitive Adaboost for Multi-Instance Learning Algorithm 

For the original adaboost,  ,  exp , our proposed algorithms 
introduced four cost items into the weight update formula of AdaBoost: inside the 
exponent, outside the exponent, or in two ways both inside and outside the exponent. 
Each modification can be a new boosting algorithm, denoted as Ab1, Ab2, Ab3 and 
Ab4 respectively. Ab1, Ab2 and Ab3 are similar to AdaC1, AdaC2 and AdaC3 
respectively for single-instance learning in Ref. [18]. The difference is, in our 
algorithms the training samples are bags of instances, not instances. 

The modifications of  ,  are then given by: 

• Ab1: , exp χ  (8) 

• Ab2: , (9) 
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• Ab3: , (10) 

• Ab4: , (11) 

 
Now we induce the weight update parameter  and constraint condition  in Figure 
2 for Ab4. From Eq. (11) we get: exp exp χ∏  (12) 

where χ χ  (13) 

and  exp χ  (14) 

The overall training error is bounded as: 1 | : χ | 1 exp χ  (15) 

According to Ref. [6], for weak hypotheses  χ ∈ 1, 1  with 
range 1, 1 ,  can be obtained by approximating  as follows: 

exp χ 1 χ2 1 χ2  (16) 

Let 1 χ2 1 χ2  (17) 

Our purpose is for  to minimize , so we can obtain: 

0 (18) 

Next, we can analytically obtain  from Eq. (18), giving: 12 ∑ ∑ , ∑ ,∑ ∑ , ∑ ,  (19) 

The sample weight updating goal of AdaBoost is to decrease the weight of the 
training samples that are correctly classified, and increase the weights of the opposite 
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samples [1], [6]. Therefore,  should be a positive value, and the training error 
should be less than random guessing, based on the current data distribution. 

To ensure that  is positive, we get 

, ,  (20) 

This is the constraint condition  in Figure 2. 
Similarly, we can analytically choose  and constraint condition  for the other 

three modifications of Eq. (1) ([6], [18]). Table 1 lists all  and  of Ab1 to Ab4. 

Table 1. Parameter  and  chosen for Figure 2 

  

Ab1 
12 1 ∑ , ∑ ,1 ∑ , ∑ ,  , ,  

Ab2 
12 ∑ ,∑ ,  , ,  

Ab3 
12 ∑ ∑ , ∑ ,∑ ∑ , ∑ , , ,  

Ab4 
12 ∑ ∑ , ∑ ,∑ ∑ , ∑ , , ,  

 
We also used AdaCost [5] as a cost-sensitive boosting algorithm to deal with the 

multi-instance class imbalance problem. In Figure 2, AdaCost is developed when 
dealing with multi-instance classification by introducing: , exp χ  (21) 

where sign χ ,  (22) 

Like Ab1, AdaCost introduces cost sensitivity inside the exponent of the weight 
updating formula of Adaboost. However, instead of applying the cost items directly, 
AdaCost employs a cost-adjustment function that aggressively increases the weights 
of costly misclassifications, while conservatively decreasing the weights of high-cost 
examples that are correctly classified. 

5 Experiments 

In this section, we explain our experiments to investigate and compare the following 
boosting and non-boosting algorithms: Base learner, Cost Sensitive, Adaboost, 
AdaCost, Ab1, Ab2, Ab3 and Ad4 with two weak learners using tree methods (MITI 
[17] and MIRI [21] respectively). Tree methods were chosen as the weak learners 
because they are 1) stable in multi-instance learning [17], [21], and 2) suitable to be 
weak learners in many related works [12], [18]. 
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For these experiments parameter , which governs the number of classifiers 
generated, was set to ten in each boosting algorithm. For the cost sensitive methods, 
the original costs were chosen according to the bag number of each class. For the cost 
sensitive boosting methods, the iteration rounds of boosting could be terminated 
through one of two conditions: a) the prefixed number  , or b) the constraint 
condition   in Figure 2. The Ten-fold Cross-Validation method was used in all 
experiments. 

5.1 Details of Datasets 

The first seven datasets used in our experiments are those employed in [19] and [21]. 
The original datasets are not imbalanced, so to make them all imbalanced we chose 
only a portion of the bags in one class.  

Table 2 shows the details of the datasets used in our experiment. These datasets 
can be retrieved from http://www.eecs.uottawa.ca/~bwang009/. 

Table 2. Details of Datasets (‘#’ denotes ‘number of’ and ‘%’ denotes of ‘percentage of’). 

Dataset Size #attribute #minority  
bags 

%minority 
bags 

#minority 
instances 

%minority 
instances 

Elephant 125 230 25 20 150 19.69 
Fox 121 230 21 17.36 134 20.71 
Tiger 126 230 26 20.63 164 30.15 
Mutagenesis_atom 167 10 42 25.15 365 34.02 
Mutagenesis_bond 160 16 35 21.88 603 20.41 
Mutagenesis_chain 152 24 27 17.76 514 12.49 
Process 142 200 29 20.42 281 9.78 

5.2 Experimental Results 

When learning extremely imbalanced data, a trivial classifier that predicts every case 
as the majority class can still achieve very high accuracy. Thus, the overall 
classification accuracy is often not an effective measure of performance. We chose 
Gmean [2] as the measure for our algorithms and experiments. The definition of 
Gmean is found in Eq. (23) and the confusion matrix is defined in Table 3. 

Table 3. Confusion Matrix 

 Predicted Positive Class Predicted Negative Class 
Actual Positive class TP (True Positive) FN (False Negative) 
Actual Negative class FP (False Positive) TN (True Negative) 

 

Gmean ⁄  (23) 
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Table 4. Experiment results on MITI (Gmean) 

Dataset Base CS AdaCost Adaboost Ab1 Ab2 Ab3 Ab4 

Elephant 0.4313 0.6 0.5485 0.5238 0.5426 0.5514 0.5514 0.6099 
Fox 0.2149 0.4337 0.4445 0 0.296 0.4655 0.5555 0.4928 
Tiger 0.5463 0.7317 0.7038 0.6928 0.7805 0.7114 0.7671 0.6923 
Mutagenesis_atom 0.5831 0.6309 0.6973 0.6234 0.5995 0.7059 0.657 0.6928 
Mutagenesis_bond 0.5493 0.7538 0.7928 0.7085 0.6943 0.7335 0.7899 0.7783 
Mutagenesis_chain 0.4251 0.6742 0.7272 0.503 0.7542 0.7242 0.7933 0.8327 
Process 0.7096 0.7913 0.8156 0.8194 0.8593 0.8194 0.8043 0.842 

Table 5. Experiment results on MIRI (Gmean) 

Dataset Base CS AdaCost Adaboost Ab1 Ab2 Ab3 Ab4 

Elephant 0.5158 0.6536 0.5786 0.5571 0.5514 0.56 0.5817 0.6033 
Fox 0.2116 0.4337 0.5014 0.4276 0.4756 0.3546 0.4499 0.4024 
Tiger 0.5004 0.6844 0.6785 0.6725 0.7114 0.7981 0.7894 0.7442 
Mutagenesis_atom 0.7005 0.7709 0.7358 0.7579 0.7554 0.7926 0.7687 0.7916 
Mutagenesis_bond 0.7219 0.7746 0.7517 0.767 0.7783 0.7838 0.7697 0.7453 
Mutagenesis_chain 0.631 0.7055 0.7694 0.6713 0.811 0.7976 0.8348 0.7797 
Process 0.8358 0.8396 0.8993 0.8119 0.8554 0.8706 0.8502 0.8316 

 
Tables 4 and 5 present the experimental results of the base learners and all the 

presented algorithms using the base learners. MITI [17] is chosen as the base learner 
in Table 4, and MIRI [21] is the base learner in Table 5. In the Tables, ‘Base’ denotes 
the base learner, and ‘CS’ indicates the cost sensitive method. 

As Friedman’s test [23] is a non-parametric statistical test for multiple classifiers 
and multiple domains, we performed it on the results in Tables 4 and 5. The null 
hypothesis for this test is that all the classifiers perform equally, and rejection of the 
null hypothesis means that there is at least one pair of classifiers with significantly 
different performance. 

For Table 4 the test results are Friedman chi-squared = 25.0017, 7, and p-
value = 0.0007583, and for Table 5 the results are Friedman chi-squared = 22.2381, 7, and p-value = 0.002311. The critical value for the chi-square distribution is 
14.07 for a 0.05 level of significance for a single-tailed test. As 25.0017 and 22.2381 
are both larger than 14.07, we can reject the hypothesis for both Tables 4 and 5. 

We applied Nemenyi’s post-hoc test [23] to determine which classifier has the best 
performance. First we ranked the Gmean values for each dataset with different 
classifiers. The sum of the ranks for all datasets is represented as  . , where   
represents a classifier. Then we used the following formula to calculate the  value 
between different classifiers: 

16  (24) 
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where   is the number of classifiers and  is the number of datasets. We then 
determined if one algorithm is better than another by comparing their  values with 
the critical value 3.19 (gotten from [22]), as shown in Table 6. The result of 6-1-
0 for Ab3 with MITI as the base learner means that the algorithm wins six times, is 
equal once, and loses zero times. If we set the scores as win=1, equal=0 and lose=-1, 
the total score of each algorithm in Tables 4 and 5 can be calculated. The result is 
shown in Table 6.   

Table 6. Experiment result using the statistical test method (sorted by score from high to low) 

 Ab3 Ab2 Ab4 AdaCost Ab1 CS Adaboost Base 

MITI 6-1-0 4-1-2 6-1-0 4-1-2 2-1-4 2-1-4 1-0-6 0-0-7 
MIRI 6-1-0 6-1-0 2-3-2 2-3-2 2-3-2 2-3-2 1-0-6 0-0-7 
Score 12 8 6 2 -2 -2 -10 -14 

 
The experimental results show that all the proposed algorithms can improve the 

performance of the base learner. CS did not overcome the cost sensitive boosting 
methods, since it does not adopt a weight updating strategy. AdaCost did not 
outperform Ab3, Ab2 and Ab4, since in Ref. [5] AdaCost requires that  for the 
minority class be non-increasing with respect to  , which means the reward for 
correct classification is low when the cost is high [7]. The performance of Ab3 is  
the best in all experiments, and Ab2 and Ab4 are also competitive. The weighted 
updating strategy of cost-sensitive boosting algorithms increases the weights on  
the misclassified bags from the minority class more than it does on those from the 
majority class. Similarly, it decreases the weight on correctly classified bags from  
the minority class less than on those from the majority class.  

6 Conclusions and Future Research 

We have presented and analyzed the multi-instance class imbalance problem, and 
provided a novel framework for the design of cost-sensitive boosting algorithms for 
this problem. We compared the cost sensitive method, the Adacost algorithm, and the 
four proposed weight updating cost-sensitive boosting algorithms, along with two 
multi-instance tree methods. 

Experimental evidence derived from standard datasets was presented to support the 
cost-sensitive optimality of the proposed algorithms. We found that cost-sensitive 
boosting consistently outperformed all other methods tested. In the future, we plan to 
investigate whether the proposed methods are sensitive to the cost setup. On the given 
datasets in our experiments, the updating strategies of Ab3 and Ab2 are more suitable 
than that of Ab4. Since the imbalance ratio is not very large for the chosen datasets in 
these experiments, in future work it would be worthwhile to investigate whether Ab4 
can provide better result than Ab3 and Ab2 on highly class imbalanced multi-instance 
datasets. We also intend to research the application of the cost-sensitive boosting 
algorithms for multi-instance classification, and investigate other related algorithms. 
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Boundary Set Based Existence Recognition
and Construction of Hypertree Agent Organization

Yang Xiang and Kamala Srinivasan

School of Computer Science, University of Guelph, Canada

Abstract. Some of the essential tasks of a multiagent system (MAS) include
distributed probabilistic reasoning, constraint reasoning, and decision making.
Junction tree (JT) based agent organizations have been adopted by some MAS
frameworks for their advantages of efficient communication and sound inference.
In addition, JT organizations have the potential capacity to support a high degree
of agent privacy. This potential, however, has not been fully realized. We present
two necessary and sufficient conditions on the existence of JT organization given
a MAS. Following these conditions, we propose a new algorithm suite, based on
elimination in the so called boundary set of a MAS, that recognizes JT organiza-
tion existence and constructs one if exists, while guaranteeing agent privacy on
private variables, shared variables and agent identities.

1 Introduction

Some of the essential tasks of a multiagent system (MAS) include distributed proba-
bilistic reasoning, constraint reasoning, and decision making (decision theoretic). Ex-
isting frameworks include AEBN [8] and MSBN [10] for probabilistic reasoning, ABT
[4], ADOPT [5], DPOP [7], Action-GDL [9], DCTE [1], and MSCN [12] for constraint
reasoning, and RMM [2], MAID [3], and CDN [11] for decision making. Frameworks
such as AEBN and MAID do not assume specific agent organization. ABT assumes a
total order among agents. ADOPT and DPOPS use a pseudo-tree organization. MSBN,
MSCN, CDN, Action-GDL, and DCTE all use a junction tree (JT) organization (known
as hypertree in the first three frameworks), which is the focus of this work.

In JT-based frameworks, the application environment is represented by a set of vari-
ables, referred to as the env. The env is decomposed into a set of overlapping subenvs,
each being a subset of env. The subenvs are one-to-one mapped to agents of the MAS.
Subenvs (and hence agents) are organized into a JT. A JT is a tree where each node is
associated with a set of variables called a cluster. The tree is structured such that, the
intersection of any two clusters is contained in every cluster on the path between the
two (running intersection). In a JT agent organization, each cluster corresponds to a
subenv and its agent. The organization prescribes communication pathways: an agent
can send a message to another, iff they are adjacent in the JT.

JT-based agent organizations support several desirable properties. First, they allow
efficient communication. For agents to cooperate by utilizing information available lo-
cally at individual agents, it suffices to pass two messages along each link of the JT.
Hence, the time complexity of communication is linear in the number of agents. Second,
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c© Springer-Verlag Berlin Heidelberg 2013



188 Y. Xiang and K. Srinivasan

they support sound inference. Global consistency is guaranteed by local consistency,
e.g., probabilistic reasoning in MSBN [10] is exact, constraint reasoning in MSCN [12]
is complete, and decision making in CDN [11] is globally optimal.

Third, the above two properties are enabled while message contents involve only
shared variables (those in the intersection of subenvs). Hence, JT organizations have
the potential capacity to support a high degree of agent privacy. However, such potential
has not been fully realized in existing JT-based MAS frameworks.

In Action-GDL [9], the JT is built through a centralized mapping operation from
a pseudo-tree where each node is an env variable. The centralized mapping discloses
identities of all variables to the mapping agent. The JT in DCTE [1] is constructed
according to [6], where clusters (one per agent) of env variables are initially organized
into a tree that is generally not a JT. Variable identities are passed along the tree links to
transform the tree into a JT, and hence are disclosed beyond the agent initially associated
with them.

In MSBN [10], MSCN [12], and CDN [11] frameworks, the JT organization is con-
structed by a coordinator agent with knowledge of variables shared by agents. Since
coordinator knows nothing about private variables (those that are contained in a single
subenv), their privacy is ensured. However, shared variables and agent identities are
disclosed to the coordinator.

The contribution of this work is a new algorithm suite for JT organization based
on the so-called boundary-set (see below) of the MAS. Given the boundary-set of a
MAS, the algorithm first determines distributively whether a JT organization exists. If
it does, then a JT will be constructed. The entire process preserves agent privacy on
private variables, shared variables, and agent identities. To the best of our knowledge,
no known JT-based MAS frameworks provide the same degree of agent privacy, except
an alternative approach for distributed JT construction that we report in a related work
[13].

The next section defines the problem that we tackle. The subsequent section presents
a necessary and sufficient condition on the existence of JT organization. This insight
allows a classification of MAS subenv decompositions relative to JT organization ex-
istence. The next section gives another necessary and sufficient condition on JT orga-
nization existence, which leads to an agent privacy preserving algorithm suite for JT
organization existence recognition and construction, illustrated and then specified in
the following two sections.

2 Problem Definition

Consider a MAS populated by a set A = {A0, ...,Aη−1} of η > 1 agents. Let V be the set
of env variables, and be decomposed into a collection of subenvs, Ω = {V0, ...,Vη−1},

such that ∪η−1
i=0 Vi = V . Each Vi is associated with a unique agent Ai, and vice versa.

We refer to the set of shared variables, Ii j = Vi ∩Vj �= /0, between Ai and A j as their
border. For each agent Ai, we denote the set Wi = ∪ j �=i Ii j as its boundary, and we
refer to W = {W0, ...,Wη−1} as the boundary set of the MAS. Fig. 1 (a) shows a subenv
decomposition of a trivial env, with agent boundaries shown in (b). Ai knows A j and
can communicate with A j, iff they have a border. The message between them can only
involve variables included in their border.
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Fig. 1. (a) Subenv decomposition. (b) Agent boundaries. (c) Boundary graph. (d) JT from (c). (e)
JT organization for (a).

The general task of JT agent organization is to construct a JT with subenvs as clusters
such that running intersection holds.

A variable x ∈ V is private if x is contained in a unique subenv Vi. Agent privacy on
private variables is preserved, if no information on any private variable is disclosed to
other agents, including its existence, identity, domain (of possible values), associated
conditional or marginal probability distribution (in the case of probabilistic reasoning),
or constraint (in the cases of constraint reasoning and decision making), and observed
or assigned value.

A variable x ∈ V is shared by Ai and A j, if x ∈ Ii j. Agent privacy on shared variables
is preserved, if no information on any shared variable is disclosed beyond agents who
share it.

An agent is known to another agent, iff they share a border. Privacy on agent iden-
tities is preserved, if for every agent, its identity is not disclosed to any non-bordering
agent.

The boundary set of a MAS can play an important role in privacy preserving con-
struction of JT organizations, as established by a proposition from [13].

Proposition 1. Let V be env of a MAS, Ω be its subenv decomposition,W be the bound-
ary set, and T be a JT with boundaries in W as clusters. Let T ′ be a cluster tree with
subenvs of Ω as clusters, such that it is isomorphic to T with each subenv cluster
mapped to the corresponding boundary cluster in T . Then T ′ is a JT.

Based on Prop. 1, we take the approach to construct a JT organization from the boundary
set W , rather than from the subenv decomposition Ω . This approach guarantees agent
privacy on private variables, because these variables are excluded from input of the task.

Given a boundary set, a JT made of its boundary clusters may or may not exist.
Hence, the problem we tackle in this work is stated as follows. Given the boundary set
of a MAS, determine whether a JT agent organization exists and, if so, construct a JT,
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such that agent privacy on private variables, shared variables, and agent identities are
preserved in the process.

3 Boundary Graph Based Condition on Hypertree Existence

Before the existence of JT organization can be determined algorithmically, we analyze
conditions of its existence, through an alternative representation of the boundary set.
Let W be the boundary set of a MAS. An undirected graph BG is the boundary graph
of the MAS, if its set of nodes is N = ∪η−1

i=0 Wi, and its links are connected so that each
Wi is complete (elements are pairwise connected).

Prop. 2 identifies a condition under which a JT can be constructed from a boundary
graph such that each JT cluster is a boundary. A set of nodes in a graph is a clique, if
they are maximally pairwise connected. Two clusters are comparable, if one is a subset
of the other.

Proposition 2. Let W be the boundary set of a MAS, and BG be its boundary graph,
such that

1. BG is chordal, and
2. for each clique C of BG, there exists Wi ∈ W with C ⊆ Wi.

Let T be a JT whose clusters are cliques of BG, and no two clusters in T are compara-
ble. Then for every cluster C of T , there exists a boundary Wi =C.

Proof: From subcondition 1, the JT T exists. We prove by contradiction. Suppose there
exists a cluster C in T such that C �=Wi for every Wi ∈ W .

From subcondition 2, there exists Wi such that C ⊆ Wi. Since C �=Wi, it follows that
C ⊂ Wi. Because BG is a boundary graph, Wi is complete in BG. Therefore, there exists
a cluster Ci in T such that Wi ⊆ Ci. From C ⊂ Wi and Wi ⊆ Ci, we have C ⊂ Ci. That
is, T contains two comparable clusters: a contradiction. Hence, every cluster in T is a
boundary. �

Example 1. Fig. 1 (a) shows an env decomposition. The set of boundaries is shown in
(b). The BG is shown in (c), and it satisfies the two conditions. The JT from the BG is
shown in (d), where the two clusters are boundaries W1 and W3.

Utilizing Prop. 2, Theorem 1 establishes a necessary and sufficient condition for the
existence of JT organization.

Theorem 1. Let W be the boundary set of a MAS and BG be its boundary graph. A JT
agent organization exists, iff the following hold.

1. BG is chordal, and
2. for each clique C of BG, there exists Wi ∈ W such that C ⊆ Wi.
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Proof: [Necessity] Suppose a JT H exists, whose clusters are subenvs. For each cluster
in H, remove its private variables. The resultant cluster tree T is still a JT, and its
corresponding undirected graph is BG. From T being a JT, it follows that BG is chordal.
Hence, subcondition 1 holds. The clusters of T are one-to-one mapped to boundaries of
agents, from which subcondition 2 follows.

[Sufficiency] Suppose both subconditions hold. We prove by construction.
Since BG is chordal, a JT T exists whose clusters are cliques of BG. Without losing

generality, assume that clusters of T are not comparable. By Prop. 2, every cluster in T
is a boundary. Hence, for every cluster C such that C =Wi for some i, we can associate
C with an agent Ai.

If not every agent is associated with a cluster yet, consider a remaining agent Ai

without being associated with any cluster of T yet. Since Wi is complete in BG, there
exists a cluster C in T such that Wi ⊆ C. Add to T a new cluster Wi, make it adjacent to
cluster C, and associate the new cluster with Ai. Repeat this for each remaining agent,
until each agent is associated with a cluster in T .

Next, for each agent, add its private variables to its associated cluster in T . The resul-
tant T is a JT agent organization with each cluster being a subenv. �

Theorem 1 provides the following insight. As far as the existence of JT organization is
concerned, MAS subenv decompositions can be classified into three types.

Type 1 Boundary graphs are chordal, and their cliques are boundary contained.
Type 2 Boundary graphs are not chordal.
Type 3 Boundary graphs are chordal, but their cliques are not boundary contained.

Example 2. The boundary graph for the subenv decomposition in Fig. 1 (a) is shown
in (c). The subenv decomposition is type 1. The JT of the boundary graph is show in (d).
The two clusters are associated with A1 and A3. For each of the three remaining agents,
a cluster can be added to the JT. The JT organization is shown in (e).

Example 3. Fig. 2 (a) shows another subenv decomposition, with agent boundaries in
(b) and BG in (c). Since BG is not chordal, the subenv decomposition is type 2. By
Theorem 1, it has no JT organization.
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Fig. 2. (a) Subenv decomposition. (b) Agent boundaries. (c) Boundary graph.

Example 4. For agent boundaries in Fig. 3 (a), the BG is shown in (b). It has two
cliques. Since one of them, {h,v,w}, is not contained in any boundary, the subenv de-
composition is type 3. By Theorem 1, it has no JT organization.
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4 Boundary Set Based Condition of Hypertree Existence

First, we define an operation to eliminate a boundary from a boundary set W . When a
boundaryWi ∈W is eliminated from W relative to boundaryWj ∈W , where Wi ∩Wj �= /0,
it yields a reduced boundary set W ′ = (W \ {Wi,Wj})∪ {W ′

j}, where

W ′
j =

⋃
Wk∈W,k �=i,k �= j

(Wj ∩Wk).

That is, the set W ′ resultant from eliminating Wi relative to Wj is obtained by deleting
Wi and Wj from W , and replacing with W ′

j . The W ′
j is obtained by the union of bor-

ders of A j, except the border with Ai. In other words, W ′
j is the boundary Wj without

variables that A j uniquely shares with Ai. Consider the boundary set for Fig. 1 (b),
W = {W0, ...,W4}. After W0 is eliminated relative to W1, the reduced boundary set is
W ′ = {W ′

1,W2,W3,W4}, where W ′
1 = {w,y,z}.

Without confusion, we refer to each element of W ′ as a boundary, whether or not it
is identical to an element of the original boundary set. The elimination operation is well
defined on the reduced boundary set, and hence can be performed iteratively.

Example 5. For the boundary set of Fig. 1, elimination can be performed iteratively as
follows.

W = {W0 = {u,y},W1 = {w,u,y,z},W2 = {y,z},W3 = {v,w},W4 = {v}};

Eliminate {u,y} wrt {w,u,y,z} : W ′ = {{w,y,z},{y,z},{v,w},{v}};

Eliminate {v} wrt {v,w} : W ′ = {{w,y,z},{y,z},{w}};

Eliminate {w} wrt {w,y,z} : W ′ = {{y,z},{y,z}};

Eliminate {y,z} wrt {y,z} : W ′ = {{y,z}}.
Note that, each Wi eliminated relative to a Wj has been so chosen to satisfy Wi ⊆ Wj.
The significance of such a choice will be seen below.

Note also that each reduced boundary set W ′ (except the final singleton) is a well-
defined boundary set, in the sense that each variable is shared by at least two bound-
aries in W ′. Take W ′ = {{w,y,z},{y,z},{w}} for example, each of w, y, and z is shared
by two boundaries.
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Next, we establish another necessary and sufficient condition on hypertree existence,
based on boundary elimination.

Theorem 2. A MAS with the boundary set W has a JT agent organization, iff W can
be eliminated iteratively into a singleton, such that each Wi eliminated relative to a Wj

satisfies Wi ⊆ Wj.

Sketch of proof: For necessity, suppose a JT H exists. Remove private variables in each
cluster. The resultant cluster tree T is a JT, whose set of clusters is W . A leaf cluster
satisfying the condition can be found in T , and eliminated iteratively.

For sufficiency, suppose W can be eliminated into a singleton. Denote the sequence
of reduced boundary sets as W η ,W η−1, ...,W 2,W 1, where W η = W , W 1 is the final
singleton, and the superscript indicates the number of boundaries in the set. Boundaries
in each W x, for x = 2, ...,η , can be organized into a JT. �

5 Distributed Recognition of Hypertree Existence

The condition Wi ⊆ Wj in Theorem 2 is equivalent to Wi = Ii j. Hence, Theorem 2 sug-
gests a privacy preserving, distributed computation to identify JT organization exis-
tence. Agents are self-eliminated one by one as long as possible. An agent Ai can be
eliminated if its boundary is equal to the border with another remaining agent A j. After
Ai is eliminated relative to A j, A j removes from its boundary the variables that it shares
uniquely with Ai. If all agents are eliminated except one, then a JT organization exists
for the MAS. Otherwise, the JT does not exist.

We assume that a token is passed between bordering agents, according to depth-
first-traversal. The first round of traversal starts at an arbitrary agent, who possesses
the token tok1. If an agent Ai who holds the token has its boundary equal to the border
with another agent A j, then Ai signifies to each bordering agent that it is eliminated, and
passes a new token tok2 to A j.

A j then starts the second round of traversal among remaining agents, using tok2. If
an agent starts a new round of traversal, and finds that it has no uneliminated bordering
agent, then it announces existence of a JT organization.

On the other hand, suppose an agent A j starts a new round of traversal, with at least
another uneliminated bordering agent. After the token has traversed every uneliminated
agent, and comes back to A j, if A j still has uneliminated bordering agents, then A j

announces non-existence of JT organization.

Example 6. Consider agents in Fig. 4 (a) with their boundaries shown in ovals, where
each link shows a bordering relation. Note that the subenv decomposition is type 1.

Suppose A0 starts first round with tok1. It announces its elimination and passes the
token to A1. In response, A1 reduces its boundary, as in (b), and starts second round
with tok2. It passes tok2 to A2. A2 announces its elimination and passes tok3 to A1. In
response, A1 reduces its boundary again, as in (c), and starts third round. It announces
its elimination and passes tok4 to A3. In response, A3 reduces its boundary, as in (d),
and starts fourth round. It announces its elimination and passes tok5 to A4. Finally, A4

announces existence of a JT organization.
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Fig. 4. Distributed recognition of JT organization with type 1 subenv decomposition

Example 7. Consider agents and their boundaries in Fig. 5 (a). Note that the subenv
decomposition is type 2.
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Fig. 5. Recognition of non-existence of JT organization with type 2 subenv decomposition

Suppose A0 starts first round with tok1, announces its elimination, and passes tok2

to A1. A1 reduces its boundary, as in (b), starts second round, and passes tok2 to A2.
A2 passes tok2 to A4, who in turn passes tok2 to A3. A3 has no unvisited agent to pass
the token to, and returns tok2 to A4. A4 returns tok2 to A2, who in turn returns to A1.
Finally, A1 announces non-existence of JT organization.

Example 8. Consider agents and their boundaries in Fig. 6 (a). Note that the subenv
decomposition is type 3.
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Fig. 6. Recognition of non-existence of JT organization with type 3 subenv decomposition

Suppose A0 starts first round with tok1, and passes tok2 to A1. A1 reduces its bound-
ary, as in (b), starts second round, and passes tok2 to A2. A2 announces its elimination
and passes tok3 to A1. A1 further reduces its boundary, as in (c), starts third round,
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and passes tok3 to A3. A3 passes tok3 to A4. Eventually, tok3 is returned to A1, who
announces non-existence of JT organization.

Note that during the traversal, although the active boundary for a remaining agent may
be reduced, the border between any pair of agents never changes.

6 Algorithm for Hypertree Existence Recognition and
Construction

Next, we specify a distributed algorithm suite, that agents execute to implement the
computation described intuitively in the previous section. Each agent’s activities are
driven by responding to the following messages.

– A StartNewDFT (tok) request that calls the receiver to start a new round of depth-
first-traversal with the given token tok;

– An Eliminated notification sent by an agent who has been self-eliminated;
– A DFT (tok) request that calls the receiver to perform depth-first-traversal with the

given token tok;
– A Report message sent by an agent who has been called to perform DFT (tok),

signifying either the called agent has been visited in the current round, or it has
completed DFT and now backtracks to the caller.

We refer to the receiving agent of a message by Ai, who will act in response, and refer to
the message sender by Ac. Every agent performs Init to initialize local data. Flag state ∈
{IN,OUT} indicates whether Ai has been eliminated. Flag nbsta(Ak) ∈ {IN,OUT}
indicates the same for a bordering agent. Variable curtok keeps a token value after it
has visited Ai, and visited(Ak) indicates whether the token has visited the bordering
agent. Yi maintains the active boundary of Ai.

Procedure 1 (Init)
1 state = IN; parent = null;
2 initialize current token to curtok = null;
3 set active boundary Yi =Wi;
4 for each bordering agent Ak,
5 nbsta(Ak) = IN;
6 visited(Ak) = f alse;

At the start of each round of traversal, a remaining agent will be be messaged to
StartNewDFT . In the first round, an arbitrary leader agent messages itself. Agent Ai

being messaged does the following.

Procedure 2 (StartNewDFT(tok))
1 if Ac is another agent,
2 nbsta(Ac) = OUT ;
3 if there exists no A j with nbsta(A j) = IN,
4 announce “hypertree exists”;
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5 return;
6 Yi = /0;
7 for each bordering Ak where nbsta(Ak) = IN,
8 Yi = Yi ∪ Iik;
9 curtok = tok; parent = null;
10 run DFT; // Ai has IN bordering agents

When DFT below is run from StartNewDFT (tok), Ai has parent = null, and have at
least one remaining bordering agent A j. If Ai can be eliminated relative to A j, it will
message A j to StartNewDFT . Otherwise, it will send message DFT (tok) to A j.

When DFT is run from DFT (tok) (see below), Ai has parent pointing to Ac, and may
have no unvisited, remaining bordering agent other than Ac. If Ai cannot be eliminated
relative to Ac, it must Report to Ac.

Procedure 3 (DFT)
1 if there exists A j with nbsta(A j) = IN and Yi = Ii j, // self-eliminate
2 state = OUT ;
3 for each Ak �= A j where nbsta(Ak) = IN, send Eliminated to Ak;
4 send StartNewDFT (curtok+ 1) to A j;
5 else // no IN agent satisfies Yi = Ii j

6 for each Ak �= parent where nbsta(Ak) = IN, set visited(Ak) = f alse;
7 if there exists Ak �= parent where nbsta(Ak) = IN and visited(Ak) = f alse,
8 send Ak message DFT (curtok);
9 else send Report to parent;

When a remaining agent Ai receives from Ac the Eliminated message, it responds
by setting its nbsta(Ac) = OUT . When a remaining agent Ai receives from Ac the
DFT (tok) message, it performs the following.

Procedure 4 (DFT(tok))
1 if curtok = tok, // visited
2 send Report to Ac;
3 else // Ai has not seen tok before and has IN bordering agent other than Ac

4 curtok = tok;
5 parent = Ac; visited(Ac) = true;
6 run DFT;

After Ai has messaged A j with DFT (tok), it may receive a Report from A j. In response,
Ai performs the following.

Procedure 5 (Respond to Report)
1 visited(A j) = true;
2 if there exists Ak �= parent such that nbsta(Ak) = IN and visited(Ak) = f alse,
3 select Ak to send message DFT (curtok) to it;
4 else // no unvisited bordering agent
5 if parent = null, announce “no hypertree exists”; // DFT starter
6 else send Report to parent;
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The algorithm suite, we refer to as HTBS, terminates when a remaining agent an-
nounces “hypertree exists” or otherwise. Its soundness and completeness is established
below, which follows from Theorem 2.

Corollary 1. A MAS with the boundary set W has a JT agent organization, iff HTBS
terminates with announcement “hypertree exists”. Otherwise, HTBS terminates with
announcement “no hypertree exists”.

An important product of HTBS is the JT organization emerging upon positive an-
nouncement. For every agent Ai self-eliminated relative to A j, Ai is the sender of
StartNewDFT message and A j is the receiver. This relation implies that they are adja-
cent in the JT organization. Readers are encouraged to verify this by comparing Exam-
ple 6 with Fig. 1 (e). This result is summarized below, whose proof is omitted due to
space limitation.

Theorem 3. If a MAS with the boundary set W has a JT agent organization, then agent
adjacency in the JT is defined by StartNewDFT sender-receiver relation during HTBS.

Let e be the number of pairs of bordering agents. In each round of HTBS, at most O(e)
messages are passed. HTBS halts in at most O(η) rounds. Hence, its time complexity
is O(e η).

Since HTBS is based on boundary set, agent privacy on private variables is guaran-
teed. Since HTBS messages contains no information on shared variables, agent privacy
on shared variables is guaranteed. Since HTBS messages are passed between border-
ing agents only, and the message argument is a token only, privacy on agent identity is
guaranteed.

7 Conclusion

The contributions of this research include the following. We proved two necessary and
sufficient conditions for the existence of a JT organization given a MAS subenv decom-
position. One of them provides insight and classification of subenv decompositions, and
the other suggests a distributed reorganization of JT organization existence. Based on
the second condition, we have presented an algorithm suite that recognize JT organi-
zation existence and construct it if exists. The algorithm guarantees agent privacy on
private variables, shared variables, as well as agent identity. To the best of our knowl-
edge, no existing JT-based MAS frameworks provide the same degree of agent privacy,
except a related work based on distributed maximum spanning tree construction which
we report in [13].

Our algorithm identifies correctly when no JT organization exists for a given subenv
decomposition. Further research is needed for distributed revision of the subenv de-
composition under the condition where no JT exists, while preserving agent privacy as
much as possible.
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Construction of Privacy Preserving Hypertree Agent
Organization as Distributed Maximum Spanning Tree

Yang Xiang and Kamala Srinivasan

School of Computer Science, University of Guelph, Canada

Abstract. Decentralized probabilistic reasoning, constraint reasoning, and deci-
sion theoretic reasoning are some of the essential tasks of a multiagent system
(MAS). Many frameworks exist for these tasks, and a number of them organize
agents into a junction tree (JT). Although these frameworks all reap benefits of
communication efficiency and inferential soundness from the JT organization,
their potential capacity on agent privacy has not been realized fully. The contri-
bution of this work is a general approach to construct the JT organization through
a maximum spanning tree (MST), and a new distributed MST algorithm, that
preserve agent privacy on private variables, shared variables and agent identities.

1 Introduction

Decentralized probabilistic reasoning, constraint reasoning, and decision theoretic rea-
soning (referred to below as decision making) are some of the essential tasks of a
multiagent system (MAS). Many frameworks exist for these tasks, e.g., AEBN [19]
and MSBN [22] for multiagent probabilistic reasoning, ABT [12], ADOPT [13], DPOP
[16], Action-GDL [20], DCTE [2], and MSCN [25] for multiagent constraint reasoning,
and RMM [7], MAID [10], and CDN [24] for multiagent decision making. Some frame-
works do not assume specific agent organizational structure, e.g., AEBN and MAID.
Some assume a total order among agents, e.g., ABT. Some use a pseudo-tree organiza-
tion, e.g., ADOPT and DPOP. Some depend on a junction tree (JT) organization, e.g.,
Action-GDL, DCTE, MSBN, MSCN, and CDN. The organization is known as hyper-
tree in the literature on MSBN, MSCN and CDN, and we refer to JT and hypertree
interchangeably.

This work focuses on JT-based agent organizations. Potential advantages of JT orga-
nizations include communication efficiency, inferential soundness, and agent privacy.
As MAS research progresses, agent privacy has received more attention in recent years
[18,4]. However, few studies are known on the privacy issue related to JT-based agent
organization (see [22,25] for example). Although existing JT-based MAS frameworks
all reap benefits of communication efficiency and inferential soundness, the potential
capacity of JT-based organization on agent privacy has not been fully realized.

A framework component critical to agent privacy is construction of the JT-based or-
ganization. Some frameworks paid no attention to agent privacy at all during the JT
organization construction, and others preserved agent privacy to a limited degree. The
main contribution of this work is a new algorithm suite that constructs JT-based agent
organizations distributively while preserving agent privacy. To the best of our knowl-
edge, no known JT-based MAS frameworks provide the same degree of agent privacy

O. Zaı̈ane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 199–210, 2013.
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enabled by the proposed algorithm, except an alternative approach that we report in a
related work [26].

In the next section, we introduce background on JT-based organization and the re-
lated privacy issue. In the subsequent section, we describe our approach to JT construc-
tion as distributed construction of a maximum spanning tree (MST). After reviewing
relevant work on distributed MSTs, we present our new algorithm suite, followed by an
analysis of its soundness, complexity, and privacy.

2 JT-Based Multiagent Organization and Agent Privacy

JT-based organizations are used in a number of multiagent frameworks, e.g.,
[21,23,27,20,2]. Under these frameworks, the application environment is represented
by a set of variables, referred to as the env. The env is decomposed into a set of overlap-
ping subenvs, each being a subset of env. The subenvs are one-to-one mapped to agents
of the MAS. Fig. 1 (a) shows the subenv decomposition of a trivial env, where subenv
Vi is mapped to agent Ai.
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Fig. 1. (a) Subenvs with variables shown in each oval, and their agent association; (b) JT organi-
zation with links labeled by shared variables; (c) Agent boundaries.

The subenvs (and hence the agents) are organized into a JT. A JT is a tree where
each node is associated with a set called a cluster. The tree is so structured that, for
any two clusters, their intersection is contained in every cluster on the path between the
two (running intersection). In a JT-based organization, each cluster corresponds to a
subenv and hence an agent. The organization prescribes direct communication pathways
between agents. That is, an agent can send a message to another agent, iff they are
adjacent in the JT organization.

For each pair of adjacent agents in the JT organization, the intersection of their
subenvs is non-empty, and it is used to label the link between corresponding clusters.
We refer to the intersection as the set of variables shared by the two agents. Fig. 1 (b)
shows a JT organization.

Messages between adjacent agents are restricted to be about shared variables only
(which is sufficient). In multiagent probabilistic reasoning, a message is the sending
agent’s belief over shared variables, e.g., in MSBN [21,22]. In multiagent constraint
reasoning, a message contains partial solutions over shared variables, e.g., in MSCN
[27,25]. In multiagent decision making, a message is either an expected utility function
over shared variables, or a partial action plan over them, e.g., in CDN [23,24].
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MAS frameworks using JT-based organizations can be grouped based on whether
subenvs are assumed simple or complex. Subenvs are assumed simple under a frame-
work, if each subenv is treated as a subset of variables without internal structure. Subenvs
are assumed complex under a framework, if dependence structure within each subenv is
explicitly represented and manipulated during multiagent probabilistic reasoning, con-
straint reasoning, or decision making. Under this criterion, subenvs in Action-GDL [20]
and DCTE [2] are simple, while subenvs in MSBN, MSCN, and CDN are complex. In
particular, each subenv in a MSBN is modeled as a Bayesian subnet, each subenv in a
MSCN is encoded as a constraint subnet, and each subenv in a CDN is represented as a
decision subnet.

JT-based agent organizations enable a number of advantages.

Efficient Communication. For agents to cooperate using relevant information local
in other agents, it is sufficient to pass two messages along each link of the JT.
Hence, time complexity of communication is linear in the number of agents, which
is derived from the tree topology of JT.

Soundness of Inference. Global consistency is guaranteed by local consistency, which
is derived from running intersection of JT. For instance, multiagent probabilistic
reasoning in MSBN [22] is exact. Multiagent decision making in CDN [24] is glob-
ally optimal.

Agent Privacy. Most information about individual agents can be kept private while the
MAS is fully functioning. This is derived from the restriction of message content
in JT-based communication.

Agent privacy above is desirable, when each agent represents an independent principal.
For instance, agents collaborating in industrial design with a CDN may represent in-
dependent manufacturers in a supply chain [23]. The subenv associated with an agent,
modeled as a decision subnet, contains proprietary technical know-hows of a manufac-
turer, whose non-disclosure is desirable.

More precisely, in a JT-based organization, certain information at individual agents
does not need to be exchanged during normal inference, and thus can potentially be
kept private. Such information includes the following.

Information Related to a Private Variable. An env variable x ∈ V is private, if it is
contained in a single subenv Vi, and hence is associated with a single agent Ai. The
information includes its existence, identity, domain (of possible values), associated
conditional or marginal probability distribution (in the case of probabilistic reason-
ing), or constraint (in the cases of constraint reasoning and decision making), and
observed or assigned value. In Fig. 1 (a), h is a private variable of A2.

Information Related to a Shared Variable. An env variable x ∈ V is shared, if it is
contained in two or more subenvs, and hence associated with two or more agents.
The information about x, as listed above, does not need to be released beyond the
agents who share x. In Fig. 1 (a), y is a variable shared by A0, A1 and A2.

Existence and Identity of a Non-bordering Agent. Two agents are non-bordering if
their subenvs have no common variables. They will not be adjacent in any JT or-
ganization, and need not communicate during inference. Hence, they do not need
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to know the existence or identity of each other. In Fig. 1 (b), A0 and A4 are non-
bordering.

In summary, agent privacy in a JT-based organization involves at least three types: pri-
vacy of private variables, privacy of shared variables, and privacy of agent identity.
Although agent privacy is relevant to both MAS frameworks over complex subenvs and
those over simple subenvs, it is particularly important for frameworks with complex
subenvs, as a simple subenv may contain only a few variables while a complex subenv
may include tens or hundreds or more private variables.

For any given JT-based MAS framework, a critical component related to privacy is
the construction of JT organization. This is because, once the JT organization is con-
structed and functioning, it is relatively easy to maintain privacy during normal infer-
ence operations, due to message content restriction. It is through the JT construction
component, JT-based MAS frameworks demonstrate different degrees of attention to
the privacy issue.

In Action-GDL [20], the JT is built from a pseudo-tree, where each node corresponds
to one env variable, through a centralized mapping operation. The centralized mapping
operation necessarily discloses identities of all variables to the agent who performs the
mapping.

The JT used by DCTE [2] is constructed by a method from [15], where agents are
initially organized into a tree topology. Each agent starts with a cluster of variables
determined by application-based conditions. Hence, the cluster tree generally does not
satisfy running intersection property and is not a JT. The cluster tree is transformed into
a JT through a message passing process, during which each agent communicates, to
each adjacent agent, its local variables as well as variables reachable from other adjacent
agents. The message passing thus propagates identities of variables well beyond the
agent initially associated with them.

For MSBN, MSCN and CDN frameworks, the JT-based organization is constructed
by a centralized coordinator agent [22,25], who has the knowledge of variables shared
by any pair of agents, but does not know any private variable. Hence, privacy of private
variables is ensured. However, shared variables and identities of non-bordering agents
are disclosed to the coordinator, and the corresponding types of privacy are compro-
mised. In this work, we develop a new distributed JT algorithm that respects all three
types of privacy.

3 Distributed JT Construction as MST

Consider a MAS consisting of a set A = {A0, ...,Aη−1} of η > 1 agents. Let V be the set
of env variables, and be decomposed into a collection of subenvs, Ω = {V0, ...,Vη−1},
such that ∪η−1

i=0 Vi =V . Agents in A are one-to-one mapped into subenvs in Ω . If Ai and
A j have shared variables, i.e., Vi ∩Vj �= /0, we refer to the set of shared variables, Ii j =
Vi ∩Vj (i �= j), as their border. A JT-based agent organization is a cluster tree, where each
cluster is a subenv and each link is labeled by a border, such that running intersection
property holds. Fig. 1 (b) shows a JT organization, where the border between A1 and A2

is I12 = {y,z}.
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In [22], it is observed that all private variables of a subenv in the above representation
can be congregated into a single private variable. If a JT can be constructed using the
congregated subenvs, by replacing the congregated private variable with the original
private variables, the new cluster tree is still a valid JT.

In this work, we go one step further and observe that the congregated private variable
is not needed. For each agent Ai, we denote the set Wi = ∪ j �=i Ii j as its boundary. We
refer to W = {W0, ...,Wη−1} as the boundary set of the MAS. Fig. 1 (c) illustrates agent
boundaries. The following Proposition establishes the fact that JT-based organization
can be investigated without reference to private variables, whose proof is straightfor-
ward.

Proposition 1. Let V be env of a MAS, Ω be its subenv decomposition,W be the bound-
ary set, and T be a JT with boundaries in W as clusters. Let T ′ be a cluster tree with
subenvs of Ω as clusters, such that it is isomorphic to T with each subenv cluster
mapped to the corresponding boundary cluster in T . Then T ′ is a JT.

Based on Prop. 1, we can construct a JT-based organization based on the boundary set.
Note that this task formulation on JT organization construction immediately guarantees
privacy of private variables, as they have been excluded from the specification of the
task.

Given the boundary set of an MAS, a JT may or may not exist. Figure 2 (a) shows a
boundary set whose elements cannot be organized into a JT.
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Fig. 2. (a) A boundary set that does not admit JT organization; (b) A boundary set that has a JT
organization; (c) Weighted graph defined from the boundary set in (b)

In this work, we assume that there exists a JT for the given boundary set, and we
focus on how to distributively construct a JT organization from the boundary set while
preserving agent privacy. In a related work [26], we consider how to identify the exis-
tence of a JT organization distributively given a boundary set without disclosing agent
privacy.

The task of distributed construction of JT-based agent organization can now be stated
as follows.

– A set A = {A0, ...,Aη−1} of agents is associated with the boundary set
W = {W0, ...,Wη−1}, such that a JT exists, with elements of W as its clusters.

– Agents Ai and A j know the identity of each other and can exchange messages, iff
they have a border Ii j =Wi ∩Wj �= /0.
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– Agent Ai knows only Wi = ∪ j �=i Ii j, and nothing about variables in other boundaries
beyond Wi.

The task of agents is to compute a JT organization with boundaries as clusters, such that
each agent knows its adjacent agents in the JT, and the process does not disclose infor-
mation on agent boundaries beyond the initial knowledge state. To solve this problem,
we explore the relation between JT and maximum spanning tree (MST) as follows.

– From a boundary set W , define a weighted graphΨ . For each Wi ∈ W , create a node
xi. Add a link 〈xi,x j〉, iff there is a border between Wi and Wj, and the weight of the
link is w(xi,x j) = |Ii j|.

– Let Ψ ′ be any MST of Ψ . Define a cluster tree T from Ψ ′, such that for each link
〈xi,x j〉 of Ψ ′, Wi and Wj are adjacent in T .

– Then T is a JT, iff a JT with elements of W as its clusters exists [8,22].

Fig. 2 (c) illustrates Ψ defined from a boundary set in (b). Note that the above formula-
tion of JT organization as a MST immediately guarantees privacy of shared variables,
since the input to MST computation contains only the number of shared variables be-
tween each pair of bordering agents, with other information about these variables ex-
cluded.

From the relation between JT and MST, the task of distributed construction of JT
organization can be cast as follows. Let the weighted graph Ψ be defined distribu-
tively, namely, each agent Ai is associated with node xi, and knows A j and w(xi,x j)
iff 〈xi,x j〉 ∈ Ψ . Compute a MST Ψ ′ by passing messages only between adjacent agents
in Ψ , such that each agent knows its adjacent agent in Ψ ′, and the process does not
disclose information on agent identity and weight association beyond the initial agent
knowledge state.

4 Work Related to Distributed MST Construction

Before presenting our privacy preserving distributed MST algorithm, we review rele-
vant literature. Since minimum or maximum spanning trees differ only in the compari-
son operator (Min versus Max), without confusion, we refer to all of them by MST.

In the pioneering work by Gallager et al. [5], MST fragments (each initially made of
a single node) are combined into larger ones according to a level control, until a single
fragment is formed. It has a time complexity O(η log η). The basic algorithm assumes
distinct link weights, which generally does not hold in our application. To accommodate
nondistinct link weights, the modified algorithm either appends node identities to link
weights or identifies fragments by node identities. Since link weights and fragment
identifies are propagated through messages, node identities will be disclosed beyond
node adjacency.

Awerbuch [1] proposed a three-stage algorithm, which was later improved by [3],
with time complexity O(η). It starts with a counting stage to get η . Then the algorithm
in [5] is run to grow each fragment to an Ω(η/log η) size. A variant of [5] follows,
with a more accurate level updating to speed up computation. Non-distinct link weights
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are handled using the same technique as [5], appending node identities to link weights.
Hence, the method suffers from the same node identity disclosure as [5].

An improved algorithm with time complexity O(d +η0.613 log ∗ η) is proposed in
[6], where d is diameter (maximum length of a simple path) of the weighted graph. It
first uses a variant of [5] to produce multiple fragments of small diameters, and then
combines them into a MST by a rooted operation. Its limitation on node identity disclo-
sure is identical to [5] and [1].

In [11], a two-part algorithm is developed. In the first part, a
√

η-dominating set
D of size at most

√η is computed, as well as a partition of the weighted graph into
fragments one per node in D. The second part combines these fragments into a MST
by the same rooted operation as [6]. Since the first part employs a simplified version of
[5], its limitation on node identity disclosure is identical to the above algorithms.

An approximate MST algorithm is presented in [9]. Due to the necessary and suffi-
cient condition between JT and MST, an approximate MST cannot yield a JT organiza-
tion, and hence the method is not applicable to our task.

Recently, an algorithm for computing a set of MSTs, one for each component of a
disconnected graph, was proposed [14]. As a parallel algorithm, access of the entire
graph by each processor is assumed, and hence it is applicable only when privacy is not
a concern at all.

In summary, existing work on distributed MST construction has largely ignored the
issue of node identity disclosure.

5 Distributed MST Construction with Privacy of Agent Identity

In this section, we present a new distributed algorithm for MST construction that does
not disclose node identity to non-adjacent nodes. In the context of JT organization con-
struction, this translates into non-disclosure of agent identity to non-bordering agents.
For this purpose of privacy preservation, we take a different approach than [5] and its
extensions [1,3,6,11]. Rather than growing multiple fragments simultaneously, we ex-
tend Prim’s algorithm [17] distributively and grow a MST through a rooted control. As
the result, our algorithm does not assume distinct link weights and needs not to append
node identities to link weights either. As will be shown below, our algorithm ensures
that no node identity is disclosed beyond adjacency.

Precisely stated, the task is as follows. Given a distributed representation of a con-
nected, weighted graph Ψ of η nodes, construct a MST T by distributed computation.
As each node is associated with an agent, without confusion, we refer to node and
agent interchangeably. Distributed Ψ representation means that each node has the ini-
tial knowledge about each adjacent node (called neighbor or nb) and the link weight.
It knows nothing about the existence of other nodes nor the links and weights between
them. For any node v and a nb x of v, the weight of link 〈v,x〉 is w(v,x).

The algorithm initializes T with an arbitrary node, referred to as the root and builds
T up as a directed, single-rooted tree in η −1 rounds. An outgoing link of T is a link of
Ψ with only one end in T . In each round, a best outgoing link 〈p,c〉 is selected, where
p is in T , and c is added to T . We refer to p as the tree-parent of c, and c as a tree-child
of p. For any node in T , we refer to its tree-parent or a tree-child as its tree-nb.
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In addition to the initial knowledge, each node v maintains the following local data
structure.

1. The state of v is indicated by variable state ∈ {OUT, IN,DONE}. Value OUT
means that v is not yet in T . IN means that v is in T , but not yet finished its compu-
tation. DONE means that v is in T and has finished its computation.

2. Knowledge of v on the state of each nb x is maintained by variable nbstate(x) ∈
{OUT, IN,DONE}.

3. The tree-parent of v in T is indicated by a pointer so named.
4. A best outgoing weight table (BOWT) is maintained. Each row is indexed by a nb

x of v, that may lead to outgoing links, and contains the best weight of these links
known to v, denoted by bw(x).

During MST computation, nbs of Ψ exchange four types of messages.

Announce Sender announces to each nb, that the former is in MST.
Expand A tree-parent instructs a tree-child to expand current MST, by finding a new

node to add.
Noti f y A tree-leaf notifies a nb that the latter is added to current MST.
Report A tree-child sends to its tree-parent, either to report its termination, or to report

the best outgoing weight via the tree-child, through an argument.

We assume that transmission of each message takes at most one time unit.
When the algorithm starts, every node v in Ψ runs Init to initialize local data struc-

ture.

Procedure 1 (Init)
1 state = OUT, tree-parent pointer = null;
2 for each nb x, nbstate(x) = OUT;
3 create BOWT with one row per nb;
4 for each row of BOWT indexed by x, bw(x) = w(v,x);

An arbitrary node is elected as the root. It starts the MST computation by executing
Start. It first adds itself to T , and then runs Expand to expand T .

Procedure 2 (Start)
1 state = IN;
2 send Announce message to each nb;
3 run Expand;

Proc. Expand can either be called (as in Start), or run in response to an Expand mes-
sage. The node selects a nb y that leads to a best outgoing link, adds y to T if y is OUT ,
otherwise asks y to expand T .

Procedure 3 (Expand)
1 select nb y = argmaxx bw(x) from BOWT table, breaking ties randomly;
2 if nbstate(y) = OUT,
3 send Noti f y message to y;
4 nbstate(y) = IN; record y as a tree-child;
5 else send Expand message to y; // y must be IN
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When node v receives Noti f y message from nb p, it is in T . It runs Proc. 4 in response.
In the process, it announces its status in T to its nbs. At the end of the process, v replies
to p with a Report message, which contains one of two possible arguments, the state
value of v, or the best outgoing weight bow.

Procedure 4 (Response to Notify)
1 nbstate(p) = IN; point tree-parent pointer to p;
2 delete the row indexed by p from BOWT ;
3 state = IN;
4 for each nb x �= p, send Announce message to x;
5 run Inform;

A node v runs In f orm to send Report message to its tree-parent p.

Procedure 5 (Inform)
1 if no nb y with nbstate(y) = OUT

and each tree-child c has nbstate(c) = DONE,
2 state = DONE;
3 if v is not root, send p message Report(state = DONE);
4 else if v is not root,
5 compute maxbow = maxx bw(x) from BOWT ;
6 send p message Report(bow = maxbow);

When a node v receives Announce message from a nb x, it performs the following. Note
that root cannot receive Announce from its tree-child, but can receive from its non-child
tree-descendent.

Procedure 6 (Response to Announce)
1 nbstate(x) = IN; delete the row indexed by x from BOWT ;
2 if state �= OUT, run Inform;

When a tree-parent v receives Report from a tree-child c, it performs Proc. 7. The report
allows v to know whether c has terminated and, if not, to update its knowledge on the
best outgoing link weight through c.

Procedure 7 (Response to Report)
1 if message argument is (state = DONE),
2 nbstate(c) = DONE; delete the row indexed by c from BOWT ;
3 if no nb y with nbstate(y) = OUT

and each tree-child c has nbstate(c) = DONE,
4 state = DONE;
5 if v is not root, send tree-parent p message Report(state = DONE);
6 else return; // root termination
7 else if maxbow �= bw(c) in BOWT, // argument is (bow = maxbow)
8 bw(c) = maxbow;
9 if v is not root,
10 compute maxbow′ = maxx bw(x) from BOWT ;
11 send tree-parent p message Report(bow = maxbow′);
12 else if no pending Report messages, run Expand; // v is root
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When Proc. 7 returns from line 6 at root, the algorithm suite halts. Consider the example
in Fig. 2 (b). Suppose x0 is the root, whose BOWT at start is (x1 : 2; x2 : 1). It sends
Announce to x2 and Noti f y to x1. Node x1 removes x0 from its BOWT , sends Announce
to x2, x3 and x4, and Report(bow = 3) to x0. Based on the report, x0 revises its BOWT
to (x1 : 3; x2 : 1), and sends Expand to x1.

BOWT at x1 is (x2 : 3; x3 : 2; x4 : 1). Hence, x1 sends Noti f y to x2, which replies
with Report(bow = 1). Based on the report, x1 sends Report(bow = 2) to x0. After x0

has processed Announce from x2 and Report(bow = 2) from x1, its BOWT is (x1 : 2).
Hence, x0 sends Expand to x1, which in turn sends Noti f y to x3.

Eventually, x4 is notified by x3 and sets its state to DONE . When x2 receives Announce
from x4, it sets its state to DONE as well. Node x3 sets state = DONE when it receives
Report from x4, and x1 does so upon receiving Report from x3. In the end, x0 receives
Report from x1 and terminates the computation.
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Fig. 3. (a) The MST (dashed links) from Fig. 2 (c); (b) The JT organization.

The resultant MST is shown in Fig. 3 (a) by dashed links, and the corresponding JT
organization is in (b). Throughout the computation, no agent identity is communicated.

6 Soundness and Complexity

We refer to the algorithm suite as DPMST, whose soundness is established below.

Proposition 2. Given a connected, weighted graph Ψ , DPMST computes a MST T of
Ψ that is specified distributively, such that each node knows its tree-nbs.

Proof: DPMST will compute a MST because it extends Prim’s algorithm distributively.
The recursive executions of Proc. 7 let the root know where an outgoing link with the
best weight is located, and recursive executions of Proc. 3 add the other end of the link
to T .

When a node v is added to T , it knows its notifier as its tree-parent, and its notifier
knows v as its tree-child. Hence, when DSMSTC halts, each node knows its tree-nbs in
T . �

We analyze the communication cost and time complexity below. Let d denote the di-
ameter of Ψ , e denote the number of links, and r denote the maximum degree of nodes.

Communication cost: Each node is added to T with at most d Noti f y/Expand mes-
sages: a subtotal of O(d η) messages. Each link of Ψ passes two Announce messages,
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one for each end when it is added to T : a subtotal of O(e) messages. After a node is
added to T , Report messages are propagated to the root from the node (Proc. 4) as well
as its nbs (Proc. 6): O(r d) messages. This yields a subtotal of O(r d η) messages.
Hence, the total number of messages is O(r d η + e).

Time complexity: The O(d η) Noti f y/Expand messages are sequential, and take
O(d η) time. Announce messages by the same sender take O(r) time. The O(2e)
Announce messages take O(r η) time. The O(r d) Report messages due to one node
addition form r parallel sequences and take O(d) time. The O(r d η) Report messages
take O(d η) time. Hence, time complexity is O((d + r) η).

Agent privacy: By using the boundary set of a MAS, privacy of private variables
is preserved. By using the weighted graph defined from the boundary set, privacy of
shared variables is preserved. Since our distributed MST algorithm does not disclose
node identity, privacy of agent identity is preserved.

7 Conclusion

Our contribution is a general approach for JT organization construction based on MST,
and an algorithm suite for MST construction. Combination of our approach and algo-
rithm suite guarantees agent privacy on private variables, shared variables, as well as
agent identity. To the best of our knowledge, no existing JT-based MAS frameworks
enable agent privacy at such a degree, except a related work based on boundary set
elimination which we report in [26].

The method proposed here assumes that a JT organization exists for the given env de-
composition. Whether the condition (JT existence) holds is not dealt with in the current
work, and is detected distributively in [26].

Our distributed MST algorithm is efficient, but not as efficient as the most efficient
existing algorithms, although they do not allow preservation of agent identity. An open
question is whether it is possible for a distributed MST algorithm to be as efficient as
these algorithms while preserving agent identity.
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Abstract. In this paper, we develop a new clustering method combin-
ing the possibility theory with the standard k-modes method (SKM).
The proposed method is called KM-PF to express the fact that it is a
modification of k-modes algorithm under possibilistic framework. KM-
PM incorporates possibilistic theory in two distinct stages in applica-
tion of the SKM combining the possibilistic k-modes (PKM) and the
k-modes using possibilistic membership (KM-PM). First, it deals with
uncertain attribute values of instances using possibilistic distributions.
Then, it computes the possibilistic membership degrees of each object to
all clusters. Experimental results show that the proposed method com-
pares favourably to the SKM, PKM and KM-PM.

Keywords: Clustering, possibility theory, uncertainty, k-modesmethod,
categorical data, possibilitic membership degree.

1 Introduction

The k-means algorithm [9] is one of the most known clustering algorithm that
deals with numeric data sets. The standard k-modes method (SKM) [5], [6] is
a modification of k-means algorithm defined for large data sets with categorical
attributes. The k-modes forms the basis for the approach proposed in this paper.
The SKM is also called a hard (or crisp) clustering method. It assigns an object
to only one cluster. This assignment isolates the object from other clusters even
if it shares some characteristics with them. To overcome this limitation, soft
clustering approaches [2], [3] have been proposed. For each object, they define the
degree of belonging to several clusters. This soft assignment allows the detection
of objects that do not belong to exactly one cluster. Based on the SKM, different
soft methods have been developed to handle certain databases.

Real-world applications are pervaded by imperfection. Uncertainty in data
mining field can be essentially located at two levels. It can be in the attributes’
values, e.g. measurement of blood pressure, temperature or humidity levels. Un-
certainty may also exist in the belonging of objects to different clusters. Taking

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 211–217, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



212 A. Ammar, Z. Elouedi, and P. Lingras

these aspects of uncertainty into account can improve the real-world applications
of clustering (e.g. medicine, banking, pattern recognition, data mining). It will
lead to a better decision making process. The possibility theory is an uncertainty
theory that has been successfully combined with clustering approaches using un-
certain data sets from data mining area. For example, the possibilistic c-means
[8], where uncertainty is dealt in the clusters, the possibilistic k-modes (PKM)
[1], which handles uncertain attributes’ values of training instances, and the k-
modes using possibilistic membership (KM-PM) [2] that deals with uncertainty
in the belonging of objects to different clusters.

Our aim in this work is to adapt the SKM to an uncertain framework and to
improve its results. To this end, we will introduce modifications at two levels with
the help of possibility theory. The proposed approach will deal with possibilistic
attribute values and obtain a soft clustering using possibilistic membership.

2 Possibility Theory

The possibility distribution is a fundamental concept in possibility theory [4],
[11]. It is defined by the function π which represents the state of knowledge. It
is defined as the mapping from the universe of discourse Ω = {�1, �2, ..., �n}
to the interval [0, 1] which represents the possibilistic scale L. �i presents an
uncertain state of knowledge to which a degree of uncertainty illustrated by a
possibility degree is defined by π(�) = 0 if � is impossible and totally excluded
and π(�) = 1 when � is fully plausible.

A possibility distribution is considered as normalized when maxi {π (�i)} = 1.
Besides, based on π, the complete knowledge (∃�0, π (�0) = 1 and π (�) = 0
otherwise) and the total ignorance (∀� ∈ Ω, π (�) = 1) can be obtained. Fur-
thermore, from the well-known possibilistic similarity measures used to compare
two normalized possibility distributions and to compute their degree of similar-
ity, we can mention the information affinity [7] (Equation (1)).

IA (π1, π2) = 1− 0.5 [D (π1, π2) + Inc (π1, π2)] . (1)

where D(π1, π2) = 1
n

∑n
i=1 |π1 (�i) − π2 (�i)| , Inc (π1, π2) = 1−

max (π1 (�)Conj π2 (�)) and ∀ω ∈ Ω,ΠConj (ω) = min (Π1 (ω) , Π2 (ω)).

3 The K-Modes Method and Its Extensions

3.1 The SKM

The standard k-modes method (SKM), proposed in [5], [6], uses a categorical
data set, the simple matching measure to compute the dissimilarity between the
modes and the objects and the frequency based function to update the modes.

The simple matching measure computing the dissimilarity between two ob-
jects X1 = (x11, x12, ..., x1m) and Y1 = (y11, y12, ..., y1m) with categorical values
are defined by d (X1, Y1) =

∑m
t=1 δ (x1t, y1t), wherem is the number of attributes

and δ (x1t, y1t) is equal to 0 if x1t = y1t, and equal to 1 when x1t �= y1t.
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Generally, if our aim is to cluster n categorical objects S = {X1, X2, ..., Xn}
into k clusters C = {C1, C2, ..., Ck} with k modes Q = {Q1, Q2, ..., Qk} (k ≤ n),

we have to minimize D (W,Q) =
∑k

j=1

∑n
i=1 ωijd (Xi, Qj), where W is a k-by-

n matrix, ωi,j ∈ {0, 1} is the membership degree of Xi in Cj , 1 ≤ j ≤ k and
1 ≤ i ≤ n.

Despite its interesting results, the SKM are effective only in certain case. As
there are many aspects of uncertainty in real-world situations, in this paper we
propose to adapt the possibility theory to the SKM in order to cluster objects
with uncertain values that belong to several clusters.

3.2 The PKM

The PKM approach [1] is a hard and uncertain clustering method. It is based
on the SKM and uses the possibility theory to handle uncertain attribute values
of objects. It uses a training set containing uncertain attribute values presented
through possibility degrees from [0, 1]. The similarity measure InfoAff applied
in the PKM is based on the information affinity measure [7].

InfoAffPKM (X1, X2) =

∑m
j=1 InfoAff(π1j , π2j)

m
. (2)

Besides, the PKM uses the mean operator ∀ω ∈ Aj , πjC(ω) =
∑p

i=1 πij(ω)

|C| to

update the modes, where Aj = (aj1, aj2, ..., ajt) is the set of t values, 1 ≤ j ≤ m,
and πij is the possibility distribution defined for Aj related to the object xi.

3.3 The KM-PM

The KM-PM [2] is a soft approach that clusters each instance of the training
set to k clusters using possibilistic membership. It uses a certain training set
and the simple matching dissimilarity measure. Besides, it defines a possibilistic
membership degree ωij ∈ [0, 1] by computing the similarity degree between the
object i and the cluster j then, dividing it by the total number of attributes.
The update of modes is obtained by determining ωij . Then, we sum the ωijvt

relative to each value v of the attribute t corresponding to the object i by
∀j ∈ k, t ∈ A,Modejt = maxv

∑n
i=1 ωijtv , with ∀i ∈ n,maxj (ωij) = 1. Finally,

we set the value v that achieves the maximum of the summation as a new value
in the mode.

4 The K-Modes Method under Possibilistic Framework

The KM-PF is a combination of possibility theory and SKM. It is characterized
by uncertainty in its attribute values and in the belonging of objects to k clusters.
Thus, the KM-PF modifies the parameters of the PKM and KM-PM as follows
to conserve their performances and overcome their limitations. The KM-PF uses:
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1. An uncertain training set where the attribute values can be certain and/or
uncertain. The values are presented through possibility degrees from [0, 1]
where a possibility distribution is defined for each attribute relative to each
object. This possibility value describes the degree of uncertainty. Note that
the KM-PF uses the same structure of the training set as the PKM [1].

2. The possibilistic similarity measure applied is already used by the PKM to
determine the similarity between the modes and the objects (Equation (2)).

3. The possibilistic membership degree ωij is obtained by computing the possi-
bilistic similarity measure (Equation (2)). It indicates the degree of belonging
of an object i to the cluster j.

4. The update of the cluster mode takes into account the degree of belonging of
each object to different clusters. It also depends on the possibilistic degrees
of the training instances. To compute the new modes’ values, we set the
weight w as a new parameter. We follow these steps:
(a) Step 1: We compute the number of objects NO in each cluster having

the maximum of ωij using NOj = countj(maxi ωij).
(b) Step 2: We compute the weight of the cluster j denoted by wj as follows:

wj =

{
NOj

total number of objects
if NOj �= 0,

1
total number of objects +1

otherwise.
(3)

(c) Step 3: In order to obtain the new mode (Mode′j), we multiply the at-
tributes’ values of the mode (Modej) relative to the cluster j by wj :

∀j ∈ k,Mode′j = wj ×Modej . (4)

1. Randomly, select the k initial modes, one mode for each cluster.
2. Allocate each instance to the k clusters based on possibilistic membership degrees

ωij after computing the possibilistic similarity measure using Equation (2).
3. Compute the weight wj for each cluster j using Equation (3) then, update the

cluster mode using Equation (4).
4. Retest the similarity between objects and modes. Reallocate objects to clusters using

possibilistic membership degrees then update the modes.
5. Repeat (4) until all clusters are stable.

Fig. 1. Algorithm KM-PF

5 Experiments

5.1 The Framework

For the experiments, we used eight real-world databases from UCI: Machine
Learning Repository [10]. They consist of Shuttle Landing Control (SL), Bal-
loons (Bal), Post-Operative Patient (PO), Congressional Voting Records (CV),
Balance Scale (BS), Tic-Tac-Toe Endgame (TE), Solar-Flare (SF) and Car Eval-
uation (CE). Note that the number of classes corresponds in our case to the k.
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5.2 Artificial Creation of Uncertain Data Sets

1. Case of certain attribute values: it expresses the case of complete knowledge
in possibility theory. Thus, it is obtained by assigning to the true values the
possibility degree 1 and the other values 0.

2. Case of uncertain attribute values (detailed in [1]): we assign to the real
values the degree of 1 and to the remaining values a degree between (0, 1].

5.3 Evaluation Criteria

First, the accuracy [5] AC =
∑k

j=1 aj

n is used, where k ≤ n, n is the total number
of objects and aj is the number of correctly classified objects. Then, the iteration
number (IN) and the execution time (ET) are computed. Note, there are some
other criteria that can be used for the evaluation e.g. the F-measure using the
Recall, the Rand index, and the cluster purity.

5.4 Experimental Results

We cross validate by dividing observations randomly into a training set and a
test set. The obtained results are as follows.

1. Certain Case: For both the SKM and the KM-PM, we use databases from
UCI without any modifications. For the PKM and the KM-PF, each attribute
value is transformed to a possibilistic degree corresponding to the case of the
complete knowledge. Table 1 shows the performance gain from the KM-PF
versus the SKM, the PKM and the KM-PM in terms of AC, IN and ET.

Table 1. The KM-PF vs the SKM, the PKM and the KM-PM

Data sets SL Bal PO CV BS TE SF CE
AC 0.61 0.52 0.684 0.825 0.785 0.513 0.87 0.795

SKM IN 8 9 11 12 13 12 14 11
ET/s 12.431 14.551 17.238 29.662 37.819 128.989 2661.634 3248.613
AC 0.69 0.694 0.72 0.896 0.789 0.564 0.876 0.84

PKM IN 2 2 6 3 2 5 6 3
ET/s 0.017 0.41 0.72 3.51 8.82 37.118 51.527 75.32
AC 0.63 0.65 0.74 0.79 0.82 0.59 0.91 0.87

KM-PM IN 4 4 8 6 2 10 12 12
ET/s 10.28 12.56 15.23 28.09 31.41 60.87 87.39 197.63
AC 0.71 0.74 0.749 0.91 0.834 0.625 0.932 0.897

KM-PF IN 2 3 6 3 2 3 6 4
ET/s 2.3 0.9 1.4 6.7 8.51 40.63 55.39 89.63

Looking at Table 1, we remark that KM-PF has improved the quality
of the clustering task. This improvement is especially obvious for the first
evaluation criterion i.e the accuracy. For the Solar-Flare database for exam-
ple, the accuracy reaches 0.932 and six iterations (corresponding to 55.39
seconds) are needed for the KM-PF to obtain the final results.
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Generally, the KM-PF is more accurate than the other methods. Moreover,
the number of iterations of the KM-PF is low and close to the IN of the
PKM. For the execution time, it is lower than the ET of both the SKM and
the KM-PM, but slightly higher than the ET of the PKM.

2. Uncertain Case: Only uncertain training sets can be used in this case. Hence,
we compare the KM-PF to the PKM since both of the SKM and the KM-
PM are applied on certain databases. For the KM-PF and the PKM, we
introduce uncertainty in the training set by replacing the values of attributes
by possibilistic degrees belonging to (0, 1]. Table 2 (with A the percentage of
uncertain attributes in the training set and d the possibility degree of values)
and Table 3 detail the results of the uncertain approaches.

Table 2. The AC of the KM-PF vs the PKM

Data sets SL Bal PO CV BS TE SF CE
A < 50% and PKM 0.652 0.632 0.713 0.851 0.783 0.566 0.864 0.821
0< d <0.5 KM-PF 0.659 0.64 0.73 0.88 0.79 0.589 0.875 0.87

A < 50% and PKM 0.638 0.634 0.69 0.843 0.785 0.569 0.868 0.791
0.5≤ d ≤ 1 KM-PF 0.647 0.651 0.71 0.85 0.8 0.58 0.89 0.83

A ≥ 50% and PKM 0.713 0.774 0.758 0.896 0.795 0.572 0.877 0.875
0<d<0.5 KM-PF 0.735 0.811 0.784 0.921 0.87 0.63 0.912 0.9

A ≥ 50% and PKM 0.698 0.693 0.737 0.843 0.78 0.558 0.864 0.859
0.5≤d≤ 1 KM-PF 0.71 0.73 0.72 0.85 0.8 0.62 0.87 0.88

From Table 2, we notice that the KM-PF has the highest accuracy for the
different values of the parametersA and d especially when the training set con-
tains more than 50% of attributes with uncertain values (between (0, 0.5)).

This result proves that the possibilistic approaches, and especially the
KM-PF, provide good accuracy when they deal with uncertain databases.
Thus, the KM-PF shows again that it presents a reasonable approach for
handling different aspects of uncertainty.

Table 3. The number of iterations and the execution timeof the KM-PF vs the PKM

Data sets SL Bal PO CV BS TE SF CE
IN 3 2 8 4 2 8 6 5

PKM ET/s 0.02 0.437 0.794 3.881 8.914 36.219 51.766 76.221
IN 3 3 8 4 2 6 8 4

KM-PF ET/s 2.02 0.672 0.95 6.97 9.653 41.31 56.781 90.3

Looking to Table 3, we can remark that the IN and the ET of both the
tested methods (i.e. the PKM and the KM-PF) are very close. For example,
for Balance Scale and Shuttle Landing Control databases, the two approaches
need the same IN . Furthermore, the difference between the PKM and KM-
PF especially in terms of execution time is due to the soft clustering of the
KM-PF. The new approach needs a little more time to specify the degree of
membership of each instance in the training set to the k clusters.
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6 Conclusion

In this paper we have highlighted the problem of uncertainty that can be found
in the training set or when performing the clustering task. We have solved this
issue by the development of the k-modes method under possibilistic framework
(KM-PF) which is based on two of our previous works [1] and [2]. The uncertainty
is handled by using the possibility theory at two levels. The first application of
possibility theory describes the uncertain values of attributes. Its second use
specifies the uncertainty in the belonging of an object to several clusters. To
evaluate the KM-PF, we used databases from UCI: Machine Learning Repository
[10]. The experimental results show the effectiveness of the proposed method.
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Abstract. This paper presents quantitative aspects of an approach for
the modelling and verification of behaviour networks published previ-
ously and describes the application of said modelling technique to a com-
plex coordinating behaviour. In order to decrease the number of intercon-
nection failures in behaviour networks, verification techniques focusing
on behaviour interaction can be applied. In previous work, the authors
have introduced a novel approach for modelling behaviour networks as
networks of finite-state automata, to which model checking can be ap-
plied as verification technique. This paper presents how the approach
can be used to model complex behaviours and provides calculations of
the numbers of states, transitions, and state variables in the resulting
automata.

Keywords: Behaviour-based System, Behaviour Network, Behaviour
Modelling, Behaviour Network Verification, Quantitative Aspects.

1 Introduction

Behaviour-based robot control systems (bbs) have shown to provide several ad-
vantages: In contrast to traditional approaches, complex tasks are decomposed
into simple sub-goals pursued by individual behaviours. Due to the behaviours’
limited complexity, they are easier to develop, implement, and maintain. The
restricted scope also facilitates the reusability, such that common functionalities
can be realised based on well-tested modules.

Behaviours interact via signal exchange in order to provide a suitable overall
behaviour. With a growing demand for numerous functionalities, the behaviour
network complexity increases and the necessity of sophisticated analysis methods
and tools to ensure a certain level of quality arises. Especially regarding safety
critical systems, experience has shown that proving the systems’ correctness
is obligatory. A common method for proving correctness is formal verification,
which has to be adapted to the properties of bbs in order to become feasible.

This paper continues the research on behaviour network verification conducted
at the Robotics Research Lab. In [1] and [2], a novel approach for modelling
behaviour-based networks as networks of finite-state automata has been pre-
sented. The purpose of this paper is to provide information about how to model
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more complex behaviours and about the complexity of the created models. This
is done by explaining how a special coordinating behaviour can be properly
modelled using the presented approach and by providing information about the
number of locations, edges, and variables in the created models.

2 Related Work

Model checking is a common technique for ensuring the correctness of concurrent
finite-state systems. Thereby, an abstract model of the system is created and
its compliance with a given specification is checked by applying a verification
algorithm (see [4] for an overview). The authors of [13] describe the use of model
checking for verifying the control system of an unmanned aircraft. In [8] the
application and extension of model checking techniques for verifying spacecraft
control software is presented. Another example of the use of model checking is
given in [7], which applies model checking to verify a distributed coordination
algorithm in the field of swarm robotics.

In general, different types of models are possible depending on the model
checking method. In [5], X-machines (a computational machine resembling an
fsm extended by memory) are proposed for modelling an agent’s behaviour.
Thereby, each agent is represented by a single X-machine, which leads to large
monolithic elements and thus complicates the modelling. The authors of [10] used
the synchronous programming language Quartz, which allows for an automatic
derivation of a fine-grained model, for implementing single behaviours and to
prove their correctness using model checking. Uppaal is a model checking tool
that requires the system to be modelled by automata. In [12] model checking
with Uppaal in combination with fault-tree analysis is applied to prove the
absence of critical events in the system. The correctness and completeness of
fault-trees can also be verified using model checking as described in [6].

3 Behaviour Network Modelling and Verification

This section introduces the behaviour-based architecture used for the work at
hand (the iB2C) and describes how iB2C networks can be modelled and verified.

The presented work uses the behaviour-based architecture iB2C, which has
been implemented using the software frameworks mca2-kl1 and Finroc2. The
iB2C is described extensively in [9], while only its essential aspects are presented
here. An iB2C behaviour is defined as B = (fa, fr, F ), with fa calculating its
activity vector a, fr calculating its target rating r, and F : u = F (e, ι) transfer-
ring its input vector e and activation ι into the output vector u. The activation
is a combination of a behaviour’s stimulating (s) and inhibiting i = ‖i‖∞ inputs
and is calculated as ι = s · (1 − i). A behaviour indicates the amount of influence

1 mca2-kl: Modular Controller Architecture Version 2 - Kaiserslautern Branch.
2 Finroc is the downward compatible successor of mca2-kl (see [11]).
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it intends to have in a network using its activity a. According to an iB2C princi-
ple, a behaviour’s activation limits its activity, i.e. a ≤ ι = s · (1 − i). The target
rating r describes how satisfied a behaviour is with the current situation. s, i,
a, and r are limited to [0, 1]. The typical connection between two behaviours is
that one behaviour stimulates or inhibits another with its activity. Furthermore,
fusion behaviours (fb) can be used to coordinate competing behaviours. Figure 6
depicts two iB2C networks.

iB2C networks are modelled as networks of finite-state automata, on which
model checking is performed using the Uppaal3 toolbox. In Uppaal, a network
of automata (parametrised instantiations of templates) is called system. An au-
tomaton consists of locations and interconnecting edges. Whether an edge can be
taken is restricted by guards (side-effect free Boolean expressions) and synchroni-
sations. The latter are realised via so-called channels. Edges can be labelled with
a channel name followed by “!” for a sending or “?” for a receiving channel. Fur-
thermore, so-called updates (assignments) can be added to edges. Figure 3 shows
an automaton with the described elements. When modelling an iB2C network,
each behaviour is represented by an instantiation of each of five basic templates,
namely StimulationInterface, InhibitionInterface, ActivationCalcula-
tion, ActivityCalculation, and TargetRatingCalculation. Three of the five
basic templates are shown in Figs. 1 to 3. Due to reasons of complexity, the value
range of the behaviours is limited to the set of {0, 1}. Experience has shown that
this does not pose a problem to the effectiveness of the presented approach.

As InhibitionInterface depends on the number of inhibiting behaviours,
different versions for different numbers of inhibiting behaviours are created by
the modelling algorithm, while the other basic templates are just instantiated
and connected using the appropriate channels. The structure of the different ver-
sions of InhibitionInterface is a hypercube that has the number of inhibiting
behaviours as dimension. To verify the proper operation of a bbs, queries are
given to Uppaal’s model checker, which evaluates them to true or false.

4 Modelling Complex Behaviour Nodes

As an example of how to model the activity function of a complex behaviour
node in a more precise way than depicted in Fig. 2, the modelling of a maxi-
mum fusion behaviour shall be described here. For an fb BFusion with nc con-
nected behaviours BInputd , aFusion = 1 if

(
∃d : (1 ≤ d ≤ nc) ∧

(
aInputd = 1

))
and

(ιFusion = 1), otherwise aFusion = 0.
A naive implementation of a template for calculating fa of an fb would result

in a basic structure resembling that of a hypercube with dimension nc +1—one
for each connected input behaviour and one for monitoring ιFusion (Version 1).
In order to reduce the number of locations and transitions (see Sec. 5), the mod-
elling of fa of an fb has been split up into different automata: For each connected
behaviour BInputd , an instance of FBIBActivityChanged (see Fig. 4) is created.
Furthermore, there is one single instance of FBActivityCalculation (Version

3 See http://www.uppaal.org/ and [3].

http://www.uppaal.org/
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Fig. 3. InhibitionInterface for a behaviour
that is inhibited by two others (double circle:
initial location; “C” in circle: committed loca-
tion; purple: name of location; turquoise: chan-
nel; blue: update)

2) that combines the signals of the individual automata. Each instance of FBIB-
ActivityChanged monitors ιFusion = 1 and the activity of the corresponding
input behaviour. If both equal 1, it transitions to location Active and sends
a signal to the combining automaton. In contrast to FBIBActivityChanged,
FBActivityCalculation (Version 2) depends on nc as it has to process sig-
nals from nc different automata. Figure 5 depicts this automaton for the case
of nc = 2. In the initial location, it is assumed that BFusion is inactive, i.e.
aFusion = 0. If one of the instances of FBIBActivityChanged signals that the
corresponding input behaviour is active and ιFusion = 1, then fb a value is
set to 1 and this change is signalled via fb a changed. If now the second in-
stance of FBIBActivityChanged also indicates that its corresponding input be-
haviour is active, another change of location takes place—but no change of
fb a value and no signalling is performed. In case of an instance signalling
a change now, FBActivityCalculation does not signal a change or update
a variable. But if then the other instance of FBIBActivityChanged also sig-
nals a change, FBActivityCalculation goes back to its initial location, setting
fb a value to 0 again and signalling the change via fb a changed. The structure
of FBActivityCalculation for nc connected input behaviours is a hypercube
with dimension nc. Just like the different versions of InhibitionInterface, it
is automatically created by the modelling algorithm.
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2) for a fusion behaviour with two con-
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5 Quantitative Aspects

The number of locations and edges in a model for a given behaviour network
provides an estimate of the complexity of the model. For the basic templates,
the locations and edges can simply be counted (see Tab. 1). As already men-
tioned in Sec. 3, InhibitionInterface for ni inhibiting behaviours has the
basic structure of a hypercube of dimension ni. The number of vertices in such a
hypercube is 2ni . It has 2ni−1 · ni edges. As the edges in InhibitionInterface

are bidirectional, this has to be multiplied by 2, resulting in 2ni · ni. For each
dimension (i.e. for each inhibiting behaviour), there are two additional com-
mitted locations with two additional edges. Summing that up yields 2ni +
2 · ni locations and ni · (2ni + 2) edges. The same numbers can be calculated
for FBActivityCalculation (Version 2) and FBTargetRatingCalculation. As
mentioned in Sec. 4, the basic structure of FBActivityCalculation (Version
1) is a hypercube with dimension nc + 1. Additional committed locations are
added for the following cases: (1) ιFusion changes from 0 to 1 or vice versa
and at least one of the competing behaviours is active (2 · (2nc − 1) cases).
(2) The activity of one competing behaviour changes from 0 to 1 or vice versa
and ιFusion = 1 and none of the other competing behaviours is active (2 · nc

cases). This results in a total of 2(nc+2)+2 ·nc−2 locations. Taking into account
that the edges of FBActivityCalculation (Version 1) are bidirectional and for
every additional committed location one edge is added yields as total number
of edges 2(nc+1) · (nc + 2) + 2 · (nc − 1). For nc ≤ 3, FBActivityCalculation
(Version 1) needs less locations and for nc ≤ 2, it also needs less edges than
FBActivityCalculation (Version 2). However, in the current implementation,
Version 2 is always used.

Additionally, five variables of type bool (processing flags) and four of type
int[0,1] (for values of behaviour signals) are needed for each behaviour along
with different channels. There are three binary channels (for internal signalling
of changes of s, i, and ι) and two broadcast channels (for signalling changes of
a and r). No channels are needed for signalling changes of s or i from other
behaviours as these are the channels signalling a change of a of the respective
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Table 1. The number of locations and edges of each template (ni: number of inhibiting
behaviours; nc: number of competing behaviours)

Template #Locations #Edges

StimulationInterface 4 4
InhibitionInterface 2ni + 2 · ni ni · (2ni + 2)
ActivationCalculation 4 7
ActivityCalculation 4 6
TargetRatingCalculation 2 2

FBActivityCalculation (V. 1) 2(nc+2) + 2 · nc − 2 2nc+1 · (nc + 2) + 2 · (nc − 1)
FBIBActivityChanged 8 12
FBActivityCalculation (V. 2) 2nc + 2 · nc nc · (2nc + 2)
FBTargetRatingCalculation 2nc + 2 · nc nc · (2nc + 2)

stimulating or inhibiting behaviour. For an fb with nc competing behaviours,
nc binary channels for signalling between an instance of FBIBActivityChanged
and FBActivityCalculation as well as nc processing flags for the nc instances
of FBIBActivityChanged have to be added.

6 Application Example

In this section, the modelling and verification of the behaviour networks pre-
sented in [1] (see Figs.6a and 6b) shall be investigated further using the results
of Secs. 4 and 5. (G) Drive Control with the sub-network (G) Mediator shall
control the motion of an autonomous off-road vehicle based on different naviga-
tion approaches. Due to page restrictions, the reader has to be referred to [1] for
details. What is relevant here is that the bbs shall fulfil four requirements. That
this is the case was proven using model checking.

(G) Drive Control (excluding the contents of (G) Mediator) consists of a
standard behaviour, three fbs with two input behaviours, and two fbs with no
input behaviours that are taken into account for this analysis. Three of the fbs
are inhibited by another behaviour. In total, this results in 166 locations, 230
edges, 40 variables of type bool, 24 of type int[0,1], 28 binary channels, and
12 broadcast channels. (G) Mediator alone consists of five normal behaviours
((G) Local Path Planner is considered as normal behaviour here.) and two fbs
with two input behaviours each. Two of the normal behaviours are inhibited
by another behaviour. This yields 158 locations, 221 edges, 39 variables of type
bool, 28 of type int[0,1], 25 binary channels, and 14 broadcast channels. Due
to a number of optimisations in the modelling algorithm, the actual numbers are
partly slightly lower. However, these numbers show that even simple behaviour
networks can result in rather large networks of automata.

Several queries have been verified with Uppaal to check the fulfilment of the
aforementioned requirements. For each requirement, verifyta of the Uppaal
suite was called with its default values and passed the model of the system and
the query file corresponding to the requirement. Table 2 shows cpu and memory
usage on an Intel R© CoreTM i7 920 cpu @ 2.67GHz with 12GB ram. The
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(a) (G) Drive Control
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(b) (G) Mediator

Fig. 6. The two networks (grey node: simple behaviour; blue: maximum fusion be-
haviour; double-bordered grey: behavioural group; dashed green edge: stimulation; red:
inhibition; blue: activity transfer; dotted brown: target rating; bold grey: data; filled
stimulation input: always stimulated, i.e. s = 1)

Table 2. cpu and memory usage for verifying the requirements

Req. #Queries CPU User Time (Sum) Virtual Memory (Max)

1 5 5.950ms 86.944KiB
2 3 5.880ms 85.624KiB
3 1 1.890ms 84.300KiB
4 2 2.170ms 84.964KiB

Sum 11 15.890ms -

figures show that even the solving of rather simple queries leads to a considerable
memory consumption. Further experiments with larger networks (see [2]) have
indicated that this is currently the main drawback of the presented approach
and will have to be dealt with in the context of future work.

7 Conclusion and Future Work

This paper has demonstrated how a novel approach for modelling behaviour
networks with the aim of verification can be applied to complex behaviours.
Quantitative aspects of said approach have been presented and illustrated using
the verification of a behaviour network from the control system of a real off-road
vehicle. Future work will deal with optimising the modelling algorithm in order to
reduce cpu and memory requirements of the verification process. Furthermore,
the approach shall be used to verify more complex networks, taking into account
aspects of the robot’s environment.
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Abstract. We propose a novel approach which combines the use of
Bayesian network and probabilistic association rules to discover and ex-
plain anomalies in data. The Bayesian network allows us to organize
information in order to capture both correlation and causality in the
feature space, while the probabilistic association rules have a structure
similar to association mining rules. In particular, we focus on two types
of rules: (i) low support & high confidence and, (ii) high support & low
confidence. New data points which satisfy either one of the two rules
conditioned on the Bayesian network are the candidate anomalies. We
perform extensive experiments on well-known benchmark data sets and
demonstrate that our approach is able to identify anomalies in high pre-
cision and recall. Moreover, our approach can be used to discover con-
textual information from the mined anomalies, which other techniques
often fail to do so.

Keywords: Bayesian network, anomaly, causality, probabilistic associ-
ation rules.

1 Introduction

In this paper, we propose an approach based on Bayesian network (or BN) to
capture knowledge about inter-relationship among features with the objective
of mining interesting anomalies. A Bayesian network is a kind of probabilistic
graphical model to capture causal relationships among a set of variables using
a graph in which variables are nodes and causation is indicated by arrows. In
Bayesian terminology, a node is a parent of a child, if there is an arc from the
former to the latter. Assuming discrete variables, the strength of the relationship
between variables is quantified by conditional probability distributions associ-
ated with each node. An excellent introduction and theory of Bayesian networks
can be found in [8].

The motivations of using BN for anomaly detection are three-fold. First, BN
encodes knowledge on cause-effect relationships that can be utilized to mine
real and meaningful anomalies. Second, BN could answer complex probabilis-
tic queries which are an advantage in mining low probability events that exist
in the observations. Third, BN has a capacity to model the joint probability
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distributions (or JPD) compactly, which means that we can study each causal
interaction encoded in the model independently. The JPD over all variables X1,
X2...,X|X| is represented using chain rule as shown in Equation 1, where notation
P(Xi | Pa(Xi)) denotes probability of Xi given a set of its parent nodes denoted
by Pa((Xi)). This special feature of BN is very useful to explain the reasons
for the unusual behavior of anomalies. Throughout this paper, we address each
causal interaction, i.e., P(Xi | Pa(Xi)) as causal subspaces.

P (X1, X2...., X|X|) =
|X|∏
i=1

P (Xi|Pa(Xi)) (1)

Bayesian network has also been used for mining outliers in the classification
settings. However, there exist several variants where Bayesian network has been
used in an unsupervised setting [11] [10]. In this present paper, we used Bayesian
network to discover the relationship among attributes in the analyzed problem in
order to mine the outliers in an unsupervised environment. With this objective,
we propose use of two robust probabilistic association rules which are based on
two measures namely, support (unconditional probability) and confidence (con-
ditional probability) on a Bayesian network to discover low probability events.
However, unlike traditional association rule mining we are interested in mining
infrequent patterns whose occurrence suggests the presence of uncommon and
exceptional situations. Application of rules on BN extracts anomalous patterns
to which we address as domain specific anomalous patterns (or DSAPs). In
order to test if a particular test case is an anomaly for a given domain, we check
if it carries “any” pattern from the discovered set of DSAPs. We call our method
as a causal outlier mining (or COM) approach.

Our contributions are as follows:

1. We propose a novel approach that combines the use of Bayesian network
and probabilistic association rules to discover anomalies in data. We focus
on the causality effect that describes why an observation is anomalous.

2. Our proposed approach is designed specifically to give contextual information
of an anomaly, which can also be used to enrich our knowledge about the
anomaly.

3. We perform extensive experiments and show that our proposed approach
gives results in high precision and recall.

The remainder of the paper is organized as follows. In Section 2, we present our
detailed methodology. Experiments and results are discussed in Section 3. And,
finally we give a conclusion in Section 4.

2 COM Methodology for Anomaly Detection

In this section, we explain two probabilistic rules which we call as R1 and R2 to
mine interesting low probability patterns from a given domain whose knowledge
is captured by a Bayesian network. Before we proceed, we would like to make
following clarification on theory of causal subspaces and rules.
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– Rules are applied on each causal subspace encoded in the Bayesian network
in order to reveal low probability patterns.

– A parent node in one causal subspace could appear as a child node in another
causal subspace and vice-versa.

– In any causal subspace there could exist more than one parent of a child
node, but more than one child node is not possible.

With this clarification, we now define R1 and R2 as follows:

1. R1: In every causal subspace, select that state in child node which have a
high confidence conditioned on all its parents in low support.

2. R2: In every causal subspace, select those state(s) in child node which have
a low confidence conditioned on all its parents in high support.

Both of the these rules work on principle of two measures namely support and
confidence. The definitions of support and confidence of a variable in BN are
defined using Equation 2 and 3 respectively. Support of variable X is like a
prior probability in some state of xi. In contrast, confidence is a conditional
probability of variable X in some state xi given set of observations Y.

support(X = xi) = P (X = xi) (2)

confidence(X = xi) = Pa(X = xi|Y) (3)

In our work, we use the concept of support for all parent nodes in each causal
subspace structured in the Bayesian network whereas, confidence is computed
for each child node encoded in the causal subspace. This implies, Equation 2
and Equation 3 can be rewritten as Equation 4 and Equation 5 respectively for
each causal subspace (CS) encoded in the Bayesian model.

support(X = xi)X ∈ CSj = P (X = xi)X ∈ CSj (4)

confidence(X = xi)X ∈ CSj = Pa(X = xi | Pa(X))X, Pa(X) ∈ CSj
(5)

Intuitively, rules R1 and R2 mine those suspicious patterns which do not provide
enough evidence to accept them as the usual theory of the domain, but actually
are an indicator of an alternative theory not favored by the domain. The R1

focuses on the extraction of the “low support & high confidence” patterns, which
refers to the patterns whose “cause” appears with low probability but, interest-
ingly the impact on the “effect” is strong. On the other hand, the rule R2 aims for
the “high support & low confidence” patterns, which means that R2 mines those
patterns whose “cause” appears with high probability, but has low impact on the
respective “effect”. We exclude “low support & low confidence” patterns because
the causal relationship that showing low conditional probability conditioned on
low prior is more like a noise rather than an anomaly.

We refer the low support, high support, low confidence, and high confidence
as minsupp, maxsupp, minconf, and maxconf respectively. The first two are
Bayesian specific, while the last two are parameters defined by a user. Equa-
tions 6 and 7 define the mathematical definitions for minsupp and maxsupp
respectively.
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minsupp(X = xi)X ∈ CSj = min
i

(P (X = xi))X ∈ CSj
(6)

maxsupp(X = xi)X ∈ CSj = max
i

(P (X = xi))X ∈ CSj
(7)

Application of these rules in each causal subspace of BN results in mining DSAPs
which has an implication expression of the form:

X [xi] → C[cj ] (8)

where the left hand side of the arrow represents parent nodes and the right
hand side of the arrow is their respective child node. Information enclosed in
the square brackets represents states satisfying rules taken by parent and child
nodes respectively. Equations 9 and 10 present the formal definitions of these
rules.

Rule 1 (R1)
∀X ∈ Pa(C) ∈ CSj s.t. (P (X = xi) = minsupp) ∧ (P (C = ck|X) > maxconf)

(9)
Rule 2 (R2)

∀X ∈ Pa(C) ∈ CSj s.t.P (X = xi) = maxsupp) ∧ (P (C = ck|X) < minconf)
(10)

Our assumption that considers each DSAP as an indicator of anomalous event
may lead to high false positive rate because of multiple hypothesis testing prob-
lem especially in the case when total number of DSAPs (denoted by notation
|DSAPs|) from a BN is large. In order to control false positive rate, we propose
to rank extracted DSAPs on how interesting they are from the Bayesian per-
spective only if condition: |DSAPs| > 2 * |X| is satisfied. We apply the concept
of sensitivity analysis in Bayesian networks, which is a measure of how sensi-
tive is the conclusion to the findings for ranking discovered DSAPs. Sensitivity
analysis in BN is performed by entering the known observations and studying
sensitivity incurred in variable of interest. If the findings give negligible impact
on a node under study, then the findings are considered sufficiently influential.
On the other hand, if the impact on a node under study is significant, then
those observations are considered least interesting for the investigated node. To
score every extracted DSAP on a sensitivity measure, we use the DSAP nota-
tion (Equation 8) where the observations in variables are on the left hand side
of the arrow and the computed sensitivity in variable present on the right hand
side of arrow. We then sort DSAPs in an ascending order and consider the top
τ patterns with the lowest scores as the most interesting unlikely patterns. We
present the causal outlier mining in Bayesian network (COMBN) algorithm in
Algorithm 1.

The computational complexity of the algorithm COMBN is governed by fac-
tors such as, Bayesian graphical structure (number of nodes, links and total
number of unconditional and conditional probability entries) and Bayesian in-
ference. In our approach, we are dealing with every causal subspaces present in
the BN which helps reducing complexity of application of our proposed rules
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Algorithm 1. COMBN
Input: BN, parameters minconf, maxconf, |X|, τ and a test set
Output: DSAPs, anomalies
1. Compute minsupp and maxsupp for every parent node in BN
2. For all causal subspace in BN, repeat:

2.1. Apply R1 and R2 using equations 9 and 10 to discover DSAP
2.2. Compute sensitivity of discovered DSAP in BN

3. If (|DSAPs| > 2 * |X| ) then,
3.1 Sort DSAPs
3.2 Output top (τ * |DSAPs|) low scored DSAPs

else
Output all the DSAPs extracted

4. Output test cases with DSAPs within as the anomalies

on sparse Bayesian networks. Both Bayesian inference and sensitivity analysis
are known to be NP-hard problem [8]. However, we are only performing simple
queries of the form P(X=xi | Pa(X)) which are always tractable as compared to
complex queries, P(X=xi | Y ) where, Y belongs to set of descendent nodes of
X in BN which may require operations such as, marginalization over irrelevant
variables for computing such probability of interest.

3 Experiments

We performed experiments over three alternatives for anomaly detection besides
COMBN algorithm namely Latent Dirichlet Allocation (LDA) [9], k th nearest
neighbour (k th-NN) [6] and Local Outlier Factor (LOF) [7]. For each anomaly
detection technique, we followed a training & testing environment. We invite
interested readers to investigate [5] for more details on experimental set up we
followed for these techniques. We performed experiments on six real data sets
taken from UCI repository [1]. The column 1 of Table 1 lists data set names.
Column 2 and 3 of the same table presents the summary of results achieved
using COMBN, LDA, k th-NN and LOF anomaly detection techniques. We set
parameter τ=50% in the COMBN algorithm. For a reasonable comparison be-
tween our approach and LDA, we took the top n low probability patterns mined
by LDA where, n was equal to (τ * |DSAPs|) set in COMBN algorithm. In
k th-NN approach, we set k=5 for experiments. We obtained encouraging results
by our algorithm with precision and recall more than 70% for almost every data
set.

The LDA result for KDD Cup data set are not shown because this data set
contained imbalance proportion of instances belonging to each class (normal and
22 different attack types). In order to mine the patterns of low probability for
each class type, it was important to train LDA model on these classes. However,
we formed a ten randomized data set from original KDD Cup data set addressed
as KDD Cup* especially for LDA in order to investigate its performance on a
real network intrusion detection data set. Due to the space constraint, we present
the performance of LDA over KDD Cup* data set in [5].
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Table 1. Summary of results achieved using COMBN, LDA, kth-NN and LOF anomaly
detection techniques

Data set Precision Recall
(COMBN, LDA, kNN, LOF) (COMBN, LDA, kNN, LOF)

Zoo (.91, .69, .62, .56) (.99, 1, .62, .52)
House vote (.91, .59, .54, .45) (.95, .94, .64, .48)
Lymphography (.72, .50, .69, .57) (.83, 1, .69, .66)
Statlog (.86, .49, .52, .49) (.77, .49, .49, .45)
Mushroom (.62, .56, .52, .66) (.71, 1, .62, .61)
KDD Cup (.96, -, .72, .41) (.99, -, .66, .44)

(a) (b)

Fig. 1. (a) For Statlog test set pattern of TP and FP achieved on parameter τ scaled
from 10% to 100% when DSAPs sorted in a ascending order (b) Same as (a) but DSAPs
were sorted in a descending order

Recall from Section 2 that if the number of DSAPs extracted is large for a data
set of low dimensionality then, it may lead to high false positive rate because of
multiple hypothesis problem. In order to show the relation among the number
of attributes, numbers of DSAPs extracted and false positive rate, first refer
Fig. 1(a). It shows an increase in TP and FP with an increase in percentage of
number of DSAPs extracted for Statog data set. We set the parameter τ from
10% to 100% and, calculated TP and FP at every scale of parameter τ . The
number of normal and anomalous data points was 140 and 300 respectively in
the test set of this data set. TP is represented by a thick line, whereas FP is
shown by a dashed line. The graph clearly shows an increase in TP with an
increase in percentage of total DSAPs until τ=100%. After this point, there is
not much change in TP. However, there is always a constant increase in FP
till τ=100%. This explains the fact that if we consider all DSAPs extracted to
discover anomalies then, we may end up having good recall but poor precision.
On the other hand, if we consider only top few low scored interesting DSAPs
then; we can get both good precision and recall. We also show in Fig. 1(b)
that the patterns of TP and FP for the same data set on similar scale of τ
but, this time DSAPs were ranked in a descending order. Here the trend of
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TP until τ=50% is increasing at a very low pace. This indicates that top high
scored DSAPs were least interesting from the anomaly discovery perspective.
Interestingly, there is an increase in TP right after τ=50% which clearly shows
the contribution of low scored DSAPs in mining true anomalies.

4 Conclusion and Future Research Direction

In this paper we proposed two robust probabilistic association rules which are
based on causal knowledge captured by a Bayesian network (BN) to mine anoma-
lous patterns for the domain. We extracted patterns which are examples of either
low support & high confidence or high support & low confidence events. Extracted
patterns were then tested on new data points to discover anomalies. We prove
the credibility of our approach over existing well known outlier detection tech-
niques by taking well known benchmark data sets. For future directions, we are
interested in improving definition of minimum and maximum support presented
in this paper. Also, we plan to optimize of our approach to work on much higher
dimensional data sets.
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Abstract. This paper deals with the problem of pathfinding in real-
time strategy games. We have introduced a new algorithm: Demand
Sensitive Map Abstraction (DSMA) to overcome some of the challenges
faced by the benchmark hierarchical pathfinding algorithm: Hierarchi-
cal Pathfinding A* (HPA*). DSMA is a type of hierarchical pathfinding
algorithm in which we vary the granularity of the abstract map based
on pathfinding request demand associated with various regions in the
abstract map and the time taken by DSMA to find the previous path.
Results from experiments show that dynamically varying the granularity
of abstraction helps in maintaining a balance between path quality and
search time.

Keywords: Pathfinding, Hierarchical, Abstract.

1 Introduction

Pathfinding is defined as the problem of finding a route of desired quality from
a given start to a given goal location in a game map. This paper deals with
pathfinding in game maps using hierarchical pathfinding techniques. Hierarchi-
cal pathfinding involves the use of a high level abstract map created from the low
level, game map. This is employed to address the high search time of A* search
[10]. We assume that the map is known a priori. All our maps use a grid repre-
sentation at their lowest level and the grids have octile navigation which means
a mobile agent can move in all eight directions. In this paper we present a new
algorithm which we call Demand Sensitive Map Abstraction (DSMA), where we
vary the granularity of the abstract map dynamically depending on the demand
of pathfinding in a particular section and the last pathfinding time.We claim
that, by varying the granularity of abstraction dynamically we can make bet-
ter use of resources (CPU time and memory space) to find a suitable path, as
opposed to keeping the granularity constant throughout the game-play.

The experimental results support our claim, since the performance metric
curves of DSMA lie between the curves of the two constant granularity vari-
ations. Our work is significant because it varies the granularity of abstraction
associated with specific regions instead of adding more hierarchical levels to suit
the resources available.

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 233–240, 2013.
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2 Related Work

The topic of Hierarchical Pathfinding applied to game world maps was suggested
in the paper Near Optimal Hierarchical Pathfinding [2]. Their paper addressed
the problem of pathfinding on “large” maps where limited CPU and memory
resources create severe bottlenecks. They achieved this by employing hierarchical
pathfinding techniques in their algorithm - Hierarchical Pathfinding A* (HPA*).
The authors refer to [1] as related previous work. The authors state that A*
is slightly better than HPA* when the solution length is small. The authors
explain the difference in performance by stating that the overhead of inserting
start and goal states into the abstract graph and other such techniques becomes
an unnecessary expense when the map is mostly empty or the path is possibly a
straight line through the grid. However, given a real game scenario with standard
number of obstacles and mobile agents, the authors claim that HPA* is up to
10 times faster than a highly optimized A*.

3 Demand Sensitive Map Abstraction

3.1 Motivation

HPA* effectively solves the problem of pathfinding in large search spaces in a rea-
sonable amount of time. The technique, however, has its own limitations which
prevent it from being used in commercial games. The expensive pre-caching of
intra edges step saves a lot time on scenarios where most of the map is being
used for pathfinding. On the other hand, the same feature becomes undesirable
when only a part of the map is traversable and pre-caching intra edges of unused
sectors of the map is entirely unnecessary [3]. A corollary of the same situation
occurs when the map is dynamic and a change in traversability in a portion of the
map calls for an expensive update of the abstract map. The motivation for our
algorithm sprouts from the idea of tessellating terrain using triangular bin-trees
[4] [5] and the fact that it is reasonable to put a cap on the time required to find
a path from start to goal. An ideal time range to find an initial path would be 1
millisecond to 3 milliseconds (ms) [7] [8] given the current technology standards.

3.2 Triangle Bin-Trees

A triangle Binary tree [9] (triangle bin-tree) is a spatial data structure. Triangle
bin-trees are binary trees with space representational properties of Quad Trees.
A triangle bin-tree is comprised solely of right isosceles triangles and hence never
develops cracks or T-junctions. Triangle bin-trees are mainly used for tessellating
terrain [5]. Let us consider figure 1. The triangle bin-tree consists of a triangle
(I) and two possible children- a left child (III) and a right child (II). When
triangle I is decomposed, we obtain II and III. Similarly, when triangle III is
decomposed, triangles IV and V are produced. Conversely, it is also possible to
compose or merge two neighbor triangles to reduce granularity. Henceforth, the
term “triangle bin-tree” and “triplet” will be used interchangeably, referring to
any arbitrary triangle in the abstract map.
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Fig. 1. Illustration of Triangle Binary Tree

3.3 Measuring Demand

We vary the granularity of abstraction dynamically according to the demand as-
sociated with triplets. Hence, in addition to level we add another parameter- De-
mand, to triplets. A value associated with demand represents how many times a
triplet was explored in subsequent hierarchical A* searches. Demand is increased
by one, for triplets containing start and goal nodes and for every triplet that gets
expanded (explored) in hierarchical A* search. We also decrease demand by one
for every triplet that does not get expanded in the high level A* search. When
the last execution time of A* search rises above three milliseconds, we decom-
pose the highest demand triplet (breaking ties arbitrarily) thereby forcing the
low level A* search to expand fewer nodes so that the total search time is re-
duced. This step is expected to return less optimal path for lower execution time.
Conversely, if the last execution time of A* search falls below one millisecond,
we merge two of the lowest (collective) demand neighbor triplets (breaking ties
arbitrarily).

3.4 Decomposition and Composition Operations

Decomposition. Consider the game map on the left hand side in figure 2; the
dots represent the paths taken by games agents. In other words, the dots are the
foot prints of the agents. As shared previously, we keep track of these footprints
and use it to dynamically vary the demand of the triplets. In addition to that,
we also keep track of the running time in A* search. If the last running time of
A* search went beyond of 3 milliseconds, we apply the decomposition operation.
When the decomposition operation is applied, we extract the highest demand

Fig. 2. Decomposition
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triplet from the decomposition queue (T2 for the map shown above) and we
decompose it; thereby replacing T2 by its children T21 and T22 as shown on the
right hand side of figure 2.

Fig. 3. Composition

Composition. The reverse of the decomposition operation is the composition
operation; which we apply when the last running time of an A* search went
below 1 millisecond. In this operation, we pick a pair of triangles/triplets from
the composition queue with lowest collective demand. Usually this is the first
element of the queue since we sort the composition in ascending order of collective
demand at regular intervals. For the game world depicted in figure 3, if the last
A* search time went below 1 millisecond,we would compose/merge T11 and T12

resulting in the game world shown on the right side of figure 3.

3.5 Pathfinding by DSMA

In this section we explain how DSMA finds path between two points; given a
certain map and a given instance of an abstract high level map. Let us consider
the map in figure 4, with a fixed high level abstract map and with the start
and goal positions marked as S and G, respectively: As we can see in figure the
start and the goal cells are ambiguously placed such that their centers lie on the
border of the triplets. We resolve such conflicts arbitrarily. With the method we
have used, the high level A* search can possibly take two directions as shown
in figure 4. Let us proceed with case I because it poses a new challenge which
we will explore. The high level A* search considers an abstract path from start
to the centroid of T1 as shown with dashed line. The high level A* search does
not consider obstacles, unless a triplet is over 90% full or an obstacle covers
the centroid. If it is more than 90% full, a penalty is added to the triplet’s f-
value during high level A* search. If an obstacle is covering a centroid, the low
level A* search attempts to connect the present way-point to the next way-point
(centroid), after skipping the way-point/centroid being covered by an obstacle.
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Fig. 4. Two possible abstract paths

Fig. 5. Choosing the Adjacent Triplets

The high level A* search considers two of its adjacent triplets shown in figure
5 and selects T2 assuming it has a lower f-value. The tentative abstract path
from T1 to T2 is shown in the dashed line in figure 5. Now, let us assume that
the goal is in T3. The only adjacent triplet to T2 is T3 and T3 contains the
goal. Hence the high level search is successful and the complete abstract path is
shown in figure 6.

Thus the high level A* search has discovered way-points which the low level
A* search must now connect to get the actual path. The challenge of crossing
the obstacle, we mentioned above has been resolved by the low level A* search,
as shown in the right side of figure 6.

Fig. 6. Complete Abstract and Actual Path
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4 Experiments

We have used ten different maps inspired from commercial RTS games for the
purpose of experimentation. Each of the maps are scaled to three different pixel
sizes: 256 by 256, 512 by 512 and 1024 by 1024. All maps are grid worlds with
octile navigational freedom. In addition to hard coded obstacles in the maps,
we also introduce random obstacles into the map (without modifying the map
when a certain instance of path planning is in progress). The random obstacles
are varied in density from 20% to 40%; always ensuring that the start and goal
points are connected. All obstacles are made to fit to cells. In order to compare
the algorithms we generate 500 random start and goal locations for every map.
We compare DSMA to two versions of a generic hierarchical A* search (not same
as HA* [1]). The first version-Sparse HA*, has a sparse and constant (single
level) abstract map, containing eight triplets. The second version (Dense HA*)
has a denser and constant (single level) abstract map, containing 64 triplets.
The sparse map has 8 triplets because that is the minimum number of triplets
DSMA is allowed to have and the dense has 64 because that is the maximum
number of triplets we allow DSMA to create.

Fig. 7. Path Length
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5 Results and Discussion

Firstly, let us consider the graph in figure 7 depicting relative path lengths of
Dense HA*, DSMA and Sparse HA* against the path length given by A* in the x
axis. This graph is taken from the maps of size 1024 by 1024 pixels. The points are
average path lengths returned for a given A* path length. The tables are sorted
in ascending order by A* path lengths, before the averages are determined. We
observe that the DSMA algorithm balances the path length according to the
time taken by the respective last A* search.

The graph in figure 8 shows the relative number of nodes expanded by Dense
HA*, DSMA and Sparse HA* against the optimal path length for map size 1024
by 1024 pixels. It is evident that DSMA can keep the nodes expanded between
those given by the dense and sparse configurations.

Fig. 8. Nodes Expanded

6 Conclusion and Future Work

In this paper we presented a new hierarchical pathfinding algorithm- Demand
Sensitive Map abstraction in which we varied the granularity of abstraction dy-
namically depending on the pathfinding demand associated with various regions
of the high level map and the time taken by DSMA to find the previous path.
DSMA is an alternative to the HPA*, as HPA* pre-caches all intra-edges and
DSMA does not have intra or inter edges. Instead DSMA uses a hybrid ab-
stract edge that is computed on the fly. The results we derived are promising
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as DSMA is successful in balancing the path quality and search time and con-
tinuously evolves the abstract map to keep the balance. In future we plan to
implement forced composition and decomposition. A forced composition is one
where the triplets being composed do not come from the same parent while in
forced decomposition we have to perform an additional decomposition in order
to decompose a particular triplet.
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Abstract. This work reports on the evaluation of detecting scene transi-
tions in lecture video through supervised machine learning. It expands on
previous work by gathering training data from multiple human raters.
We include a robust evaluation that compares predictions against the
entire set of expert classifications in disagreement. Finally, we explore
some of the issues around constructing training data from multiple hu-
man experts, specifically emphasizing that evaluation strategies should
be carefully considered when using aggregated training data.

1 Introduction

Computer-based lecture capture and media systems, such as Opencast Matter-
horn1 and echo3602, provide the ability to record video of classroom lectures, in-
cluding projector content such as PowerPoint slides or other desktop activity. Our
interest in these technologies is to enable fast, accurate navigation through content
by way of thumbnails that represent the start of new segments in a lecture. These
segments can be thought of as roughly corresponding to new slides in a PowerPoint
presentation, though our intent is to work with broader forms of presentation and
not rely on any particular technology or lecture paradigm. Unlike previous work
which has used static algorithms [1] or learning algorithms trained on data from a
single human rater [2] for determining these kinds of indices, we provide a method
to compare algorithms based on multiple raters that are in disagreement. The re-
sult is an increase in the quality of indexing compared to non-trained algorithms,
and a method that considers training data from multiple raters.

One contribution of this work is an exploration of the effects of considering
multiple raters when annotating data for supervised machine learning. In pre-
vious work [2], algorithms trained with data from a single rater were shown to
produce better results than static algorithms. We go further and demonstrate
a) the challenges in achieving agreement between multiple raters in this domain,
and b) how aggregates for training can be formed on these conflicting ratings,
and how these aggregates compare with the current state-of-the-practice.

1 http://www.opencastproject.org
2 http://echo360.com/

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 241–247, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

http://www.opencastproject.org
http://echo360.com/


242 C. Brooks et al.

This paper is organized as follows: Section 2 presents a case study, the kind
of data we are interested in, and how human raters perform the categorization
task. Section 3 compares our approach to other popular methods. Finally, the
paper closes in Section 4 with a description of ongoing work in how supervised
learning can be used to classify segments of video and other avenues of further
research.

2 Human Indexing in Lecture Video: A Case Study

We performed a case study to collect training data for our supervised approach
and to measure how well different people agree on indexing in educational video.
In this study we have a set of videos captured from the data projector for nine
lectures from a single undergraduate course in Computer Science. These videos
are roughly 80 minutes each, and are broken into still images at one frame per
second, resulting in a total of 43,770 video frames. These video frames were
shown to six study participants who were selected to control for gender (three
males and three females) and educational experience (they all had taken a uni-
versity level course within the last two years). In contrast to our previous work
[2], we explicitly sought out participants who were neither graduate students
nor instructors, as we wanted to examine how non-pedagogues would perform
educational video content indexing. While a group of six participants may be too
small to make generalizations about how the general population indexes video,
it is large enough to illustrate some of the problems encountered and to compare
with unsupervised algorithms.

Study participants were instructed to mark index points in each video using
a tool that allowed them to navigate through the video on a frame-by-frame
basis. A purpose-based goal was used as a motivator for this task: learners were
to “...mark all transitions as if [they] were building the left hand navigation
window for a lecture video player,” and were shown an image of a production
lecture capture system to help better understand the task. Based on previous
experiments, learners were dissuaded from semantically analyzing the content,
and were asked to “mark transitions based on visual changes that [they thought]
would be helpful for this lecture and other similar lectures.” Finally, subjects
were asked to limit their index choices to between fifteen and thirty indices per
lecture video. Participants were able to perform this task at their own pace,
and were free to navigate back and forth through the video, and select/unselect
index points as they saw fit.

Fleiss’ κ [3] is a measure of interrater reliability3 useful for determining the
agreement between pairs of people or within a larger group. We use it here to
examine the relationship between our human participants; and later to evaluate
the accuracy of our models. It ranges from -1.0 to 1.0. κ is chance-corrected:

3 We use two vocabularies to refer to our study subjects: participants and raters.
This is because the κ literature refers to raters that provide disagreeing ratings of
instances; when discussing κ in general, we default to a rater/rating vocabulary to
describe participants and their classifications of instances.
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thus a score of 0 indicates only chance agreement, and positive scores indicate
agreement beyond what would be expected by chance alone.4 An issue with using
κ in groups is that as the number of total raters increases, the amount of change
any single rater can make to the overall level of agreement within the group
decreases. To avoid ignoring differences between human raters, it is therefore
useful to measure all pairwise κs (for our study, Figure 1a) to understand the
significance of each individual’s ratings and to observe any outliers.

2 3 4 5 6

1 .532 .581 .520 .657 .609
2 .436 .481 .461 .456
3 .421 .774 .777
4 .432 .395
5 .734

(a)

1

2

3
4

5

6

(b)

Fig. 1. (a) contains pairwise κ between raters. These were calculated with the stan-
dard formula for κ; the input data is a series of yes/no classifications of each video
image by two participants. Two simultaneous yeses or noes is an agreement. (b) is an
agreement map for 6 raters where distances between nodes are approximately inversely
proportional to κ (raters closer together have higher agreement).

Using terminology from Landis and Koch [4], the κs between pairs of our
participants (Figure 1a) range from “fair” (κ = 0.395) to “substantial” (κ =
0.777). These values vary from the group κ of the participants; in fact, their
group κ is 0.577, and the mean of their pairwise κ is 0.551. This would indicate
that the whole of their agreement is better than the sum of the parts of their
agreement. Figure 1b visualizes the agreement between raters using a spring
model. Each node represents an individual rater, and the Euclidian distance
between nodes approximates the level of agreement between two raters. In the
figure, raters two and four have the largest distance between themselves and
other raters, indicating that their ratings of indices shared less is common with
the other raters. Raters three, five, and six form a more tightly knit group, a
reflection of their high level of agreement relative to the others (κ ≥ 0.734 from
Figure 1a).

After the first phase of the study, we had a consensus building activity with the
participants that included a verbal discussion of the strategies each individual
used to generated indices. We found no evidence that the human experts could
predict who they were most similar to or different from, further illuminating

4 κ is chance-corrected, as it is a ratio of the agreement achieved in a group, P̄ − P̄e,
to the agreement that would have been achieved by chance alone, 1− P̄e. The details
of its calculation are omitted for space.
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the complexity inherent in ill-defined domains. Beyond the collection of human
rater data, the lack of agreement between subjects is an important takeaway
for our machine indexing task. This suggests that forming training data based
on multiple raters will lead to more robust and less over-trained results. This
is explored in the next section, with a focus on quantifying the effects of using
multiple raters in disagreement.

3 Training Strategies from Ratings in Disagreement

As our goal is to mark significant slide transitions, our approach used attributes
that each represent some measure of the difference between two images that are
adjacent in time. Thus, an image at time t has a feature vector of attributes, each
based on the difference between it and the image at time t − 1. For tractability,
the images were taken from videos at one second intervals.

In total, nine different high level approaches were used to generate our at-
tributes. The attribute groups are mostly taken unmodified from [2], or, were
either minimally modified from [2] or first used in this work. In total, our dataset
consisted of 134 different attributes for each sequential pair of images. For exam-
ple, one attribute first used in this work was a “form” attribute, where our goal
was to replicate a preceding phase that determined a semantic tag for images.
To represent this attribute, we hand-coded each image as one of four such tags,
and used a decision tree’s classifications as an attribute in our main classification
task. While some of our attributes are novel and worth reporting on, we leave the
specifics of attribute formation and evaluation for future work, and instead focus
on the overall process of gathering training data from multiple human raters and
appropriately evaluating results from this type of data.

We generated models for classifying pairs of images as scene transitions, using
our attributes and the J48 decision tree algorithm, as implemented in the WEKA
Machine Learning toolkit.5 As this algorithm requires a single classification per
training instance, and because there was a lack of consensus from our human
raters, we trained six J48 decision trees (T1, . . . , T6) using six different aggrega-
tions of the participants’ ratings. To aggregate the training data for each Ti, i is
the minimum number of experts who must agree in order for an instance to be
marked as a transition in the training set. Thus, the aggregate for T1 required
only one individual to indicate an index for a given instance, and T6 required all
six to agree; the T1 aggregate therefore had the most positive classifications of
indices, and T6 had the fewest (approximately 30). All algorithms were evaluated
using ten-fold cross-validation.

For comparison, we also evaluated the accuracy of three non-learning algo-
rithms. The first of these, Time, is a näıvealgorithm that would select an index
every 180 seconds into the video regardless of the content of video frames. The
second, Opencast , was the method used in production code by the Opencast
Matterhorn project. This algorithm uses differences in RGB intensities between
frames to detect changes. The final algorithm we considered, Dickson , from [1],

5 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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is a multi-pass image processing function that examines both pixel and block
characteristics of video to determine stable events. All of these algorithms have
seen real-world deployment in lecture capture systems, though few studies have
been done as to the quality of these methods.

It is important to note that our usage of κ in this section differs from its
typical usage in the supervised machine learning literature. Often, κ is used to
compare the agreement between the model that results from a machine learning
algorithm, and a test dataset; in general, κ is used to measure agreement between
one algorithm and one training set, or within a group of humans. However, our
goal is not to evaluate the ability of the algorithm to develop an accurate model
of the aggregated training data, as we are using existing algorithms that have
been demonstrated to be capable. Instead, our goal is to evaluate the ability of
the resulting model itself (not the algorithm that generated a model). Specif-
ically, we are evaluating a model’s ability to replicate the pattern of decision
making that our human raters used when they classified our training data. Thus
our goal in using κ is to evaluate the ability of a trained model to match the
unaggregated human raters’ opinions. Future work to evaluate the suitability of
the algorithm should also consider other metrics of evaluation (such as accuracy
and precision/recall curves).

As κ can evaluate the agreement between multiple raters simultaneously, we
can use κ to evaluate how well our model’s predictions agree with the set of all
six human raters at the same time, rather than an aggregation. This allows us to
compare our six aggregation strategies to each other more fairly, by consistently
measuring the agreement of T1 through T6 with all six human raters, rather than
comparing each one to its own training aggregate. Recall that we are interested
in finding the aggregation strategy that produces a model that best agrees with
the human raters, not the model that best agrees with its own training aggregate.
This distinction is subtle, but important.

We therefore believe it is more appropriate to use κ to compare the learned
model with the entire group of expert raters, rather than comparing the learned
model to the training set that was aggregated from the group of expert raters.
The results presented in this section thus represent the ability of a model (T1

through T6, Time, Opencast , Dickson) to agree with the opinions of human
raters, rather than the model’s ability to agree with its training data.

However, using κ for groups instead of pairs requires a different method of
interpreting the values of κ. This is because the group of human raters is large
in size compared with the addition of one new rater, and because the group
of human raters are often largely in agreement. A group κ includes the human
raters’ agreement, and is only somewhat affected by the addition of a rater. To
more clearly see the effect of any particular model, we should contextualize the
κs with how it changes based on one rater’s choices. To do this, we calculate an
upper and lower bound on the possible κ by computing κ when an artificial rater
is added to the group. Since it is more likely that a set of raters will disagree
partially on any given instance than that they will agree unanimously, the max-
imum agreement an added artificial set of ratings could achieve is determined
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by adding a rater who always agrees with the majority; the same is true for the
minimum level of agreement, obtained by adding a rater who disagrees with the
majority. We can construct these two maximally agreeing and minimally agree-
ing ratings for any group of raters, and their group κs with the original group of
raters, are the upper and lower bounds of possible κ values for the given group
and any additional rater.

Table 1 presents these lower and upper bounds on κ given our group of human
raters, and shows that any given algorithm can at best raise the group κ to
0.626, or at worst lower the group κ to -0.15. The results of adding ratings by
the different comparison algorithms (Time, Opencast , Dickson) to the human
rater values, as well as the results of our trained algorithms (T1 through T6) are
also shown in Table 1.

Table 1. Group κ between raters and algorithms. upper and lower are the max and
min values any algorithm could provide for κ. Recall that κ between the six expert
raters without an algorithm was 0.577.

κ Bounds Comparison Algorithms Our Trained Algorithms
upper lower Time Opencast Dickson T1 T2 T3 T4 T5 T6

0.626 -0.15 0.391 0.370 0.448 0.574 0.565 0.565 0.537 0.530 0.487

To interpret the κs of a system’s trained models versus comparison algorithms,
we can compare the κs with the group κ of the six participants together but
without an algorithm (0.577). We note that each comparison algorithm lowers κ
more than any of our trained algorithms. We can interpret this as saying that our
training strategies provide better indexing results when compared with human
experts than the automated algorithms.

In the case of a study that does not have comparison algorithms, because of
the expense of reimplementing other works or for other reasons, the value of the
κs of the trained algorithms can still be compared versus the calculated bounds.
While Landis and Koch [4]’s subjective categorizations would indicate that κs
near 0.5 show only “moderate agreement,” the κs achieved here are reasonably
close to the maximum possible once you compare with the entire group of human
raters. Further, our model T1 provided nearly the same level of agreement as the
group of expert raters alone (κ = 0.574 versus κ = 0.577); this suggests that our
model T1 finds index points as reliably as any one of our human experts.

It is also interesting to note that as we require more consensus from our train-
ing set (e.g. T6 instead of T1), κ decreases. We believe the increasing sparseness
of positive instances decreases the models’ accuracy. This further casts doubt on
generic aggregation strategies in the case of significant class imbalance.

4 Conclusions and Future Work

This paper advances the state of the art in generating indices from video using
supervised machine learning. This is a subjective and ill-defined task, requiring
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human raters to mark points within a video to be used for navigation. The task
results in a subjective dataset that contains disagreement between raters that
should not be dismissed as noise. In particular, we have provided two contribu-
tions to the fields of machine learning and user modelling.

1. Often, in the field of machine learning, predictive accuracy of a model is
quantified by comparing the model’s predictions with true values with a given
evaluation metric. We disagree with this strategy in the case of gathering
human participants’ opinions for training an applied system; here, the goal of
evaluation should be to judge the model’s ability to predict the participants’
opinions, not the ability of an algorithm to create a model that agrees with
its training data. We draw this conclusion directly from our pairwise use of κ
in Section 2: although participants given the same task produce reasonable
aggregated training data, the process of aggregation removes nuances of their
disagreement, which can influence model accuracy. In the future, we hope
to continue examining how individual raters’ opinions are better predicted
by specific attribute types, and how to better aggregate multiple ratings as
training data for algorithms that accept only one class attribute.

2. We demonstrated how bounds on κ could be determined so that κ can be
used effectively for comparing models with groups of human raters. Although
κ can be used to compare a model’s predictions with test data, by comparing
an algorithm with humans that represent a target audience for a practical
system, we can directly evaluate the algorithm’s usefulness at emulating
opinions humans would find useful. Interpretation of group κs with bounds
is important because of how κ is normally reported as significant for values
larger than 0.0, as in [4]; but we demonstrate that even näıve algorithms such
as Time achieve “significant” agreement because of the inherent agreement
in the group itself. Instead, we suggest determining whether a κ measured
with a group of humans a) is close to the upper bound on achievable κ, and
b) is close to the contribution to κ that each disagreeing human rater makes.
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Abstract. Data Streams (DS) pose a challenge for any machine learn-
ing algorithm, because of high volume of data - on the order of millions
of instances for a typical data set. Various algorithms were proposed,
in particular, OzaBoost - a parallel adaptation of AdaBoost - creates
various “weak” learners in parallel and updates each of them with new
instances during training. At any moment, OzaBoost can stop and out-
put the final model. OzaBoost suffers with memory consumption, which
avoids its use for certain types of problems. This work introduces Oza-
Boost Dynamic, which changes the weight calculation and the number of
boosted “weak” learners used by OzaBoost to improve its performance in
terms of memory consumption. This work presents the empirical results
showing the performance of all algorithms using data sets with 50 and
60 million instances.

1 Introduction

Data Stream mining is the process of extracting knowledge from rapidly pro-
duced data records. The data can be from different sources, such as networks
or the stock market. Since the data set is typically generated very quickly, it
is difficult to store this information for further evaluation, making hard to use
traditional Machine Learning (ML) algorithms in data stream environment.

One of the first algorithms adapted to deal with data streams was Decision
Trees (DT). Domingos and Hulten [4] proposed Very Fast Decision Trees (VFDT)
that modified the traditional node splitting policy used by decision trees, such
as InfoGain, and applied the Hoeffding bound as the splitting criterion.

Another option is to use ensemble methods to combine various learners to
predict results from data streams. The problem with ensemble methods is that
they are slower than DT’s, though they do offer better accuracy if the data
stream cannot be linearly separated. The two main challenges to adapt the two
main ensemble methods, AdaBoost and Bagging, to data streams are: 1) both
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algorithms depend on multiple passes on the data set, and 2) they depend on
previous knowledge of the size of the data set.

Oza and Russell introduce OzaBoost [6], which is a parallel boosting strategy
that follows AdaBoost, with the exception of weight calculation, since AdaBoost
depends on previous knowledge of the number of instances available for training
- impossible in a data stream setting. In order to solve this issue, Oza and Russell
used a Poisson distribution to calculate weights. The disadvantages of OzaBoost
are related to model size and evaluation time of the algorithm. Both can grow
exponentially, making this approach not suitable for some data sets.

This work adapts the weight calculation and the variation of the learner as
used by [3] to the OzaBoost algorithm proposed by [6]. This new algorithm is
called OzaBoost Dynamic (OzaDyn), and its main advantage is not related to
accuracy, since it performs like OzaBoost in this respect, but to improvements
in model size and evaluation time. In addition, an extra modification to OzaDyn
was to allow it boost two “weak” learners, instead of one single learner. This idea
comes from the works introduced by de Souza and Matwin [2,3] who presented
a version of AdaBoost using various learners during the training process. In
the context of data streams, learner variation is also affecting model size and
memory consumption, which are reduced, because a complex model (VFDT)
and a simple model (Naive Bayes Multinomial, or MBN) are combined. Each
learner is executed in an alternating fashion - one algorithm in one iteration and
the other in following step.

This paper is organized as follows: Section 2 presents OzaBoost; Section 3
discusses On-line Dynamic Boosting, its origins, and how the weight calculation
was inserted; Section 4 describes the results and the evaluation procedure used;
and Section 5 presents the conclusions and suggestions for future work.

2 OzaBoost

In [6], Oza and Russell present their On-line Boosting algorithm known as the
OzaBoost algorithm, a kind of parallel boosting algorithm. The algorithm adapts
AdaBoost.M1[5] to process data streams, and updates the weights with a Poisson
distribution.

The algorithm presented in Table 1 performs as follows: the first step initializes
the array ht indexing all the learners, and the variables that will store the number
of correct classifications (λsc

t ) and incorrect classifications (λsw
t ). Then for all

training examples, the algorithm updates a variable k with the Poisson value
(line 5), then uses this value to increase or decrease the weight of the instance for
each ht (line 6). After this, the algorithm checks if the new ht correctly classifies
the instance (line 7). If it does, λsc

t is updated with the value of λd (line 8), and
λd is updated so its value is equal to λd

N
2λsc

t
(line 9). When it is detected that ht

misclassified the example, the algorithm updates λsw
t in the same way as in line

8, and λd will be equal to λd
N

2λsw
t

(lines 11 and 12). At any time, the algorithm

can output the final hypothesis Hfinal = argmaxy∈Y

∑
t:ht(x)=y log

1
βt
, that is

equal to the original AdaBoost.M1, with βt =
εt

1−εt
, and εt =

λsw
t

λsw
t +λsc

t
.
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Table 1. Oza and Russell’s Online Boosting as implemented by MOA. N is the number
of examples seen, and T is the number of models.

01. Initialize base models ht for all t ∈ {1, 2, ..., T}, λsc
t = 0, λsw

t = 0
02. for all training examples do
03. Set “weight” of example λd = 1
04. for all t do
05. Set k = Poisson(λd)
06. Update ht with the current example with the weight k
07. if ht correctly classifies the example then
08. λsc

t ← λsc
t + λd

09. λd ← λd
N

2λsc
t

10. else
11. λsw

t ← λsw
t + λd

12. λd ← λd
N

2λsw
t

13. end if
14. end for
15. end for
Anytime output

Calculate the εt =
λsw
t

λsw
t +λsc

t
, and βt =

εt
1−εt

for all m

Return:Hfinal = argmaxy∈Y

∑
t:ht(x)=y log

1
βt

Massive On-line Analysis (MOA) [1] documentation shows that the authors
tried to use the original boosting weight calculation, instead of the Poisson, but
the performance was no better than OzaBoost’s [1].

3 On-line Dynamic Boosting

Table 2 shows the proposed modifications to OzaBoost. The main changes in
relation to OzaBoost (Table 1) are the weight update changes in line 6 and
the error calculation in line 13. Line 6 changes the weight calculation that was
based on the Poisson distribution to a new weight calculation based on the
sigmoid function. Line 13 calculates how many times ht misclassified the in-
stance. Like OzaBoost, OzaDyn could stop at any time and calculate the final
model with βt = 1 − (εt(1 − εt)) applied in AD-AC, and the output will be
Hfinal = argmaxy∈Y

∑
t:ht(x)=y βt.

Notice that each βt, and the final hypothesis (Hfinal), does not use logarithms
in their calculations, and this, combined with applying a different learner (VFDT
and Multinomial Naive Bayes) in each iteration, helps to make the algorithm
significantly faster than the original OzaBoost, while maintaining the accuracy
for the data sets tested.
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Table 2. OzaDyn algorithm that adapts the weight calculation used in AD-AC algo-
rithm to OzaBoost algorithm. N is the number of examples seen, and T is the number
of base models.

01. Initialize base models ht for all t ∈ {1, 2, ..., T}, λsc
t = 0, λsw

t = 0
02. for all training examples do
03. Set “weight” of example λd = 1
04. Set current error ε = 0.99
05. for all t do
06. Update ht with current example with weight 1

1+e−(1−(ε(1−ε)))φ

07. if ht correctly classifies the example then
08. λsc

t ← λsc
t + λd

09. λd ← λd
N

2λsc
t

10. else
11. λsw

t ← λsw
t + λd

12. λd ← λd
N

2λsw
t

13. ε← λsw
t

λsw
t +λsc

t

14. end if
15. end for
16. end for
Anytime output

Calculate the εt =
λsw
t

λsw
t +λsc

t
, and βt = 1− (εt(1− εt)) for all t

Return:Hfinal = argmaxy∈Y

∑
t:ht(x)=y βt

4 Algorithm Evaluation

MOA implements various data stream generators. Those used in this work are the
Random Tree Generator(RTG) and Function Generator (also known as Agrawal
data stream). We chose these particular two data streams generators because,
unlike the others, they are well documented in MOA. Furthermore, MOA allows
the addition of artificial drifts to any type of data stream with support of a noise
generator based on sigmoid function. The only variable changed was the angle
of the drift, which was set up to 50 degrees, for the Agrawal data set.

Tests were conducted as follows: First RTG and Agrawal data stream were
executed without any artificial drift, and then the Agrawal data stream was
executed with addition of concept drift. The number of instances used for the
RTG was 60 million, and 50 million for the Agrawal data stream. The difference
is due to the fact that OzaBoost crashes once the Agrawal data set reaches 50
million instances.

All simulations were executed a machine with 4 Core Intel(R) Xeon(R) CPU
2.67GHz 64 bits, and 8GB RAM. Operating system was Linux, with Kernel
2.6.32.26-175. The Java heap size used was 3GB for all algorithms, with exception
of OzaBoost that required the memory to be extended until 7GB.

Cross-validation is not an alternative for data streams, because on certain data
sets with high number of drifts, the separation between training and testing data
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may hide these drifts, and give wrong results. In MOA, the Prequential approach
is a kind of stream adjusted leave-one-out approach in which each individual
example is used to test the model before it is used for training, and the accuracy
is incrementally updated. No holdout set is used for testing, and cumulative
nature of the Prequential scheme ensures a smooth plot of accuracy over time,
as each individual become increasingly less significant over time. The Prequential
approach was the chosen evaluation procedure, because the accuracy, processing
time and memory occupation measures are reliable[1].

OzaDyn was tested in two configurations. The first considered the algorithm
with one classifier (VFDT), and the second considered the combination of results
of two different classifiers (VFDT and NBM) by alternating their executions.
OzaBoost used VFDT as its base classifier. All OzaDyn and OzaBoost algorithms
considered only ten iterations, and used their default configurations.

Figure 1(a) presents the accuracy results using NBM, VFDT, OzaBoost with
VFDT, OzaDyn with VFDT, and OzaDyn with both VFDT and NBM, applied
on the RTG data set. Figure 1(b) shows the accuracy results for the same clas-
sifiers with an Agrawal data set. Both data sets were without concept drift. All
algorithms had accuracy close to 100%, with exception of NBM.

Figures 1(c) and 1(d) present the processing time in seconds it took to exe-
cute the model evaluation for the same algorithms. Figure 1(c) shows that all
algorithms had linear performances relative to the number of instances. How-
ever, OzaBoost used more time to evaluate the models (more than four hours to
evaluate), OzaDyn with two classifiers had better performance than OzaBoost
and OzaDyn with one classifier, since it used NBM, and took approximately 2
hours to finish the task. VFDT and NBM had the best performances. Figure
1(d) shows that OzaBoost used with Agrawal data set took almost 14 hours
to evaluate, when dealing with 50 million instances. The main reason for this
behaviour can be explained by the fact that OzaBoost’s output is a sum of vari-
ous logarithms, and this operation, with increasing number of instances, is very
costly. In comparison, the performance of OzaDyn with one classifier that based
on the sums of simple multiplications is exponentially better.

Figures 1(e) and 1(f) show the evolution of the model size (in bytes) in relation
to number of instances. Figure 1(e) shows that OzaBoost with VFDT applied
to RTG kept an almost constant size level until it reaches 50 million instances.
After this, OzaBoost’s size leveled off near 350Mb, where it stayed until the end
of the simulation. The explanation for this unusual change in size is that the
implementation removes the worst classifier when a change (drift) is detected,
and a new classifier is added. OzaBoost is sensitive to this variation, because
the weights are calculated iteratively, by adapting a new window size, and in-
creasing the evaluation time. OzaDyn with one classifier is less prone to this
variation, because the weights are based on the error calculated by each model,
and it reduces the weights of instances that did not help improve the model,
which makes the algorithm almost linear in relation to model size and evalu-
ation time. Interestingly, OzaDyn combining two classifiers (VFDT and NBM)
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Fig. 1. This figure presents the performance of OzaDyn with one classifier (OzaDyn
- 1 Class) and with two classifiers (OzaDyn - 2Class) compared to original OzaBoost,
VFDT and Naive Bayes Multinomial (NBM) for the Random Tree and Agrawal data
sets. Figures (a) and (b) compare the accuracy of the algorithms, figures (c) and (d)
compare the evaluation time, and (e) and (f) present the model size.

had smaller memory consumption than the other algorithms. The reason is that
NBM maintains memory below 200Mb, reducing the memory footprint of the
entire model. Figure 1(f) shows the memory consumption for the Agrawal data
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Fig. 2. This figure presents the performance of OzaDyn compared with original Oz-
aBoost, VFDT and Naive Bayes Multinomial (NBM) for the Agrawal data set with
drifts. Figure (a) compares the accuracy of algorithms, figure (b) compares the evalu-
ation time of the algorithms and figure (c) presents the model size.

set, using the same set of algorithms. All algorithms had linear performance,
with only a OzaDyn with two classifiers slightly worse than OzaDyn with one
classifier. Both algorithms were better than regular OzaBoost.

Figures 2(a), 2(b) and 2(c) present the performance of the same algorithms
using the Agrawal data set, when an artificial drift is added. Figure 2(a) shows
that all algorithms, with exception of NBM, reach 100% accuracy. Figure 2(b)
shows the evaluation time in seconds for all algorithms, and the first result shows
that OzaDyn with one classifier is worse than OzaBoost, while OzaDyn with two
classifiers is better than the others. This is because OzaDyn with two classifiers
combines a complex classifier (VFDT), and a simple classifier (NBM). The same
pattern can be seen in Figure 2(c), which presents the model size (in bytes) for
all algorithms. OzaDyn with one classifier and OzaBoost have exactly the same
model size, while OzaDyn with two classifiers saves memory space by combining
the complex and simpler models. One important observation is that when the
data stream presents drifts, models tend to increase their respective sizes and
evaluation time. VFDT and NBM also increase both measures.
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5 Conclusions

This paper presented a modification of the OzaBoost weight calculation, and an
adaptation which enables it to work with more than one classifier. The new algo-
rithm, OzaBoostDynamic, originated in previous work by de Souza and Matwin
[2,3] that presented a variation in boosting weight calculation that allowed more
than one base classifier to be boosted.

In order to better evaluate the effect of each modification of OzaBoost two
versions were implemented and tested: one using a single base classifier, and
the other using two base classifiers. This allowed us to check how the algorithm
performs with the sole modification of the weight calculation. Another reason
was to check how the use of more than one classifier improves different aspects
of the OzaBoost algorithm.

These modifications were tested with two very large data sets generated by
MOA software. Two tests were conducted with both data sets without concept
drift, and one test was done with artificial drift added to the Agrawal data set.
Tests on the data sets without concept drift showed that OzaBoostDynamic with
either one or two classifiers is a significant improvement of OzaBoost, considering
time taken to evaluate the models and the respective model sizes. Considering
the data set with concept drift, OzaBoostDynamic with one classifier had inferior
performance than OzaBoost in terms of evaluation time, but OzaBoostDynamic
with two classifiers had better performance than OzaBoost. The reason is that
when there is a drift in the data set, it tends to increase model size and eval-
uation time, and the combination of a simple model with complex model helps
to maintain memory consumption and processing times below that of OzaBoost
performance. A valuable direction for future work would be to apply OzaBoost-
Dynamic on real data stream problem, eg. in a network performance analysis
task.
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Abstract. Formal logics of knowledge have been employed for the verification
of cryptographic protocols. Intuitively, the idea is that a correct run of a protocol
should lead the participating agents to “know” some facts, due to the structure of
the protocol. While there has been a great deal of work in this area, fundamental
questions remain regarding the foundations of the approach. In fact, it is not even
clear if any intrinsic properties of knowledge are actually required; in most cases
the relevant notion of knowledge reduces directly to universal quantification over
protocol runs. Moreover, there is no consensus about the appropriate epistemic
domain for protocol participants, the nature of epistemic change, or the signifi-
cance of initial knowledge. In this paper, we address these fundamental questions
by revisiting the epistemic foundations of protocol verification.

1 Introduction

Cryptographic protocols are structured sequences of messages that are used to facilitate
secure communication between agents on a hostile network. One well-known approach
to the formal verification of cryptographic protocols is based on encoding the proto-
cols in a logic of knowledge, and then proving that particular agents “know” certain
facts at the conclusion of the protocol. This approach originated with the pioneering
work on BAN logic [2], and it has continued with a variety of different logic-based
approaches (e.g. [1,3,5,8,14,15]). Nevertheless, there is still relatively little consensus
about the precise nature of the epistemic concepts that are relevant to protocol verifica-
tion. In particular, there is some ambiguity about the nature of knowledge required for
protocol verification, the domain of things that can be known, and the manner in which
knowledge changes during a run of a protocol. In this paper, we aim to clarify the role
of knowledge in reasoning about protocol correctness.

This is an exploratory paper examining the foundations of knowledge-based proto-
col verification. We make several contributions to the existing literature on the subject.
First, we clarify the epistemic domain required for protocol verification by illustrating
the distinct roles played by knowledge of messages as opposed to knowledge of ex-
changes. Second, we demonstrate that the notion of protocol correctness is implicitly
epistemic and it can be formulated as a promotion from an individual’s view of a mes-
sage exchange to a global view. Finally, our work makes it explicit how compromised
information can make a secure protocol vulnerable to attack. The purpose of this pre-
liminary work is to lay the foundation for the future analysis of specific protocols in a
knowledge-based formalism.
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2 Background

2.1 Cryptographic Protocols

Cryptographic protocols are typically described using the notation A → B : m to
indicate that agent A sends agent B the message m. A complete protocol is then a
numbered sequence of message exchanges, as in the following example:

The Needham Schroeder Public Key Protocol
1. A → B : {NA, A}KB

2. B → A : {NA, NB}KA

3. A → B : {NB}KB

A symbol of the form NA denotes a random number generated by an agent A, whereas
an expression of the form {M}K denotes a message M encrypted with a key K . Each
key in this protocol is a public key, and the subscript indicates the owner of the key. The
goal of this particular protocol is mutual authentication. Hence, at the conclusion of
the protocol, we would like for each agent to know that they have communicated with
the other.

Most formal work on protocol verification is based on the Dolev-Yao intruder model,
where a hostile intruder may intercept, read and/or forward any message sent on the
network [6]. As such, the recipient of a message is never aware who sent the message.

2.2 Protocol Logics

Protocol verification is the task of proving that a given protocol satisfies some pre-
specified goal. Starting with BAN logic [2], formal logics of knowledge and belief have
been used for protocol verification. The details of BAN logic are not important for our
purposes, and it is not our intention to survey existing protocol logics. The literature
in this area is vast, but we are taking a foundational approach that is essentially self-
contained. We assume that the reader is familiar with basic the multi-agent systems of
[7], which is provably as expressive as the strand space model commonly used in secu-
rity research [10]. The strand space model is, in turn, closely related to the operational
semantics of some powerful automated tools for protocol verification (e.g. [4]).

2.3 Motivating Questions

We are motivated by several foundational issues related to knowledge in protocol ver-
ification. In existing approaches, it is not always clear if the notion of “knowledge” is
being employed as a convenient metaphor or if knowledge is intrinsically relevant to
protocol correctness. There are several related foundational questions.

1. What is the appropriate epistemic domain for proving protocol correctness?
2. Does verification require knowledge at the agent-level? Or is it sufficient to con-

sider knowledge at the system-level?
3. Do fallible beliefs play any role in protocol verification?

We address the first two questions in this paper, as we have discussed the significance
of beliefs in protocol verification in previous work [11].
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3 Protocol Correctness

3.1 A Transition System for Message Passing

We introduce a simple formal model of message passing. In order to simplify the dis-
cussion, we do not introduce encrypted messages at this stage. Let A be a set of agents
and let M be a set of messages. A message set for an agent is a subset of M, intuitively
representing the messages held by that agent. An assignment function is then a collec-
tion of message sets for all agents. More formally, we have the following definition.

Definition 1. An assignment function is a function G : A → 2M. For A ∈ A, the
message set for A is the set G(A).

We stress that this definition and those that follow are not intended to be used as repre-
sentational tools for real protocol verification. Instead, our focus is on making the role of
knowledge explicit in a manner that can be applied across a wide range of formalisms.

If A,B ∈ A and M ∈ M, we call 〈A,B,M〉 a message exchange. Informally, a
message exchange represents the fact that the message M was sent from agent A to
agent B. A sequence of message exchanges will be called a trace. We define a natural
progression operator on assignment functions with respect to message exchanges.

Definition 2. For any assignment function G and message exchange 〈A,B,M〉, define
G+ 〈A,B,M〉 = G′ where G′ is the assignment function satisfying:

1. G′(B) = G(B) ∪ M .
2. For all C �= B, G′(C) = G(C).

Using this definition, we can define a transition system that specifies the effects of
message exchanges. The nodes in the transition system are labelled with assignment
functions and the edges are labelled with +〈A,B,M〉. We define sending actions and
receiving actions in terms of sets of message exchanges:

send(A,M) = {〈A,B,M〉 | B ∈ A}.
receive(A,M) = {〈B,A,M〉 | B ∈ A}.

In order to define the semantics of sending and receiving, we extend the progression
operator + to apply to sets of messages.

Definition 3. If G is an assignment function and μ is a set of message exchanges, then

G+ μ = {G+M | M ∈ μ}.

This definition allows us to define a transition system over sending actions and receiving
actions. Again, the nodes are labelled with assignment functions. However, we can now
label edges with send actions and receive actions. The effects are non-deterministic, so
each send/receive action will be represented with several edges. If T = M1, . . . ,Mn is
a trace, we use the shorthand G+ T to denote G+M1 + · · · +Mn.
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It is useful to introduce a precise notion of a single agent’s perspective on a trace.
Given a trace T and an agentA, let T � A be the trace obtained by removing all message
exchanges that do not involve A. Let TA = 〈TA

1 , . . . , TA
n 〉 be the following sequence:

TA
i =

{
send(A,M) if the ith element of T � A is 〈A,B,M〉 for some B
receive(A,M) otherwise

Thus, TA is a sequence of sets of message exchanges, representing A’s view of T .

3.2 Specifying Protocols

Restricting to two agents, the general format of a protocol is the following.

Generic Protocol Description
1. A → B : M1

2. B → A : M2

. . .
n. A → B : Mn

Most “attacks” considered in the literature consist of traces that do not represent valid
runs of the protocol. As such, we understand the protocol specification to be a set of
action templates; one action template is specified for each agent in the protocol.

Definition 4. Let A ∈ A. An action template for A is a sequence 〈ACT1, . . . , ACTn〉
where each ACTi is either a send action for A or a receive action for A.

An action template specifies the actions of one agent, whereas a trace specifies all ex-
changes by all agents.

Definition 5. An instance of a template 〈ACT1, . . . ACTn〉 is a trace 〈T1, . . . , Tn〉
such that Ti ∈ ACTi, for each i.

Hence, an instance of an action template for A consists of a sequence of message ex-
changes where A is the recipient or sender of each message, as dictated by the template.

A protocol consists of an action template and a set of goals for each communicating
agent. We distinguish between two kinds of goals: a possession goal is a set of global
states, whereas an exchange goal is a set of traces.

Definition 6. A protocol is a function P with domain(P ) ⊆ A such that, for each
A ∈ domain(P ), P (A) is a triple 〈ACT,Gp, Ge〉 where ACT is an action template,
Gp is a possession goal, and Ge is an exchange goal.

A protocol is correct just in case, whenever each honest agent follows the protocol
structure, the only possible traces satisfy all protocol goals. To formalize this idea more
precisely, we first define a satisfaction relation for protocol goals.

Definition 7. Let G be an assignment function, let T be a trace, let P be a protocol,
and let A be an agent. Then 〈G, T 〉 |= P (A) if and only if G+ T ⊆ Gp and T ∈ Ge.

The satisfaction relation on traces specifies what it means to say that the goals of a
protocol are satisfied. Using this relation, we can formally define protocol correctness.
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Definition 8. Let P be a protocol. Then P is correct with respect to a set G of as-
signment functions if and only if for every G ∈ G, every trace T , and every A with
P (A) = 〈ACT,Gp, Ge〉:

– If T has a subsequence T ′ that is an instance of ACT , then 〈G, T 〉 |= P (A)

Note that we have defined protocol correctness without any explicit reference to knowl-
edge, or the local state of an agent. However, the notion of an agent’s perspective is
implicit in our definition of an action template. It is also worth noting that we define
correctness with respect to a set of assignment functions, which can be understood to
represent an agent’s knowledge about message possession.

3.3 Proving Correctness through Knowledge

Two different kinds of knowledge are required for protocol verification: knowledge
about message possession and knowledge about message exchanges.

Definition 9. An m-knowledge state for an agent A is a set G of assignment functions
such that G1, G2 ∈ G implies G1(A) = G2(A).

Definition 10. An e-knowledge state for an agent A is a set of traces T such that
T1, T2 ∈ T implies (T1)

A = (T2)
A.

We remark that action templates are e-knowledge states.

Definition 11. Let 〈G, T 〉 be a state, and let A be an agent. A knowledge state for A is
a pair 〈G, T 〉 where

– G is an m-knowledge state such that G ∈ G.
– T is an e-knowledge state such that T ∈ T .

In general, we are interested in the knowledge of an agent after a successful run of a
protocol. As such, we introduce some specialized notation. For any agent A, protocol P
and m-knowledge state G, let knows(A,P,G) denote the knowledge state 〈G, ACT 〉,
where ACT is the action template that P assigns to A.

Proposition 1. Let P be a protocol. Then P is correct for G if and only if, for every
agent A and every 〈G, T 〉 ∈ knows(A,P,G), it holds that 〈G, T 〉 |= P (A).

This result illustrates how the definition of correctness can be stated in terms of knowl-
edge states. A protocol is correct if the execution of the protocol causes the participating
agents to know that all protocol goals are satisfied provided they execute their actions
correctly.

4 Discussion

4.1 Knowledge at the Agent Level

In authentication protocols, most attacks involve an intruder that fools an agent into
believing that a successful run of the protocol has been completed. In order to prove
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that such an attack does not exist, one must prove that everything that looks like a
successful run to A must in fact be a successful run.

What our main result demonstrates is that the correctness of a protocol must be
proved with respect to an m-knowledge state, which is an assignment of initial informa-
tion to different agents. In practice, we need to prove protocol correctness with respect
to a wide range of assignments. The strongest proof of correctness would establish the
protocol is correct regardless of the information held by an intruder, but such a proof
is unlikely to be established for any real protocol. Knowledge-based protocol verifica-
tion can be seen as a parametrized proof of correctness, where we can vary the initial
ownership of messages and test the correctness of a protocol. In terms of knowledge
over messages and knowledge of traces, we have proved that a protocol is correct if it
allows an agent to make valid inferences about the set of possible traces given some
information about the initial knowledge of messages.

4.2 Comparison with Related Work

The approach suggested in this paper is intended to promote discussion on the nature of
knowledge required for protocol verification. Most existing work in the area does not
dwell on this problem. The two most common approaches are to simply take knowledge
of messages as the relevant notion [3] or to take a modal view of knowledge based on
an accessibility relation on states [15].

In [13], a distinction is drawn between different kinds of knowledge in protocol ver-
ification. In particular, knowledge of messages is explicitly distinguished from knowl-
edge of facts. Facts in this context do not include information about the senders and
recipients of messages. Although the goal of this work is quite different, it is similar to
our approach in the sense that it proposes that protocol verification requires different
kinds of knowledge.

In our own work, we have explored different forms of knowledge in the analysis of
protocol attacks [12]. In this work, a distinction is drawn between three kinds of knowl-
edge: knowledge of messages, knowledge of exchanges, and knowledge of facts. How-
ever, the goal in that instance was not to re-examine the foundations of the epistemic
approach. Instead, the goal was to determine what an intruder was trying to achieve by
sending a particular message.

5 Conclusion

In this paper, we have explored the foundations of the epistemic approach to crypto-
graphic protocol verification. This approach has been widely exploited, though there
has been little consensus on the basic epistemic concepts required. We have suggested
that proving a protocol correct consists in proving that every apparent run of a protocol
is actually part of a valid trace. It follows from this observation that protocol verification
is inherently agent-based and epistemic, though it does not require explicit epistemic
operators or nested knowledge.

As this is a preliminary exploration, we have provided few formal results. Instead,
we have focused on presenting an elementary development of an epistemic approach
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to protocol verification. Our goal is twofold. First, by emphasizing the importance of
an agent-level perspective, we hope to validate the importance of epistemic concepts
in reasoning about protocol correctness. Our second goal is simply to illustrate that
existing work does not provide a unified picture of the kind of knowledge required, and
that foundational work is still required. There are several important topics to consider
in extensions of this foundational work. In particular, one of the important features
of most logics of knowledge is the fact that nested knowledge can be represented. It
is not obvious, however, if nested knowledge carries formal significance in protocol
verification. It would also be interesting to revisit our past work on fallible beliefs in
protocol verification, with respect to the epistemic domain presented here.
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Abstract. Even without sensory input, an animal can estimate how far it
hasmovedby integrating its velocity, a process called path integration. The
entorhinal cortex (EC) and hippocampus seem to be involved in path inte-
gration, and in an animal’s perceived location in space. However, path in-
tegration is highly susceptible to accumulating errors. A real animal avoids
this problem by incorporating sensory input (e.g. vision) and updating its
perceived position. The best path integration models do not yet incorpo-
rate this sensory-updating feature. In this paper, we extend one suchmodel
to enable sensory updating, and demonstrate its effectiveness in a series of
computer simulations of spiking neural-network models.

1 Introduction

Path integration is the process of tracking one’s believed location by integrating
velocity. Recent research has tried to explain how animals employ path inte-
gration when navigating through their environments. Robotic navigation is a
broad topic, in which drift in “dead reckoning” is an issue, but we focus solely
on solutions consistent with biological neuroscience.

Biological findings show that certain neural activities are involved in path
integration. Some neurons in the hippocampus fire action potentials (spikes)
only when the animal occupies a specific location in its environment, suggesting
that these so-called place cells encode location. Some neurons in the entorhinal
cortex (EC) fire bursts of activity at locations that form a hexagonal grid in
the environment [1]; these neurons are called grid cells. It is now thought that
place cells and grid cells are involved in path integration. Also, many neurons in
the EC and hippocampus exhibit membrane potential oscillations at a frequency
between 4 and 12 Hz, which varies with the animal’s velocity and have thus been
dubbed velocity-controlled oscillators, or VCOs [2,3]. It is becoming evident that
path integration results from the interaction between the animal’s velocity and
these oscillators [2,4].

Many biologically-based path integration models use interference between os-
cillators to explain how neurons generate such spatial activity patterns. As the
animal moves around, the relative phases of the oscillators change and result in
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a spatial pattern of constructive and destructive interference. Different combi-
nations of oscillators can be used to create different firing patterns [5,6,7]. For
example, [4] proposes a theory of path integration that ties together grid cells,
place cells, and theta-phase precession (not discussed here) into a coherent and
expandable framework using VCOs.

However, path integration tends to be effective only for short paths, and
accumulates error quickly [8]. Scientists have discussed how sensory input might
update or correct the path integration system [6,9]. Generally speaking, they
propose a theory that place cells are activated by recognition of a location or
landmark, and that these place cells feed back to the grid cells to induce the
corresponding phase differences.

A spiking-neuron model of path integration incorporating sensory updates was
proposed in [10]. However, their model is not consistent with the oscillator-based
models and so does not exhibit grid-cells or phase precession. But it demonstrates
that sensory update is feasible.

In this paper, we propose an extension to the interference-based model in
[4]. Our extension enables updating of the internal state with sensory input,
but automatically reverts back to path integration when sensory input is not
available.

2 Background

The oscillating frequency θ of a VCO is a linear function of the animal’s velocity
v, given by θ = c · v + θ0, where c is a constant vector specific to the VCO,
and θ0 is a constant [2]. The phase difference at time t between two VCOs with
frequencies θ1(τ) = c1 · v(τ) + θ0 and θ2(τ) = c2 · v(τ) + θ0, can be written as

φ(t) =

∫ t

0

((c1 · v(τ) + θ0) − (c2 · v(τ) + θ0)) dτ = cδ ·
∫ t

0

v(τ)dτ = cδ · x(t),

where x(t) is the animal’s position at time t, and cδ = c1 − c2. In this way, the
phase difference between VCOs encode position.

For simplicity, let us consider the case when the animal is restricted to move
only in 1-D (e.g. along the x-axis). In this case, both v and c would be 1-D
vectors or scalars. Let us consider 3 VCOs with the c values c1 = 5, c2 = 7 and
c3 = 9, respectively. The phase difference between the first and the second VCO
is then 2 · x(t). Thus we can see that it encodes the actual position. Similarly,
the phase difference between the second and third VCO is also 2 ·x(t). One more
point to note is that the phase difference between equally spaced VCOs is the
same. Thus, if we have an array of uniformly spaced VCOs, then we expect a
constant phase increment from one VCO to the next.

At any instant of time, the phases of the VCOs form a straight line (consid-
ering 1-D motion) or a plane (considering 2-D). We call this a phase-ramp; its
slope encodes the animal’s position. As the animal moves from one place to an-
other, the phase ramp tilts to track its location. As discussed in [4], these phase
ramps can be used to generate various spatial activity patterns like place cells,
grid cells, and other spatial maps.
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3 Architecture and Methods

3.1 Phase Coupling

If we had perfect VCOs, we could expect the phase to keep its linear trend, even
as the rat’s movements altered the slope. In reality, however, neural oscillators
are not perfect and tend to drift out of phase. With time, the phase along the
array loses its ramp-like structure and no longer encodes the animal’s position.

To overcome this problem, additional nodes are used to couple adjacent VCOs.
These so-called phase-step nodes store the slope of the phase-ramp and supply
feedback between the VCOs so that they maintain the correct phase difference
[4]. Each pair of adjacent VCOs is coupled using a phase-step node, so for an
array of D VCOs we have D − 1 phase-step nodes. The phase-step nodes work
in three steps as follows:

1. Each phase-step node computes the phase difference between its two con-
nected VCOs. The phase-step node gets the unit-length phase vector (x, y)
from each of the two VCOs and computes their phase difference using,

(c′, s′) = (x1, y1) (x2, y2) =
(
x1x2 + y1y2,−x1y2 + y1x2

)
where (x1, y1) and (x2, y2) are the oscillator states and (c′, s′) the computed
phase difference (expressed in the form of a unit-length phase vector).

2. Each phase-step node broadcasts its computed phase difference to the other
phase-step nodes, and they arrive at a consensus and store the result.

3. Each phase-step node sends a correction to its afferent VCOs to bring their
phase difference closer to the consensus. Given the consensus phase differ-
ence (c, s), we rotate (x1, y1) clockwise to get (x′

2, y
′
2), an approximation of

(x2, y2). Likewise, we rotate (x2, y2) counter-clockwise to get (x′
1, y

′
1). This

is done using,

(x′
1, y

′
1) = (x2, y2) (c, s) and (x′

2, y
′
2) = (x1, y1) (c, s) .

We then compute the error using (Δx,Δy) = (x′, y′) − (x, y). We only need
to compensate for a fraction of that error. Hence the phase of the 1st VCO
(x1, y1) is adjusted by 0.2 · (Δx1, Δy1) and similarly for the other VCO. This
process is depicted in Fig. 1.

This design has the effect of maintaining a constant phase difference along the
VCOs. The design is shown in Fig. 2 (left). This phase difference, along the array
of VCOs, encodes the animal’s perceived position.

3.2 Sensory Input

As mentioned, the VCOs are not perfect oscillators. Even though there is phase
coupling, the slope of the phase ramp drifts as it accumulates error over time.
Hence, the animal’s perceived position drifts from its actual position. An actual
animal avoids this problem by using sensory feedback. In terms of our model,
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Phase difference = 60°

(x2, y2)(x2, y2)' ' (x1, y1)' '

(x1, y1)' ' (x1, y1)-

(x1, y1)

-(x2, y2)' ' (x2, y2)

Fig. 1. The operations performed by a phase-step node. The VCOs have phase vectors
(x1, y1) and (x2, y2). In this example, the consensus phase difference is 60◦.
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Fig. 2. Architecture of the VCOs, phase-step nodes, and phase-select nodes. The left
side shows the architecture from [4], before sensory input was incorporated into the
model. The right figure shows the modified architecture to incorporate sensory input.

the sensory input needs to update the slope of the phase ramp (which is stored
in the phase-step nodes) to reflect the correct location. This updating then prop-
agates to the VCOs.

This correction is achieved by introducing phase-select nodes in the architec-
ture. This is the main contribution of this paper.

From the sensory system, we assume the phase-select nodes receive the correct
phase difference that should be observed between adjacent VCOs. There areD−1
phase-select nodes, in 1-to-1 correspondence with the phase-step nodes, as shown
in Fig. 2 (right).

In the previous model, the phase-step nodes arrived at a consensus phase
difference among themselves. However, in our extended model, each phase-step
node simply sends its computed phase difference to its corresponding phase-
select node, which stores it. These phase-select nodes also receive and store the
true phase from the sensory input (if it is available).

The job of each phase-select node is to select one of those two options and send
it back into the path-integration system. It sends back the true phase difference
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if the sensory input is available, and sends back the estimated phase difference
otherwise. In our implementation, this selection is controlled by a variable that
takes the value of 0 or 1.

The phase differences sent back from each phase-select node is broadcast
to a random selection of phase-step nodes, and the phase-step nodes store the
average. This round-trip (phase-step → phase-select → phase-step) has the same
consensus-building effect as in step 2 of the previous architecture [4].

Here we have described the architecture for motion in 1-D. This method ex-
tends trivially to 2-D. In our simulations, we used three such 1-D arrays, called
propellers, oriented at 0◦, 120◦ and 240◦. Each propellor has 9 VCO nodes (300
neurons each), 8 phase-step nodes (500 neurons each), and 8 phase-select nodes
(500 neurons each). The model uses the Neural Engineering Framework (NEF)
[11], and is implemented using Nengo (nengo.ca). The NEF is a framework for
encoding and decoding data using populations of spiking leaky integrate-and-fire
neurons. More details about the model’s implementation can be found in [4].

4 Experiments and Results

We conducted several experiments in which a virtual rat runs around in a circular
pen. Our aim is to examine our model’s performance in path integration, both
with and without sensory input, and compare that performance to behaviours
we would expect from a real animal. Throughout this section, we will use the
term “lights on” or “bright environment” to indicate the situation when the
sensory input is available, and “lights off” or “dark environment” for the case
when the sensory input is not available.

Each propeller encodes the rat’s displacement along its length, while all three
collectively encode the rat’s location in 2-D. The environment is a round platform
with a radius of 1. The velocity profile of the virtual rat is generated randomly.
Also, the rat changes direction when it reaches the boundary of the platform.
The actual position is computed by numerically integrating the velocity, whereas
the path integration system sets its position from the phase ramp of the VCOs.

Experiment 1. We start by testing the model’s performance in both bright
and dark environments. When lights are turned on, the rat should be able to
sense the actual position and correct the state of the VCOs. Conversely, in dark
environments the rat can only determine its position by path integration.

We ran the model both with and without sensory input, and examined the
Euclidean-distance error between the actual and the perceived position. Five tri-
als were run for each of the two conditions, each lasting 30 seconds of simulation
time. We computed the average error over the five runs, and filtered the error
with an averaging window of 100 ms. The filter removes much of the spike noise,
similar to how a synapse would filter the incoming spikes.

The results are shown in Fig. 3. The figure shows that in bright environ-
ments, the mean Euclidean error maintains a low and somewhat-constant value
of around 0.08 (about 10% of the radius). However, when the lights are off,
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Fig. 3. Euclidean distance error of the perceived location over time. Each dot in the
figure is a decoded location, while lines are the filtered average of errors. Black indicates
the dark condition, and blue indicates bright.

the error grows to 0.5 over several seconds, indicating that the rat’s perception
of its position has diverged substantially from its true location. The inset in the
figure shows that the error grows a lot even in the first 2 seconds in the dark. The
results illustrate that our model effectively uses the actual position information
to guide the perceived position.

Experiment 2. In this experiment, we displace the virtual rat from the centre
of the platform, but set its path integration system so it thinks it is at the centre.
Then we turn the lights on and measure how quickly the perceived position is
corrected. We expect a real animal to update its percept quickly.

We set the initial perceived position at (0, 0), and chose different actual po-
sitions for sensory input. Sixteen different positions were used: (±0.2,±0.2),
(±0.3,±0.3), (±0.4,±0.4), (±0.5,±0.5). Each trial ran for 1 second of simula-
tion time. We averaged the Euclidean distance error across all initial positions
with the same displacement, then filtered the result with an averaging window
of 10 ms.

We measured how long it took for the error to drop below 0.1. The error
typically dropped below 0.1 within 200 ms. We also noted that convergence
time increased as the displacement increased. This shows us that even when the
perceived position is very different form the actual position, the animal is very
quickly (approx. 200 ms) able to adjust its perception to match reality.
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Fig. 4. Position error as the lights are turned on and off. The grey bands indicate
when the lights are on. In the sample trajectories on the right, blue indicates when the
lights are off, and red indicates when the lights are on. The solid line shows the actual
trajectory, while the dotted line shows the perceived trajectory.

Experiment 3. For this experiment, the light is turned on and off repeatedly
while we track the rat’s perceived and actual position. We expect the perceived
position to drift from the actual when the light is off, and then quickly converge
back to the true position when the light is turned back on.

We set the lights to be on for 1.5 seconds out of every 7 seconds. Five trials
were recorded, each lasting 30 seconds. We took the average error across all
trials, and filtered the results with a 100 ms averaging window, as was done in
experiment 1.

Figure 4 shows the error versus time. The intervals when the light is turned
on is shaded in grey. The figure clearly shows that when the lights are turned
on, the error falls almost instantaneously and holds its value. Notice the steep
decline in error in Fig. 4 as soon as the lights are turned on (sensory feedback).
However, when the lights are off, the error quickly climbs. Figure 4 also shows
two examples of the actual trajectory of the rat superimposed on the perceived
trajectory.

5 Conclusions and Future Work

Our model extends the EC model presented in [4] by including a mechanism
for incorporating sensory corrections into the animal’s perceived position. The
path integration system, by itself, accumulates error and drifts from the correct
position, consistent with the behaviour of animals [8]. However, supplying the
correct position from sensory input alters the state of the system and brings it
into harmony with the true position.

If our model is correct, then electrophysiological studies of the EC should
uncover neurons whose activity is modulated heavily by the presence, or absence,
of sensory positional information. When there is no sensory context for location,
these neurons should behave differently than when there is.
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The model that we extended included only three propellers. We expect that
a full biological system would have far more propellers. Adding propellers would
probably reduce the drift. We plan to build a more complete version of the model
and investigate these questions.
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Abstract. Forgetting is a feasible tool for weakening knowledge bases by
focusing on the most important issues, and ignoring irrelevant, outdated,
or even inconsistent information, in order to improve the efficiency of in-
ference, as well as resolve conflicts in the knowledge base. Also, forgetting
has connections with relevance between a variable and a formula. How-
ever, in the existing literature, the definition of relevance is “binary” –
there are only the concepts of “relevant” and “irrelevant”, and no means
to evaluate the “degree” of relevance between variables and formulas.
This paper presents a method to define the formula-variable relevance in
a quantitative way, using the tool of variable forgetting, by evaluating
the change of model set of a certain formula after forgetting a certain
variable in it. We also discuss properties, examples and one possible ap-
plication of the definition.

Keywords: knowledge representation, forgetting, relevance, inconsis-
tency.

1 Introduction

Forgetting [1] is an accessible tool for weakening formulas in knowledge bases.
Variable forgetting is the most basic form of forgetting. The concept of forgetting
has connections with the concept of independence, which is also discussed by Lin
and Reiter [1], as well as Lang, Liberatore and Marquis [2]. They have defined
the concept of independence in different approaches.

However, current approaches of defining independency only give the judge-
ment of “dependent” or “independent”. In other words, these approaches only
give a “black or white” answer, and ignore the intermediate conditions (i.e., there
is no “greyscale”). For example, consider the two simple formulas: p ∧ q and p.
Intuitively, and by the definition presented by Lang, Liberatore and Marquis
[2], both formulas are dependent of p. However, by intuition, the latter one is
more “dependent” of p than the former one. How to characterize this “degree” of
“dependency” (or “relevance”), in order to capture the difference between, say,
the two formulas mentioned above, on a certain variable? This paper presents an
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approach, which is based on the work of Lin and Reiter [1] and the work of Lang,
Liberatore and Marquis [2], extending those ideas to the quantitative analysis
of the sets of models of formulas. The key point is to measure the change of the
set of models after forgetting. After the definition, we will discuss properties,
examples, and one possible application of it.

2 Preliminaries

This paper is based on propositional logic. Let PS be a set of propositional
variables (e.g., p, q, r, p1, p2, . . ., pn, . . ., etc.), and PROPPS denotes the set of
all propositional formulas defined on the set PS. Propositional variables occuring
on the formulas in PROPPS are all in the set PS, and there exist formulas in
PROPPS in which only some (not all) variable(s) in PS occur(s). The language
of PROPPS consists of the commonly used logical connectives, such as ¬, →,
∨, ∧, ↔. An interpretation is a truth-value assignment, assigning every variable
in PS a truth value from {T, F}. Here we use a subset of PS to denote an
interpretation: If a variable is in the subset, then it is assigned T , otherwise it
is assigned F . Given an interpretation ω and a formula ϕ in PROPPS , we can
tell whether ω satisfies ϕ (denoted by ω |= ϕ, stating that ϕ is true under ω), by
the semantics of logical connectives. A model of a formula ϕ is an interpretation
in which ϕ is true. Mod(ϕ) denotes the set of models of ϕ with respect to the
variables in the set PS. We say formula φ entails formula ψ, denoted by φ |= ψ, if
Mod(φ) ⊆ Mod(ψ). We say φ and ψ are logically equivalent, denoted by φ ≡ ψ,
if Mod(φ) = Mod(ψ).

Variable forgetting on propositional logic was proposed by F. Lin and R. Reiter
[1]. Lang, Liberatore and Marquis proposed literal forgetting on propositional
logic [2]. Here we only consider the semantic definition of variable forgetting: Let
ϕ be a propositional formula, p be a variable in it, ForgetVar(ϕ, p) denotes the
result of forgetting p in ϕ, whose models can be obtained as follows:

Mod(ForgetVar(ϕ, p)) = Mod(ϕ) ∪ {Switch(ω, p) | ω |= ϕ} , (1)

where Switch(ω, p) means to change the truth-value assignment of p in the in-
terpretation ω to the opposite one.

3 Formula-Variable Relevance

In this section, we define the method to evaluate formula-variable relevance in a
quantitative way. First, let us consider the models of ψi and ForgetVar(ψi, p)
under the variable set PS = {p, q}, where i is a variable for the enumer-
ation of propositional formulas, ranging from 1 to 8. The models of ψi and
ForgetVar(ψi, p) are listed in Table 1. (Just ignore the last column of Table 1,
which will be useful later in this section.)

An intuitive idea to define the degree of formula-variable relevance RFV(ψ, p)
is using the “amount” of the increment of models (from ψ to ForgetVar(ψ, p)).
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Table 1. The models of ψi and ForgetVar(ψi, p), as well as the value of formula-variable
relevance, which is defined later in this section

i ψi Mod(ψi) Mod(ForgetVar(ψi, p)) RFV(ψi, p)

1 p ∧ q {{p, q}} {{p, q}, {q}} 1/2
2 p ∨ q {{p}, {q}, {p, q}} {∅, {p}, {q}, {p, q}} 1/2
3 p {{p}} {∅, {p}} 1
4 ¬p {∅} {∅, {p}} 1
5 p→ q {∅, {q}, {p, q}} {∅, {p}, {q}, {p, q}} 1/2
6 q → p {∅, {p}, {p, q}} {∅, {p}, {q}, {p, q}} 1/2
7 p↔ q {∅, {p, q}} {∅, {p}, {q}, {p, q}} 1
8 (p ∧ q) ∨ ((¬p) ∧ q) {{q}, {p, q}} {{q}, {p, q}} 0

The underlying intuition is: if the model set of ForgetVar(ψ, p) remains un-
changed or little changed comparing to the model set of ψ, it means that p is
already or almost “forgotten” in ψ, and ψ contains models in which p is true
and almost the same amount of models in which p is false (and these models
are almost the same of the former models in the valuation of variables except p).
In this sense, p is more irrelevant with ψ under this circumstance, because the
operation of “forgetting p in ψ” does not change the model set of ψ too much,
which means that the formula ψ itself does not have much relevance with the
variable p. An extreme condition is that the model set of ψ remain unchanged
after forgetting p, i.e. ψ ≡ ForgetVar(ψ, p). This extreme case is equivalent to
the “binary” definition of independence which is proposed in the existing liter-
ature [2]. If the model set of ForgetVar(ψ, p) changes a lot after the forgetting
operation, we can say that the formula ψ is more relevant with the variable p.
This is because the operation of forgetting does change a lot in the model set of
ψ, which could be seen as the result of the fact that ψ is more relevant with p.
The more the models change (increase), the more relevant ψ and p are.

By the above intuition, we may give a formal definition of formula-variable
relevance.

Definition 1. Let ψ be a formula in PROPPS , p a variable occurring in ψ. The
degree of formula-variable relevance RFV(ψ, p) is defined as:

RFV(ψ, p) =
|Mod(ForgetVar(ψ, p)) \ Mod(ψ)|

2|PS|−1
. (2)

Proposition 1. For any ψ, and p occurring in ψ,

0 ≤ RFV(ψ, p) ≤ 1 , (3)

and for any i ∈ {0, 1, 2, . . . , 2|PS|−1}, we can find some ψ and p, such that
RFV(ψ, p) = i/2|PS|−1.

Note that if we have a set of variables PS′ such that PS′ ⊇ PS, then for a
formula ψ defined on PS, and a variable p ∈ PS, we may get the same formula-
variable relevance both under PS and PS′.
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Example 1. Now we have some formulas denoted by ψi, and let us consider
RFV(ψi, p) for each i. The readers may find different ψi’s and the corresponding
results back in Table 1.

Next we show some properties of the relevance defined above.

Proposition 2. Let p be a variable in PS, and φ, ψ two formulas defined on
PS.

1. If φ and ψ are logically equivalent, then RFV(φ, p) = RFV(ψ, p).
2. If φ is a tautology or a contradiction, then RFV(φ, p) = 0.
3. If p |= φ and ¬p |= φ, then RFV(φ, p) = 0.
4. If φ |= p or φ |= ¬p, and φ is satisfiable, then RFV(φ, p) > 0.

Now let us discuss the issue on computational complexity. We propose a prob-
lem (named CountRel), which has important connections with the problem of
formula-variable relevance. CountRel is stated as follows:

– Input. A propositional formula ψ, and a variable p occuring in ψ. Let PS be
all the variables occurring in ψ.

– Output. |Mod(ForgetVar(ψ, p)) \ Mod(ψ)|.

Theorem 1. The problem CountRel is #P-complete.

4 Defining Preference among Recoveries with
Formula-Variable Relevance

Lang and Marquis [3,4] presented a method to resolve inconsistencies of a given
knowledge base via variable forgetting. As we know, it is a common thing that
inconsistencies may occur in a knowledge base due to different sources of knowl-
edge or different views of the world for each person. In classical logics, if inconsis-
tency lies in a belief set, then ex falso quodlibet occurs, which means that, all the
well-formed formulas are theorems of the formal system. Obviously this is mean-
ingless and the formal logic system becomes useless. To avoid this, researchers
developed several means for inconsistency tolerance [5].

As one possible approach to resolve inconsistency, Lang and Marquis [3,4]
proposed a concept called recovery, which is based on the concept of forgetting
vector, and it plays a key role in the whole process. A forgetting vector is a vector
whose items are sets of variables which are to be forgotten in each formula in the
belief base, satisfying a certain forgetting context. For the notations, a forgetting
vector is V = (V1, . . . , Vn), where Vi is a set of variables to be forgotten in
φi, and φi is a formula in belief set B (all the formulas in B could be listed
as φ1, φ2 . . . φn). The set of all forgetting vectors for a knowledge base B given
a forgetting context C is denoted as FC(B). A recovery for a knowledge base
under a certain forgetting context is a forgetting vector after “forgetting” which
the knowledge base is consistent. For the details, the readers may refer to the
original paper by Lang and Marquis [3,4].
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Then a problem occurs: For a certain (inconsistent) knowledge base, there may
be various recoveries. The authors state that we can define a kind of preference
relation among recoveries. The preference relation is a kind of binary relations.
There are many ways to define the preference relation, reflecting different views
of which vector of variable sets to “forget”.

Hereby we can apply the formula-variable relevance defined in the previous
part of this paper to this circumstance. The idea is to “forget” the vector of
variable sets which is least relevant to the formulas in the belief set.

To define the preference relation, we firstly define a ranking function according
to formula-variable relevance. The idea is that for each element (variable set)
of the forgetting vector, we evaluate the relevance between the corresponding
source of knowledge (φi), and each variable in the variable set, then add them
together.

Definition 2.

RankB(V ) =

n∑
i=1

∑
v∈Vi

RFV(φi, v) , (4)

where B = (φ1, . . . , φn), V = (V1, . . . , Vn).

Now we have the ranking function, then the definition of preference relation is
straightforward.

Definition 3. The preference relation among forgetting vectors, based on
formula-variable relevance, denoted by %Rel, is defined as follows:

V %Rel V
′ if and only if RankB(V ) ≤ RankB(V

′) . (5)

Lang and Marquis [3,4] mentioned a property named monotonicity. The prefer-
ence relation defined above satisfies this property.

Proposition 3. %Rel satisfies monotonicity, i.e. for all V ,V ′ ∈ FC(B),
if V ⊆p V ′, then V %Rel V

′.

Note: V ⊆p V ′ means that for all i, Vi ⊆ V ′
i .

Example 2. Let us come to an example which was stated in the papers of Lang
and Marquis [3,4]. It is an example of building tennis court and/or swimming
pool. The knowledge base (which is inconsistent) and the forgetting context are
given as follows [3,4], where “⊕” is the “xor” connective, and formulas with this
connective can be easily transformed to an equivalent formula only with the five
basic connectives (¬,→,∨,∧,↔):

– φ1 = (s → (sr⊕sb))∧(¬s → ¬sr∧¬sb)∧(c2 ↔ (s∧t))∧(c1 ↔ (s⊕t))∧(c0 ↔
(¬s ∧ ¬t));

– φ2 = (c0 ∨ c1) ∧ (s → sr);
– φ3 = (s ∨ t) ∧ (s → sb);
– φ4 = s;
– φ5 = s ∧ t;
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– The forgetting context C is the conjunction of the following formulas (where
forget(x, i) means that atom x may be forgotten in φi, and V ar(φ) is all
the variables occuring in φ):

1.
∧

x∈V ar(φ1)
¬forget(x, 1);

2.
∧5

i=2(forget(s, i) → forget(sr, i)) ∧ (forget(sr, i) ↔ forget(sb, i)) ∧
(forget(c0, i) ↔ forget(c1, i)) ∧ (forget(c1, i) ↔ forget(c2, i)).

In this example, in order to restore consistency, the authors gave 9 possible
forgetting vectors as recoveries, which are listed in Table 2. Actually, we can
choose any of them in order to resolve inconsistency. However, the preference
defined by formula-variable relevance can give a criteria for choosing recovery. For
the knowledge base B and the recoveries V 1 to V 9, we may compute RankB(V

i)
for each i, which is listed in Table 2.

Table 2. Different recoveries and the corresponding ranking values

i V i RankB(V
i)

1 〈∅, {s, sb, sr}, {s, sb, sr}, {s, sb, sr}, {s, sb, sr}〉 13/4
2 〈∅, {t, sb, sr}, {t, sb, sr}, {t, sb, sr}, {t, sb, sr}〉 15/8
3 〈∅, {c0, c1, c2, sb, sr}, {c0, c1, c2, sb, sr}, {c0, c1, c2, sb, sr},

{c0, c1, c2, sb, sr}〉 13/8
4 〈∅, {sb, sr}, {sb, sr}, ∅, {t}〉 11/8
5 〈∅, {c0, c1, c2}, {sb, sr}, ∅, ∅〉 5/4
6 〈∅, {sb, sr}, ∅, ∅, {t}〉 7/8
7 〈∅, ∅, ∅, {s, sb, sr}, {s, sb, sr}〉 3/2
8 〈∅, {c0, c1, c2, sb, sr}, ∅, ∅, ∅〉 9/8
9 〈∅, ∅, {sb, sr}, ∅, {t}〉 1

According to our criteria, we should choose the recovery V 6. Actually, we
implemented a computer program computing formula-variable relevance.

5 Related Work and Conclusions

In the existing literature, relevance between a variable and a formula is con-
cerned, but in a “binary” way, i.e., there are only two cases – “relevant” and
“irrelevant”, not concerning the measurement of the “degree” of relevance. For
example, Lang, Liberatore and Marquis [2] defined various kinds of Literal-
/Variable-independence, and the authors also showed the connections between
independence and forgetting. In the paper where forgetting was firstly proposed
in the field of artificial intelligence [1], Lin and Reiter defined a kind of irrelevance
as follows: Let ϕ be a propositional formula, q a query, and p a ground atom,
then we say that p in ϕ is irrelevant for answering q iff ϕ and ForgetVar(ϕ, p)
are equivalent w.r.t. q. This definition is based on relevance with respect to a
certain query q.
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Our work is inspired by the independence defined in the existing literature
above, and adds quantitative measurement of formula-variable relevance.

In conclusion, our paper, based on the traditional idea of forgetting and rel-
evance, proposed an approach to evaluate how relevant a variable and a for-
mula are. Also, we have applied this approach to define preference relations in
a forgetting-based approach of inconsistency resolving in the existing literature.

For the future work, note that Lang, Liberatore and Marquis [2] discussed
literal forgetting, and also, Xu and Lin [6] discussed formula forgetting. We may
employ the methods in these papers to define “formula-literal relevance” and the
relevance between formulas. Another noticeable issue is that forgetting has been
defined in other logics [7,8,9]. Quantitatively defining relevance by forgetting in
these logics is a topic worth studying.
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Abstract. We propose a new machine learning algorithm: meta-boosting. Using 
the boosting method a weak learner can be converted into a strong learner by 
changing the weight distribution of the training examples. It is often regarded as 
a method for decreasing both the bias and variance although it mainly reduces 
variance. Meta-learning has the advantage of coalescing the results of multiple 
learners to improve accuracy, which is a bias reduction method. By combing 
boosting algorithms with different weak learners using the meta-learning 
scheme, both of the bias and variance are reduced. Our experiments 
demonstrate that this meta-boosting algorithm not only displays superior 
performance than the best results of the base-learners but that it also surpasses 
other recent algorithms.  

Keywords: AdaBoost, ensemble learning, meta-learning, bias, variance. 

1 Introduction 

Empirical studies have shown that a given algorithm may outperform all others for a 
specific subset of problems, but there is no single algorithm that achieves best 
accuracy for all situations [1]. Therefore, there is growing research interest in 
combining a set of learning algorithms into one system, which is the so-called 
ensemble method.  

There are two different approaches to create ensemble systems: homogeneous 
classifiers—which use the same algorithm over diversified data sets; heterogeneous 
classifiers—which use different learning algorithms over the same data [2]. One 
example of homogeneous classifiers is boosting [3] and one of the examples for 
heterogeneous classifiers is Meta-learning [4].  

Our method is inspired by the AdaBoost Dynamic algorithm that was introduced in 
[5]. As the conventional boosting algorithm only boosts one weak learner, AdaBoost 
Dynamic tries to improve the AdaBoost.M1 algorithm by calling different weak 
learners inside the boosting algorithm. In this paper, instead of combining different 
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weak learners using weighted majority voting inside the boosting algorithm, we 
combine the predictions of the boosting algorithm with different weak learners using 
a meta-learner.  

This paper is organized as follows: section 2 provides the background information 
about AdaBoost.M1 and meta-learning; section 3 presents our proposed method and 
its advantages; section 4 discusses the experimental setup and results; section 5 gives 
the overall conclusions followed by references. 

2 Background 

2.1 AdaBoost 

Here we discuss one of the widely used variants of boosting: AdaBoost. There are two 
implementations of AdaBoost: with reweighting and with resampling. AdaBoost.M1 
was designed to extend AdaBoost from handling the original two classes case to the 
multiple classes case. In order to let the learning algorithm deal with weighted 
instances, an unweighted dataset can be generated from the weighted dataset by 
resampling. For boosting, instances are chosen with probability proportional to their 
weight.  

The AdaBoost algorithm generates a set of hypotheses and they are combined 
through weighted majority voting of the classes predicted by the individual 
hypotheses. To generate the hypotheses by training a weak classifier, instances drawn 
from an iteratively updated distribution of the training data are used. This distribution 
is updated so that instances misclassified by the previous hypothesis are more likely 
to be included in the training data of the next classifier. Consequently, consecutive 
hypotheses’ training data are organized toward increasingly hard-to-classify instances. 
It was proven in [3] that a weak learner—an algorithm which generates classifiers that 
can merely do better than random guessing— can be turned into a strong learner using 
Boosting.  

2.2 Meta-Learning 

Meta-learning can be loosely defined as learning from information generated by a 
learner(s). In the inductive learning case meta-learning means learning from the 
classifiers produced by the learners and the predictions of these classifiers on training 
data. One of the advantages of this approach is that individual classifiers can be 
treated as black boxes and in order to achieve a final system, little or no modifications 
are required on the base classifiers. Meta-learning can be used to coalesce the results 
of multiple learners to improve accuracy.  

3 Proposed Method 

3.1 Combining AdaBoost Using Meta-Learning 

It was proposed that by calling a different weak learner in each iteration of 
AdaBoost.M1 this algorithm could be improved [5]. Instead of combining the results 
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of different weak learners inside the AdaBoost.M1 algorithm the way that was done 
by Adaboost Dynamic, here, we propose to combine them outside this algorithm 
applying a combiner strategy. To make the final decision, we choose meta-learning.  

Fig.1 describes the different stages for training the Meta-boosting algorithm: 
combination of AdaBoost algorithm and meta-learning. To implement this algorithm 
we split the dataset into training (81% of the dataset), validation (9% of the dataset) 
and test (10% of the dataset) datasets. First, different base classifiers (level-0 
classifiers) are obtained by training the AdaBoost.M1 algorithm with different weak 
learners using the training datasets. Second, predictions are generated by the learned 
classifiers on the validation dataset. Third, the true labels of validation dataset and the 
predictions generated by the base classifiers are collected as the labels and features for 
the meta-level training set. For multi-class problems, we choose the prediction of the 
class which has the highest probability. Lastly, the final classifier (meta-classifier) is 
trained from the meta-level training set.  

To test this meta-classifier, predictions are generated on the base classifiers using 
the test dataset. These predictions are set as the test data for this meta-classifier. To 
obtain the average accuracy, this algorithm is run a few times on different samplings 
of training, validation and test datasets. 

 
Fig. 1. The model for training Meta-boosting algorithm 

3.2 Algorithm 

Table 1 shows the pseudo code for the proposed Meta-boosting algorithm. The train 
ensemble model gets the predicted probabilities of each base learner and uses all the 
predictions and the true labels in the validation dataset to train the meta-learner. The 
test ensemble model gets the predictions of all the base learners on the test data and 
uses these predictions to test the already trained ensemble model. The output accuracy 
is obtained by comparing the test results with the true labels of the test data set. 
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Table 1. Pseudo code for Meta-boosting algorithm 

Input:  
 Training data ; Validation data ; Test data  
 n, number of base learners 

Output:  
 y, accuracy of ensemble learning 

Calls:   
 L, List of the base learners 

Train ensemble model 
1. For i=1...n 
2.      training using Adaboost.M1 with  as the base learner on  
3.      test the trained classifier on  and get the output probabilities of the class which 

which has the highest predicted probability      
4. End for 
5. Create meta-level training data  with the set of output probabilities generated from 

from step 1-4 as features and labels of  as labels 
6. Train meta-learning algorithm with T and output trained ensemble model E 

Test ensemble model 
• Repeat step1-5 in train ensemble model to generate the meta-level test dataset  

using  as the training dataset and  as the test dataset 
• Test E using  and get y 

 

3.3 Advantages of Our Algorithm 

The advantages of our algorithm are explained in terms of bias and variance. 
Ensemble errors are often decomposed into bias and variance terms to find out the 
reasons why an ensemble classifier outperforms any of its components. The 
definitions of bias and variance are given in [6]. Bias is the measure of the difference 
between the true distribution and the guessed distribution. Variance represents the 
variability of the classifier’s guess regardless of the true distribution. Bias is related 
with under fitting the data while variance is associated with over fitting [7]. 

It was often found that very simple learners perform very well in experiments, and 
sometimes even better than more sophisticated ones [8-9]. The reason for this 
phenomenon is that there is a trade-off between bias and variance. To overcome this 
shortcoming, ensembles of models are designed which outperforms the results of a 
single model. Although intensive searching for a single model is susceptible to 
increased variance, the ensembles of multiple models can often reduce it. 

There is no general theory about the effects of boosting on bias and variance. From 
the experimental studies we know that AdaBoost has much stronger reduction of 
variance with respect to the reduction of bias. Thus, variance reduction is the 
dominant effect for AdaBoost [10-12].  

For meta-learning the goal of using the estimated probabilities of those derived from 
base classifiers as the input to a second learning algorithm is to produce an unbiased 
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estimate. Although there is no detailed theoretical analysis of meta-learning’s effect on 
bias and variance. It is often regarded as a bias reducing technique [13]. 

Therefore, the advantage of our algorithm is that it has both reduced variance and 
bias as it is an integration of AdaBoost and meta-learning. 

4 Experimental Setup and Results 

The experiments were performed on 17 datasets taken from the UCI repository [14]. 
A summary of the datasets used is presented in Table 2.  

Table 2. Datasets used in the experiments 

Index Name # of Instances # of Attributes # of Classes 

1 Contact-lenses 24 5 3 
2 Post-operative 90 9 3 
3 Ionosphere 351 35 2 
4 Diabetes 768 9 2 
5 Blood 748 5 2 
6 Crx 690 16 2 
7 Au1 1000 21 2 
8 Soybean 683 36 19 
9 Iris 150 5 3 
10 Segment 1500 20 7 
11 Breast-tissue 106 10 6 
12 CTG 2126 23 10 
13 Car 1728 7 4 
14 Cmc 1473 10 3 
15 Glass 214 10 6 
16 Zoo 101 18 7 
17 Balance-scale 625 5 3 

 
For this work, we chose three common base learners that use distinct learning 

strategies: Ada_NB—AdaBoost.M1 with Naïve Bayes [9] as the learner, Ada_KNN—
AdaBoost.M1 with k-nearest neighbor [15] as the learner and Ada_tree—AdaBoost.M1 
with J48 [16] as the learner. The meta-learner used is multi-response linear regression 
(MLR) which was proven to be the best meta-level learner [17]. 

4.1 Comparison between Meta-boosting and Base Learners  

In Table 3, we present the percentage of correctly classified instances for each of the 
base learners and the Meta-boosting algorithm. The presented results were obtained 
with 10 fold cross validation. It is obvious from the results that our proposed 
ensemble method improves the accuracy of the base learners.  
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It can be seen from this table that meta-boosting is the best for 14 datasets, 
Ada_NB is the best for 2 datasets and Ada_KNN is the best for 1 dataset. As 
Friedman’s Test [18] is a non-parametric statistical test for multiple classifiers and 
multiple domains, we performed this test on the results in table 3. The null hypothesis 
for this test is that all the classifiers perform equally. 

Table 3. The accuracy of all the base learners and the meta-boosting algorithm (the method that 
has the best performance for a given dataset is marked in bold) 

Dataset Meta-boosting Ada_NB Ada_KNN Ada_tree 

Contact-lenses 83.33±22.22 70.83±25.09 79.17±33.38 70.83±35.18 
Post-operative 71.11±5.74 63.33±5.37 60.00±9.37 58.88±9.15 
Soybean 94.58±2.79 92.82±3.91 91.06±2.72 92.82±3.17 
Ionosphere 94.02±2.77 92.02±4.37 86.32±4.59 93.16±3.57 
Diabetes 76.30±5.69 76.17±4.69 70.18±4.69 72.39±4.86 
Blood 76.07±2.43 77.13±1.83 69.25±4.16 76.07±3.70 
Crx 87.53±2.08 81.59±2.47 81.15±4.83 84.20±3.09 
Au1 76.00±3.81 72.80±1.40 66.70±4.72 70.80±3.43 
Iris 95.33±5.49 93.33±7.03 95.33±5.49 93.33±7.03 
Segment 98.33±0.96 81.06±2.33 96.20±1.63 97.46±1.43 
Breast tissue 70.82±11.40 70.75±13.32 71.69±13.94 69.80±13.90 
CTG 90.78±2.44 77.23±2.53 83.96±2.85 90.45±2.73 
Car 96.82±1.71 90.16±2.30 93.52±1.32 96.12±1.85 
Cmc 51.93±4.06 50.78±5.74 44.19±3.53 50.78±2.86 
Glass 75.56±15.85 49.06±7.14 70.56±7.27 74.29±7.30 
Zoo 96.18±6.54 97.02±4.69 96.04±6.54 95.04±8.15 
Balance-scale 93.28±1.80 91.04±2.44 86.56±2.70 78.88±3.78 
Average accuracy 84.00 78.06 78.93 80.31 

 
The result for the Friedman’s test are Friedman chi-squared=23.3963, =3, p-

value=3.339e-05. As the critical values for the chi-square distribution for k=4 and 
n=17 is 7.8 for a 0.05 level of significance for a single-tailed test, while 23.3963 is 
larger than 7.72, we can reject the hypothesis. 

Following Friedman’s test, in order to determine whether Meta-boosting’s result is 
significantly better than its base learners we applied Nemenyi’s post-hoc test [18] on 
the results in table 3. If we let 1, 2, 3 and 4 represent algorithms meta-boosting, 
Ada_NB, Ada_KNN and Ada_tree respectively, then we have | | 58.71, | | 73.4, | | 62.1. As 3.79 for α=0.05, =48, number of groups k=4, 
k=4, /√2 2.68. Since the absolute value of q12, q13, q14 are all larger than 2.68, 
the null hypothesis that meta-boosting performs equally with Ada_NB, Ada_KNN 
and Ada_tree is rejected. Therefore, we conclude that meta-boosting performs 
significantly better than all the base learners. 

The running time for datasets with indexes from 1 to 17 in the unit of second are 
0.08, 0.36, 29.37, 26.01, 16.5, 38.44, 7.54, 40.84, 0.46, 43.97, 1.55, 193.84, 9.45, 
69.78, 6.6, 0.24 and 2.39.The average running time is 28.67 sec. 
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4.2 Comparison between Meta-boosting and AdaBoost Dynamic  

To compare our results with AdaBoost Dynamic [5], we used 13 of the 18 datasets in 
[5]. We omitted the datasets which are not the same as the original ones at UCI 
repository. Table 4 shows the comparison between our algorithm and the AdaBoost 
Dynamic in [5]. It can be seen that our algorithm wins 10 out of 13 datasets. 

To test the significance of these results, we then applied Wilcoxon’s signed rank 
test [18] to these two algorithms and the result is p=0.03271. As p<0.05, we conclude 
that at 0.05 significance level we reject the hypothesis that meta-boosting performs 
equally with AdaBoost Dynamic [5].  

Table 4. Comparisons between Meta-boosting and AdaBoost Dynamic algorithm 

Dataset Meta-boosting AdaBoost Dynamic 

Contact-lenses 83.33±22.22 74.17±28.17 
Post-operative 71.11±5.74 56.11±13.25 
Soybean 94.58±2.79 93.45±2.82 
Blood 76.07±2.43 77.93±3.56 
Crx 87.53±2.08 81.42±4.49 
Au1 76.00±3.81 72.25±3.79 
Iris 95.33±5.49 95.13±4.63 
Segment 98.33±0.96 95.81±2.06 
Breast-tissue 70.82±11.40 64.28±11.46 
Car 96.82±1.71 99.14±0.92 
Cmc 51.93±4.06 54.08±3.81 
Zoo 96.18±6.54 95.66±5.83 
Balance-scale 93.28±1.80 89.71±4.72 
Average accuracy 84.00 80.70 

5 Conclusions 

In this work we present a new method for constructing ensembles of classifiers by 
combining AdaBoost.M1 algorithms with the meta-learning framework. The 
experimental results demonstrate that our algorithm outperforms all its base learners. 
Friedman’s test and Nemenyi’s post-hoc test further confirmed that the superior 
performance of our algorithm over all the base learners is statistically significant. We 
also compared our results with AdaBoost Dynamic [5]. Both the experimental 
accuracies and statistical Wilcoxon’s signed rank test demonstrated that our algorithm 
displayed better performance. For the future work, we intend to research the 
applications of our algorithm. We also plan to increase the efficiency of our algorithm 
by using parallel computation. Moreover, it would be interesting to see the application 
of our algorithm on class imbalance problem. 
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Abstract. In order to customize the display of meteorological data for
different users, we use clustering to group similar users. We compute a
rate of similarity between the current user and all others in the same
cluster. We use this rate for weighting users’ preferences and then com-
pute an average to be compared with a threshold to decide to display this
parameter or not. The optimization of this threshold is also discussed.

Keywords: information visualization, artificial intelligence, clustering,
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1 Introduction

We want to generate customized meteorological reports for users of the Envi-
ronment Canada website and adapt the reports to the needs and preferences
of users. Users can change the layout according to their taste, preferences and
needs. We want improve the user experience with the site by learning to guess
users’ preferences. To make this presentation closer to each user preferences,
we aggregate user types and give each user a visualization close to what s/he
wants. The principle that we consider most important is the customization of
the display for each user taking into account his profile to be automatically de-
tected without interference with his privacy and personal information. Law in
Canada regarding the use of cookies in the government website is strict. We quote
here an extract from the Office of the Information and Privacy Commissioner
of Ontario1: “The collection of personal information by government organiza-
tions must be in accordance with section 38(2) of the Freedom of Information
and Protection of Privacy Act (FIPPA). This section of the Act requires govern-
ment organizations to collect only the personal information that is necessary for
the administration of a government program”. For this reason, we will not use
cookies.

The information we have about a user (Location, preferred language, date,
local time, season) does not allow us to predict user preferences. The first step
of the method [9] is to archive (anonymously) interactions of the users with the

1 http://www.ipc.on.ca/English/Privacy-Policy/

O. Zäıane and S. Zilles (Eds.): Canadian AI 2013, LNAI 7884, pp. 286–292, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

http://www.ipc.on.ca/English/Privacy-Policy/
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visualization and especially the final settings chosen. We take for granted that
the final display as chosen by the user reflects her preferences. Users are then
grouped according to their information similarity. We then determine the clus-
ter corresponding to the user. Visualizations corresponding to users belonging
to the same group as the user will be used to identify similar users’ preferences.
We weight their similarity rates based on the distance between the feature vec-
tors. The preferences of users are weighted according to the rate of similarity. To
decide what preferences be taken into account, we compare the mean of each pa-
rameter with a threshold to determine if a parameter is taken into consideration
or not. In the next section we describe, for the problem of customizing visual-
ization, the need to know the user profiles. In Section 3, we detail the problem.
The solution to this problem is described in Section 4. And finally, a summary
is presented in the last section.

2 Need for User Profiles

Graphics are useful to summarize and communicate numerical information found
in weather reports. The task of generating graphics cannot be reduced to the
encoding of a mass of information, it must take into account the decoding to be
done by the user. If the user cannot decode the information, graphics generation
has failed. It should take human perception into account. Robbins [11] explains
how to create better visualizations by taking into account all the parameters
(choice of chart type, the amount of information, choice of style attributes ...)
and perception towards graphs.

The problem of information visualization is not necessarily raised by technical
obstacles. Chen [2] studied 10 unsolved problems in this area, the first three ones
being problems from a user-centric perspective:

usability the information contained in the visualization should meet the needs
of users; this explains the increasing number of usability studies and evalu-
ations of visualization [3,10,4,16];

perception the principles of perception were incorporated into rendering al-
gorithms in order to optimize rendering computation and produce an ideal
visualization human point of view and not from a machine standpoint [7];

prior knowledge of the user can be considered a parameter of the second
problem. In general, users need two types of knowledge before understanding
the message conveyed in the information displayed: how to use a system for
displaying information and how to interpret the content.

There are two types of user profiles: determined by a user who sets preferences
and needs or built automatically using several techniques such as history, behav-
ior, rules of associations, classification techniques and algorithms of clustering.

We want the system to learn the preferences of the users. Reports generated
for each one are interactive. It is very important that users can modify visualiza-
tion according to their tastes and needs[14]. A study was conducted to describe
why users should interact[15]. They are based on different intentions of users
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1

4

2

3

From: Wednesday 1PM
To : Wednesday 2PM
Total accumulation: 4cm
Hourly accumulation: 
0.66cm
Type of precipitattion: 
snow

5

Fig. 1. Generated visualization showing some types of information that can be selected
by the user. Circled numbers are added here for reference purposes. ➀ Temperature:
how temperature is displayed gives an idea of the trend. Maximum and minimum line
show limits of the temperature for the chosen period. ➁ Cloud cover. ➂ TOP (Type
Of Precipitation): rain or snow. Quantity displayed is proportional to the quantity
provided. ➃ Accumulation: shows the accumulation zone and total rainfall (mm) or
snow (cm). ➄ The user may have more details about aspect by putting the cursor over
it (tooltip). Using the preference menu (in left), the user can select a region (Province)
and location (city), modify number of the days to display and which parameter to
display.

and introduced a list of categories (Select, Explore, Reconfigure, Encode, Ab-
stract/Elaborate, Filter and Connect). The majority of these principles are used
in our visualization.

3 Problem Statement

Environment Canada (EC) produces an enormous amount of weather informa-
tion on a continuous (26 Mb twice a day). This information is used to provide
Canadians with up to date information on weather conditions. Problem is that
this amount of information must be summarized to be displayed. Weather re-
ports prepared in advance may not contain all the information that all users
hope to find. Already, more than 1,000 weather reports presenting the weather
in Canada are issued twice per day. First solution is to prepare more weather
reports in advance. But most of these reports will not likely be used. We thus
propose to build a weather reports generator to answer users on demand in ei-
ther English or French. Each report must meet the specific needs of the user
for which it was generated. In order to summarize and analyze large amounts of
information, we have presented a method that automatically generates a visual
report (graph, image, text. . . ).
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To allow users to select the information to display, our system should be inter-
active. We have already proposed [9] generating reports based on the similarity
of user profiles. Clustering was used to group similar users to produce a visual-
ization corresponding to the needs of most of them. But visualization generation
was based on an arbitrary threshold to decide the parameters to be taken into
account. In this paper, we study the robustness of this threshold and present a
sensitivity analysis.

4 Approach

To generate the visualization (see Fig. 1) based on the user’s profile to learn
more about their preferences, our system saves each final configuration chosen
by a user. The system uses this data, for future customization of the weather
reports according to user profiles. When a new report is generated, it is based
on several parameters including: the user’s profile and choice of former users
similar to the current user. Clustering is used for determining the settings of
similar users. The distance between the current user and others in a cluster will
be used to compute the similarity. A user can modify the visualization settings
using a menu (left in Fig. 1).

4.1 Clustering

K-means [5] is a simple algorithm for clustering. It classifies a set of data among
a fixed number of clusters. The main idea is to define K centroids, one for
each cluster. K being between 10 and 20 corresponding roughly to the number
of provinces in Canada. The next stage is to take each user in our database
for which a visualization has already been generated and to associate her with
the nearest centroid. Variables of user profiles belonging to the same category
represents the features for the clustering process.

4.2 Similarity Computing

Profile data and preferences for each user are saved (anonymously). We assign
a weight, depending on the significance, to each criterion for users’ profiles (see
Table 1). The rate of similarity is given by:

Rj =

n∑
i=1

Ci ∗ Wi with j ∈ [1..m]

where: R is the rate of similarity, m number of user, n number of criterion, C is
the criterion taken into account by the user, and W is its weight.

An example of the calculated similarity is shown in table 2. similarity rate is
used to weight the preferences.
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Table 1. Criterion weight

criterion weight

Lang 0.2
Province 0.3
City 0.3
Season 0.1
Period 0.1

Table 2. Similarity rates

Lang Province city season period % of similarity

current user fr Qc Montreal winter morning -

user1 fr Qc Quebec autumn Afternoon 50%
user2 fr Qc Longueuil winter morning 70%
user3 en Qc Gaspé autumn morning 40%
user4 fr Qc Montreal spring morning 90%
user5 fr Qc Laval autumn evening 50%
user6 fr Qc Sutton summer evening 50%
user7 en Qc Delson summer morning 40%
user8 en Qc Montreal spring Afternoon 60%
user9 fr Qc Gatineau winter morning 70%
user10 fr Qc Montreal winter morning 100%

average 62%

4.3 Computing the Preferences

To predict the preferences of the current user, we rely on preferences data
recorded in our database of similar user. In the database, we register number
of day fixed in visualisation by user and for each parameter 1 if used, 0 if not.
Preferences of each user is weighted by the level of similarity with the current
user.

Pwj = Pj ∗ Rj

4.4 Threshold Analysis

Threshold analysis is often used in multicriteria decision methods [1,6,12,13] in
which a decision maker sets thresholds arbitrarily and then evaluates their ro-
bustness using sensitivity analysis [6,8] to modify their values. If a small modifi-
cation results in a large change in the results, the threshold is considered sensible
and the decision is not robust.

Our approach is inspired by this type of sensitivity analysis. A threshold
determines whether to use the parameter or not. We analyzed its robustness to
the user feedback with the visualization. We consider that:

– if the user changes the display and adds a new parameter that has not been
used, that means that the threshold was very strict and led to the exclusion
of the parameter in question; its value should be decreased;
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Table 3. Result of visualization interaction

temperature wind TOP POP humidity accumulation

added - - - - 20% 40%
removed 0% 20% 10% 10% - -
kept 100% 80% 90% 90% 80% 60%

average 0.57 0.41 0.38 0.34 0.32 0.23

old threshold 0.33

new threshold 0.33 0.35 0.34 0.34 0.31 0.29

retained (new) yes yes yes yes yes no

– if the user modifies the visualization and regenerates it by removing one or
more parameters, it means that the value of the threshold for a removed
parameter is very low and it value should be increased;

– if the user does not interact, the threshold is robust and corresponds to the
wish of the user.

To assess the robustness of visualization, we analyze user interactions and com-
pute the new thresholds according to the following formula:

1. Vary the threshold ±0.01 for each 10 % of dissatisfied users.
2. Redo the experiment (Table 3).
3. Repeat step 1 and 2 until we haven’t more dissatisfaction superior to 10 %.

Table 4 show the final result of our example. We stop the threshold variation
after 3 iterations because we did not any dissatisfaction superior to 10 %.

Table 4. Final result of visualization interaction and threshold variation (after 3
itereation)

temperature wind TOP POP humidity accumulation

average 0.57 0.41 0.38 0.34 0.32 0.23

Final threshold 0.33 0.36 0.34 0.35 0.30 0.30

retained (new) yes yes yes yes yes no

It can be seen that the thresholds have been revised downward or upward
according users disatisfaction. Although the threshold of the parameter temper-
ature that satisfies users has not been changed. The thresholds for wind, TOP
and POP) were increased because users were not satisfied with the visualization
generated for them. The threshold parameters humidity and accumulation were
lowered because multiple users wanted to have it in their visualizations that the
former threshold does not allow.

5 Conclusion

Our job is to customize a visualization according to the profile of the user. We
have little information about the users using our system. We rely on the history
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of user preferences similar to our current user. We set a minimum threshold for
deciding which parameters will be used in the visualization. We use the same
threshold to evaluate the level of satisfaction of the user. The interaction of the
user with the visualization used for evaluation improves our system to better
match preferences of users according to their profile.
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Abstract. In this article, we present a novel document annotation method that 
can be applied on corpora containing short documents such as social media 
texts. The method applies Latent Dirichlet Allocation (LDA) on a corpus to in-
itially infer some topical word clusters. Each document is assigned one or more 
topic clusters automatically. Further document annotation is done through a 
projection of the topics extracted and assigned by LDA into a set of generic  
categories. The translation from the topical clusters to the small set of generic 
categories is done manually. Then the categories are used to automatically an-
notate the general topics of the documents. It is remarkable that the number of 
the topical clusters that need to be manually mapped to the general topics is far 
smaller than the number of postings of a corpus that normally need to be anno-
tated to build training and testing sets manually. We show that the accuracy of 
the annotation done through this method is about 80% which is comparable 
with inter-human agreement in similar tasks. Additionally, using the LDA me-
thod, the corpus entries are represented by low-dimensional vectors which lead 
to good classification results. The lower-dimensional representation can be fed 
into many machine learning algorithms that cannot be applied on the conven-
tional high-dimensional text representation methods.  

Keywords: Latent Dirichlet Allocation (LDA), Automatic document annota-
tion, Text representation, Topic extraction. 

1 Introduction  

Today, modern social networks and services have become an increasingly important 
part of how users spend their time in the online world. Social networking sites are 
now increasingly becoming social networking services, and they bring more and more 
information to the users through their available communication tools. In the mean-
while, in order to present the best set of features of a social network or service and 
also to have a proper control on such a vast interface, automatic social network analy-
sis has an important role. In the same time, the concepts of social media are being 
actively adopted by the enterprises; many of them are implementing their own  
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enterprise social media platforms. The market of enterprise social media collaboration 
software is fast growing. 

In this paper, we focused our efforts on the unstructured part of the social networks 
which is the textual postings and related comments. We present a semi-supervised 
method to extract general topics from a social network corpus and then annotate the 
postings using the general topics. The general topic annotation can be used for further 
conceptual analysis of the textual content of the social network. In the proposed me-
thod, we annotate a subset of the social network threads (posts and their comments) 
automatically and then we evaluate the annotation quality (by comparing it to the 
labels assigned manually) to show that is reliable enough to be used in the social net-
work text analysis task. Our method applies Latent Dirichlet Allocation (LDA) on a 
corpus to initially infer some topical word clusters which will be then used for docu-
ment annotation and representation at the next stage. Each extracted topical cluster is 
interpreted by a human judge and will be projected into a generic categorical topic 
which will be then the label of the document (a thread in our case).  

2 Background 

In 2003, Blei, Ng and Jordan presented the Latent Dirichlet Allocation (LDA) model 
and a Variational Expectation-Maximization algorithm for training their model. Those 
topic models are a kind of hierarchical Bayesian models of the applied corpus [1]. The 
model can unveil the main themes of the applied corpus, which can potentially use to 
organize, search, and explore the documents of the corpus. In LDA topic modeling, a 
“topic” is a distribution over a fixed vocabulary of the corpus and each document can 
be represented by several topics with different weights. The number of topics and the 
proportion of vocabulary that create each topic are considered as two hidden variables 
of the model. The conditional distribution of these variables given an observed set of 
documents is regarded as the main challenge of the model. 

Collapsed Variational Bayes (CVB) inference [2] also analytically marginalizes the 
topic proportions and is regarded as an alternative deterministic inference for LDA. 
The proposed inference algorithm can improve the accuracy and efficiency of the 
standard Bayesian inference for LDA. 

Griffiths & Steyvers [3] applied a derivation of the Gibbs sampling algorithm for 
learning LDA models. They showed that the extracted topics capture a meaningful 
structure of the data. The captured structure is consistent with the class labels as-
signed by the authors of the articles. The paper presents further applications of this 
analysis, such as identifying “hot topics” by examining temporal dynamics and tag-
ging some abstracts to help exploring the semantic content. 

Since then, the Gibbs sampling algorithm was shown as more efficient than other 
LDA training methods, e.g., variational EM and Expectation-Propagation [4]. This 
efficiency is attributed to a famous attribute of LDA namely, “the conjugacy between 
the Dirichlet distribution and the multinomial likelihood”. This means that the conju-
gate prior is useful since the posterior distribution is the same as the prior, and it 
makes inference feasible and causes that when we are doing sampling, the posterior 
sampling become easier. Because of this, the Gibbs sampling algorithms was applied 
for inference in a variety of models which extend LDA [5] [6] [7]. 
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Hoffman et al [8] introduced a new derivation named “Online LDA” which is a 
stochastic gradient optimization algorithm for topic modeling. The algorithm itera-
tively subsamples a small number of documents from the entire corpus and then up-
dates the topics by the new inferences. Since in this method we do not need to store 
topic proportions for the entire corpus, it is much more memory conservative than the 
standard approach. Furthermore, the authors show that since the algorithm updates 
topics more frequently, it converges faster than the other methods. However, when it 
runs over a large corpus, it does not scale up to appropriate large numbers of topics. 
Adaptive scheduling algorithm [9] can also be regarded as applicable extensions of 
this model.  

3 Data Set  

In our research, we were looking for sources of social network data that include tex-
tual postings and related comments, in which the main posting could be connected to 
the corresponding comments in order to form a thread; the connection is done via 
parent/posting identifier (id) information items. It was challenging and rather time 
consuming to find such datasets. We selected a set of post/comment textual data that 
we extracted from the well-known “Friendfeed” social network media. 

Initially, through a multi-level filtering task, a large amount of data (~ 23 GB in 
compressed format) was collected from “Friendfeed.com”; from which we extracted 
the information items useful to our research, including main postings and their related 
comments which are linked based on Post_id. Then we integrated the main postings 
(12,450,658) to their corresponding comments (3,749,890) in order to create same 
topic threads. At the next stage, we filtered out all the threads with no comments (with 
Null comments). 

The source data was in more than 11 different languages; therefore we run a lan-
guage identification tool in order to select a subset including only postings and related 
comments in English. There were many postings/comments mixed in English and 
another language; this represented another challenge at this stage. Hence, we decided 
to remove the threads that were partially commented in other languages and kept only 
threads that were entirely in English at the final stage. We also filtered out all threads 
smaller than 120 characters or with less than three comments. 

The built data-set included more than 24000 usable threads as input for our topic 
detection task. A randomly selected subset of 500 threads was chosen to be manually 
annotated in order to be used for training/ testing a variety of classifiers as a proof for 
the applicability of our general topic annotation method of the threads. The class la-
bels (general topics) were selected and generalized manually based on the topics ex-
tracted automatically by the LDA method 1. The final set of general topics contained 
the following 10 categories: 

consumers, education, entertainment, life_stories, lifestyle, politics, rela-
tionships, religion, science, social_life, technology. 

 

                                                           
1 Will be explained more in the “LDA Topical Modeling” section. 
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Additionally, a random subset of ~4000 threads including the initial 500 threads 
plus 3500 unlabeled threads (that we call background resource) has also been selected 
for estimating the LDA models that are needed for the topic detection. (The method 
will be explained later in Section 4.2.) 

4 Methodology 

4.1 Preprocessing 

In the preprocessing stage, initially all the different headers, internet addresses, email 
addresses and tags were filtered out. Then all the delimiters such as spaces, tabs or 
newline characters, have been removed from postings, whereas the expressive charac-
ters like: “ - . ‘ ’ ! ? ” were kept. Punctuations (such as quotes, “ ”) could be useful for 
determining the scope of speaker’s messages. This step considerably reduces the size 
of feature space and prevents the system from dealing with a large number of unrea-
listic tokens as features for our classifiers and LDA estimation/inferences.  

Two types of stop-words removal were performed: static stop words removal and 
corpus based dynamically stop words removal. For the first one, we tokenized the 
posts/comments individually to be passed to the static stop-word removal step that is 
based on an extensive list of stop-words which has been already collected specifically 
for the applied dataset (i.e., social network). 

In the second one, additional stop words were determined based on their frequency, 
distribution and the tokenization strategy over the corpus (i.e., unigrams, bigrams, 3 
or 4 grams). We removed tokens with very high frequency relative to the corpus size 
where those appear in every topical class (i.e., those are almost useless for the topic 
identification task). The output of this stage passed to the stemming process through 
the Snowball2 stemming algorithm.  

4.2 LDA Topical Modeling 

For our goal of general topic extraction from social network threads, we developed a 
method based on the original version of LDA [1]. LDA is a generative probabilistic 
model of a corpus. The basic idea is that the documents are represented as a weighted 
relevancy vector over latent topics, where a topic is characterized by a distribution 
over words. We applied and modified the code originally written by Gregor Heinrich 
[10] based on the theoretical description of Gibbs Sampling. A remarkable attribute of 
the chosen method is that lets a word to participate in more than one topical subset 
based on its different senses/usages in its context.  

The subset that we used for running the LDA algorithm consisted of 4000 threads 
(500 labeled and 3500 background source) which already passed the preparation and 
filtration processes (the pre-processing). In this way, each thread is represented by a 
number of topics in which each topic contains a small number of words inside (i.e., 
each topic consists in a cluster of words); and each word can be assigned to more than 
one topic across the entire input data (e.g., polysemous words can be in more than one 
topic). Therefore, the number of topics and the number of words inside each topic are 
                                                           
2 http://snowball.tartarus.org/ 
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two parameters of the method that can be adjusted according to the input data. In this 
research, the values of the parameters have been empirically set to 50 topic clusters, 
and maximum 15 words in each cluster. Then, the LDA method assigns some groups 
of words (the 50 groups of 15 words inside each group) as topics, with different 
weights, for each text (in our case each thread).The topical cluster of words are inter-
preted and assigned to a real topical phrase/word, manually.  

For example, the following topical cluster: {"Google", "email", "search", "work", 
"site", "services", "image", "click", "page", "create", "contact", "connect", "buzz", 
"Gmail", "mail"} which is a real example extracted by the LDA model estimation 
process from the explained corpus, initially has been interpreted (manually) as “Inter-
net” topic and at the next level of the topic generalization was placed  under the 
“technology” and “social_life” categories.  

Similarly to the above example, all the 50 topical clusters extracted by the LDA 
method were manually mapped to the previously listed 10 generic and human-
comprehensible topics. We observed that the 10 class labels (general topics) are dis-
tributed unevenly over the dataset of 500 threads, in which we had 21 threads for 
“consumers”, 10 threads for “education”, 92 threads for “entertainment”, 28 threads 
for “incidents”, 90 threads for “lifestyle”, 27 threads for “politics”, 58 threads for 
“relationships”, 31 threads for “science”, 49 threads for “social_activities”, and 94 
threads for “technology”. Thus, the baseline of any classification experiment over this 
dataset may be considered as 18.8%, for a trivial classifier that puts everything in the 
most frequent class, “technology”. However, after balancing the above distribution 
through over/under sampling techniques, the classification baseline lowered to 10%. 
The last step was performed via the Synthetic Minority Oversampling Technique 
(SMOTE) [11] over the class labels with frequencies lower than average, and random 
under-sampling method over those which have frequencies higher than average. We 
sustained those extra steps in order to obtain an evenly distributed dataset and do not 
deal with an unbalanced data classification task and its side effects. 

Since the LDA modeling does not assign a single general topic (e.g., “entertain-
ment”) to each tread, the assignment of the general topics (i.e., one of the 10 class 
labels) is a further task that will be done through a separate classification process. 

4.3 Topic Classification 

As mentioned before, the training/testing dataset for the supervised classification task 
consisted of 500 manually annotated threads annotated with the 10 general categories 
enumerated in section 3. For this dataset, we initially applied a variety of Bag of 
Word (BOW) representations (i.e., binary, frequency and TF-IDF3 based methods) in 
order to create the best discriminative representation over the entire 500 threads data-
set. After removing stop-words and stemming as explained in section 4.1., we ob-
tained 6573 words as the feature set for the general topic classification task.  

                                                           
3  The TF-IDF (term frequency versus inverse document frequency) method was selected which 

is a classic method that gives higher weights to terms that are frequent in a document but rare 
in the whole corpus. 
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As the second and axillary representation of the same data, we used the topical 
cluster relevancy vector of the each thread4 (calculated using the LDA technique) to 
obtain a low-dimensional representation of the threads. We evaluated that representa-
tion of the data and reserved for the complementary comparison between the two 
representations. Then we integrated the two representations mentioned above into one 
representation, which consisted of 6623 features (words and 50 topics) to test the 
classification (automatic annotation) performance over the integrated representation. 
As part of the supervised learning core of the system, we trained a variety of classifi-
ers, in order to evaluate the general topic annotation performance of the method.   

5 Results and Discussion 

We run our comparing classification experiments on the 500 filtered Friendfeed 
threads. We conducted the classification evaluations using stratified 10-fold cross-
validations (this means that the classifier is trained on nine parts of the data and tested 
on the remaining part, then this is repeated 10 times for different splits, and the results 
are averaged over the 10 folds). We performed several experiments on a range of 
classifiers and parameters for each representation to check the stability of a classifi-
er’s performance. We changed the “Seed”, random parameter of the 10-fold cross-
validation in order to avoid the accidental “over-fitting”. In order to resolve any  
conjecture of over-fitting, the final evaluation of the method has been performed on a 
set of four pre-set classifiers included: Complementary Naïve Bayes (NB), Multi-
nomial Naïve Bayes, Support Vector Machine (SVM) (SMO in Weka) and Decision 
Trees (DT) (J48 in Weka). They were chosen because Naïve Bayes is known to work 
well with text, because SVM is a very good performer in general, and because DT’s 
output in readable for humans. 

Table 1. Comparison of the classification evaluation measures for different representation 
methods 

 

                                                           
4 Each vector contains only 50 features corresponding to the 50 LDA clusters. 
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The evaluation measures calculated by the most stable classifier over the three re-
presentations are shown in table 1. This performance is acceptable, considering that 
manual general topic annotation is an uncertain task (even for the human beings). The 
uncertainty has roots in the following three aspects: 1) the topics in our list of 10 cat-
egories are sometimes too general; 2) the nature of the social network scattered post-
ings (informal text using abbreviations that are not clear for everybody, etc.); 3) the 
subjectivity of the manual annotations; the reasons for some discrepancies between 
human annotations (with the same problem definition) could be tracked in their dif-
ferent personality, mood, background and some other subjective conditions. Human 
judgment is subjective and is not necessarily the same, among different people upon 
the same case. According to the related literature, when documents are annotated by 
more than one human annotator the expected agreement between judges is normally 
around 60-85% on different datasets [12], [13], [14]. Therefore, it is helpful to have a 
standard annotation system that always annotates based on some constant definitions, 
patterns and rules, as our automatic system does.  

Our “general topic detection” method can be applied for trend detection purposes 
in any collaborative writing web sites in which people add or modify contents, in the 
style of posts/comments. It could also be handy for some web-logs or some specialist 
forums. It could also be adapted for some kinds of message categorization or even 
spam detection for any type of text messaging services on the internet or even on 
cellular phones.  

6 Conclusion and Future Work 

We designed and implemented an efficient “general topic detection” method over the 
“Friendfeed” social network textual dataset. The system applies LDA topical model-
ing estimation/inference for the topic detection purpose. The method also gets benefit 
from some classification algorithms for the purpose of general topic detection. The 
system is useful as standard general topic annotation applications, mostly in messag-
ing services and collaborative writing web sites. Moreover, the performance of the 
system is similar to a range of comparable tasks.  

There are many advantages of our method, including: 

1) The LDA method automatically assigns topics to the posts/comments (via a 
small group of words clustered together). Then we manually interpret and generalize 
the clusters into small number (e.g., 10) of high-level classes (showed in section 4.2.). 
The remarkable advantage of this method is that the number of topical groups that 
need to be manually mapped to the general topics are far smaller than the number of 
postings of a social network corpus (or any corpus in general) that would need to be 
annotated to build training and testing sets manually.   

2)  In the LDA representation each document (thread) is represented by the LDA 
weighted membership distribution of the topical word clusters; hence any other high 
dimensional vector representation of any collection of documents can be also replaced 
by its LDA weighted membership distribution in order to reduce the dimensionality 
and consequently dealing with the curse of dimensionality. The lower dimensional 
representation can be used for any supervised/unsupervised machine learning algo-
rithm which cannot be applied on high-dimensional data. 
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3)  We observed that the quality of the topical clusters of the LDA algorithm im-
proves simply by adding the 3500 background source data (threads extracted from the 
same corpus) to the original 500 threads selected for the supervised learning. This 
means that consequently the performance of our automatic general topic detection 
method is improved using unlabeled background source data.  

One limitation of the current design is that it is case insensitive; it could be developed 
based on case sensitive texts in order to extract more specific topical key-
words/phrases of the contents. 

In future work, we are planning to replace the manual interpretation of the LDA 
topical word clusters with an automatic topic assignment. This idea could be realized 
by getting benefits from resources such as “Wordnet Domains”.   
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Abstract. This paper addresses the problem of role classification, which
is related to classifying and grouping email users into a collection of
organizational roles. This classification can be used in designing modern
email clients by adding an Inbox prioritizing feature that can predict the
role of a sender to the recipient of an email. A comprehensive study has
been done on the social network of the Enron dataset. For classifying
organizational roles, a feature vector containing a set of social network
metrics and interaction-based features reflecting users’ engagingness and
responsiveness in their community is created. After representing each
role in this feature space, Expectation Maximization (EM) algorithm
has been applied to evaluate the extracted feature set. In turn, a Neural
Network classifier has been built based on the extracted features for
classifying organizational roles that resulted in 63.57% of accuracy.

Keywords: Email mining, Enron dataset, Role Classification, Social
network analysis, Community discovery.

1 Introduction

This paper introduces a problem in the area of email mining known as role
classification. Role classification is defined as finding the role of a user in an
organizational setting from a communication network (i.e email). Email clients
can take advantage of this technique in order to prioritize the incoming emails
based on the role of the email’s sender within the specific organizational setting.
From analytic or investigative perspective, this technique can serve intelligence
and security services by extracting underlying roles within the communities that
are formed in an organization.

A series of questions arise: Can we extract some numerical measures out of
an organization’s email interactions that can contribute to classifying roles of
the users? Are these features meaningful enough for accurate discovery and pre-
diction of roles using only small amounts of labeled training data and a limited
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number of interaction traces?. This paper has tackled these fundamental prob-
lems by an extensive study on the Enron email dataset. A feature set has been
defined and evaluated through a series of experiments. Our contributions in this
paper include:

– Constructing the email’s social network; then, using the Newman cluster-
ing algorithm [11], the underlying community structures are extracted and
evaluated for their validness among other communities using topic discov-
ery. Roles are evaluated in terms of social network metrics and best features
have been chosen. Moreover, the EM algorithm is used to evaluate the whole
feature set.

– Selecting a feature set from the social network metrics combined with inter-
action based features. Most of those metrics have been used for personalized
email prioritization [15], or spam filtering although none of them has been
used in depth for role prediction in the email domain.

– Building a Neural Network classifier for classifying email’s sender into orga-
nizational role. This is known as the Role Classification procedure.

2 Related Work

There has been a stream of research in support of email-based prediction tasks
for recipient reminding [2], action-item identification [3], spam identification
[9], folder recommendation [7], and social group analysis [8] based on statisti-
cal learning techniques including supervised, unsupervised, and semi-supervised
methods. Most previous research that are conducted on the Enron email corpus
have focused on Natural Language Processing of the data for classification of
the emails [7], dataset mapping of Enron’s users [4], and quantitative analysis
inside the Enron dataset [13].

From another perspective, the research community is exploring the Enron
dataset from the network analytic view. In [6], Diesner et al. applied various
network analysis techniques in order to find key players based on time. Recently
in [14], Wang et al. have developed a classification technique to classify enter-
prize usage of emails versus personal. They emphasized social features more than
the content-based features to solve email classification problems. Neustaedter et
al. [10], focused on the problem of manhandled email and discussed using social
meta-data to enhance the email triage experience. They also have used activity-
based features based on user logs without taking into account the capability of
social networks measures. As the novel contribution of this paper we are inter-
preting the interaction-based features effects simultaneously with social network
analysis potential metrics.

3 Problem Definition and Proposed Solutions

Given a user, described by a set of features, the goal is to build a predictive
model which can classify a user’s role in an organization. Through a series of
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experiments, first the social network of the Enron users is analyzed for selecting
a set of feature measures. Then, these social network based features along with
interaction-based features are evaluated by a cluster analysis process in order to
confirm their discriminative power. Finally, using these selected features a model
is built for organizational role classification.

3.1 Features

Two sets of features have been used for the purpose of Organizational Role
Classification illustrated in Table 1:

– Social network-based features define the social centrality of each node
commonly used in social network analysis.

– Interaction-based features indicates personal contact network and illus-
trate the level of responsiveness and engagingness of each contact [12].

Table 1. Selected Features

(1) In-degree 1
|C|

∑i
j=1 Rji ,where Rji∈{0,1}, and |C| is the total

number of contacts.

(2) Out-degree 1
|C|

∑i
j=1 Rij

(3) Total-degree 1
|C|

∑|C|
j=1�

Rij+Rji

2
�

(4) Clustering Coefficient 1
v

∑
i∈Nbr(v)

∑
j∈Nbr(n),j �=i Rij

(5) Betweenness 1
(v−1)(v−2)

∑|n|
j=1,j �=i

∑|n|
k=1,k �=j,k �=i

σjk(i)

σjk
, where σjk is

the number of shortest path between j and k that
goes through i [15].

(6) Email Reply-Sent count |RepT (ui)|
|Sent(ui)| , where RepT (ui) are the emails replied to

ui earlier emails and Sent(ui) is the total number of
emails sent by this user.

(7) Email Reply-Received count |RepB(ui)|
|Recieved(ui)| , where RepB(ui) are the emails replied

by ui and Received(ui) is the total number of emails
received by this user.

(8) HITS Authority Measures the global ratings of a contact inside the
whole network

3.2 Dataset

The only publicly available dataset which has been used in email research is the
Enron corpus [1]. To our knowledge there exists only one list1 that indicates the
roles of Enron users: 103 out of 149 users’ email addresses and the organiza-
tional roles are specified. Some statistics about the selected dataset illustrated
in Table 2. For the preprocessing, the names and email addresses were examined
and found that 60 of selected users had second email addresses. We extracted
all of messages related to these addresses and unified the whole dataset. Note
that no additional information (e.g. user signatures) were available in the body
of emails.
1 http://cis.jhu.edu/~parky/Enron/employees

http://cis.jhu.edu/~parky/Enron/employees
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Table 2. Number of users in each role category

Role CEO Director Employee IHL Manager MD President Trader VP

Total #of Sent and Received 3359 3189 28298 2102 2476 1213 2802 16997 13485
#of Users 4 13 34 3 10 3 4 12 19

4 Social Network Analysis on Enron Dataset

A comprehensive analysis is done in this section to select the most informa-
tive social network features. First, social communities are discovered and role
communications are studied in this context. To evaluate if these communities
are meaningful and distinguishable in the Enron organizational setting, a topic
discovery is made to evaluate these communities.

To discover communities in this social network the Newman clustering algo-
rithm has been applied [11]. Applying, it divided the whole network into five
different communities. Each community contains a variety of different roles,
meaning that each cluster of users gathers around a centric organizational con-
cept, i.e same project or topic. Even the smallest cluster(Cluster 5 ) consists of
employees, a trader, managers, directors, and vice presidents. These communi-
ties may have different interpretations in the real world; they may be different
parts of the Enron company working on different projects with different topics
or issues. To evaluate the quality of the communities, emails in each community
have been analyzed in isolation in order to find the most frequently discussed
terms in that community. In this process NLP techniques have been used for
extracting terms from the emails and building a dictionary of most frequent
terms for each community (a.k.a cluster). As illustrated in Table 3, each term is
unique to its related cluster, and it is argued that these terms can describe the
clusters uniquely in real world. As is evident from the given term sets bellow,
the topic of discussion for each cluster is totally different and each cluster can
be differentiated using their term sets.

Table 3. Top most frequent terms and topics for each community

Cluster1 Cluster2 Cluster3 Cluster4 Cluster5

term frequency term frequency term frequency term frequency term frequency

november 187 power 1710 blackberry 224 publish 133 schedule 2494
west 171 california 1627 capacity 200 germany 128 portland 2251
desk 137 energy 1565 rate 195 PVI 110 scheduling iso 2251
start 133 agreement 1303 pipeline 163 offer 94 datum 645

#of emails 1614 7913 1254 1356 2758

To study and evaluate whether this social network representation has some
logical interpretation in the real world four different roles from the Enron social
network have been selected. Based on the degree centrality traders and managers
gain high scores while CEO and employee are ranked low. This is also true in
real organizational settings: traders and managers are very active in communi-
cations since they tend to contact many individuals to manage a team or contact
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other traders and teams for marketing decisions. But, roles such as CEO or an
employee are very isolated in their own community as they are focused on a
specific project or environment. These behaviours are clearly reflected in their
centrality and betweenness scores: 74% of managers, directors, and presidents
and 81% of traders are at the top of degree centrality and betweenness list while
67% of CEOs and 62% of employees are at the bottom.

5 Feature Set Evaluation

In order to find out whether the feature set given in Section 3.1, can discriminate
the dataset in terms of users’ roles, EM algorithm is applied [5]. The algorithm
is tuned to automatically find the optimized number of distributions (a.k.a.
clusters) for the data. Using 10-fold, the EM algorithm found 5 clusters, as
illustrated in Table 4, which is a close estimation of the number of predefined
roles. Due to the small sample size of some role classes (i.e. CEO) distributions of

Table 4. EM clustering algorithm results over Enron dataset

Employee Director VP IHL Manager CEO President Trader MD

Cluster1 0 2 1 2 3 0 2 10 0
Cluster2 5 6 2 0 4 4 0 2 2
Cluster3 23 0 0 1 1 0 0 0 0
Cluster4 4 5 3 0 2 0 0 1 0
Cluster5 2 0 13 0 0 0 2 0 1

these categories are not rich in the feature space. Hence, some of the role classes
are assigned to other clusters. The results of this experiment shows that the
Enron users’ roles are separable in the proposed feature space although some
of the classes with small sample size appear to be noisy since they don’t fit
completely in a single cluster.

6 Role Classification

As discussed in the Section 3.2, there is only a limited number of employees avail-
able in the Enron dataset in which their positions in the company are known.
Consequently, this will reduce the sample size to only 102 instances. The other
issue is that role categories are skewed. As illustrate in Fig.1 we merged cate-
gories based on their closeness in any organizational setting, in a hope this new
categorization offers richer and more robust sample size.

Based on these newly formed classes, a Neural Network classifier is trained.
Ten-fold cross validation is used to measure the average metrics of the classifiers.
As illustrated in Table 5, the neural network model has produced the highest
True Positive rate of 0.745 for Managing class while Top-level class is highest
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Fig. 1. Hierarchy of roles

in Precision and Receiver Operating Characteristic (ROC) area. The overall
accuracy among all the classes is 63.57%. Considering the very small sample size
in this application, this is reasonably good given that random classification gives
an accuracy of 50%.

Table 5. Classification results by Neural Networks

TP FP Precision Recall F-Measure ROC

Managing Class 0.745 0.221 0.618 0.732 0.675 0.864

Employee Class 0.584 0.124 0.67 0.574 0.608 0.791

Top-level Class 0.568 0.095 0.642 0.55 0.596 0.895

Weighted Avg. 0.636 0.159 0.645 0.629 0.635 0.853

Correctly Classified 63.57%

7 Conclusion and Future Work

In this paper, first we analyzed the social network of the Enron users through SNA
popular metrics such as degree centrality and Betweenness. Through these experi-
ments, it is concluded that some social network’s measures can be used for extract-
ing informative behaviors of users for further analysis.After representing eachRole
in this feature spacewe appliedEMalgorithmto show that these clusters aremean-
ingful since they can discriminate most classes in a satisfactory manner. Finally,
we built aNeuralNetwork classifierwhichwas capable of classifying organizational
roles from the new email instances with the reasonable accuracy of 63.57%.

There were some issues that have been addressed in this paper: small sample
size for some categories made them hard to classify. The classification accuracy
was not that high because these classes affected the whole model. However, we
combined a few classes through a real organizational hierarchy which increased
the overall accuracy.

For future work it will be interesting to analyze these communities in time
spaces: one can study users and their corresponding feature values in time slices,
hoping that these features are more informative in short period of time such that
roles may express more robust behaviors in different time windows. For overcom-
ing the problem of “small sample size” one can try semi-supervised classifiers like
co-training to make use of the other 50 employees of the Enron dataset whose
role positions were not available.
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Abstract. Arabic is a morphologically rich and complex language, which 
presents significant challenges for natural language processing and machine 
translation. In this paper, we describe an ongoing effort to build a competitive 
Arabic–French statistical machine translation system using the Moses decoder 
and other tools. The results show a significant increase in terms of Bleu score 
by introducing some preprocessing schemes for Arabic in addition to other lan-
guage analysis rules. 

Keywords: Arabic morphology, statistical machine translation, comparable 
corpora, parallel corpora, pre-processing. 

1 Introduction 

Arabic is a morphologically rich and complex language, in which a word carries not 
only inflections but also clitics, such as pronouns, conjunctions, and prepositions. 
This morphological complexity also has consequences on NLP applications, such as 
machine translation and information retrieval. Developing an Arabic-French machine 
translation is not an easy task, although there is a vast amount of training data nowa-
days. In another side, dealing with the complexity and ambiguity of the source lan-
guage plays a major role in boosting the efficiency of the translation system.  

In previous research, it was shown that morphological pre-processing of a morpho-
logically rich language, such as Arabic does provide a benefit, especially in the case 
of limited volume of training data [6, 7, 11,12]. In Statistical Machine Translation 
(SMT) context, Habash et Sadat [6], pre-processed Arabic texts using different  
segmentation schemes for translation into English and showed that the quality of 
translation is generally better than the baseline. In relation to Arabic-French SMT, 
few research and evaluations were reported, compared to Arabic-English SMT among 
other pairs of languages. One of the first statistically-driven machine translation sys-
tems for Arabic-French was reported by Hasan et al [11] during the second Cesta 
evaluation campaign1. The proposed SMT system used a simple stemming algorithm 
based on finite-state-automaton to split Arabic words into prefixes, stem and suffixes.  

                                                           
1 http://www.technolangue.net/article.php3?id_article=199 
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Nevertheless, this simple segmentation method showed a reduced OOV rate from 
8.2% to 2.6% for the test data and thus a better quality of translation in terms of 
BLEU score  [8].  

In relation to improving an SMT system using some language analysis rules, such 
as re-ordering and Arabic as a source language, there was no reported research on 
Arabic-French SMT. However, Carpuat et al. [4] showed that post-verbal subject 
(VS) constructions are hard to translate because they have highly ambiguous reorder-
ing patterns when translated to English. They proposed to reorder VS construction 
into SV order for SMT word alignment only. This strategy significantly improves 
BLEU and TER scores of an Arabic-English SMT. 

This paper is organized as follows. In section 2, we discuss the problems of Arabic 
in the scope of SMT, the data that we used through TRAD 2012 evaluation campaign2 
and the proposed solutions of pre-processing through segmentation and part-of-speech 
tagging. In section 3, we present the experiments on Arabic-French SMT, different 
evaluations and results. Section 4 concludes the present paper.    

2 The Problem, Data and Methods  

With Arabic being morphologically complex and rich, lexical scarcity comes as a 
natural result. In such cases it helps to reduce this morphological complexity in order 
to obtain better alignments and decoding for Statistical Machine Translation [6].  

We participated in the 2012 TRAD2 evaluation campaign, that was coordinated by 
the Laboratoire National de métrologie et d’Essais (LNE) and CASSIDIAN (the de-
fence and security subsidiary of the EADS group), and was funded by the French 
General Directorate for Armament (DGA). The system is trained on 3.5 million words 
of French and their parallel text in Arabic in addition to 9700 parallel sentences that 
were extracted from the essentially comparable UN corpus of 2009. The training pa-
rallel Arabic-French corpus is a mixture of two parallel corpora, Trames and the news 
commentary. The development corpus contains 20,000 words, namely 40,000 words 
with the reference. The evaluation corpus contains 15,000 words with 4 references. 

The common practice of extracting bilingual phrases from the parallel data usually 
consists of three steps: first, words in bilingual sentence pairs are aligned using state-
of-the-art automatic word alignment tools, such as GIZA++  [13], in both directions; 
second, word alignment links are refined using heuristics, such as Grow-Diagonal-
Final (GDF) method; third, bilingual phrases are extracted from the parallel data 
based on the refined word alignments with predefined constraints [13]. 

The trigram language models are implemented using the SRILM toolkit [1].  
Moses3 [3], an open source toolkit for phrase-based SMT system, was used as a  
decoder. These steps of building a translation system are considered as a common 
practice in the state-of-the-art of phrase-based SMT systems. Our research for  
improving the Arabic-French SMT system was emphasized more on the pre- and 
post-processing parts. 

                                                           
2 http://www.trad-campaign.org/ 
3 Available on http://www.statmt.org/moses/ 
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2.1 Arabic Pre-processing 

In order to perform Arabic pre-processing, we used a machine learning approach that 
performs word segmentation and POS tagging at the segment level. We then use rules 
to derive the different pre-processing schemes required for the machine translation 
experiments. 

We use memory-based learning for both word segmentation and Part of Speech 
tagging. For segmentation, we use TiMBL [9] for POS tagging MBT, a memory-
based tagger [9]. Memory-based learning is a lazy learning paradigm that does not 
abstract over the training data. During classification, the k-nearest neighbors to a new 
example are retrieved from the training data, and the class that was assigned to the 
majority of the neighbours is assigned to the new example. A Memory-Based Tagger 
(MBT) uses TiMBL as classifier; it offers the possibility to use words from both sides 
of the focus word as well as previous tagging decisions and ambitags as features. An 
ambitag is a combination of all POS tags of the ambiguity class of the word  [10]. 

2.2 Word Segmentation 

Word segmentation is defined as a per-letter classification task: If a character in the 
word constitutes the end of a segment, its class is ’+’, otherwise ’-’ [10]. We use a 
sliding window approach with 5 characters before and 5 characters after the focus 
character, the previous decisions of the classifier, and the POS tag of the focus word 
assigned by the whole word tagger (cf. below) as features. The best results were ob-
tained for all experiments with the IB1 algorithm with similarity computed as 
weighted overlap, relevance weights computed with gain ratio, and the number of k 
nearest neighbors equal to 1. 

For example, the word “wllmhndsAt” (Eng. and for the female engineers) receives 
the segmentation w+l+l+mhnds+At. This form will then be passed, in context, to the 
POS tagger. 

2.3 POS Tagging 

For POS tagging, we use the full tagset, with information about every segment in the 
word, rather than the reduced tagset (RTS) used by Diab et al. [2] and Habash and 
Rambow [5, 6], since the RTS assumes a segmentation of words in which syntactical-
ly relevant affixes are split from the stem. The word w+y+bHv+wn+hA, for example, 
in RTS is split into 3 separate tokens, w, ybHvwn, hA. Then, each of these tokens is 
assigned one POS tag, Conjunction for w, Imperfective Verb for ybHvwn, and Pro-
noun for hA. The split into tokens makes a preprocessing step necessary, and it also 
affects evaluation since a word-based evaluation is based on one word [10]. 

3 Experiments on Statistical Machine Translation 

The segmentation and POS tagging modules above give us a rich representation with 
enough information for almost any further required transformation. We run four dif-
ferent MT experiments based on variations on the output as described above. 
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3.1 Description of the MT Experiments 

(1) Basic. The Basic experiment is the baseline of all the work we are doing. In 
this experiment, the Arabic side undergoes minimal pre-processing in which 
we only separate the punctuation and remove the occasional diacritization 
(the short vowels). Short vowels do not normally occur in Arabic, but some-
times scattered ones are there mainly for disambiguation purposes; however 
since their use is not standardized and subjective, their removal usually leads 
to better agreement between the training and test sets. 

(2) Tokenized. In this context, tokenization means splitting the prefixes and 
suffixes that have a syntactic value and that usually stand as independent 
words in other languages. Examples of these include the possessive pro-
nouns (-hm, -h, -y, -hA), conjunctions (w, f), and prepositions (l-, k-, t-). We 
have also chosen to split the Arabic definite article Al due to the perceived 
similarity in distribution between the Arabic and French definite articles. 
The process also normalized the definite article from l to Al, which is the 
more frequent form. 

(3) MorphReduced. In the morphologically reduced experiment, we reduce the 
morphology of Arabic to a level that makes it closer to that of the French lan-
guage. An example of this is the dual form, which does not occur in French and 
has thus been transformed to the plural. The following table (Table 1) lists the 
most common examples of Arabic morphological reduction. 

(4) Swapped. The swapped experiment tries to introduce some structural 
matching between the source language (Arabic) and the target language 
(French). Two structural changes have been attempted, as follows: 
(a) While Arabic possessive pronouns follow the nouns, we have made them 
precede the nouns in order to match the French. For example ktAb -y (book -
my) has now become (-my book) to match “mon livre” (in French). 
(b) Arabic object pronouns, which follow the verb, have been made to pre-
cede it. >nA >ryd h (I want it) is now >nA h >ryd with the purpose of 
matching the French structure “Je le veux”. 

3.2 The Effect of Tokenization on Data Sparseness 

We have measured the effect of the pre-processing steps above on data sparseness, 
measured in the percentage of unknown unigrams (OOVs) on a development set (dev 
set). Table 2 summarizes the findings on the dev set. We give numbers in terms of 
tokens (the total number of words) and types (the number of unique words in the text, 
i.e. no-redundant words in the text). 

It can be noticed that the tokenization has a major effect on combatting data 
sparseness and consequently improving the quality of translation as measured by the 
BLEU score. Morphological normalization, which is a layer on top of tokenization, 
improves things even further, and this is reflected in the difference between the base-
line BLEU score and the MorphReduced BLUE score which is 8.6 absolute points. 
The swapped experiment leads the system output to deteriorate; which leads to a re-
view of the introduced rules for the structural matching between the source Arabic 
and the target French languages, in the future.  
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Table 1. The most common rules for Arabic morphological reduction 

Rules and Examples for the MorphReduced experiments 

(1) Regular Plural Nominative → Regular Plural Accusative

Example:  
before applying the rule: mstwTnwn 
After applying the rule: mstwTnyn 

(2) dual Nominative → Regular Plural Accusative 

Example:  
before applying the rule: lAEbAn 
After applying the rule: lAEbyn 

(3)Jussive Mood → Indicative Mood 

Example:  
before applying the rule: hm lm ylEbwA 
hmA lm ylEbA 
After applying the rule: hn lm ylEbwn 
hm lm ylEbwn 

Table 2. Experiments on the development set  

Experiment 
% OOV   
(Types) 

% OOV  
(Tokens) 

BLEU score on 
Dev 

Baseline 10.74 4.81 17.69

Tokenized 7.99 2.00 25.84

MorphReduced 7.87 1.98 26.33

Swapped 7.87 1.98 25.48

3.3 Results, and Discussion 

Table 3 compares the results, in term of BLEU scores, of the 4 experimental settings 
in 3 evaluations schemes, as follows:  

(a) Standard, which includes performing re-casing and removing white space be-
fore punctuation,  
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(b) Nopunct, in which punctuation is stripped and evaluation is performed on the 
lexical text only, and  

(c) Nopunctcase in which, in addition to removing punctuation, all words are low-
er-cased. 

We can see from Table 3 that the Baseline experiment produces the lowest results, 
and that the tokenization scheme is a big leap with a 7.2 BLEU scores of improve-
ment (25.9 vs. 33.1), which means that performing tokenization is a really a necessary 
step for translating from Arabic, an that the morphological complexity of Arabic 
could be a hindrance to quality automatic translation. While tokenization leads to 
considerable improvement, morphological reduction fares even better with a 7.4 
BLEU score higher than the baseline. This could be due to the fact the morphological 
reduction reduces the number of unknown words even further than tokenization alone. 
Swapping elements to math the target language, which is built upon tokenization and 
morphological reduction, leads to the results to deteriorate a little as it cancels out the 
effect of the morphological reduction process.  

It is still an open question whether the positive effect of pre-processing will still 
carry over with increasing the amount of training data and to what extent this will 
help. 

Table 3. Results in term of BLEU score  

 Base Tokenized MorphReduced Swapped 

Standard 25.9 33.1 33.3 33.1 

Nopunct 23.8 31.5 31.7 31.4 

Nopunctcase 25.8 34.1 34.1 34 

4 Conclusion 

We have presented an ongoing project on developing a competitive Arabic-French 
machine translation, using the methods and evaluations presented at TRAD 2012 
evaluation campaign. We have introduced pre-processing schemes for the source 
language (Arabic) and some rules of language analysis related to the target language 
(French).  Our method for POS tagging and segmentation of Arabic texts showed a 
significant improvement in terms of BLEU score; however it does not assume the best 
results. The introduced morphological rule that reduces the morphology of Arabic to a 
level that makes it closer to that of the French language, showed the best results.  
We have introduces extra swapping rules, that tries to introduce some structural 
matching between the source language (Arabic) and the target language (French); 
however there was no improvement in terms of Bleu score. Our future work is con-
centrated on the revision of these swapping rules and the introduction of more rule for 
the recognition and transliteration of named entities; which makes our translation 
system a hybrid rule-based and statistical SMT system. 
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Abstract. In this work, we investigate the use of Answer Set Program-
ming (ASP) as a component in a multi-layered situation awareness sys-
tem for the marine traffic domain. The State Transition Data Fusion
(STDF) model which has been adopted for the situation assessment task
enables performing each of the tasks at an appropriate level of abstrac-
tion. In this model, we delegate the lower-level analysis to an imperative
modelling language called CoreASM ; while the higher-level analysis for
the impact assessment is handled through a reactive ASP system. The
reactive answer set solver enables using dynamic input data to generate
answer sets in an incremental fashion. Furthermore, ASP has a rich po-
tential in representing domain rules as it is declarative and provides a
compact and intuitive encoding of the domain expert’s knowledge within
a non-monotonic framework.
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1 Introduction

Maritime traffic control is an example of a task that looks for methods to en-
hance the capabilities of human operators. Maritime operators, who watch over
the oceans 24/7, are responsible for ensuring vessels comply with maritime reg-
ulations. In order to do this, an operator must analyze large amounts of data.
The operators must use their expertise to combine the relevant data and infer
additional situational facts in order to determine if further action is required.
However, with the vast amount of information along with the numerous rules
for safety compliance, we can see how the problem quickly becomes intractable
for a human operator without some automated assistance to evaluate the large
number of situational facts.

A situation awareness [1] system can be utilized to augment the human opera-
tors’ expertise and analyze the available information to detect anomalous actions
and events. As an illustration, if a ship is moving faster than the allowed speed,
the system can consider it as being anomalous. Unfortunately, unlike speed limit
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checking, not all of the anomalous activities are easily observable. Some situa-
tional facts require expertise and abstraction of data in order to be inferred.
Therefore, the situation assessment model needs to perform the analysis in dif-
ferent levels of abstraction from low-level input data analysis to higher level
information analysis. In order to implement a system able to act upon its knowl-
edge and information from the domain, we have adopted the State Transition
Data Fusion (STDF)[2] model for situation awareness. The customized STDF
model enables performing each of the anomaly detection tasks in an appropriate
level of abstraction. Section 3 explains the STDF model in further details.

In this work, we investigate use of Answer Set Programming (ASP) as a
component in a multi-layered situation awareness system for marine traffic do-
main. ASP has a rich potential in representing rule-based domains because it
is declarative and provides a compact and intuitive encoding of the domain ex-
pert’s knowledge within a non-monotonic framework. Moreover, marine traffic
domain, like most other real world rule-based domains, is prone to policy (rule)
changes. ASP is flexible enough to extend and can adapt the system as the
policies change. On the other hand, marine traffic domain’s highly dynamic en-
vironment requires us to maintain a history so we can detect anomalies that
require analysis over a period of time. Recent advancements to implementations
of ASP enable incremental evaluation of logic programs; this allows for the pro-
gram to have a notion of history which is essential for a situational awareness
system. The history of the system includes the raw information received from
the environment as well as the knowledge inferred in the system. The history in
the system grows throughout time as new situational facts are inferred. In order
to handle the increasing information accumulating over time, efficient means to
store the history will be beneficial.

In a nutshell, our contributions with respect to situation analysis in a rule-
based domain are to: (1) present an intuitive encoding of the domain rules; (2)
use the efficient means presented by ASP to handle the history of the domain; (3)
provide a modular architecture to perform situation analysis in different levels
of abstraction.1

2 Answer Set Programming: Preliminary Notions

Answer Set Programming (ASP) is a declarative language introduced by Gelfond
and Liftchitz[4]. In ASP a given problem is represented as a logic program and
the solution(s) correspond to the resulting answer sets. An ASP program is a
logic program which is a collection of statements analogous to if-then rules.
These rules have the form:

A0 : − A1, . . . , Am, not Am+1, . . . , not An.
2 (1)

where A0 is the head of the rule and A1, . . . , Am, not Am+1, . . . , not An is the
body of the rule. Logic programming rules function as inference rules where

1 This work is based on the M.Sc. thesis [3] from Simon Fraser University.
2 The ‘: −’ symbol divides the head and the body parts in a rule. Intuitively speaking,
the head atom in a rule is inferred if the body holds.
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intuitively A0 is inferred if A1, . . . , Am hold and there is no evidence supporting
any of Am+1, ..., An. The inferred atom, A0, will no longer hold once we acquire
evidence supporting at least one of the naf-literals3 in the body of the rule.
There are three basic type of rules defined in ASP, namely regular rules, facts,
and integrity constraints. A regular rule appears in the form (1) where it contains
a head atom and at least one literal or naf-literal in its body. Facts are rules
with an empty body of the form (2).

A0. (2)

Lastly, integrity constraints are rules with empty heads. They prohibit co-
occurrence of literals in the body of the rule in one answer set. Adding integrity
constraints to the program may omit some of the answer sets. Integrity con-
straints, in general, are in the following form:

: − A1, . . . , Am, not Am+1, . . . , not An. (3)

Additionally, the cardinality and sum aggregates are useful features for our ap-
plication. A cardinality aggregate is a literal of the form (4) that appears in the
body of the rule.

lower{A0, A1, ..., An}upper (4)

lower and upper are two integer values that indicate the boundaries. This literal
takes truth value only if the number of atoms Ai, 0 ≤ i ≤ n that hold truth
value add up to a number between the lower and the upper bound. The sum
aggregate is a generalization of the cardinality aggregate where there is a weight
associated to each atom:

lower[A0 = w0, A1 = w1, ..., An = wn]upper (5)

lower and upper are again the boundaries indicating the lower and the upper
bounds for the sum of the weights of the satisfied atoms.

Reactive Answer Set Programming

Reactive answer set programming bridges the gap between the declarative
paradigm used by answer set programming and a wide variety of applications
dealing with dynamic domains. Gebser et al. [5] introduce this approach by in-
corporating online data streams into the logic program. They take advantage of
incremental logic programs[6] to bring in dynamicity through a time component.

The reactive ASP-solver that we have used in this work is called oclingo[7].
oclingo’s input language is an incremental logic program which is different from
the regular ASP programs in that it takes a dynamic parameter and enables
incremental generation of the answer sets. Incremental logic programs are com-
posed of three logic programs, namely base, cumulative, and volatile programs.
The base program includes static knowledge, while the cumulative program is
meant to track the knowledge that should be accumulated over time. Lastly, the
volatile program contains the rules that are time dependent but transient after
a specific number of steps. The online input for each step must be presented in
the following format:

3 Literals that are negated with negation as failure(naf).
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#step k. external_predicate. #endstep.

The incremental grounder grounds the time dependent parts of the program as
the time parameter increases. This approach in dealing with a dynamic parame-
ter inside the ASP solver provides the means for handling history of the domain
inside the ASP solver itself.

3 Application Model

In this work, we have adopted the STDF model [2] for situation awareness (SA).
The STDF model elaborates Endsley’s definition4 of Situation Awareness [1].
STDF has a systematic approach to manage the complexity of SA systems
through modularization. It achieves situational awareness by assessing the in-
put at three levels of abstraction: (i) object assessment where the raw input is
transformed into objects in the world model; (ii) situation assessment in which
relations between objects are represented; and (iii) impact assessment in which
the effects of relations are identified.

We perceive the maritime domain as being composed of two main agents:
the environment, and the base station. The environment is where all the objects
operate and actions are performed. An Automatic Identification System (AIS)
system passes information obtained from the environment to the base station.
The base station analyzes the data and tries to maintain a situation-aware state
given the observations. In order to enable the base station to achieve situation
awareness, the SA model is located inside the base station. The STDF model
performs the situation analysis by understanding the world in terms of: (i) ob-
jects ; (ii) interaction between them (situations); and (iii) scenarios composed
of events occurring in the domain (a set of interacting situations) which are
addressed in Object, Situation, and Impact assessment layers respectively.

The analysis from the first two layers, object and situation assessment, deals
with numeric features of the domain and therefore opts for an imperative lan-
guage to perform computations. However, the impact assessment layer deals
with higher level statements and contains no numeric information; therefore we
have used a declarative language for the analysis in the latter layer. Figure 1
depicts the main components of the SA system and their interaction. As shown
in the diagram, the CoreASM modelling language[8] performs the analysis from
the object assessment and the situation assessment layers; while it delegates the
impact assessment analysis to the ASP component where the basic situational
facts are supplied from the previous two layers. The ASP component is com-
posed of an incremental logic program, where the expert knowledge is encoded,
a controller program, that passes the external situational facts to the engine,
and an ASP-solver engine performing the inference task.

The object assessment layer identifies each vessel and its status in the domain.
Compliance of the vessel with basic rules in the domain is one of the factors that

4 “The perception of the elements in the environment within a volume of time and
space, the comprehension of their meaning and the projection of their status in the
near future.”
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Fig. 1. Situation Awareness Model Using CoreASM and ASP

identify the status of the vessel in the domain. For example, one needs to check
the vessel location to ensure that it is not in a prohibited area. Such situa-
tional facts are represented as first order propositions in the form situation(<
parameter list >). For example, in the situation where there is a vessel in a
prohibited area we get the proposition in prohibited area(vessel, area, time).

After clarifying the status of each vessel, the interaction of the vessels with
each other needs to be analyzed. The situation assessment layer takes the result-
ing object representations as well as the basic situational statements to discover
the relations between the objects in the domain. This layer accesses the nu-
merically based features of objects as well as propositions explaining status of
objects in the domain and draws higher level situational facts identifying the
relations between the objects. Resulting statements are first order propositions
corresponding to events involving two or more objects in the domain. An exam-
ple of such a situation is where two vessels are involved in a dangerous cargo
coincidence; e.g. dangerous cargo coincidence(vessel1, vessel2, location, time).

Determining if there are any vessels carrying conflicting cargos in a close
proximity is called a dangerous cargo coincidence and is a situation of interest
in our application.

Impact Assessment Using Reactive Answer Set Programming

The impact assessment layer is built on the previous two layers to perform higher
level analysis based on the inferred situational facts about the objects and their
relations. The impact assessment analysis represents the world in terms of sce-
narios that may involve multiple situations. An impact assessment component
should be capable of interpreting the situations, discovering the interacting sit-
uations, and predicting how a situation may evolve over time.

Running Example. As mentioned earlier, we define a scenario as a set of
interacting situations which results in some effects of interest (impact) in the
domain. As an illustration, let’s consider a scenario in which a vessel would be
considered as being suspicious if the following pattern is observed:
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... two vessels have been involved in more than one dangerous cargo co-
incidence situations together in the past two months and at least one of
them has not been moving outside of the area for more than a week.

In this scenario the domain expert would take the scenario as being safe if:

... at least one of the vessels is from a legitimate addressee or the vessels
both have been inspected in the last two days.

The impact assessment component is responsible for analyzing the history of
situations, figuring out the relations between them, and the possible suspicious
interactions of events.

Propositional statements, representing situations involving one or multiple
vessels, form the input for the impact assessment ASP program. This input is
supplied through the output from the object and situation assessment layers.
The propositional statements from these two layers are encoded in terms of
oclingo’s external input language. As described in Section 2, oclingo augments
the incremental logic program with the online data at each incremental step
and solves the resulting program. The incremental logic program represents the
impact assessment scenario rules where the incoming situations, representing the
current state of the world, need to be matched against the scenario rules in order
to discover impacts of the courses of actions.

In order to encode a scenario, the impacts of the scenario are mapped to head
predicates of the rules; while the basic situations are mapped to body predicates
representing the conditions where an impact can be inferred. The rules encoding
the scenarios need to be assessed at each step in order to infer possible impact;
therefore, there is a notion of time in the rules encoding the scenarios. Thus they
should be placed in one of the time-dependent program parts; i.e. cumulative,
or volatile. The cumulative part allows persistent accumulation of the history;
while the volatile part can be used to keep track of the history for a specific du-
ration. The persistent rules need to be located under the tag “#cumulative t.”
indicating the cumulative program part; while the volatile rules are placed un-
der “#volatile t : duration.” with an arbitrary duration. The choice between
these two program parts depends on how far we need to maintain the history of
the inferred facts in the system. For example, one may assume that the history
of the vessels that have been recognized as being suspicious should never be re-
moved from the system and therefore be placed in the cumulative part. However,
this may not be a good decision since the persistent atoms can occupy a large
amount of memory in the long run, and result in regressive performance of the
system.

The history for the basic situations which are being fed to the system through
the controller program are handled likewise. For the input predicates, we have
the choice of handling the history at the rule level and the input level. For
example, in the suspicious coincidence of vessels scenario, the history of the
basic situational fact indicating dangerous cargo coincidences needs to stay in
the system for two months; however, the history of vessels to be inspected would
only need to be kept valid for two days. Therefore, they can be defined to be
volatile at the input level for a specific duration of time.
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Program 1. Suspicious Coincidence Scenario Rule Encoding

01 #cumulative t.

02 suspicious_coincidence(V1,V2,t) :-

03 dangerous_coincidence(V1,V2,T1),

04 dangerous_coincidence(V1,V2,t),

05 T1!=t,

06 not vessel_area_changed(V1;V2,T):time(T):T<=t,

07 [ legitimate_vessel_addressee(V1)=2,

08 legitimate_vessel_addressee(V2)=2,

09 inspected_vessel(V1,T):time(T):T<=t = 1,

10 inspected_vessel(V2,T):time(T):T<=t = 1]1.

#volatile : duration. ext_vessel_inspected(vessel1,t).

Program 1 illustrates the encoding of the suspicious coincidence scenario, de-
scribed earlier. In this scenario a predicate “suspicious coincidence” is
mapped to an impact in which two vessels are considered as being suspicious
if the available basic situations match to the scenario pattern. In this case we
would like the history of the suspicious vessels be persistent; therefore we defined
them under the cumulative label in the program. Lines 6-10 encodes the condi-
tion: “at least one of the vessels is from a legitimate addressee or the vessels both
have been inspected recently” by using a sum aggregate and assigning a weight
of 2 to each vessel being from a legitimate addressee and assigning a weight of
1 to their being inspected in the last two days. The sum aggregate returns the
sum of the weights for the literals that hold. Setting the upper bound to one
ensures that the aggregate statement would evaluate to false if the criteria for
the scenario’s being safe is met. In other words, if the aggregate statement in the
body evaluates to false, the case would not be considered as being a suspicious
coincidence, as it means that either at least one of the vessels is from a legitimate
addressee or they have both been inspected in the last two days.

As we can see in Program 1, the criteria for the vessels being inspected in the
“last two days” is not mentioned anywhere in the rules. The reason is that the
history of the external situational facts for inspected vessels has been handled
in the input level by setting a volatile duration of two days. This means that the
atoms “inspected vessel(V1, T)” and “inspected vessel(V2, T)” would not
be valid unless they occurred in the past two days. In this example, negation-as-
failure is used to check the absence of information regarding the vessels’ being
outside of the area in the past week. Similar to the previous case, the history for
atoms “vessel area changed(V1, T)” and “vessel area changed(V2, T)” has
also been handled in the input level.

As demonstrated in the example, ASP offers an intuitive and natural encoding
for the domain expert’s knowledge in a descriptive fashion. Its available features
allows us to represent the rules in a succinct way. Furthermore, the facilities
provided by the recent reactive implementation of ASP enables handling the



322 Z. Vaseqi and J. Delgrande

history of the domain in both input and the rule level. At the input level, we
can specify an expiry time for the raw input information provided; while at the
rule level one can manage the history of the inferred predicates.

4 Conclusions and Future Directions

In this work, we highlighted the use of ASP for high-level analysis in the rule-
based dynamic domains. We investigated the use of ASP as a component in a
situation awareness system where we need to perform a large number of inference
tasks in order to achieve a state of situation awareness. We have located our ASP
component in a multi-layered situation awareness model called the STDF model.
The STDF model offers a modular model where the situational analysis tasks
can be delegated to appropriate components.

We demonstrated how ASP offers a powerful and intuitive way of encoding
the expert knowledge in terms of rules. The reactive answer set solver provides a
seamless way of handling the history inside the ASP system. It enables a simple
means to discard the information which is no longer useful. The means to manage
the history from the previous time-steps makes it useful for dynamic domains.

One of the tracks for the future work is an extensive analysis of how the system
compares to an alternative implementation where the history is handled using a
database management system. This comparison can be made along quantitative
and qualitative aspects. Quantitatively, the response time can be measured to
examine how does the system scale as the input data grows. In the qualitative
aspect we can investigate the flexibility of the two systems with regard to policy
changes, expressiveness, and the extensibility of the systems.
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Abstract. The problem of finding the set of Pareto optimal solutions
for constraints and qualitative preferences together is of great interest
to many real world applications. It can be viewed as a preference con-
strained optimization problem where the goal is to find one or more fea-
sible solutions that are not dominated by other feasible outcomes. Our
work aims to enhance the current literature of the problem by providing
solving methods targeting the problem in static and dynamic environ-
ments. We target the problem with an eye on adopting and benefiting
from the current constraint solving techniques.
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1 Introduction

Preference reasoning is a topic of great interest to many domains including Ar-
tificial Intelligence (AI), economics and social science [8]. Mostly, this is due to
the fact that preferences provide an intuitive mean to reason about user desires
and wishes in the problem. This makes it a fundamental part in the decision
making process. Most of the work done in the literature adopts the quantitative
(numeric) measurement of the preference. Examples of this line of work include
utility functions, Multi Attribute Utility Theory (MAUT) and soft constraints.
However, the last decade shows a great interest in adopting qualitative prefer-
ences instead of the numeric ones [7]. This was derived by the observation that
users usually face difficulties in specifying their preferences quantitatively. There-
fore, different preference representations have been proposed to remove this bur-
den from the users and handle qualitative preferences adequately. One notable
representation for handling qualitative preferences is the Conditional Preference
Networks (CP-Nets) [3]. A CP-Net is a graphical model exploiting conditional
qualitative preferences independencies in a way similar to the Bayesian Network
(BN) [5] representation for the conditional probabilistic independencies. Con-
straint processing, on the other hand, is a well established research topic in AI
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community. A Constraint Satisfaction Problem (CSP) is an intuitive framework
to represent and reason about constrained problems [9].

Preferences and constraints co-exist naturally in different applications [4,12].
For example, in product configurations and recommender systems. Thus, han-
dling both is of great interest to many applications. Preference constrained op-
timization [4] concerns studying such problems and efficiently finding Pareto
solutions (or outcomes) that are satisfied by the set of constraints and optimal
according to the given preferences. A feasible solution is Pareto optimal if it is
not dominated by any other feasible solution. Finding the set of Pareto optimal
for such problems is known to be a hard problem in general [11].

The next section discusses my research problem and some research questions
related to it. In section three, we briefly mention the current state of the art
for the preference constrained optimization problem. Section four addresses the
progress of the work done so far. The future work and remaining challenges are
reported in section five. Finally, concluding remarks of the research are presented
in section six.

2 Preference Constrained Optimization

The problem of finding assignments that satisfy a set of constraints and maximize
the corresponding set of qualitative preferences is what we are tackling in this
work. Initially, we assume a static environment where constraints and preferences
are represented through CSPs and CP-nets respectively. Then, we study the
problem in a dynamic setting where variables are expected to be included or
excluded from the problem. Specifically, in our research, we are trying to answer
the following questions:

• How could we benefit from the existing constraint solving techniques in sim-
plifying and efficiently solving the constrained CP-Net problem1?

• How could we handle the problem in a dynamic setting?
• Are metaheuristics (evolutionary techniques, SLS...etc) applicable in practice
for these types of problems? if yes, under what settings?

In the first question, our goal is to benefit from the existing techniques available
in constraint processing literature and verify their usefulness in the context of
constrained CP-Net. For instance, it has been shown that using propagation
techniques over the problem can, in some cases, drastically reduce the search
space [1]. Also, we aim to study different heuristic functions to prune unpromising
branches in the search space and guide the search effectively towards the set of
Pareto optimal solutions.

In the second question, we are interested in extending the current semantics
of CP-Net to handle changes over the network. In order to do so, we first assume
the dynamic aspect is simply mapped to variable inclusion and exclusion and the

1 We use both terms Preference Constrained Optimization and constrained CP-Net
interchangeably.
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set of changes are known in advance. This naturally arises in the configuration
problems where different possible combination requirements are known before
the process starts. Then we will study the problem of temporal reasoning over the
CP-Nets. This requires finding a set of conditions under which the consistency
of the preference information is preserved. The goal from studying and trying
to answer the last question stems from the fact that non systematic searching
methods have proved, in practice, their usefulness in many domains.

3 Related Work

Several methods have been proposed to handle the constrained CP-net problem
[4,13,11,6]. Some of the methods attempt to transform the CP-Net into a CSP
where the solutions of the CSP are the optimal of the CP-Net [11]. Other at-
tempts include approximating the CP-Net into soft constraints framework [6].
In [4], a recursive optimization algorithm to handle the problem has been pro-
posed. However, the current literature lacks a comprehensive overview over the
proposed techniques tackling this problem. Also, utilizing the underlying struc-
ture of the constraints have been neglected in most of the methods. Moreover,
all the proposed methods assume a static environment exist over the preference
information.

4 Progress

Our work so far considers two aspect of the problem. First, we studied the prob-
lem of propagating consistent values over the CP-Net structure. This results in
simplifying the problem and reducing the search space needed when looking for
the optimal outcome. Therefore, in [1], we proposed a method to remove incon-
sistent values from the CP-Net based on the Arc Consistency (AC) technique
[10]. The result of the method is a new CP-net where some domain values have
been removed from the network. Experimental tests over randomly generated
problems with and without applying the AC technique shows a large savings in
finding the optimal outcome.

Second, we consider extending the CP-Net semantics to handle dynamic set-
tings. A CP-Net is a fixed representation for reasoning about qualitative condi-
tional preferences. Given a decision problem P involving n attributes, the CP-
Net N over P is always the same (i.e. the set of variables v ⊆ n participating
in N are fixed beforehand). In other words, the solutions for the CP-Net N are
always defined over the same domain space. While this is acceptable on some
static problems, it is not the case in interactive and configuration problems. In
the latter, users usually interested in different subsets of n satisfying certain
requirements. Moreover, the user interests in one attribute might be conditional
upon the existence of other attributes. For example, consider a computer config-
uration problem where the user explicitly stating her preferences qualitatively.
Assume the user is interested in the type of screen only if high performance
graphic card is chosen as part of the configuration. In this case, it is clear that
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there is no need to include the screen type preference for all configurations.
Therefore, in [2], we proposed a framework (Preference Conditional Constraints
Satisfaction Problem (PCCSP)) which extends the CP-Net to handle activity
constraints defined through a conditional CSP instance. A direct application
to the PCCSP framework is configuring the webpage content where qualitative
preferences and constraints co-exist over different webpage components.

5 Conclusion and Future Work

This research concerns the problem of constraints and qualitative preferences
co-existence over static and dynamic settings. The problem is an optimization
problem guided by the set of qualitative preferences. Although the problem has
been studied during the last decade, much work remains to be done. Examples
include examining different heuristic methods to quickly find the Pareto optimal,
utilizing the constraint structure to find a good variable ordering over the CP-Net
structure and extending the semantics of CP-nets to handle dynamic settings.
Our research goal is to contribute to the current literature through advanced
techniques and algorithms to solve the constrained CP-Net problem effectively.

The initial results were promising and we aim to continue working on different
ideas mentioned in this paper towards successfully finishing the thesis work. In
the near future, we plan to empirically evaluate different existing methods for
the constrained CP-Net problem. We investigate the problem trying to find out
under which CP-Net and CSP structures does one method outperforms another.
Moreover, the response time is an important factor for many constrained CP-
Net applications. For example, the response time is very important in interactive
applications under constraints and preferences. This motivates us to investigate
the applicability of applying different evolutionary algorithms to the problem
and examine its usefulness. Also, investigating the problem under uncertainty is
one of our planned research directions. This might result in a new representation
where some variables in the CP-Net are associated with probability distributions
and potentially incorporate inference algorithms to reason about their values.
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Abstract. In the 20th century, genetic scientists anticipated that shortly after 
availability of the whole-genome profiling technologies, the patterns of  
complex diseases would be decoded easily. However, we recently found it  
extremely difficult to predict women’s susceptibility to breast cancer based on 
their germline genomic profiles and achieved an accuracy of 59.55% over the 
baseline of 51.52% after applying a wide variety of biologically-naïve and bio-
logically-informed feature selection and supervised learning methods. By con-
trast, in a separate study, we showed that we can utilize these genomic profiles 
to accurately predict ancestral origins of individuals. While there are biomedical 
explanations of accurate predictability of an individual’s ancestral roots and 
poor predictability of her susceptibility to breast cancer, my research attempts 
to utilize the computational learning theory framework to explain what concepts 
are learnable, based on the three common characteristics of biomedical datasets: 
the high dimensionality, the label heterogeneity, and the noise.  

Keywords: genomics, disease, breast cancer, ancestral origin, computational 
learning theory, high dimensionality, label heterogeneity, noise. 

1 Introduction: Genomics as a New Lens to Monitor Diseases 

From the earliest time that human beings started living on the earth, diseases that 
cause pain, dysfunction, distress, social problems, and death were also present. Al-
though progress in the biomedical sciences in the recent centuries has shed light on 
some of these diseases and has provided high level definitions for them using an un-
aided eye, the ability to explore areas of micrometer (µm), nanometer (nm), and  
picometer (pm) size has enabled scientists to identify new cellular and molecular 
players in the disease environment. Upon the completion of the Human Genome 
Project in 2003 [1], the scientific era of omics technologies (such as genomics, tran-
scriptomics, epigenomics, proteomics, and metabolomics) emerged with the promise 
of  revolutionizing our understanding of life-threatening diseases such as cancer, di-
abetes, cardiovascular disease, stroke, and Alzheimer's disease [2].  

Among many rising omics fields, genomics, which studies the genome (DNA) of 
organisms, has obtained the highest attention because of the static nature of the ge-
nome compared to the dynamic nature of transcriptome, proteome, and metabolome 
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and availability of the relevant high-throughput measurement technologies such as 
microarrays and next generation sequencers for the genomics measurements. The 
human genome consists of approximately 3 billion units called nucleotides. Each 
DNA segment that carries genetic information is called a gene. The total number of 
human genes is estimated to be around 30,000 and less than 2% of the genome codes 
for genes. The other segments of the genome have structural purposes or are involved 
in regulating the use of genes. Single nucleotide polymorphisms (SNPs) are the subs-
titutions of single nucleotides at a specific position on the genome, observed at fre-
quencies above 1% in a human population. While SNP microarrays provide profiles 
of about 1-2 million SNPs simultaneously, next generation sequencers provide pro-
files of the all 3 billion nucleotides. 

2 Methods: Predictive Study as a Key to Find Disease Patterns 

Given a dataset of subjects, each represented by a set of features (here, a genomic 
profile), and a label that specifies a phenotype in each individual, we can conduct 
various types of studies including associative, risk modeling, and predictive. A pre-
dictive study aims to build a predictor to be used later to forecast the class label of 
unlabeled subjects. To conduct a predictive study, we first filter the dataset by remov-
ing the subjects that do not belong to the population under study and/or features that 
do not pass the quality control criteria. Then we apply a combination of feature selec-
tion and learning algorithms from the field of machine learning to learn a predictor 
from the dataset. Then we test the quality of the predictor using an evaluation strategy 
and performance metric [3]. We would like to answer a set of significant questions 
using the predictive study framework such as:  

1. Is an individual susceptible to a disease? (prevention)  
2. Does an individual have a disease? (diagnosis) 
3. What is the best treatment for an individual diagnosed with a disease? (treatment) 
4. Will an individual survive from a disease given a specific treatment? (prognosis) 

3 Results: Two Case Studies 

3.1 Case Study 1: Breast Cancer Prediction 

Given the genotypes of 696 female subjects (348 breast cancer cases and 348 appar-
ently healthy controls), predominantly of Caucasian origin from Alberta, Canada 
using Affymetrix Human SNP 6.0 arrays which measures 906,600 SNPs simulta-
neously, we filtered 73 subjects not belonging to the Caucasian population and any 
SNP that had any missing calls, whose genotype frequency was deviated from Hardy-
Weinberg equilibrium, or whose minor allele frequency was less than 5%. Then, we 
applied a combination of MeanDiff feature selection method and KNN learning  
method to this filtered dataset to produce a breast cancer prediction model. Leave-
one-out cross validation (LOOCV) accuracy of this classifier was 59.55%. Random 
permutation tests showed that this result was significantly better than the baseline 
accuracy of 51.52%. Sensitivity analysis showed that the classifier is fairly robust to 
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the number of MeanDiff-selected SNPs. External validation on the CGEMS breast 
cancer dataset, the only other publicly available breast cancer dataset, showed that the 
combination of MeanDiff and KNN would lead to a LOOCV accuracy of 60.25%, 
which was significantly better than its baseline of 50.06%. Furthermore, we consi-
dered a dozen different combinations of feature selection and learning methods, but 
found that none of these combinations would produce a better predictive model than 
our model (see Table 1). We also considered various biological feature selection me-
thods like selecting SNPs reported in recent genome wide association studies to be 
associated with breast cancer, selecting SNPs in genes associated with KEGG cancer 
pathways, or selecting SNPs associated with breast cancer in the F-SNP database to 
produce predictive models, but again found that none of these models had a better 
than baseline accuracy [4]. 

Table 1. 10-fold CV accuracy of various feature selection and learning algorithms [4] 

 Feature Selection Methods

Inf. Gain MeanDiff mRMR PCA 

L
ea

rn
in

g 
M

et
ho

ds
 Decision Tree 50.88% 52.06% 51.20% 51.69% 

KNN 56.17% 58.71% 57.78% 51.36% 

SVM-RBF 55.37% 57.30% 56.18% 51.84% 

3.2 Case Study 2: Ancestral Origin Prediction 

We proposed a novel machine learning method, ETHNOPRED, which used the  
genotype and ancestry data from the HapMap project to learn ensembles of disjoint 
decision trees, capable of accurately predicting an individual’s continental and sub-
continental ancestry. To predict an individual’s continental ancestry, ETHNOPRED 
produced an ensemble of 3 decision trees involving a total of 10 SNPs, with 10-fold 
cross validation accuracy of 100% using HapMap II dataset genotyped on Affymetrix 
Human SNP 6.0 arrays which measure about 906,600 SNPs simultaneously. We ex-
tended this model to involve 29 disjoint decision trees over 149 SNPs, and showed 
that this ensemble has an accuracy of ≥ 99.9%, even if some of those 149 SNP values 
were missing. On an independent dataset, predominantly of Caucasian origin, our 
continental classifier showed 96.8% accuracy. We next used the HapMap III dataset, 
genotyped on arrays that measure 1,458,387 SNPs, to learn classifiers to distinguish 
European subpopulations (North-Western vs. Southern), East Asian subpopulations 
(Chinese vs. Japanese), African subpopulations (Eastern vs. Western), North Ameri-
can subpopulations (European vs. Chinese vs. African vs. Mexican vs. Indian), and 
Kenyan subpopulations (Luhya vs. Maasai). In these cases, ETHNOPRED produced 
ensembles of 3, 39, 21, 11, and 25 disjoint decision trees, respectively involving 31, 
502, 526, 242 and 271 SNPs, with 10-fold cross validation accuracy of 86.5%±2.4%, 
95.6%±3.9%, 95.6%±2.1%, 98.3%±2.0%, and 95.9%±1.5% [5]. 



 Learning Disease Patterns from High-Throughput Genomic Profiles 331 

4 Discussions and Future Works: Excavating the Challenge  

These studies reveal that: while SNPs can accurately determine an individual’s ance-
stral origins, they can only weakly predict breast cancer susceptibility. From a biolog-
ical point of view, this can be explained in part by two facts: (1) ancestral origins 
depends exclusively on genetic factors (including SNPs), but (2) breast cancer is also 
influenced by non-heritable environmental and lifestyle factors, which are not 
represented in germline SNPs as well as, other genomic changes like point mutations, 
copy number variations, and structural changes of the genome. Motivated by these 
results, by utilizing computational learning theory framework, my research attempts 
to understand what concepts are learnable, based on these three factors: the high di-
mensionality of the data (relative to the relatively small sample size), the heterogenei-
ty of the label, and the noise (i.e., a bound on the best accuracy possible) [6,7]. These 
are standard characteristics of many biomedical datasets. The high dimensionality 
issue, discussed extensively in the literature, mentions that: predictive modeling of 
high dimensional datasets (having small sample size and large feature size) conven-
tionally results in overfitting, in which a model performs well on training data and 
performs poor on test data. However, little attention is given to the label heterogeneity 
which highlights that there are several possible factors, any of which could lead to a 
disease. This means a disease is formulated as follows: 

 Disease =  F1(x1,x2,x3) ∨ F2(x4,x5,x6) ∨ F3(x2,x5,x7,x8,x9) ∨ F4(x10,x11) ∨ … (1) 

Where the function F1(x1,x2,x3) is sufficient for Disease to be true, as is F2(x4,x5,x6), 
etc. This means there is no simple set of features that is sufficient for explaining the 
phenotype and as a result the learning is much more complicated. The noise issue also 
complicates learning as in the standard PAC learning framework, it is known that the 
sample complexity is only O(1/ε …) (ε is the error), when there is no noise in the 
data, but becomes O(1/ε2 …) if there is a bound on the best achievable accuracy 
(noise). We will attempt to quantify how this noise affects the classification error. 

4.1 Elucidation of the High Dimensionality and Noise Challenges 

In general, supervised learning algorithms try to find a pattern in the dataset that con-
nects the features to the labels. These tools implicitly assume that the “true” connec-
tion is the only one. This research questions this assumption, by asking how many 
patterns, at a given error rate, will be present in a given dataset, just by chance. If 
there are r such “chance patterns”, as well as the one true pattern, then a learner has 
only 1 chance in r+1 of identifying this correct pattern – i.e., of finding the actual 
meaningful rule. Notice that, if all we can use is this dataset, there is no way to distin-
guish these r+1 classifiers (that is, cross-validation will not help, nor with permutation 
tests, as this pattern applies to the entire dataset.)  

To specify our framework, we assume that we are given a dataset D of n instances, 
each involving p features and we know that the best achievable accuracy is 1-e. We 
also focus on a given specific set of hypotheses H – e.g., conjunctions, k-DNF, or m-
term k-DNF over a subset of k features. We then ask what the expected number of 
classifiers, from H, that achieve an accuracy of 1-e over D is. We first consider simple 
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Boolean datasets, and H = Conjunctions over k features. We assume that the dataset D 
= (X, Y) is generated completely randomly: each Xij ~ Bernoulli (0.5) is drawn inde-
pendently, and similarly each Yi ~ Bernoulli (0.5) independent of X and the other 
Yj’s. In each of these cases, we try to find an upper-bound for the number of matching 
classifiers involving k relevant features with each problem. Considering the number 
of instances (n), the number of features (p), the number of relevant features (k), the 
upper-bound of acceptable error (noise) (e), and the hypothesis space H, we count the 
number of matching classifiers. Table 2 represents the number of matching classifiers 
in the Boolean function learning case and we can observe that for Conjunctions: 

1. The number of matching classifiers increases in O(p!) considering the number of 
features (p). 

2. The number of matching classifiers increases in O(2k) considering the number of 
relevant features (k). 

3. The number of matching classifiers increases in O(2ne) considering the noise (e) 
and the number of instances (n). 

Given these observations and considering more complex hypotheses such as m-term 
k-DNFs, it is not surprising at all to come up with cases in which the learning algo-
rithm cannot distinguish the true classifier/pattern from other apparently equally good 
classifiers/patterns. 

Table 2. The upper-bound for the number of matching classifiers given the number of instances 
(n), the number of features (p), the number of relevant features (k), and the noise (e) 

Hypothesis Space Upper-bound for the Number of Matching Classifiers 

Conjunctions 12 2  

k-DNFs  12 2  

m-term k-DNFs 12 2
 

4.2 Concentration on the Label Heterogeneity Challenge 

While we try to learn disease-associated patterns from new high dimensional omics 
datasets, we often ignore the problem of label heterogeneity. As an example reconsid-
er the breast cancer prediction problem: breast cancer is biologically heterogeneous as 
current molecular classifications based on clinical determinations of steroid hormone 
receptor (like ER) status, human epidermal growth factor receptor 2 (HER2) status, or 
proliferation rate status (PR) suggest a minimum of four distinct biological subtypes 
[8]. Our dataset ignored these sub-classes and merged them into the single label: 
breast cancer case. We might be able to produce a more accurate predictor if we em-
ployed more detailed labelling of these sub-classes, to produce a classifier that could  
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map each subject to a molecular subtype. In this research, we assume the pattern we 
are looking for is in the form of a m-term k-DNF function matching with Equation 1 
and try to design a novel algorithm for learning this function.  
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Abstract. Text segmentation is an essential pre-processing step for many  
methods of recognition and for spotting systems as well. There are some cha-
racteristics in Arabic that differentiates it from Latin-based scripts. In this thesis 
proposal, we address the challenges of segmenting offline Arabic handwritten 
text. Our proposed approach of text segmentaion utilizes the knowledge of 
Arabic writing. Furthermore, a method for touching segmentation is proposed. 
To facilitate touching segmentation, a new learning-based baseline estimation 
method is introduced.  

Keywords: Document Analysis, Arabic Handwritten Documents, Text Seg-
mentation, Touching Segmentation, Baseline Estimation.   

1 Introduction  

Arabic is the mother tongue of more than 300 million people in more than 20 coun-
tries. The Arabic script was first documented in 512 AD. More than thirty languages 
use the Arabic alphabet such as Farsi, Pashtu, Urdu, and Malawi. 

The tasks of off-line recognizers are considered difficult since only an image of a 
script is available. One of the challenges in offline handwriting related systems is the 
complexity of segmenting text into words. When the writing style is unconstrained, 
recognition and retrieval of individual components is less reliable. Therefore, they 
must be grouped into words, before the recognition and spotting stages.  

Most of the techniques in handwritten document retrieval and recognition fail if the 
texts are wrongly segmented into words. Sometimes the cause of failure in Arabic-
related methods is the incorrectly segmented text into sub words or Part of Arabic 
Word (PAW), when PAWs are treated as main units.  

Text segmentation into words, specifically in Arabic, faces four main challenges: 
(1) lack of well defined boundaries between words, (2) touching components, (3) 
disconnected (broken) components and (4) stop words. These problems have not been 
solved. Detection and correction of such faults will improve the performance of the 
recognition and spotting systems. A problem with touching affects the performance of 
many approaches, such as analytical methods for printed and handwritten documents, 
semi-holistic techniques, holistic approaches, and word spotting systems.  
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Many methods have been proposed for segmenting text into words. These methods 
can be categorized into two approaches: thresholding and classification. A few meth-
ods have been applied on Arabic text without considering the uniqueness of this lan-
guage. In [1], a threshold was determined after measuring the distance using a vertical 
histogram. The experiments were done on city name images that have a maximum 
of 3 words per image. The accuracy ranges from 66.67% to 80.34%. In [2], a classifi-
cation technique was used based on 9 extracted features. The experiment was done on 
100 documents with an accuracy of 60%. 

1.1 Arabic Characteristics  

Twenty-two letters in the Arabic language must be connected on a baseline within a 
word. The remaining six letters cannot be connected from the left, which we call non-
left-connected (NLC) letters. In this way, NLC letters separate a word into several 
parts depending on how many of those letters are included in a word. Figure 1 shows 
one word with two PAWs. Some applications use PAW as the main units for recogni-
tion or spotting, while others use PAW as distinctive features to improve the accuracy 
of their systems such as lexicon reduction.  

1.2 Challenges 

Generally, handwritten texts lack the uniform spacing that is normally found in ma-
chine-printed texts. However, in Arabic handwritten text, separation into words is 
more challenging due to the existence of PAWs. Texts have two types of spacing, 
intra-word gaps and inter-word gaps. In Arabic, intra-word gaps are the ones between 
two PAWs, where the word must be disconnected due to NLC letters. This is part of 
the structure of the language. In Arabic machine-printed text, the inter-word gaps are 
much larger than intra-word gaps. However, in Arabic handwritten documents, the 
spacing between the two types is mostly the same, as pointed out in Figure 2.  

There are some other issues that add to the complexity of text segmentation. These 
problems arise from touching and broken PAWs. They appear to be due to the poor 
printing or scanning, or a writing style [3]. Sometimes adjacent PAWs connect to one 
another, either between two adjacent words or within a word. Segmentation of such 
touching is a difficult problem. The difficulty is due to the fact that PAW vary in 
length (number of letters), consist of dots, contains non-basic characters (additional 
characters), or have directional markings. More difficulty is added by words having 
an unknown number of PAWs. Broken and touching PAW lead to unknown or unre-
cognized connected components (CCs). In other words, touching problems yield to 
under segmentation. In the case of a broken PAW problem, it is always subject to 
over segmentation. Figure 3 shows an example of touching and broken PAW.      

 

Fig. 1. An Arabic word with two PAWs 
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Fig. 2. Intra and inter word gaps in Arabic language     

 

Fig. 3. Touching and Broken PAWs 

2 Proposed Approach  

The focus of this proposal is on segmenting the text into words and PAWs. In addi-
tion, a new method for touching PAWs is introduced. The main difference with our 
segmentation approach from previous methods is utilizing the uniqueness of Arabic 
writing. To enable touching segmentation, we introduce a learning-based technique 
for baseline estimation. Our approach for segmentation is a two-stage strategy. In the 
first stage, referred to as Text Segmentation, the text will be segmented into words 
and PAWs. In the second stage, named Touching Segmentation, the touching PAWs 
and words will be segmented. A block diagram of our overall methodology is illu-
strated in Figure 4. 

2.1 Utilizing Knowledge of Arabic Writing 

In [1], the authors pointed to the importance of using the language specific knowledge 
for Arabic text segmentation. In addition, in [4], the authors claim that one of the 
problems of Arabic text segmentation is the inconsistent spacing between words and 
PAWs. Our method of text segmentation is linguistically motivated. In the Arabic 
alphabet, twenty-two letters out of twenty-eight have different shapes when they are 
written at the end of a word as opposed to the beginning and middle. Therefore, re-
cognizing these shapes can help to identify the end of a word. In addition, there are 
just fifteen main shapes that can be used to distinguish the end of a word, since the 
rest of the characters have the same main part but with a different number and/or posi-
tion of dots. Our touching segmentation approach is based on a study of Arabic 
handwriting styles. Nineteen letters have either an ascender or descender. After ana-
lyzing many Arabic documents and words, it was observed that most of the touching 
occurs from the overlapping of adjacent PAWs. Writing descenders with a long stroke 
is a writing style [5].When the last letter of a PAW is a descender, and it encroaches 
into the adjacent PAW, this causes pixels to touch among the two PAWs. In other 
words, the touching occurs when a bottom-curved letter at the end of a PAW overlaps 
another letter. Ascender touching occurs well above the baseline when adjacent 
PAWs end and start with ascenders.  
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Fig. 4. Overall Methodology 

2.2 Text Segmentation  

Connected Components Detection. Normally, a PAW is composed of several Con-
nected Components (CCs).Therefore, the first main step in segmentation of an Arabic 
handwritten word is detecting and labeling its CC. CC analysis is the most efficient 
approach since the Arabic script consists of several overlapping CC.  

Skeletonization. Skeletonization or thinning is the processes of converting an image 
into a one-pixel thin representation. Skeletonization facilitates feature extraction, 
analysis and reduces the amount of memory usage.   

Main Component Extraction. Morphological Reconstruction that is based on a thin 
horizontal structuring element located in the middle zone of the image is used to ex-
tract the main components of Arabic text. Most threshold methods failed to find the 
main components.  

Broken Component Merging. Broken main components affect our method. We are 
investigating this issue.  

Pre-segmentation. Based on a gap metric, a first rough estimation of segmentation 
points will be assigned.   

EndShape Detection. At this step the main purpose is to detect the last letter of the 
extracted main component. After extracting some essential points in the skeletonized 
CC, a recognition-based approach is used to extract the endShape.  

EndShape Recognition. At this stage, the extracted endShape of CC will be recog-
nized using a Final Shape letter (FSL) recognizer as described in Section 2.3.  
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2.3 Final Shape Letter Recognizer 

We created a Final Shape Letter (FSL) classifier to identify the end of a word. This 
recognizer classifies the last part of the main CC. The FSL database contains the 
shape of letters at the final position. But NLC letter shapes are written the same way 
at the beginning, the middle or the end of a word. Consequently, FSL can be catego-
rized into two classes: EndWord and notEndWord. The EndWord set contains fifteen 
classes and the notEndWord set is composed of six classes. To create training and 
testing models a Support Vector Machine (SVM) has been used. 

2.4 Touching Segmentation  

Baseline Estimation. After estimating the baseline as described in Section 2.5, above 
and below the baseline analysis will be applied. 

Above Baseline Touching Segmentation. After estimating the top line, the CC 
above the top line is traced to label the turning curve of the peak as a segment point.  

Below Baseline Touching. The CCs below the baseline are detected and their widths 
and heights are calculated. If they exceed the threshold, the above baseline component 
will be extracted to be classified using the FSL recognizer. If it belongs to the FSL 
classes, the last point (pixel) of FSL or the touching point with the baseline is labeled 
as a segment point.   

2.5 Baseline Estimation  

The dots and their positions, which are below or above the baseline, provide essential 
information in Arabic text recognition. Word descenders and ascenders can be identi-
fied by the baseline positions. However, for our methodology we will estimate the 
baseline to facilitate touching segmentation. The proposed methods have not reached 
satisfactory results for a text line with one or few words. One of the issues that affect 
single word baseline estimation is words that have letters with long bottom curves [5]. 
In addition, dots and non-basic letters can affect baseline estimation methods. These 
issues can be handled by our learning-based approach. 

The baseline of an Arabic word consistently lies below the middle line of an image 
[1]. After analyzing some isolated word images, we observed that the baseline of the 
words after cropping and normalization was roughly between the 30th and 50th rows 
of the image. As a consequence, the number of baseline classes at most will be twen-
ty.  For supervised learning of baseline positions of handwritten words, we need 
some handwritten words as training samples with the positions of their baselines. The 
IFN/ENIT database [6] will be used since they include the position of the baseline in 
the ground truth. Let W = {w1, w2,…wn} be a collection of training word samples. F = 
{f1, f2,…fm} contains baseline-dependent features of a word. B= {b1, b2,…bj} are the 
baseline classes. Our training model consists of P, a set of baseline-dependent features 
including the position of the baseline (Eqs(1)).  

P = {(wi, f1, f2, f3..fm, bj) | wi is a word, f1 to fm is a set of features, bj is the position of 
a baseline}          Where          i = 1 to n, fi1, fi2, fi3…..fim, 0 ≤ bj ≤ 20. (1) 
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2.6 Performance Evaluation 

The number of matches between the entities (words and PAWs) detected by the algo-
rithm and the entities in the ground truth will be counted. Three metrics will be used 
which are detection rate (DR), recognition accuracy (RA) and performance metric, 
which is based on DR and RA. 

3 Conclusion  

Segmentation of text into words (Holistic) and word segmentation into PAWs (semi-
holistic) are essential preprocessing steps for Arabic applications. New algorithms  
and techniques that can improve the accuracy of text segmentation were introduced. 
The knowledge of Arabic writing has been utilized to improve the segmentation. The 
focus is on automatic segmentation of Arabic handwritten texts into words and PAWs 
by using shape-based analysis. Furthermore, a method for segmenting touching 
PAWs was proposed. To facilitate touching segmentation, a new learning-based base-
line estimation method was introduced. 
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Abstract. The thesis addresses the problem of identification of unusual
events in mobile sensor networks. Most existing activity recognition sys-
tems based on computer vision devices or wearable sensors attempt to
recognize normal activities of daily living, however they may not be well-
suited to identify abnormal activities, especially the ones that have not
been encountered before. In this thesis, I will study the following research
problems:

– Learning classifiers with little or no data from unusual events.
– Low-cost, discriminatory features and most suitable sensors to be

used for unusual events detection.
– Learning high level hierarchy of activities to help in detecting tran-

sitions to unusual events.
– Incremental / Online learning to update the unusual events classifi-

cation model dynamically as the new data is received by the sensors.

To tackle these research problems, I propose to use the sequential clas-
sifiers such as Hidden Markov Models and its variants.

Keywords: Unusual Event Recognition, Activity Recognition, Hidden
Markov Models, Mobile Sensors.

1 Activity Recognition

Activity Recognition [1] studies the actions, behaviours and goals of an agent and
attempts to build systems to recognize them. The research in activity recognition
has led to the successful realization of intelligent pervasive environments that
can provide context, assistance, monitoring and analysis of an agent’s activities
that are usually backed up by advanced machine learning and vision algorithms.
Most of the research in activity recognition is either based on sensors [1] or
computer vision [2]. A drawback with sensor based methods is their intrusive
nature; a person has to wear sensor based gadgets all the time which may be
uncomfortable to carry and he may refuse to wear it [3]. Vision based system
works well in an indoor setting, however when a person goes out of the premises
these systems cannot provide much help.
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2 Unusual Events

A central focus of many of the studies based on Activity Recognition is the
detection of usual daily human activities e.g. walking, hand washing, making
breakfast etc. However, in many scenarios, detection of unusual activities is of
more importance as it may render a person at risk and vulnerable. Consider an
activity monitoring system where the normal activities such as walking, sitting,
or standing are important to identify, but the more challenging and useful thing
to identify is when the person deviates from these normal or relatively safe ac-
tivities. In this context these unusual activities may include incurring a fall or
suffering a stroke. A typical activity recognition system may misclassify ‘fall’ as
one of the already existing normal activities because ‘fall’ may not have occurred
earlier. An alternative strategy is to learn the model with specific unusual ac-
tivities (e.g. fall [4]). However, this may require extensive domain knowledge,
an understanding of the activities that may be encountered and sufficient data
collection for the type of unusual activity to be modelled. Nonetheless, in the
best scenario, these algorithms may only be able to detect the specific unusual
activity on which they are trained and cannot be generalized to other types of
unusual activities. Another example is the unusual transition within normal ac-
tivities that may point to an emergency situation. For example, transitioning
from lying to running may indicate a danger but a typical activity recognition
system would not be able to detect that phenomenon. Moreover, in emergency
situations it is important to first identify if an unusual event has occurred and
later on efforts can be expanded to find their specific details.

Zhang et al. [5] defines unusual events for the audio-visual steams as the
ones that are rare, unexpected and hold relevance for a particular task. The
rarity of unusual events yet to be observed leads to a lack of sufficient data
for training the classification model. More than one type of unusual event may
also occur in a data sequence and the unexpectedness of unusual events makes it
difficult to model them in advance. Yin et al. [6] mention that due to the scarcity
of such activities, it is a challenging task to design an abnormality detection
system that has a low false positive rate. Collecting abnormal activity data can be
cumbersome because it may require the person to actually undergo such unusual
events which may be harmful. In addition to very few or no labelled data, the
diversity and types of unusual events further makes it difficult to model them
efficiently.

3 Mobile Sensors for Activity Recognition

Smartphones are the latest types of mobile phones that are built on a mo-
bile computing platform with embedded operating systems and are capable of
more advanced computing abilities than a traditional mobile phone. Most of the
modern smartphones are equipped with various sensors, such as accelerometer,
gyroscope, compass, proximity sensor, and ambient light sensor. Other types of
sensors available are front and back facing cameras, microphone, GPS, WiFi and



342 S.S. Khan

Bluetooth radios [7]. In the last few years, there has been considerable amount
of research work done for general activity recognition using smartphones. One
of the reason for their popularity is that they are non-invasive, easy to carry,
work both indoor and outdoor and are equipped with sensors that are useful for
activity recognition.

Researchers have used most of the available sensors in a smartphone for ac-
tivity recognition, and employed many standard classification techniques includ-
ing the ones based on heuristics. The problem with heuristic method is that
they identify activities based on fixed or pre-defined thresholds and lacks gen-
eralization. Moreover, it is very difficult to adapt thresholds for new or unseen
activities without prior knowledge (which may not be available) and setting
new thresholds can conflict with the existing ones and can render the system
useless. Standard classification methods such as Decision Trees, Support Vector
Machines, Neural Networks, Nearest Neighbours etc are shown to be employed
for activity recognition, however the sensor readings from the smartphones are
temporal and dynamic in nature, therefore these choices may not be very per-
tinent. Another problem with employing the standard classification methods is
that most of them works for binary/multi class classification scenarios and may
not be able to identify new or unusual activities, specially the ones that are not
encountered earlier. These algorithms may also not work well when the unusual
class of interest is severely under-sampled.

Most of the research on unusual activity recognition using smartphone aims
to identify ‘falls’ and use different smartphone sensors along with various clas-
sification methods to achieve this task. These methods assume that data from
‘falls’ is available. However, falling is a complex phenomenon and classification
models based on limited dataset may either over-fit or may not generalize well
on new patterns/types of falls. Moreover, these methods cannot identify other
types of unusual events such as a stroke.

4 Research Contributions

In this thesis, I will work on developing classification algorithms to identify
unusual events in sensor networks, specially on smartphone devices. The major
contribution with several proposed tunings are presented below:

– Learning classification model with little or no data from unusual
events. The thesis will investigate the role of sequential classifiers, such as
Hidden Markov Models (HMM), to achieve this task. One of the advantage of
the (HMM) is that they can be used for temporal classification by modelling
the dynamics in data sequences effectively and consider the history of actions
when taking a decision on the current sequence. HMMs can automatically
absorb a range of model boundary information for continuous activity recog-
nition [8] in scenarios where activity boundaries are not easily detectable. I
propose variants of HMM based approaches to identify unusual events based
on mobile sensor data. These approaches use only normal activity data for
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training and the goal is to identify the deviants. In scenarios when limited
unusual events data may be available, techniques based on over-sampling of
minority class [9] will be explored and discriminative temporal classifiers such
as Conditional Random Fields (CRF) [10] will be implemented and compared
with HMMs to study their benefits for the task.

– Low-cost, discriminatory features and most suitable sensors to be
used for unusual events detection. The proposed sequential classification
algorithms are based on low-cost features across different individual and are
placement / orientation of sensor independent. Different types of sensors such
as accelerometer, gyroscope, pressure sensors etc will be used in this study.
I have performed preliminary experiments on a real-world human activity
recognition dataset collected with body worn sensors. The proposed classifiers
are able to identify artificially generated unusual motion events with good
success using only few low-cost features and can generalize over different people
and sensor positions [11].

– Learning high level hierarchy of activities to help in detecting tran-
sitions to unusual events. Hierarchical HMM helps in understanding higher
level transition between various activities and their role in identifying unusual
events is proposed in the thesis. The different levels of granularity can help
in better modelling of unusual events. A proposed hierarchical model is to
identify static (e.g. sitting, lying etc) and dynamics activities (e.g. walking,
running) and further divide dynamic activities as long term and short term
(e.g. jumping) and identify other types of unseen short-term unusual events
such as falling or stroke.

– Incremental / Online learning to update the unusual events clas-
sification model dynamically as the new data is received by the
sensors. The real utility of a temporal unusual event detection mechanism
can be achieved if new methods can be developed and adapted to support
online identification with fast response time in detecting unusual events. In
this direction, approaches based on incremental HMM learning will be inves-
tigated.

Besides these these major contributions, I will address the following adjoining
research issues in this thesis:

– Investigating the role of non-invasive and cheap sensing devices such as a
smartphone to detect abnormal activities.

– The computation of features, sampling rate and classification of unusual events
on a sensing device directly affects its energy consumption, therefore I plan to
address this issue as well in my research. More specifically highly discrimina-
tive orientation invariant and computationally efficient low-cost features will
be investigated that can provide better recognition rates for temporal unusual
events.

– The applicability of classifier ensembles for HMM is not well-studied. It is
proposed to learn diverse and accurate HMM based classifiers based on differ-
ent initial settings and/or different feature subsets and to study their relative
advantage over baseline classifier.
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4.1 Datasets

To conduct the research proposed in Section 4 and achieve the stated goals,
several experiments will be conducted using different types of datasets:

– Simulated Data – Data simulation will be done to accomplish two tasks,
namely:

• To artificially generate different types of unusual events to check the
validity of the proposed methods. This method is helpful to work with
those activity recognition datasets that have no samples for unusual
events. An experiment is described in Khan et al. [11]

• To artificially over-sample the minority class that represents unusual
events / falls. This type of data is useful to test discriminative temporal
method such as CRF and is useful to work with datasets that have few
samples for unusual events.

– Publicly Available Datasets : This activity involves testing the proposed
models on the existing activity recognition datasets. The advantage is that it
will be easy to compare the results from the existing methods and understand
their relative merits and demerits. The following (non-exhaustive) list of
datasets is currently considered:

i http://www.kn-s.dlr.de/activity – DLR Human Activity Recogni-
tion with Inertial Sensors, contains normal and fall data

ii http://archive.ics.uci.edu/ml/datasets/OPPORTUNITY+
Activity+Recognition – Data from Opportunity data challenge, very
comprehensive and large, can only be used after careful study about it.

iii http://robotics.usc.edu/~harsh/datasets.html - Walking speed
data, Robotic Embedded Systems Laboratory, University of Southern
California, Los Angeles

iv http://architecture.mit.edu/house n/data/Accelerometer/

BaoIntilleData04.htm – MIT Placelabs data - contains data from 20
ADL - very rich but no abnormal activity.

v http://www.hcii-lab.net/data/scutnaa/EN/naa.html – 10 ADLS
done by 44 individuals, no abnormal activity, using only one accelerom-
eter worn at different places, Human-Computer Intelligent Interaction
Laboratory, South China University of Technology, China

– Dataset Collection by Actors : To collect real-time data, it is proposed to
collect data for various ADLs. For testing purposes and trying out over-
sampling methods, a limited amount of data for unusual activities such as
fall, stroke etc will also be collected. It is important to know that unusual
events does not only signify the mentioned defined events, but it can be
an unusual activity transition for e.g. a sudden transition from sleeping to
running may indicate some type of emergency. These unusual transitions
can be inferred from the transition matrix of HMM which should give a
probabilistic relationship between various activities. The proposed testbed
for dataset collection by actors, will include the development of a mobile
application for the Android smartphone platform, which will be developed

http://www.kn-s.dlr.de/activity
http://archive.ics.uci.edu/ml/datasets/OPPORTUNITY+Activity+Recognition
http://archive.ics.uci.edu/ml/datasets/OPPORTUNITY+Activity+Recognition
http://robotics.usc.edu/~harsh/datasets.html
http://architecture.mit.edu/house_n/data/Accelerometer/BaoIntilleData04.htm
http://architecture.mit.edu/house_n/data/Accelerometer/BaoIntilleData04.htm
http://www.hcii-lab.net/data/scutnaa/EN/naa.html
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using the Google Android API. For testing purposes, the application will
give the user the provision to log the activities that will be used to train
the classifiers after manual verification and annotation. The data collected
through smartphone will be transferred to a server using GSM/Wifi signals
at regular interval. The server will perform the offline classification using
proposed HMM approaches. Incremental HMM techniques will also be ex-
plored that can update the model as the new data arrives in blocks and does
not have to re-run from scratch. Once the classifiers are trained, the updated
model will be transferred back to the smartphone and for any new activity
mobile phone just have to match with the model present in its memory. This
process will save the time spent in computation of features, should consume
less mobile battery and should not introduce delays in response time.

References

1. Chen, L., Khalil, I.: Activity recognition: Approaches, practices and trends. In: Ac-
tivity Recognition in Pervasive Intelligent Environments, pp. 1–32. Atlantis Press
(2011)

2. Fiore, L., Fehr, D., Bodor, R., Drenner, A., Somasundaram, G., Papanikolopoulos,
N.: Multi-camera human activity monitoring. Journal of Intelligent and Robotic
Systems 52(1), 5–43 (2008)

3. Schulze, B., Floeck, M., Litz, L.: Concept and design of a video monitoring system
for activity recognition and fall detection. In: Mokhtari, M., Khalil, I., Bauchet, J.,
Zhang, D., Nugent, C. (eds.) ICOST 2009. LNCS, vol. 5597, pp. 182–189. Springer,
Heidelberg (2009)

4. Yu, X.: Approaches and principles of fall detection for elderly and patient. In: IEEE
10th International Conference on ehealth Networking Applications and Services,
HealthCom 2008, pp. 42–47 (2008)

5. Zhang, D., Gatica-Perez, D., Bengio, S., McCowan, I.: Semi-supervised adapted
HMMs for unusual event detection. In: CVPR (1), pp. 611–618 (2005)

6. Yin, J., Yang, Q., Pan, J.J.: Sensor-based abnormal human-activity detection.
IEEE Trans. Knowl. Data Eng. 20(8), 1082–1090 (2008)

7. Lane, N., Miluzzo, E., Lu, H., Peebles, D., Choudhury, T., Campbell, A.: A survey
of mobile phone sensing. IEEE Communications Magazine 48(9), 140–150 (2010)

8. Yang, J., Xu, Y.: Hidden markov model for gesture recognition. Technical Report
CMU-RI-TR-94-10, Robotics Institute, Pittsburgh, PA (May 1994)

9. Bowyer, K.W., Chawla, N.V., Hall, L.O., Kegelmeyer, W.P.: SMOTE: Synthetic
minority over-sampling technique. CoRR abs/1106.1813 (2011)

10. Lafferty, J.D., McCallum, A., Pereira, F.C.N.: Conditional random fields: Proba-
bilistic models for segmenting and labeling sequence data. In: Brodley, C.E., Dany-
luk, A.P. (eds.) ICML, pp. 282–289. Morgan Kaufmann (2001)

11. Khan, S.S., Karg, M.E., Hoey, J., Kulic, D.: Towards the detection of unusual
temporal events during activities using hmms. In: Proceedings of the 2012 ACM
Conference on Ubiquitous Computing, UbiComp 2012, pp. 1075–1084. ACM, New
York (2012)



Intelligent Tutoring Systems Measuring

Student’s Effort During Assessment

Peter Lach

University of Regina, Regina SK S4S 0A2, Canada
lach200p@cs.uregina.ca

Abstract. Development of eye tracking technology brings new opportu-
nities for use in computer science and e-learning. This paper will present
a possible way of how an eye tracker can be used with intelligent tutor-
ing system to enhance learning experience of students. The task of an
intelligent tutoring system discussed here is to recognize the degree of
students effort when answering questions and then respond with appro-
priate feedback to motivate student.

Keywords: Intelligent Tutoring Systems, eye tracking, pupil dilatation,
mental workload.

1 Introduction

One of the problems affecting learning process in Intelligent Tutoring Systems
is for the tutor accurately estimate student’s knowledge state. In this paper, I
present research on exploring eye tracking technology which is used to modify
student model in Intelligent Tutoring Systems during assessment. In particu-
lar, I will discuss pupillary response during student’s interaction with learning
environment. Pupil size is known to correlate well with the mental workload
for discrete, non-interactive tasks [2]. The magnitude of the pupillary dilation
appears to be a function of processing load, or the mental effort required to
perform the cognitive task[1]. Although there are many other techniques how
to asses mental workload such as physiological measures (pupil size, heart rate,
EEG) or subjective ratings, pupil size is most suited for assessment student
mental workload because it doesn’t disrupts student ongoing activities, provides
real-time information, and is less intrusive than other physiological measures[1].
The purpose of this paper is to describe my ongoing research aimed to develop an
Intelligent Tutoring System which utilizes eye tracking data in real-time to get
information about students mental workload during answering questions. This
information is then used by system to evaluate students knowledge state and
adapt learning environment to student’s current needs. The paper is structured
as follows. Section 2 will introduce basic concepts from areas such Intelligent
Tutoring Systems, Eye Tracking Technology and Index of Cognitive Activity.
After this, section 3 discuss new Intelligent Tutoring System developed for this
research. Focus is on both Intelligent Tutoring Systems and Eye Tracking. Sec-
tion 4, at last, will draw some conclusions and provides some directions for future
work.
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2 Theoretical Background

2.1 Intelligent Tutoring Systems

Intelligent Tutoring Systems (ITSs) are any computer systems that can be used
in learning and contains intelligence. ITSs show a vast variety of ways to con-
ceptualize, design and develop tutorial services that support learning[3]. It is an
outgrowth of the earlier computer aided instruction (CAI) model. Traditional
CAI presents instructional materials in a rigid tree structure to guide the stu-
dents from one content page to another. This early CAI systems did not support
any adaptation to student needs and were unable to provide the individualized
attention that a human instructor can provide. ITSs are intended to take some of
the part of a human teacher or tutor, and to take at least some of the initiative
in an educational dialogue. ITSs are typically separated into several different
parts, where each part plays an individual role. The basic four-component ar-
chitecture of ITSs is made of domain model, student model, tutoring model and
user interface component.

Domain Model. Also known as expert knowledge contains the concepts, rules
and problem-solving strategies of domain to be learned. This module can fulfil
multiple roles: as a source of knowledge being taught or as an assessment module
of students knowledge state.

Student Model. This module stores information which are specific to each
individual student. Student model is viewed as a dynamic model that implements
several functions[3]. According to Wenger [4] student model has the following
three tasks:

1. It must gather implicit and explicit data about student.
2. It must use this data to create a representation of student’s knowledge state.
3. It must be able to asses the student’s knowledge level.

Tutoring Model. Tutoring model represents the teacher and takes input from
domain and student models. It makes decisions about tutoring strategies and
actions. This model is reflected in different forms of interaction with student:
Socratic dialogs, hints or feedback[3].

User Interface Component. This component control the way how the knowl-
edge is presented to the student. It also provide an interface for interaction
between ITSs and student.

2.2 Eye Tracking Technology

Eye movement can be divided into two components: fixations, where eye is al-
most still looking at one point, and saccades which represent a fast eye movement
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between two fixations. We know also other eye events which are used in research
such as blinks and pupil dilatation. All these movements can be tracked with
any currently available eye tracking technology. Current eye trackers are very ex-
pensive and therefore they still remain only as research tool. There are already
few existing projects using eye tracker in learning environment. Among the first
projects which include eye tracking technology in e-learning is AdeLE(Adaptive
E-Learning through Eye Tracking)[5]. Goal of this project is to develop a e-
learning system which uses real-time eye tracking data to support adaptive
teaching and learning. In the system described here [7], eye tracking data were
used by emphatic software agent to identify learners focus and interest areas
on screen. The character agents are eye-aware because they use eye movements,
pupil dilation, and changes in overall eye position to make inferences about the
state of the learner and to guide his behaviour. User studies showed that this type
of agent could have beneficial effects on learners motivation and concentration
during learning. e5Learning is another learning environment using eye tracking
technology[6]. This system uses rectangular areas on screen to track users gaze
position. Each of these Regions of Interest (ROI) have associated time threshold
predefine by the author of the course. System then tracks each of these regions
whether or how those areas have been accessed by the user. System developed in
this project[8] detects student disengagement and boredom during learning pro-
cess. System tracks student eye gaze patterns. When student looked away from
screen for certain period of time tutor assumed that the student was disengaged.
Research of Intelligent Tutoring Systems using eye tracking technology is very
large and is not limited to this projects mentioned before. These examples illus-
trate how and eye tracking technology can be used to obtain low-level mechanic
account of cognitive processes during learning. However none of those examples
explored further pupillary response as a measure of mental workload.

2.3 Index of Cognitive Activity

Although dilation of the pupil in response to increased attention was first ob-
served early in 20th century[9], the first systematic study of the phenomenon
appears to have been that of Hess and Polt[10]. Under conditions of constant
illumination and accommodation, pupil size has been observed to vary systemat-
ically in relation to a variety of physiological and psychological factors, including
non-visual stimulation, habituation, fatigue, sexual and political preference, and
level of mental effort[11]. The magnitude of the pupillary dilation appears to be
a function of processing load, or the mental effort required to perform the cogni-
tive task[1]. Beatty[12] has shown that task-evoked pupillary response uniquely
reflects the momentary level of processing load and is not an artefact of non-
cognitive confounding factors. The Index of Cognitive Activity (ICA) uses the
signal processing techniques of wavelet analysis to detect small but reliable in-
creases in pupil size while minimizing the impact of changes in light[13]. The
Index is computed for each second of a task. It is essentially the ratio of the
number of unusual increases in pupil size observed in one second over the the-
oretical maximum of such increases for one second. The Index is scaled by the
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hyperbolic tangent function so that its values lie between 0 and 1. Typically, the
values for all seconds are averaged to produce a single over-all Index value for
any given task[14]. The ICA has several advantages over other techniques that
measure changes in pupil dilation. First, it does not require averaging over trials
or over individuals. Second, it can be applied to a signal of any length.

3 Method

3.1 System Architecture

Tutoring System Component. To simplify the task of developing an ITS,
I restricted the scope of the problem as follows: firstly the system is build to
teach student about basic concepts of data structures, secondly, only 6 data
structures are covered in this system (array, string, list, queue, stack, tree).
These topics include basic concepts of data structure manipulations e.g. add
new element and remove element from data structure. System developed here is
designed to adapt general framework of ITS using four component architecture.
Domain knowledge is coded using XML and stored outside of the system. This
domain is represent in tree structure where each data structure type represents
new topic. I have split this topic further down to each individual concept. For
example, data structure ’array’ is a topic which has multiple concepts e.g. ’add’
or ’remove’ elements. Each concept is then divided into pages which are then
presented to student. Each page holds small peace of information related to
selected concept and topic. Student model in this system is represent by set
of separate statistical measurements and stored in multiple text files. Student
knowledge state is represented using Bayesian Network which is used by Tutoring
module to make decision about next tutoring steps. Tutoring module in this
system is represented by set of ’if-then’ rules. Communication between tutor and
student is managed by user interface module which in this system is developed
using Simple Direct Media Layer library.

Effort Assessment Component. This component is designed to identify how
much effort was given by student when answering question during assessment.
Input from eye tracking device is used to create reading pattern. During read-
ing process of required concepts system records how much of required text has
been covered by student. This will create understanding if student has required
knowledge for answering question. Other input from eye tracker is used during
assessment process. System records pupil dilatation during question answer to
create ICA. Both reading patter and ICA are then used in Effort Assessment
Component to create better believe about students newly gained knowledge.
Output from this component is also used to create systems feedback to students
response.

3.2 Eye Tracking Device

I have used SR Research EyeLink II eye tracking device for this research. The
EyeLink II system consists of three miniature cameras mounted on a headband.
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Two eye cameras allow binocular eye tracking or easy selection of the subject’s
dominant eye. Each camera has built-in illuminators, digitally corrected for even
lighting of the entire field of view. Together with digital compensation for changes
in ambient lighting, this results in exceptionally stable pupil acquisition. EyeLink
II has the highest resolution (noise limited at < 0.01o) and fastest data rate (500
samples per second). Configuration of the system consists of host pc which is
controlling EyeLink II. Headband and monitor markers are connected to host pc
which process all data generate by eye tracker. Display pc which is hosting the
Intelligent Tutoring System application is connected to host pc using PCI card
to retrieve real-time data from subject.

3.3 Procedure

Before student start to use this system we need to perform calibration of eye
tracking device. After this student has access to ITS application. System will
present student with topics related to data structures which student can choose
from. Student doesn’t need to follow any hierarchy when selecting topics. Sys-
tem will automatically generate sequence of required concepts for selected topic
using prerequisites chain. Before the concept is presented to student system will
perform drift correction to create any errors in eye tracking data which could be
caused by shifting of headband. System then presents concept to student using
text and picture. During this step, system records data from eye tracking device
and creates map of accessed parts. This will generate reading patter which will
be used later by Effort Assessment Component. When student finished reading
concepts, he/she can access assessment page where student is required to an-
swer questions related to concept just covered. Before accessing the assessment
page system will perform again drift correction but it will also record pupil di-
latation data to create base ICA index. After drift correction step student is
presented with question and possible answers. At this point system starts to
record eye movement and pupil dilatation. When student answers question, sys-
tem stops recording data and evaluate the following: correct answer, required
concept covered, increase in mental workload. Evaluation of those factors will
update systems believe about student knowledge state and generate feedback
which is then presented to student. In case that student answered correctly and
system detected increase in mental workload during assessment and student also
finished reading required concept, system will understand the response as that
the student have required knowledge about concept. If student’s answer is correct
but student did not finished reading required concept and also system did not
detected any increase in mental workload, system will understand this as case
where student could guest the answer and will re-assess the student by asking
another question from the same concept. An example feedback to student with
incorrect answer but covered required concept and low mental workload would
be ”Wrong, your answer is incorrect! You need to try think harder about the
answer”.
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4 Discussion

System presented in this paper is a real working learning environment using eye
tracking device to identify student effort during assessment. I need to perform
user study to see how effective this system can be when interacting with students.
But I believe that by getting information about student’s eye response system
can interact with student in more efficient way and provide more appropriate
feedback. In this paper I have summarized my ongoing work in area of Intelligent
Tutoring Systems and my thesis research.
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Abstract. Sparse representation is a parsimonious principle that a signal can be
approximated by a sparse superposition of basis functions. The main topic of my
thesis research is to apply this principle in the machine learning fields including
classification, feature extraction, feature selection, and optimization.

Keywords: sparse representation, machine learning, classification, feature ex-
traction, feature selection, optimization.

1 Introduction

Sparse representation (SR) is a principle that a signal can be approximated by a sparse
linear combination of dictionary atoms [2]. It can be formulated as b = x1a1 + · · · +
xkak + ε = Ax + ε, where A = [a1, · · · ,ak] is called a dictionary, ai is called
a dictionary atom or basis vector, x is a sparse coefficient vector, and ε is an error
term. Sparse representation involves sparse coding and dictionary learning. Given a new
signal b and dictionary A, learning the sparse coefficient x is termed sparse coding.
Given training data D, learning the dictionary A is called dictionary learning.

For understanding SR, an example of l1-regularized SR is given in the following
from a Bayesian perspective (more details can be found in [13]). Suppose each atom ai

is normally distributed with zero mean and diagonal covariance, x follows a Laplace
distribution with zero mean and diagonal covariance, and the error ε follows a Gaussian
distribution with zero mean and diagonal covariance. First, we fix the dictionary A to
learn x. Its maximum a posteriori (MAP) estimation can be formulated as

min
x

f(x) =
1

2
‖b − Ax‖22 + λ‖x‖1, (1)

where λ ≥ 0 is a scalar to balance the trade-off between reconstructive error and spar-
sity. This model is called l1-least-squares (l1LS) sparse coding. In regularization the-
ory, it is known as a l1-regularized model. Equation (1) coincides with the well-known
LASSO [14]. Second, The l1-regularized dictionary learning model can be expressed as

min
A,Y

f(A,Y ) =
1

2
‖D − AY ‖2F +

α

2

k∑
i=1

‖ai‖22 + λ

n∑
i=1

‖yi‖1, (2)

where α ≥ 0 controls the scale of the dictionary atoms.
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It has been reported that SR is very robust to noise and redundancy in the data [3].
The main problem I am addressing in my doctoral research is to apply the SR prin-
ciple in machine learning. Since machine learning is a wide area, I focus on feature
extraction, feature selection, and classification in my dissertation. I categorize the im-
plementations of the SR principle into two groups – i) the methods using sparse coding
only, ii) and the methods using both sparse coding and dictionary learning. In the sub-
sequent sections, the problem in each group is defined and the existing solutions are
surveyed. The optimization issue is also addressed. I describe my current solutions and
mention future works to be completed in my thesis. My methods have been applied in
various high-throughput genomic data analysis. However, due to page limit, I omit this
part in this paper. Interested readers are referred to [1, 12, 13]. Hereafter, I denote the
training data by D ∈ R

m×n where m and n are the numbers of features and samples,
respectively. The class labels are in the column vector c ∈ {1, 2, · · · , C}n where C is
the number of classes. A set of p new samples is represented with B ∈ R

m×p.

2 Sparse Coding for Classification

2.1 Problem Statement

Sparse coding classification methods are based on the assumption that a new sample can
be approximated by a sparse superposition of all training samples. Given the training
data {D, c}, in order to predict the class label of a new sample b using sparse coding,
the sparse coefficient x must be obtained first by optimizing a model, and then the class
label of b is predicted by defining a decision function g(b|x,D, c) ∈ {1, 2, · · · , C}.

2.2 Existing Solutions

Basis pursuit (equivalent to Equation (1)) has been applied to face recognition in [15].
First, the sparse code is learned by basis pursuit. Next, nearest subspace (NS) rule is
used as a decision function. The NS rule is defined as g(b) = argmin1≤i≤C ri(b),
where ri(b) is the regression residual corresponding to the i-th class: ri(b) = ‖b −
Aδi(x)‖22, where A = D, δi(x) : Rn → R

n returns the coefficients for class i. Its
j-th element is given by xj , if atom aj is in class i, otherwise 0.

In [16], a kernel extension of a l1-model is proposed, it is equivalent to minx f(x) =
1
2‖b′ − A′x‖22 + λ‖x‖1, where b′ = (φ(A))Tφ(b) and A′ = (φ(A))Tφ(A). φ(·) is a
function that maps a sample from input space into high-dimensional feature space. The
essence of their idea is to first map all samples in high-dimensional feature space, and
then project them onto n-dimensional space by the transformation matrix φ(A). In the
n-dimensional space, basis pursuit is applied.

2.3 My Contributions

Instead of using the l1-regularized model, I propose the following non-negative sparse
coding for classification [11]:

min
x

f(x) =
1

2
‖b − Ax‖22, x ≥ 0. (3)
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This is inspired by non-negative matrix factorization (NMF). In usual circumstance, the
optimal solution to Equation (3) is very sparse. The relation between non-negativity and
sparsity can be explained by either the active-set theory in optimization, or a Bernoulli
prior in Bayesian inference [13]. Combining the l1-norm and non-negativity I obtain
the l1-non-negative sparse coding model [9, 13]:

min
x

f(x) =
1

2
‖b − Ax‖22 + λTx, x ≥ 0, (4)

where λ = {λ}n. In sparse coding, I name the training samples corresponding to
nonzero coefficients the support atoms. The rational of using non-negative sparse cod-
ing is that a unknown sample resides in the conical region of the active atoms. The
minimum cone of a unknown sample may be well explained by its vertices (that is
the active atoms). The classification methods of using the above two models are called
non-negative least squares (NNLS) and l1NNLS approaches. I propose the k-nearest
neighbor (k-NN) based decision rule, in [13], which can take less time than the NS rule,
but obtain similar accuracy. I have demonstrated that NNLS requires very few training
samples in order to obtain significant accuracy. Through strict statistical comparison, it
has also been shown that NNLS has a performance comparable to that of SVM.

I have extended the l1LS, NNLS, and l1NNLS models to kernel versions by applying
the dimension-free property in sparse coding. My rational is in the following. Since
least squares optimization is a specific quadratic programming (QP) problem, we can
reformulate Equation (1) to a l1-regularized QP (l1QP) problem:

min
x

f(x) =
1

2
xTHx+ gTx+ λ‖x‖1, (5)

where H = (φ(A))Tφ(A), and g = −(φ(A))Tφ(b). Similarly, the non-negative and
l1-non-negative models can be reformulated to the following non-negative QP problem:

min
x

1

2
xTHx+ gTx, s.t. x ≥ 0, (6)

where g = −(φ(A))Tφ(b) for NNLS, and g = λ−(φ(A))Tφ(b) for l1NNLS. Thus the
optimization of sparse coding models is dimension-free. Via replacing inner products
with kernel matrices, we can easily obtain the kernel sparse coding. It has been reported
that my kernel sparse coding based classifier can obtain good performance [9, 13].

2.4 Future Works

First, the learning bound of sparse coding approaches will be studied under the statis-
tical learning theory. Qualitatively speaking, the first term in Equations (1), (3), and
(4) aims to minimize the empirical error, while the sparsity-inducing term is to reduce
the Vapnik-Chervonenkis dimension. Second, the choice of an appropriate kernel is cru-
cial in order to obtain good classification performance. Thus my future work in this
direction will be focused on kernel learning for space coding approaches.
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3 Dictionary Learning for Feature Extraction

3.1 Problem Statement

The sparse coding based approach is an instance-based learning. For each new sample,
a large QP needs to be solved, it is hence inefficient for large-scale data. We thus need
to learn a dictionary to capture the main latent patterns. For classification, dictionary
learning is a scheme of dimension reduction. The classification involves three phases.
First, a dictionary A is learned from training data D and possibly c, that is solving the
matrix decomposition D ≈ AY . Columns of Y are the images of training samples
in the feature space. Second, a classifier g is trained over Y and c. Third, the images
(denoted by X) of the new samples in the feature space are obtained as well by solving
the sparse coding B ≈ AX , and their class labels are predicted by the classifier g(X).

3.2 Existing Solutions

We can view NMF as a model of unsupervised dictionary learning. It has been used for
clustering and feature extraction before my study. For instance, it has been applied to
reduce the dimensionality of gene expression data [7]. New samples are usually pro-
jected into the feature space by applying pseudo-inverse X = A†B. The drawback of
this is that the non-negative constraint of X is violated. A kernel solution to a l1-model
was proposed in [4]. It is inefficient because the sparse code of each sample is updated
separately and the dictionary atoms are not well-represented in the feature space.

3.3 My Contributions

I present a fast generic unsupervised dictionary learning framework in [13] and [8]. It
solves the following two generic models:

min
A,Y

1

2
‖D − AY ‖2F + λ‖Y ‖1 s.t. ‖ai‖2 = 1; if t = true,Y ≥ 0, (7)

min
A,Y

1

2
‖D − AY ‖2F +

α

2

k∑
i=1

‖ai‖22 + λ

n∑
i=1

‖yi‖1 s.t. if t = true,Y ≥ 0, (8)

where t indicates if non-negative constraint should apply on Y . The advantages of this
framework are that i) A can be updated analytically; ii) columns of Y are updated in
a parallel fashion; and iii) inner products among training data and dictionary are only
required in optimization rather than the original data. The inner product AT

φAφ, rather
than the intractable Aφ, is iteratively updated for nonlinear kernel. I also propose a
supervised dictionary learning method in [10], where I reveal that the sparse coding of
a new sample must be consistent with the dictionary learning model in training phase.

3.4 Future Works

First, unlike PCA and ICA, SR can learn non-orthogonal and redundant basis vectors.
Independent basis vectors are selected during the sparse coding of a signal. Hence it
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is interesting to investigate how accuracy changes with the number of basis vectors.
Second, I plan to enforce sparsity on dictionary as well which is useful for variable
selection. Third, spurred by Bayesian factor regression modeling, I plan to design a
supervised dictionary learning model that combines dictionary learning and Bayesian
regression. Finally, kernel supervised dictionary learning models will also be addressed.

4 Optimization for Sparse Representation

4.1 Problem Statement

Fast sparse coding algorithm is crucial in sparse coding and dictionary learning. Un-
fortunately, as in Equations (5) and (6), sparse coding is a large-scale QP problem.
Moreover, the l1-regularized models are non-smooth. Therefore, solving this QP prob-
lem efficiently for huge amount of data is an important topic in sparse representation.

4.2 Existing Solutions

There are two typical sparse coding algorithms for the l1-regularized model. One is the
interior-point method [6], and another the is proximal method [5]. The former approxi-
mates the non-smooth l1-norm by a smooth function. The later is a first-order approach.
It has been shown that first-order methods are efficient for non-smooth problems.

4.3 My Contributions

I proposed to use active-set algorithms for various sparse coding models in [8, 13]. I
applied the following three properties. First, the optimization is dimension-free, therefore
the input of my algorithms are inner products. Second, the active-set method is usually
quite efficient for small and medium-sized problems. It thus makes dictionary learning
very fast. Third, there are many common but expensive computations among the sparse
coding of different signals using active-set method. My algorithms hence allow the sparse
coding of multiple signals to share common computations in a parallel fashion.

4.4 Future Works

Inspired by the optimization of SVM, I am working on a decomposition method for
large-scale sparse coding. The basic idea is in fact an implementation of the block-
coordinate-descent scheme. In each iteration, a few coefficients violating the Karush-
Kuhn-Tucker (KKT) conditions are selected in the working set, and the rest are fixed.
Only the coefficients in the working set are updated by a fast QP solver. This procedure
iterates until no coefficient violates the KKT conditions. Sequential minimal optimiza-
tion (SMO) is the extreme case of the decomposition method for SVM. I am devising
SMO for large-scale sparse coding.

5 Conclusions

The main topic of my thesis dissertation is to devising learning methods which apply
the principle of sparse representation. The problems or challenges, and current solutions
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are presented in this paper. The future works mentioned above will be finalized and
included in my dissertation. Meanwhile, I am developing two open-source toolboxes
[1,12] including the implementations of low level optimizations and high level machine
learning applications. The purpose is to serve the machine learning community and
receive constructive suggestions for my study.
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Abstract. The aim of this paper is to report on a novel text reduc-
tion technique, called Text Denoising, that highlights information-rich
content when processing a large volume of text data, especially from the
biomedical domain. The core feature of the technique, the text readability
index, embodies the hypothesis that complex text is more information-
rich than the rest. When applied on tasks like biomedical relation bearing
text extraction, keyphrase indexing and extracting sentences describing
protein interactions, it is evident that the reduced set of text produced
by text denoising is more information-rich than the rest.

1 Introduction

Often, to test a method’s scalability as well as its performance across genres of
texts, there is a need to process large volumes of text data in many disciplines
of NLP, be it textual relation extraction, summarization or meta-tagging. It
has been reported by many researchers [11][17] that machine learning as well as
rule-based approaches show improvements over their benchmarks with increased
training data. However, the use of large volume of data can create several bottle-
necks. One is technical—processing large data, like that from biomedical texts,
slows down many algorithms; another is even more important—algorithms can
exhibit a decreased accuracy because of the noise, which are irrelevant or re-
dundant data for a given classification task, added by information-poor parts of
texts.

There are several statistics, like word-level feature tf–idf and sentence-level
feature sentence position, that help identify information richness. Although the
degree of use shows their popularity, these features have some serious limitations.
For example, tf–idf computes document similarity directly in the word-count
space which may be slow for large vocabularies and sentence position is useful
for summarization but is superficial in relation extraction. In other words, they
are either task-specific and/or domain-specific measures.

Text readability has multivariate features that consider many attributes like
length of paragraph, words and sentences, and number of polysyllabic and mono-
syllabic words. In this paper, I report a text reduction technique called Text
Denoising that reduces text data based on text readability, especially from the
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biomedical domain, to that which is more information-rich by removing most of
the noise. The reduced text is also expected to be task-independent and infor-
mative enough to improve accuracy of NLP tools across disciplines.

2 Proposed Method

Among text readability scores, the following five measures are considered as
yardsticks—Fog Index (hereinafter, FI) [7], Flesch reading ease score (FRES) [5],
Smog Index [9], Forcast Index [1], and Flesch-Kincaid readability index (FKRI)
[8]. The choice of using text readability as an information richness statistic is
motivated by the results of an experiment by Duff and Kabance [3]. In their ex-
periment, a passage with no more than two phrases were converted into primer
prose and FI was applied to test its readability. They found that the score was
low (i.e., the prose was extremely easy to read). The authors concluded that
easy texts obscure the relationships and ideas as they de-emphasize both. In
contrast, difficult texts emphasize relationships and ideas yielding low readabil-
ity. I suggest that the describing of biomedical relations, meta information, etc.
lengthens sentences as well as increases the use of polysyllabic words which are
the two principal components of many of the readability indexes.

Both rule-based and machine learning-based versions of Text Denoising are
based on this principle that use text readability as a key feature and applies it
at the sentence-level to identify those sentences within a text, called denoised
text, where content information, such as biomedical relations, is more likely to
occur. The rest of the text is called noise text. I am interested to observe the
effect of using text denoising on different tasks and genres of text.

3 Text Denoising on Relation Extraction

I developed a corpus of 24 texts that describe four pairs of related MeSH C and
MeSH D concepts reported by Perez et al. [12]. I applied the rule-based version
of text denoising on these texts to extract related biomedical concepts. The only
rule I set for this task was to extract 30% of the low-readability sentences from the
texts according to their FI score. This threshold is termed as the denoising thresh-
old and the texts extracted are called denoised texts ; the rest is called noise text.
This threshold pointwas set heurisitically considering the stability in the frequency
of appearance of the related concepts in the corpus. Other than 30%, the results
with different denoising thresholds ranging from10% to 50%, however,was not sat-
isfactory. I ranked the pairs of concepts present in the denoised texts using their
frequency. Most of the concept pairs with higher ranks, however, did not contain
any semantic relations according to UMLS semantic relation network. Therefore,
I re-ranked the pairs according to their positive predictive value (PPV) (similar
to precision measure used in information retrieval evaluation tasks) and sensitiv-
ity. The pairs of concepts found from this re-ranking showed a convincing accuracy
of 75% (ratio of semantically related concepts to total) against the output of the
UMLS semantic relation network. Table 1 shows an output from a paper on one



360 R. Shams

Table 1. Extracted related concepts for a paper on Ischemia and Glutamate

Rank Related
Concepts

Semantic
Relation

1 Ischemia-Glutamate Yes
2 Levels-Ischemia No
3 Levels-Glutamate Yes
4 Glutamate-Neurons Yes
5 10min-Ischemia Yes
6 Glutamate-CA4 Yes
7 Increase-Glutamate Yes
8 10min-Glutamate No
9 Ischemia-5min Yes
9 Glutamate-5min No

of the four pairs of concepts. Of note, I found that the noise texts did not have
any related biomedical concepts. The detailled experimental setup and results are
reported by Shams and Mercer [13].

Later, I performed an experiment with four other readability scores mentioned
in Section 2 on the same corpus. A comparative result showed that FI outper-
formed the other indexes by extracting more meaningful relations [14]. I also
analyzed the performance of the indexes considering the performance of FI as
a benchmark. Table 2a and 2b show that the SMOG index is a close second
to FI followed by FKRI, while FRES and FORCAST performed poorly. It can
also be noted that the SMOG index, like FI, uses the core measure of complex
words which reveals the fact that the measure of complex word fits best for text
denoising and biomedical relation extraction.

4 Text Denoising on Keyphrase Extraction

I investigated the usability of denoised texts as training data for machine learning-
based keyphrase indexers called KEA [17], KEA++ [11] and Maui [10]. I applied
the indexers with their classifiers induced from denoised training data on three
datasets, namely FAO-780, CERN-290 and NLM-500. These datasets are com-
posed of texts from the domains of agriculture, physics and biomedical science. I

Table 2. (a) Micro-average and (b) macro-average precision, recall and F-Score of the
indexes on biomedical relation extraction

(a)

Score Precision Recall F-Score

SMOG 95.83 82.14 88.46
FKRI 88.89 82.76 85.71
FRES 82.61 65.52 73.08
FORCAST 81.82 62.07 70.59

(b)

Score Precision Recall F-Score

SMOG 96.88 82.60 89.16
FKRI 89.73 82.60 86.01
FRES 80.83 65.63 72.44
FORCAST 77.88 61.61 68.72
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Table 3. F-Scores of the keyphrase indexers with text denoising and its benchmark
on three datasets

(a) Performance of KEA

Classifier
FAO-780 CERN-290 NLM-500

F-Score t-value F-Score t-value F-Score t-value

with Text Denoising 23.03
5.07

14.73
3.42

14.60
4.14

Benchmark 20.76 12.29 12.21

(b) Performance of KEA++

Classifier
FAO-780 CERN-290 NLM-500

F-Score t-value F-Score t-value F-Score t-value

with Text Denoising 27.98
3.78

23.28
2.40

20.15
6.38

Benchmark 25.19 21.04 17.91

(c) Performance of Maui

Classifier
FAO-780 CERN-290 NLM-500

F-Score t-value F-Score t-value F-Score t-value

with Text Denoising 31.87
2.76

24.42
2.26

31.50
3.52

Benchmark 31.86 24.92 31.13

compared the result with their benchmark performances that were achieved by
using the full-text training data. Convincingly, in a 10-fold cross validation ex-
periment, both KEA and KEA++, with their classifiers induced from denoised
training data, outperformed their respective benchmark F-scores [15]. Maui, on
the other hand, had mixed results and its denoised text induced classifier per-
forms comparably with its benchmark [16]. The F-Scores are listed in Table 3a,
3b and 3c where a t-value greater than or equal to 2.26 indicates the statistical
significance of the results at 95% confidence. Of note, unlike the fixed denoising
threshold of 30% for relation extraction, I found that to get bias-free classifiers for
the indexers, the denoising threshold point needed to be varied (usually between
30%–70%) for different genres of texts. This outcome confirms that the rule to
decide the amount of text to be extracted from texts substantially depends for
different writing styles.

5 Text Denoising on Extracting Protein Relations
Bearing Sentences

In an attempt to eliminate the denoising threshold which depends on writing
style (Section 4), I decided to develop a machine learning version of text denois-
ing. The classification task in hand was to annotate sentences of a set of texts
with either positive or negative labels based on the presence of protein interac-
tions. The feature set chosen is composed of 35 features like various parameters
of readability indexes, term frequency, inverse sentence frequency, biomedical
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Table 4. Performance of text denoising on extracting protein relations bearing sen-
tences against the gold standard

Dataset Precision Recall F-Score

BioNLP 82.5 87.8 85.1
BioDRB 84.7 91.1 87.8
FetchProt 90.8 89.2 90

named entity, verbs and acronyms, stopwords, semantic words, and sentence po-
sitions. After applying a series of well known classifiers like Bayesian classifiers,
Random Forest, SVM, AdaBoost, and Bagging, the classifier that performed best
was chosen which is Bagging stacked with Random Forest. The corpora used for
this experiment are BioNLP, BioDRB and FetchProt that contain over 85, 000
sentences. Two automated tools called RelEx [6] and WRelEx [4] are used to as-
sign binary labels to each sentence of these corpora depending on the presence of
any protein relations. Having realized after this assignment that the classes are
negatively skewed (almost doubled the positive labels), synthetic positive sam-
ples are produced using SMOTE [2] where the minority class is over-sampled by
taking each minority class sample and introducing synthetic examples along the
line segments joining any/all of the k, which is five in our setup, minority class
nearest neighbors. From initial results, I found that many features were highly
correlated with each other but had low correlation with the class. Therefore, I
used a wrapper method to select a set of bias-free features. However, I observed
that this set of features varies for different corpora. Table 4 shows the precision,
recall and F-Score of text denoising in a 10-fold cross validation setup, con-
sidering the highly agreed upon annotation of RelEx and WRelEx as the gold
standard. It can be noted that the outcome of this experiment without using
SMOTE was not satisfactory as the F-scores were under 80%.

6 Conclusion and Future Work

The proposed text denoising method performed much the same on several tasks
and kinds of texts: the reduction of texts according to the readability improved
relation mining, keyphrase indexing and extracting sentences that describe pro-
tein relations. This result strongly suggests that sentences that are difficult to
read are more information-rich than the rest. The effect of text denoising is
yet to be examined for text categorization and summarization. I am currently
investigating the effect of readability on e-mail spam detection. The results so
far are interesting as I am labelling spam and ham based on the readability of
e-mail text content only (i.e., without looking at the mail header). Also, I intend
to train benchmark summarizers with denoised texts and see how they perform
against gold standard summaries.
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Abstract. Recently, Content Based Image Retrieval (CBIR) system has drawn 
enormous attention of researchers because of its efficiency in recognizing im-
ages from large databases as well as growing demand from real world applica-
tions. According to many, biometrics recognition is one of the most potential 
applications of CBIR. However, no research work has been published up to date 
on content based multimodal biometric systems. In this proposal, a content 
based multimodal biometric system, where color, texture, and shape features are 
combined to enhance the recognition accuracy of the system, is proposed. The 
preliminary result of the proposed content based feature fusion method for face 
recognition demonstrates its potential to boost up the recognition performance 
of a large scale multimodal biometric system.  

Keywords: Content based image retrieval system, multimodal biometrics, face 
recognition, visual image features. 

1 Problem Statement and Motivation 

Because of the increasing demand of browsing and recognising digital images from 
large databases in different applications, Content Based Image Retrieval (CBIR) [9], 
where images are retrieved based on their visual contents, has been considered as a 
hot topic of research in last few years [10, 11]. Generally, CBIR exploits low level 
image features such as color, texture, or shape through low dimensions and fast fea-
ture extraction methods. Consequently, CBIR systems require less memory and com-
putation time than traditional methods. One of the most potential applications of 
CBIR, according to many researchers [4, 15], is a large scale biometric system. Nev-
ertheless, very few research works have been published on the content based biome-
tric systems, despite growing demands in both research and government spheres. 
Biometric security is of utmost importance to Canada, since as early as this year, 
many Canadians will be issued the new ePassport (Biometric Passport) [5]. Jason 
Kenney, Citizenship and Immigration Minister of Canada, said that the safety and 
security of Canadians can be protected through the use of biometrics and it will 
“strengthen and modernize” Canada’s immigration system as well [6]. Recent reports 
on security of traditional passwords also point out how easy it is nowadays to break 
majority of “strong” passwords, and inform of a new generation of biometric pass-
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words based on multiple biometric sources [8]. While scientific research revealed that 
multimodal biometric enhances the recognition accuracy significantly over single 
biometric and provides reliable means of authentication [7, 8], there has been no re-
search up to date on content based multimodal biometric system. This has motivated 
me to develop the proposed content based feature combination method for large scale 
multimodal biometric system. Despite the recognition enhancement, multimodal bio-
metric system faces a number of challenges. Multiple biometric traits increase the 
number of high dimensional features that consequently raise the memory require-
ments as well as computation time. Situation becomes even worse while dealing with 
large databases containing bulk amount of high resolution images. I propose to ad-
dress these problems through a novel combination of dimensionality-reduction and 
weighted fusion methods. In summary, the main objective of my research is to en-
hance the performance of a large scale multimodal biometric system through the fu-
sion of multiple low level features of different biometric traits. 

2 Proposed Plan of Research 

I propose a novel content based image retrieval approach based on the weighted fea-
tures of color, texture, and shape to be used as the backbone of my multi-modal rec-
ognition system. The three well-known, simple, and fast feature extraction algorithms: 
color histogram [12], Gabor filter [13], and pseudo Zernike moments [14] will be 
used to enhance the accuracy and efficiency of the proposed retrieval system. Color 
histogram method will extract the color features, Gabor filter will be used next to 
extract the texture, and pseudo Zernike moments [14] will be applied to extract the 
shape attribute of an image. The weighted color, texture, and shape features will be 
combined as a single descriptor to reduce feature dimensionality and achieve reduc-
tion in required storage. Finally, classification will be accomplished by the Support 
Vector Machine (SVM). The robustness and accuracy of an image recognition system 
using weighted combination of color and shape features from large databases has 
been demonstrated in my previous work [2, 3]. To adopt the specific image retrieval 
system [2] for biometric recognition, texture feature is included to boost the recogni-
tion accuracy. Moreover, color histogram, texture, and pseudo Zernike moments are 
simple and fast features to extract from large databases, rather than features obtained 
by traditional Eigen vector methods. Thus, the novelty of this research lies in the hy-
bridization of the three content based low level features for multimodal biometrics. 
Applying the multimodal technique in feature level, the proposed content based me-
thodology can enhance the interclass variability and thus improve the recognition and 
performance of the system. Furthermore, the main drawbacks of traditional multi-
modal systems working on large datasets, such as memory requirements and compu-
tational complexity, are overcome by the choice of features and the weighted feature 
fusion technique. In addition, the fast GPU implementations of these methods are 
already tested in a different context of image retrieval [3]. Therefore, my proposed 
method can be implemented both in CPU and GPU to enable fast real-time recogni-
tion on massive data sets. 
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3 Progress to Date 

Initially, I applied my weighted fusion technique for face recognition, to verify the 
recognition performance of combined low level color, texture, and shape features. In 
this case color feature is extracted by color histogram, texture is computed by Gabor 
filter, and affine moment invariants are considered as shape attributes. Experimental 
results and discussions are presented in the following two subsections [1]: 

3.1 Experimental Results 

Recognition performance is evaluated by creating following three databases from 
standard AT&T [16] and AR [17] datasets. In AR dataset, each image can be denoted 
as Iij where subscript i indicates the subject and j indicates different pose of that sub-
ject.  

1. Grayscale database: Among the 40 subjects of AT&T dataset, 20 subjects were 
chosen randomly for this database. Therefore, it contains 200 images in total with 
10 images per person with variation of pose, expression, rotation, and time. 

2. Color database: From the cropped images of AR dataset, I have chosen 20 sub-
jects (i=1, 2, 3, …, 20) randomly from both sessions having varying pose and ex-
pressions. Therefore, this database contains total 160 images, composed by a sub-
set Dcolor= {Ii1, Ii2, Ii3, Ii4, Ii14, Ii15, Ii16, Ii17} of AR dataset having different pose and 
expressions e.g. natural expression {Ii1, Ii14}, smile {Ii2, Ii15}, anger {Ii3, Ii16}, 
scream {Ii4, Ii17} in two different sessions.  

3. Critical query database: This database was created to evaluate my system in crit-
ical conditions such as persons wearing sunglasses under different illumination and 
time {Ii8-Ii10, Ii21-Ii23}. For this purpose, I have created a query database containing 
total 120 images, Qcritical= {Ii8, Ii9, Ii10, Ii21, Ii22, Ii23} from AR dataset where i=1, 2, 
3, …, 20.  The query images from this database are matched to my color database 
(Dcolor). 

Since, I applied content based features and feature extraction techniques for face rec-
ognition, primarily I computed the average precision and recall, the standard quantita-
tive measures for verifying the effectiveness of any CBIR system. The precision and 
recall are defined as follows [19]: 

  T  PT  P F  P  (1) 

  T  PT  P F  N , (2) 

where IN is the number of images retrieved that are most relevant to query, T is the 
total number of similar images in the database, and R is the total number of retrieved 
images. Different researchers use different values for R and T. I considered T=10  
for grayscale database and T=8 for color database, since former database contains  
10 different images per person and latter database contains 8 images per person,  
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respectively. The 5 topmost images retrieved from database are considered as the 
search result of any query image, so R=5. Fβ score is also computed to evaluate the 
efficiency of the proposed retrieval system [20]:  

 1  (3) 

Since the number of retrieved images is a fixed value (R=5), precision result better 
reflects the performance of the proposed method. Therefore, to emphasize precision 
value, I computed Fβ, where β=0.5. Table 1, Table 2, and Table 3 summarize the rec-
ognition performance of different methods in different databases. 

Table 1. Performance comparison of different methods for grayscale database 

Method 
Avg.  
Precision 

Avg.  
Recall 

F0.5 Score 

Color histogram method [12] 0.95 0.48 0.79 
Affine moment invariant method [18] 0.49 0.24 0.41 
Gabor filter method [13] 0.94 0.47 0.78 

Proposed method 0.98 0.49 0.82 

Table 2. Performance comparison of different methods for color database 

Method 
Avg.  
Precision 

Avg.  
Recall 

F0.5 Score 

Color histogram method [12] 0.95 0.59 0.85 

Affine moment invariant method [18] 0.72 0.45 0.64 
Gabor filter method [13] 0.97 0.60 0.86 

Proposed method 0.99 0.62 0.88 

Table 3. Performance comparison of different methods for critical query database 

Method 
Avg.  
Precision 

Avg.  
Recall 

F0.5 Score 

Color histogram method [12] 0.65 0.41 0.58 
Affine moment invariant method [18] 0.48 0.30 0.43 
Gabor filter method [13] 0.93 0.58 0.83 

Proposed method 0.94 0.59 0.84 

3.2 Analysis of Experimental Outcomes 

The high precision, recall, and F-score of the proposed method confirm that combined 
low level content based features can efficiently recognize face images from standard 
face databases. In addition, the proposed method can recognize person from both 
grayscale and color images having different pose, expression, sessions, alignment, 
facial details, illumination variation, and some occlusions (e.g. sunglasses). Moreover, 
comparative analyses in Table 1, Table 2, and Table 3 demonstrate that the proposed 
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fusion of features enhances the recognition performance over single feature based 
methods. Another significant advantage of the proposed method is its tuneable weight 
parameters. In critical query database, the performance of color histogram signifi-
cantly degraded because of illumination change and occlusion. However, this does not 
deteriorate the performance of the proposed method since higher weight is assigned to 
the texture feature for this database. 

4 Future Work 

Although the overall performance of our content based face recognition method was 
satisfactory, the recognition rate of affine moment invariants could be better. There-
fore, instead of affine moment invariants, I will apply pseudo Zernike moments [14] 
to extract the shape feature from multiple biometric traits. Next, the recognition accu-
racy of the proposed method will be verified in terms of False Acceptance Rate 
(FAR) and False Rejection Rate (FRR). A SVM based classification technique is 
needed to be implemented to identify person from multiple biometric traits. In addi-
tion, performance of the proposed method will be compared to other traditional and 
advanced methods. Finally, a weight learning system will be developed to adjust the 
weights automatically and then the performance of the proposed method will be eva-
luated using large scale database. A GPU based parallel matching technique will be 
included to achieve additional computational efficiency as well.  

5 Contributions 

The contributions of the proposed research work can be summarized as follows: 1) 
Enhancing accuracy and robustness of the system by using multiple biometric traits. 
2) Reducing memory and computation complexity of large-scale multimodal biome-
tric system by applying novel consolidation of low level features. 3) Employing 
weighted combination of content based image features for the first time for multi-
modal biometric systems. 4) Enabling real-time computation by parallel processing in 
CPU and GPU. 5) Developing complete software system that has a very high poten-
tial for commercialization. 

Acknowledgement. The author is thankful to her supervisor Dr. Marina Gavrilova 
and the anonymous reviewers for their helpful comments.  
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