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Bottleneck Detection Method Based
on Production Line Information
for Semiconductor Manufacturing System
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Abstract Semiconductor wafer fabrication system is a typical complex
manufacturing system, since it has large-scale, reentrant, multi-objective, uncer-
tain and other characteristics. It’s too difficult to achieve the capacity balance to
lead the existence of the bottleneck. According to the theory of TOC, the accurate
detection of bottleneck is the key to implement DBR thought. For the character-
istics of semiconductor production line, this paper proposes a bottleneck detection
method based on the starvation and blockage information of the production line.
The method is verified on HP-24 model by simulation. Compared to the relative
load method, the equipment utilization law and the queue length method; the
experimental results show that this method makes performance better than them.

Keywords Bottleneck detection � DBR � Production line � Reentrant

22.1 Introduction

Drum-Buffer-Rope (DBR) theory is put forward by Doctor Goldratt based on the
theory of constraints to solve the production scheduling problem (Rahman 1998).
According to the theory, the whole system’s output is decided by bottleneck’s
output and maximizing the utilization of the bottleneck’s capacity is the key to
improve system productivity and economic benefit. Bottleneck detection is a very
important step for the operation and management of manufacturing enterprise,
because it will not only affect the decision of the feeding strategy, but also
influence the dispatching of the jobs on bottleneck equipment.
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At present, much research effort has been devoted to bottleneck detection and
can be divided into two categories. One is to detect the bottleneck before the start
of production system. Literature (Zhang and Wu 2012) firstly establishes an
optimization model by reducing some traditional constraints of a standard Job-
shop, then calculates the bottleneck’s characteristic value and chooses the excel-
lent by the simulated annealing algorithm. Literature (Zhai et al. 2010) uses the
orthogonal table and different assigned rules to construct a test program, with
production system job target as measurement index to identify bottleneck. The
other method to identify bottleneck is to conduct collection, imitation and simu-
lation analysis of the data from the production system which has been online for a
period of time. As in (Roser et al. 2002, 2003), system bottlenecks are divided into
independent bottlenecks and shift bottlenecks, they are identified by calculating
the maximum active time of the machines, which is similar to the common
equipment utilization method. Literature (Li et al. 2007, 2009; Wang et al. 2008) is
based on the data of the production line, the blockage and starvation information
are made full use of to detect bottlenecks. Literature (Kasemset 2009; Kasemset
and Kachitvichyanukul 2009, 2010) classifies the candidate bottleneck equipment
according to the static and real-time data from simulation and testifies the cor-
rectness of the bottleneck equipment selection via confidence interval level.

Semiconductor wafer fabrication system is recognized as one of the most
complex manufacturing systems, which normally contains as many as three or four
hundreds processing steps. In addition, wafer manufacturing has reentrant char-
acteristics, namely the same product will go through some processing center more
than once, which is different from the traditional Job-shop and Flow-shop system
(Wu et al. 2006). Most methods mentioned above are applicable to Flow-shop;
some can be used for Job-shop as in (Zhai et al. 2010). It will ignore some
stochastic disturbance such as equipment failure or seasonal variation of need
though it is faster and more convenient. Based on literature (Li et al. 2007), this
paper mainly studies the semiconductor wafer fabrication system by changing its
constraints and proposing a concept of relatively blocking rate, which can record
the detailed variation of the count of the jobs in the buffer throughout the whole
production system operation period. The method can make full use of outline and
online information of the production line, and it is not necessary to consider
machine sets, type, product type, processing route and all kinds of factors such as
random fluctuation in the process of identification. Therefore, it is a convenient
and accurate identification method.

22.2 Common Bottleneck Detection Methods

Due to the high complexity of the semiconductor manufacturing system, the
existing manufacturing system bottleneck identification methods are not suitable
as in (Sengupta et al. 2008), which identifies bottlenecks by analysing the
departure time among the equipments. However, it does not exist the logic
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upstream and downstream equipments in semiconductor wafer fabrication system
because of its serious reentrant characteristic. At present, common methods of
bottleneck detection in semiconductor manufacturing system are as follows.

22.2.1 Analyze the Queue Length of the Equipment

In this approach, the queue length or waiting time of the equipment is measured
and the one which has the longest queue length or waiting time is considered as
manufacturing bottleneck, as is shown in formula 22.1

Bottleneck ¼ Machinej ¼ max
1� j�m

max
0\t�TðWtjÞ
� �

ð22:1Þ

where T stands for simulation period, m is the number of the processing center in a
system or a model, Wtj is the number of jobs in the buffer for equipment j at a
certain time t during the simulation period.

22.2.2 Measure the Utilization Rate of the Equipment

The equipment which has the highest utilization rate is system bottleneck as is
shown in formula (22.2) (Zhou and Rose 2009).

Bottleneck = Machinej ¼ max
1� j�m

WTj Tð Þ +OTjðT)
T

� �
ð22:2Þ

where T is the time period considered, m is the number of the processing center in
a system or a model, WTj(T) and OTj(T) are the processing time and off-line time
of equipment j during time period T.

22.2.3 Calculate the Relative Load of the Equipment

On the basis of the order, the load of every processing center is calculated
according to the job’s craft, and the machine which has the maximal relative load
is system bottleneck (Ding et al. 2008), as is shown in formula (22.3) and (22.4).

LB = Max(LhÞ ð22:3Þ

Lh ¼
Xx

i¼1

qi

Xy

j¼1

htij

l
ðh ¼ 1; 2; . . .mÞ ð22:4Þ
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where LB is the load of the system bottleneck, work center B is system bottleneck,
i is the type of the job, x is the number of the type of the job, y is the step number
of the job, h is the related coefficient of the equipment (if some job is processed in
the center, then h is 1, otherwise h is 0), tij is the processing time of step j of job i.
The method can identify the system bottleneck through a simple calculation using
some relevant technological parameters.

22.3 Bottleneck Detection Based on the Information
of the Production Line

Using the blockage and starvation information in buffer to detect bottlenecks is a
method based on data, the basic idea is that a bottleneck machine will often cause
the upstream machines to be blocked and downstream machines to be starved,
therefore, the bottleneck machine will often have a lower total blockage plus
starvation time than its adjacent machines. LIN LI validates his theory according
to the thought that the disturbance of the bottleneck equipment has the largest
impact on the system. At last, he applies his idea to the production line including
three and more machines (Li et al. 2007).

Semiconductor production line has a great difference with general industrial
manufacturing line for its complex processing flow and serious reentrant charac-
teristics. In the actual production line, bottleneck equipment is always the one
which owns more reentry times and the jobs in the bottleneck buffer possibly come
from multiple upstream machines, therefore, upstream or downstream machines
can’t be judged by physical location. In addition, the starvation rate and blockage
rate can’t be simply added together because there are lots of parallel and group
equipments. This paper proposes a new method based on the thought of utilizing
historical information in the production line aiming at the characteristics of
semiconductor production line. At first, the capacity of buffer is set to be infinite. If
the capacity is a fixed value, it will lead to buffer overflow when the production
line is crowded and the block degree of different machines can’t be distinguished.
Secondly, the formula of the starvation rate is defined according to its basic
concept. Finally, this method puts forward a concept of relative blocking rate and
the formula is defined. The details are as follows.

(1) Starvation rate The idle time divided by processing period reflects when the

machine is leisure in the production process. It can be expressed as Si¼Tidle

T
(i is equipment number, Tidle is leisure time, T is processing period);

(2) Relative blocking rate generally, each buffer will appear the phenomenon of
accumulation, this paper proposes the concept of relative blocking rate to
distinguish the congestion degree among different equipment at different
times, namely the equipment is relative to other equipments in degree of
obstruction. The computing method is: obtain the number of jobs in each
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buffer at regular time called qi (i is equipment number), calculate the total
queue length of jobs of all the equipment buffers at the present moment called
Pn

i¼1

qi(n is the number of all the equipment), then the relative blocking rate of

the equipment is Bi¼ qiPn

i¼1
qi

: Assume that the collection period is Dt, the total

simulation time is T, then the relative blocking rate is dBi
¼

Dt
P qi

Pn

i¼1
qi

T

In the real production line, bottleneck machine is the weak link of the whole
system and its processing ability is the weakest. For that reason, the buffer before it
often has a large accumulation of jobs waiting for processing. Compared to the other
machines, blockage occurs more frequently in bottleneck machine and starvation is
on the contrary. Thus, the starvation rate plus the opposite number of the relative
blocking rate will be the least of all the equipments. To avoid confusion, the opposite
number of the relative blocking rate is defined as non-blocking rate which is equal to
1� dBi

. According to the above description, the method is expressed as:

Bottleneck = Machinei ¼ min
0\i� n

1� dBi
+ Sið Þ

¼ min
0\i� n

1þ

Tidle � Dt
P qi

Pn

1
qi

T

0

BBBB@

1

CCCCA
ð22:5Þ

where i is equipment number and n is the total number of the equipments.
Because of the high complexity of semiconductor manufacturing system, it may

exist multiple bottlenecks (Cao et al. 2010). When this method is used to detect
bottleneck, the distribution of starvation rate and non-blocking rate of each
equipment should be analyzed. For the equipment whose result of starvation rate
plus non-blocking rate is similar to the system bottleneck can be considered as the
second bottleneck. For the main aiming of this paper is single bottleneck detection,
we don’t make much analysis on multiple bottlenecks.

22.4 Example Validation

This paper chooses the model of HP-24 semiconductor production line as object of
study and EM-PLANT as simulation platform. HP-24 Model comes from silicon
wafer production technology center lab and most parameters are collected from
real devices. There are 24 equipment groups in the model and most of them are
single machine except the lithography (one group contains two machines, the other
group contains three machines). As one kind of simplified model, HP-24 only
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processes one type of products which has 172 processing steps (Ding et al. 2008).
During the simulation period, the buffer information is collected every half an hour
and the feeding method is subject to uniform distribution. The simulation period is
set to be 1 year and the data collected is shown in Table 22.1. The starvation rate
and non-blocking rate of each equipment are calculated by the formulas introduced
in the third section.

As is shown in Table 22.1 and Fig. 22.1, the starvation rate of machine 14 is
0.05, the non-blocking rate is 0.64, so the starvation rate plus the non-blocking is
0.69, which is the smallest of all machines. Thus, Machine 14 can be considered as
the bottleneck machine according to the thought of the method based on pro-
duction line information. As machine 14 is a parallel processing machine, it can be
regarded as the bottleneck processing center.

Bottleneck machine is the short and fat son of the system, so the system output
depends on the processing speed of bottleneck machine. The following is com-
parisons among different bottleneck detection methods.

(1) To prove the effectiveness of the machine group 14, we feed jobs into the
production line based on the processing speed of machine 14. Through

Table 22.1 Parameters for machines in Hp-24 model (Murphy and Dedera 1996) and simulation
data

Machine group Count Reentrant times Starvation rate (%) Nonblocking rate (%)

ID Name

1 CLEAN 1 19 14.73 97.72
2 TMGOX 1 5 23.97 99.31
3 TMNOX 1 5 20.89 99.50
4 TMFOX 1 3 58.23 99.90
5 TU11 1 1 83.30 100.00
6 TU43 1 2 56.30 99.98
7 TU72 1 1 81.39 100.00
8 TU73 1 3 59.87 99.93
9 TU74 1 2 71.97 99.98
10 PLMSL 1 3 65.82 99.96
11 PLMSO 1 1 78.44 100.00
12 SPUT 1 2 65.85 99.97
13 PHPPS 2 13 14.22 99.05
14 PHGCA 3 12 5.00 65.33
15 PHHB 1 15 63.23 99.94
16 PHBI 1 11 6.00 64.45
17 PHFI 1 10 53.88 99.93
18 PHJPS 1 4 57.36 99.91
19 PLM6 1 2 22.84 99.80
20 PLM7 1 2 67.12 99.96
21 PLM8 1 4 13.29 99.39
22 PHWET 1 21 37.82 99.44
23 PHPLO 1 23 26.00 99.36
24 IMPP 1 8 9.05 100.00
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calculation, the processing speed of machine 14 is L14¼ 31:28h, namely
machine 14 needs 31.28 h to process one lot of product.

(2) When we use the relative load method to identify bottlenecks, machine 16
holds the largest load according to the calculation formula introduced in Sect.
22.2. Thus, machine 16 is the bottleneck machine and its processing speed is
L16 ¼ 32:56h.

(3) Under the condition that the feeding speed obeys the uniform distribution, the
equipment utilization of machine 24 is the highest. Thus, machine 24 is the
bottleneck machine and its processing speed is L24¼ 30:88h by the method.

(4) By analyzing the queue length of every machine in the whole process,
machine 1 has the longest queue length and it is the system bottleneck with
processing speed L1¼ 29:45h.

The feeding tables of all kinds of methods are drawn up according to the
analysis above and they are validated on HP-24 model by simulation. The dis-
patching rule of bottleneck machine and non-bottleneck machines is FIFO (first in
first out). The strengths and weaknesses of different feeding methods and sched-
uling strategies need to be evaluated by performance and the common perfor-
mance indexes including:

(1) Average processing period. In the reentrant manufacturing system, the time
from when a raw job is put into the production line to the time the job leaves
the system is processing period, which can be expressed as CT ¼ Tout � Tin �
Tout is the time the job leaves the processing system as finished product, Tin is
the time the job enters the system. The scheduling goal is to make the average
processing period minimum.

(2) Productivity. Productivity refers to the number of finished products per unit

time, the formula is PR =
Q

T
: Q is the number of the finished lots during the

processing period, T is processing period. Productivity is inverse to processing

Fig. 22.1 Bar graph of starvation rate and nonblocking rate
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period. The shorter the processing period is, the higher the productivity will
be. Productivity determines the cost of final product, processing period, cus-
tomer satisfaction and so on.

(3) WIP (work in process) is the number of products in process online every day
and the scheduling goal is to make the index minimum.

(4) Utilization rate of bottleneck machine. The formula is UB¼Twork

Topen
, Twork is the

time that the machine is in the state of process, Topen is the uptime of the
machine. An overview of the comparison of different performance of each
method is shown in Table 22.2

From Table 22.2 we can see that when we use the information of the production
line to detect the bottlenecks, for average processing period, there is a 6.0 %
reduction compared to the relative load method, a 23.7 % reduction compared to
the equipment utilization, a 27.9 % reduction compared to the queue length. For
processing period variance, there is a 1.9 % reduction compared to the relative
load method, a 53.1 % reduction compared to the equipment utilization, a 66.3 %
reduction compared to the queue length. For productivity, there is a 1.9 % increase
compared to the relative load method, a 3.3 % increase compared to the equipment
utilization, a 5.1 % increase compared to the queue length. For average day wip,
there is a 3.5 % reduction compared to the relative load method, a 26.2 %
reduction compared to the equipment utilization, a 32.0 % reduction compared to
the queue length. For bottleneck machine utilization, there is a 2.2 % increase
compared to the relative load method, a 3.1 % increase compared to the equipment
utilization, a 9.3 % increase compared to the queue length. The relevant results are
displayed in Table 22.3.

Table 22.2 Performance of different bottleneck detection methods

Average
processing
period

Processing
period
variance

Productivity Wip Bottleneck
machine
utilization

Production information 60024.49 6961.08 0.655 29.5 0.95
Relative load 63869.54 7097.10 0.643 30.57 0.93
Equipment utilization 78717.38 14856.57 0.634 39.96 0.921
Queue length 83229.23 20667.08 0.623 43.37 0.869

Table 22.3 Performance analysis of the other three bottleneck detection methods compared to
the proposed method

Average
processing
period (%)

Processing
period
variance (%)

Productivity (%) WIP (%) Bottleneck
machine
utilization (%)

Relative load -6.0 -1.9 +1.9 -3.5 +2.2
Equipment utilization -23.7 -53.1 +3.3 -26.2 +3.1
Queue length -27.9 -66.3 +5.1 -32.0 +9.3
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Data analysis presents that the proposed method in this paper has different range of
ascension than other methods and thus proves its practicality and effectiveness.

22.5 Conclusion

Detecting bottleneck accurately is the first step to implement the DBR thought.
Common bottleneck detection method has some limitations in the complex
semiconductor manufacturing system. This paper utilizes the production line
information to detect bottleneck which is based on data mining and obtains good
effect. Historical data underlies the process information of manufacturing system
and it can be regarded as a knowledge base which should be made full use of to
detect bottlenecks. Future work: 1. There are many uncertain factors in a real
production line, a single bottleneck feeding strategy may not be achieved good
effect all the time, it should be combined with the bottleneck scheduling strategy.
2. How to further mine the underlying experience, knowledge and rules of the
historical and online data to optimize the production line needs further study.
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