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Preface

Welcome to the proceedings of the Web Information Systems Engineering - Com-
bined WISE 2011 and WISE 2012 Workshops. The international conference series
on Web Information Systems Engineering (WISE) aims to provide an interna-
tional forum for researchers, professionals, and industrial practitioners to share
their knowledge in the rapidly growing area of Web technologies, methodologies
and applications. The 13th WISE (WISE 2012) was held in Paphos, Cyprus,
in November 2012. Previous WISE conferences were held in Hong Kong, China
(2000), Kyoto, Japan (2001), Singapore (2002), Rome, Italy (2003), Brisbane,
Australia (2004), New York, USA (2005), Wuhan, China (2006), Nancy, France
(2007), Auckland, New Zealand (2008), Poznan, Poland (2009), Hong Kong,
China (2010), and Sydney, Australia (2011).

The seven workshops of WISE 2011-2012 have reported the recent develop-
ments and advances in the related fields of: Advanced Reasoning Technology for
e-Science (ART 2012), Cloud-Enabled Business Process Management (CeBPM
2012), Engineering the Semantic Enterprise (ESE 2012), Social Web Analytics
for Trend Detection (SoWeTrend 2012), Big Data and Cloud (BDC 2012), Per-
sonalization in Cloud and Service Computing (PCS 2011), and User-Focused
Service Engineering, Consumption and Aggregation (USECA 2011).

Many colleagues helped toward the success of the above mentioned work-
shops. We would especially like to thank the Program Committee members and
reviewers for a conscientious reviewing process. We are also grateful to the WISE
Society for generously supporting our workshops. We greatly appreciate Springer
for publishing the WISE workshop proceedings in their LNCS series.

December 2012 Armin Haller
Guangyan Huang

Zhisheng Huang
Hye-young Paik
Quan Z. Sheng
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Preface to the Advance Reasoning Technology  
for eScience (ART-2012) Workshop 

Zhisheng Huang1, Alexey Cheptsov2, and Jeff Z. Pan3 

1 Free University of Amsterdam, The Netherlands 
huang.zhisheng.nl@gmail.com 

2 High-Performance Computing Center Stuttgart, Germany 
cheptsov@hlrs.de 

3 University of Aberdeen, UK 
jeff.z.pan@abdn.ac.uk 

Reasoning is widely recognized as the most challenging application area of the 
modern Semantic Web Technology in terms of performance and scalability demands, 
involving exciting research on ontology languages, inference logic, data management, 
scale-up techniques, etc. Reasoning is widely adopted by the social media, 
bioinformatics, smart cities, and many other domains working at the leading edge of 
the science and technology. The availability of the large-scale computing 
infrastructures and software platforms targeting them (such as LarKC - the Large 
Knowledge Collider, www.larkc.eu) has enabled the application of reasoning to 
solving the emerging problems of the modern eScience, such as Big Data.  

Following the discussions at the European and International Semantic Web 
Conferences from 2009, 2010, and 2011, the main goal of the ART workshop was to 
elaborate a strategy and a roadmap for the traditional reasoning approaches (e.g. 
complete and deductive reasoning) to be advanced by the novel techniques (e.g. 
automated and streaming reasoning) in order to take up the dominating position on the 
Intelligent Information Management system market, leveraging the on-demand 
infrastructures like Supercomputers and Cloud.  

The workshop proved a successful event in terms of both the quality of 
presentations and the interest attracted by the visitors. The presentations included in the 
workshop spawned over a wide range of topics from the application of context-aware 
systems to the tools facilitating porting the reasoning applications to supercomputing 
infrastructures. To the workshop’s highlights can be referred the invited talks held by 
Prof. Yanchun Zhang from the Victoria University on “Real-time and Self- Adaptive 
Stream Data Analysis” and by Dr. Jeff Z. Pan from the University of Aberdeen on 
“How Approximate Reasoning Helps in Centralised and Distributed OWL Reasoning”. 

The ART workshop was a first standalone event organized on the reasoning 
technology in the cooperation with the WISE conference. However, this first 
experience was very successful, also in terms of enhancing the main conference value. 
The good acceptance of the workshop will surely motivate us to continue the 
collaboration with the WISE conference and organize similar events in the future.  

We would like to acknowledge the work of the Program Committee, invited 
speakers as well as the organizers of the hosting WISE’2012 conference. We would 
also like to thank to the large audience of the workshop’s participants for their 
involvement and participation. 

The ART’2012 Workshop’s Organizing Committee 
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Real-Time and Self-Adaptive Stream Data Analysis 

(Invited Talk) 

Yanchun Zhang 

Centre for Applied Informatics, Victoria University, Melbourne, Australia 
yanchun.zhang@vu.edu.au 

In recent years, with the advances in hardware technology, abundant medical 
surveillance data streams can be easily collected using various kinds of medical devices 
and sensors. Accurate and timely detection of abnormalities from these physiological 
data streams is in high demand for the benefit of the patients. However, the state-of-the-
art data analysis techniques face the following challenges: First, the raw data streams are 
in sheer volume, which is attributed to both the number and the length of the data 
streams. Massive data streams pose a challenge to storing, transmitting, and analysing 
them. Second, multiple physiological streams are often heterogeneous in nature. These 
data streams collected from different devices have different value ranges and meanings. 
Domain knowledge is required for fully understanding them. Third, multiple 
physiological data streams are not independent. As a matter of fact, they often exhibit 
high correlations. Abnormalities can be evidenced not only in individual stream but also 
in the correlation among multiple data streams.  

Our work embraces the above challenges and aims at increasing the accuracy and 
efficiency of abnormality detection via mining multiple correlated heterogeneous time 
series. In this presentation, we put forward our recent work towards this direction.  

1) We developed a novel abnormality detection framework for multiple 
heterogeneous yet correlated time series. In this framework, we transform 
heterogeneous data streams from various feature spaces into a uniform trend 
space. A clustering based compression algorithm is proposed to reduce the 
number of time series and summarize the information provided by original 
time series. Consequently, the data size is significantly reduced. We 
employed the eigenvalues of the correlation matrix of multiple time series to 
characterize the data and detect emerging abnormalities. Experimental result 
indicates that our framework is more effective and efficient than its peers. 

2) A novel algorithm is proposed to detect abnormal period patterns from 
multiple physiological streams. In our preliminary experiment, we observe 
that physiological time series frequently exhibit periodic patterns. Thus, we 
proposed a novel clustering algorithm to facilitate the extraction of periodic 
features of these time series. Consequently, the original data streams can be 
represented in a concise manner with much smaller size. Based on such 
periodic feature, abnormalities can be efficiently detected. The efficiency and 
effectiveness of our method is demonstrated by experiments on a real-world 
massive physiological database which comprises 250 patients’ streams with 
a total size of 28GB.  



 Real-Time and Self-Adaptive Stream Data Analysis 3 

3) In addition, we present the current version of Victoria University Patient 
Health Monitor (VUPHM) system, which is an accurate and efficient real-
time abnormality detection system over co-evolving stream data. The 
proposed system can lower mortality and reduce the critical response time 
during the surgical operation. Moreover, it provides a friendly use interface 
and data visualization.  
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An Approach for Distributed Parallelization  
of Large-Scale Semantic Web Reasoners Based on MPI 

Alexey Cheptsov 

High-Performance Computing Center Stuttgart, Nobelstr. 19,  
70569 Stuttgart, Germany 
cheptsov@hlrs.de 

Abstract. High performance is a key requirement for a number of Semantic 
Web applications. Reasoning over large and extra-large data is the most 
challenging class of Semantic Web applications in terms of the performance 
demands. For such problems, parallelization is a key technology for achieving 
high performance and scalability. However. development of parallel application 
is still a challenge for the majority of Semantic Web algorithms due to their 
implementation in Java – a programming language whose design does not allow 
the porting to the High Performance Computing Infrastructures to be trivially 
achieved. The Message-Passing Interface (MPI) is a well-known programming 
paradigm, applied beneficially for scientific applications written in the 
“traditional” programming languages for High Performance Computing, such as 
C, C++ and Fortran. We describe an MPI based approach for implementing 
parallel Semantic Web applications and evaluate the performance of a pilot 
Semantical Statistics application - random indexing over large text volumes.  

Keywords: Semantic Web, Reasoning, Java, Parallelization, MPI.  

1 Introduction 

The tremendous amount of inter-connected and linked data annotated with expressive 
ontology models, such as RDF, offers several challenging scenarios for their efficient 
processing in large-scale reasoning engines, such as provided by OWLIM [1], or 
LarKC [2]. Recent advantages in the Semantic Web require its Java applications to be 
scaled up to the requirements of rapidly increasing amount of data, such as coming 
from automated reasoning engines or sensor networks. Given the large problem sizes 
that are addressed by the applications implemented on top of those engines, and given 
the tremendous growth of the data sets addressed by the Semantic Web, it seems 
natural to explore the benefits of applications parallelization and thus porting to High 
Performance Computing (HPC) platforms for this domain as well. 

Several forms of parallelism are recognized for reasoning applications, such as 
inter-querying (running more than one query in parallel), intra-query (running 
subqueries in parallel and pipelining operators), or intra-operation (distribution single 
operations for concurrent execution). Moreover, parallelization can be applied for the 
operational chains of application workflows (Fig. 1). 
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Fig. 1. Parallelization in LarKC application’s workflow 

However, there are still certain difficulties presented that appear when applying 
those approaches in practice; they are mainly related to considerable implementation 
efforts of the parallel processing in the existing applications.  

Whereas the thread-based strategies, such as Multi-Threading [3], are considered to 
be very efficient and easy to implement, they don’t allow the application to achieve 
high performance speed up due to resource limitation of the currently existing 
compute architecture (the total number of CPU cores provided by such system is 
usually not higher then 8). On the contrary, the process-based strategies, such as Map-
Reduce [4] or Message-Passing Interface [5] enable distributed compute architectures 
for application execution, including clusters, HPC, or Grid systems.  

Map-Reduce is a software framework for distributed computing on large data sets 
on clusters of workstations. Although Map-Reduce has proved it efficiency for 
processing large datasets on certain kinds of distributable problems, this technique 
requires considerable re-think of the application algorithms in order to confirm to  
Map and Reduce steps.  

Opposite to Map-Reduce, MPI doesn’t require such considerable changes in the 
application code as being a utility library supporting information exchange among the 
parallel application instances and is thus much more attractive to be adopted by the 
already existing applications. The main drawback of a wide-spread use of MPI in the 
Semantic Web application community lies in the fact that the majority of applications 
are written in Java programming language, that has prevented for a long time 
implementation of distributed memory code parallelism.  

In this paper we introduce and discuss solutions for implementation of Java 
applications with MPI (Section 2). Then we introduce the case study application 
which performs Semantic Random Indexing (Section 3) and propose a generic 
parallelization algorithm for data intensive application (Section 4). We evaluate the 
performance of the parallel implementation in Section 5. The conclusions as well as 
consideration about further research objectives are collected in the end. 
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2 Parallelization of Java Applications by Means of MPI 

Java is an object-oriented, general-purpose, concurrent, class-based, and object-
oriented programming language, which was first introduced in 1995. Thanks to the 
simpler object model and fewer low-level facilities as compared with C and C++ as 
well as its platform-independent architectural design, Java has found a wide 
application in many development communities. In Semantic Web, use of Java is 
necessary to achieve the requested flexibility in processing and exploiting semantically 
annotated data sets.  

Whereas the multi-threading mechanism, which is relatively easy to implement for a 
Java application, does not allow the application performance to scale well beyond the 
number of cores available, the use of the distributed-memory approaches has been 
beyond the scope of Java due to the design features pertained to this language, such as 
garbage collection etc. However, since the emerge of Grid and Cloud technologies 
offering a virtually unlimited resource pool for the execution of particular applications, 
the interest in Java computing is shifting also towards distributed-memory 
programming, which allows the use of high-performance resources. 

Among the sustainable parallelization approaches, used over the last years in a wide 
range of software projects, the Message-Passing Interface (MPI) has become de-facto a 
standard in the area of parallel computing. MPI is a wide-spread implementation 
standard for parallel applications, introduced in many programming languages. As the 
acronym suggests, MPI is a process-based technique, whereby processes communicate 
by means of messages transmitted between (a so called “point-to-point” 
communication) or among (involving several or even all processes, a so called 
“collective” communication) the nodes. Normally, one process is executed on a single 
computing node, as shown in Fig. 2. If any of the processes needs to send/receive data 
to/from other processes, it should call a corresponding MPI communication function. 
Both point-to-point and collective communications available for MPI processes are 
documented in the MPI standard [5,6]. 

 

Fig. 2. Execution of MPI processes on HPC system’s distributed nodes 
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There have been several initiatives striving to provide support for Java in HPC 
environments. One of the most successful MPI implementations is considered to be 
mpiJava1 [6], which came out of the HPJava project and is being developed in the 
frame of the Large Knowledge Collider (LarKC). The key feature of mpiJava is that it 
wraps the calls of the native C library, which mpiJava is installed on top of (e.g. 
MPICH or Open MPI). This allows mpiJava to substitute MPI operations with calls to 
the native library (thanks to Java Native Interface - JNI), that ensures better 
communication performance as in case of the “Java-only” realization, as was for 
example done in MPJ-Express2  [7] library (see Fig. 3). 
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Fig. 3. Comparison of time (a) and bandwidth (b) characteristics of MPI communication for 
different Java MPI libraries 

The applications implemented by means of MPI follow a process-oriented parallel 
computing paradigm. Each process is identified by means of a rank, which is unique 
within a group of processes involved in the execution (Listing 1). Among others, the 
rank allows every process to identify a part of the data to be processed.  

 
int my_rank = MPI.COMM_WORLD.Rank(); 
int comm_size =  

MPI.COMM_WORLD.Size(); 
System.out.println(“Hello from Process ” +  

my_rank + “ out of ” comm_size); 

Listing 1. Requesting rank of the process and number of the involved processes, following the 
Java specification of MPI  

 
 
 
 

                                                           
1 https://sourceforge.net/projects/mpijava/  
2 http://mpj-express.org/ 
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3 Application Use Case 

In the recent years, a tremendous increase of structured data sets has been observed on 
the Web, in particular in the government domain, as for example promoted by the 
Linked Open Data3

 project. The massive amount of data, in particular described by 
RDF (Resource Description Framework) – a standard model for data interchange on 
the Web, is a key challenge for many Semantic Web applications. As a reaction to this 
challenge, a new technique – Random Indexing – has emerged, that is a vector-based 
approach for extracting semantically similar words from the co-occurrence statistics of 
the words in textual data [8]. The technique can be applied for data sets of very big 
dimensionality, e.g. Linked Life Data4, Wikipedia5, and other global data repositories. 
The high computational expense of finding similarities in such big data sets is thus of 
great challenge for efficient utilization of high-performance computing resources. The 
statistical semantics methods based on Random Indexing have found a wide 
application within the tasks of searching and reasoning on a Web scale. Prominent 
examples are query expansion and subsetting. Query expansion is extensively used in 
Information Retrieval with the aim to expand the document collection, which is 
returned as a result to a query thus covering the larger portion of the documents. 
Subsetting (also known as selection), on the contrary, deprecates the unnecessary items 
from a data set in order to achieve faster processing. Both presented problems are 
complementary, as can change properties of a query process to best adapt it to the 
search needs of the agent, and are quite computationally expensive. 

The pilot use case considered in this paper is a random indexing application based 
on the Airhead Semantic Spaces library [9]. The library is used for processing  
text corpora and mapping of semantic representations for words onto high 
dimensional vectors. The main challenge of the application is that the computation 
time increases linearly with the size of the word base and is extremely high for the 
real world data involving several billions of entries. Moreover, the requirements to  
the hardware resources (e.g., RAM, disc space etc.) increase according to the data 
set’s dimensionality as well. The latter mostly prevents the efficient processing of 
large data sets on the currently available non-parallel computing architectures. For 
example, search over the LLD repository, which consolidates over 4 billion RDF 
statements for various sources covering the biomedical domain, can take up to months 
of CPU time. 

Application of distributed-memory parallelization techniques (such as MPI) is thus 
straightforward for leveraging large data sources for Semantic Web applications 
performing Random Indexing. 

                                                           
3 http://linkeddata.org  
4 http://linkedlifedata.com  
5 http://wikipedia.org  
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4 Parallelization Approach 

The main idea of parallelization for Semantic Web Applications lies in decomposing 
the data access and processing operations into fragments, each of them is executed in 
parallel and concurrently. In case of MPI, each fragment is handled by a separate 
process. The more computation intensive is the parallelized algorithm and the more 
processes are involved, the higher is the application performance improvement thanks 
to the parallelization. 

In case of a Random Indexing application, its most computing intensive part is a 
search, which is performed over all elements of the vector spaces. The search is 
performed over the entries of the semantic vector space according to the schema 
depicted in Figure 4a. All the vectors are processed independently and concurrently. 
The trivial parallelization can be achieved by mapping the contiguous sets of vectors 
in the vector space to a parallel block, each running on a compute node. The 
execution on single nodes is followed then by a synchronization to wait for other 
parallel blocks and gather the partial results of all the blocks. The division of the 
vectors among the parallel blocks is specified by the domain decomposition 
(Figure4b). The domain decomposition ensures the optimal load balancing among the 
compute nodes and therefore the highest performance of the parallelized algorithm. 

Computation of the Cosine 
with the given vector

Problem domain (vector space) sem. vector

Selection of the vectors
with max. cosines

Computation of the Cosine 
with the given vector

Selection of the vectors
with max. cosines

Syncronisation

Parallel
block 1

Parallel
block 2

Computation of the Cosine with the given vector

Problem domain (vector space) sem. vector

Selection of the vectors with max. Cosines

 

  a)     b) 

Fig. 4. The sequential (a) and parallelized by means of domain decomposition (b) search 
algorithm 

The results of the search in the part of the vector space, assigned to the parallel 
block/process, are stored in the block’s memory space and can not be accessible from 
another block. However, this is needed to perform the final selection among the 
results of each of the blocks. For this purpose, all the partial outputs might be 
gathered, in one of the blocks (the “root” one), where then the final selection is 
performed. The necessity of passing the results (n selected words) from each block to 
the root one as well as the following final selection prevents the parallelized 
application performance from super-linear scalability. Nevertheless, the optimal 
realization of the synchronization allows the parallel algorithm to minimize the 
computation overhead of this operation in total execution time.  
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In order to synchronize the data, MPI processes communicate by means of 
messages transmitted between (a so called “point-to-point” communication) or among 
(involving several or even all processes, a so called “collective” communication). In 
case of Figure 4, a collective “gather” operation can be applied for gathering all the 
partial outputs produced by each of the processes in one (the root) process, which then 
performs the final selection over the gathered values. More detailed information about 
point-to-point and collective communications available for MPI processes are 
documented in the MPI standard for Java [10]. 

5 Performance Impact of Parallelization 

The evaluation of the actual application performance was on the Intel Nehalem cluster6 
of High Performance Computing Center Stuttgart. Configuration of 1, 2, 4, 8, and 16 
distributed compute nodes were benchmarked to evaluate the scalability of the parallel 
realization. We also varied the size of the analyzed data sets to evaluate the algorithmic 
scalability as well as stability of the parallelized version (Table 1). 

During the evaluation, we were concentrating on the total execution time, the time 
of loading the vector space from the file on the disk, the duration of the search 
operation as well as the overhead of the inter-node MPI communication. The 
performance characteristics are collected in Table 2. 

The evaluation reveals that the parallel version of the random indexing application, 
suggested in this publication, scales well on the parallel architecture for the use cases 
of any complexity, varying from the sparse term vectors (LLD1) to large data sets 
containing millions of documents (Wiki2), despite the increasing communication 
overhead. In the best case, the performance speed-up achieved was approximately 27 
times. Similar results were obtained for other compute architectures, e.g. on Xeon 
CPUs. 

Table 1. Benchmarked data sets 

Vector 
space 

Nr. of 
entries 

Size on the 
disk, GB 

Description 

LLD1 0,064 M 0,082 A subset of Linked 
Life Data 

LLD2 0,5 M 0,65 A subset of Linked 
Life Data 

Wiki1 1 M (low 
density, 
terms only)

1,6 
A term set from 
Wikipedia articles 

Wiki2 1 M (high 
density, 
entire 
documents)

16 
A document set from 
Wikipedia articles 

                                                           
6 http://www.hlrs.de/systems/platforms/nec-nehalem-cluster/  
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Table 2. Performance characteristics for the parallelized algorithm 

Vector 
Space 

Number of 
compute nodes 

Time, s. 
Speed-up

Loading Search 
MPI  

comm. 
Total 

LLD1 1 - - - 2 1 
 2 0,75 0,5 0,04 1,61 1,25 

4 0,4 0,4 0,05 1,2 1,7 
8 0,23 0,32 0,1 1,01 1,98 
16 0,17 0,29 0,16 0,94 2,13 

LLD2 1 12 6 - 19,5 1 
 2 4 3,3 0,03 7,9 2,47 

4 2,4 1,8 0,23 4,6 4,24 
8 1,2 1 0,16 2,9 6,72 
16 0,6 0,7 0,2 2 9,75 

Wiki1 1 18 4 - 22 1 
 2 8,9 3,8 1 13,3 1,65 

4 4,6 2 0,08 7,4 2,97 
8 2,3 1,3 0,23 4,4 5 
16 1,2 0,75 0,52 2,8 7,86 

Wiki2 1 309 83 - 395 1 
 2 59 27 0,58 88 4,5 

4 35 13 16 59,1 6,7 
8 20 8 4 32,2 12,3 
16 10 3,7 0,16 14,6 27 

6 Conclusions 

The Message-Passing Interface is the most efficient technique of implementation of 
parallel applications, also introduced in Java. Nevertheless, for a long time this 
technique was underestimated in use for Java developments due to many reasons; 
perhaps main of them is complexity of applying process based programming model. 
This paper is an attempt to close the gap between Java and MPI. Presenting a 
common parallelization strategy, which is based on domain decomposition, we 
implemented the parallel version of the search operation from the Airhead library 
with MPI, based on the sequential code. The described technique allows any other 
Java developer to apply parallelism to his/her application with the minimum 
knowledge about MPI. For the tested application, we achieved a speed-up of almost 
27 times already on 16 compute nodes, as compared with the sequential version. 
Moreover, the parallel implementation allowed us to perform a complex experiment 
on the resource, whose capacities were not enough to run the sequential version of the 
application. With our experience we would like to encourage other researchers to 
apply the MPI-based parallelization for their Java applications as well. 
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Abstract. Reasoning is one of the essential application areas of the modern 
Semantic Web. Nowadays, the semantic reasoning algorithms are facing 
significant challenges when dealing with the emergence of the Internet-scale 
knowledge bases, comprising extremely large amounts of data. The traditional 
reasoning approaches have only been approved for small, closed, trustworthy, 
consistent, coherent and static data domains. As such, they are not well-suited 
to be applied in data-intensive applications aiming on the Internet scale. We 
introduce the Large Knowledge Collider as a platform solution that leverages 
the service-oriented approach to implement a new reasoning technique, capable 
of dealing with exploding volumes of the rapidly growing data universe, in 
order to be able to take advantages of the large-scale and on-demand elastic 
infrastructures such as high performance computing or cloud technology. 

Keywords: Semantic Web, Reasoning, Big Data, Distribution, Parallelization, 
Performance.  

1 Introduction 

The large- and internet-scale data applications are the primary challenger for the 
Semantic Web, and in particular for reasoning algorithms, used for processing 
exploding volumes of data, exposed currently on the Web. Reasoning is the process of 
making implicit logical inferences from the explicit set of facts or statements, which 
constitute the core of any knowledge base. The key problem for most of the modern 
reasoning engines such as Jena [1] or Pellet [2]  is that they can not efficiently be 
applied for the real-life data sets that consist of tens, sometimes of hundreds of 
billions of triples (a unit of the semantically annotated information), which can 
correspond to several petabytes of digital information. Whereas modern advances in 
the Supercomputing domain allow this limitation to be overcome, the reasoning 
algorithms and logic need to be adapted to the demands of rapidly growing data 
universe, in order to be able to take advantages of the large-scale and on-demand 
infrastructures such as high performance computing or cloud technology. On the other 
hand, the algorithmic principals of the reasoning engines need to be reconsidered as 
well in order to allow for very large volumes of data. Service-oriented architectures 
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(SOA) can greatly contribute to this goal, acting as the main enabler of the newly 
proposed reasoning techniques such as incomplete reasoning [3]. This paper focuses 
on a service-oriented solution for constructing Semantic Web applications of a new 
generation, ensuring the drastic increase of the scalability for the existing reasoning 
applications, as elaborated by the Large Knowledge Collider (LarKC)1 EU project.  

The paper is organized as follows. In Section 2, we collect our consideration 
towards enabling the large-scale reasoning. In Section 3, we discuss LarKC – a 
service-oriented platform for development of fundamentally new reasoning 
application, with much higher scalability barriers as by the existing solutions. In 
Section 4, we introduce some successful applications implemented with LarKC, such 
as BOTTARI – the Semantic Challenge winner in 2011. In Section 5, we discuss our 
conclusions and highlight the directions for future work in highly scalable semantic 
reasoning.  

2 Semantic Reasoning on the Web Scale 

2.1 From Web to the Semantic Web 

The Web as it is seen by the users “behind the browser” has traditionally been one of 
the most successful examples of the SOA realization. The possibility to transform the 
application’s business logic into a set of the linked services supplied with the 
transparent access to those services over standardized protocols such as HTTP was a 
key asset for tremendous wide-spread of the Internet worldwide. However the 
possibility to organize business relationship between the data located on several hosts 
had been extremely poor. The research seeking for a concept of applying a data model 
on the Web scale resulted in the Semantic Web – the later advance of the Web, which 
offers a possibility to extend the Web-enabled data with the annotation of their 
semantics, thus making the context in which the data is used meaningful for the 
applications [4]. Nowadays, there are several existing well-established standards for 
annotation of data web-wide, such as for example Resource Description Framework 
(RDF)2 schema.  

The practical value of the Semantic Web is that it enables development of 
applications that can handle complex human queries based not only on the value of 
the analyzed data, but also on its meaning. Promotion of such platforms as (Friends-
of-a-Friend) FOAF3 at the early stages of the Semantic Web has forced a lot of data 
providers to actively expose and interlink their data on the Web, which resulted in 
many problem-oriented data repositories, as for example Linked Life Data (LLD)4, 
which is a collection of the data for biomedical domain; alone the LLD dataset 
comprises over one billion web resources presented in RDF. On the other hand, social 
networks like Twitter or Facebook encourage people to upload there personal data as 
well, thus drastically increasing the weight of the digital information on the Web. 

                                                           
1 http://www.larkc.eu/  
2 http://www.w3.org/RDF/  
3 http://www.foaf-project.org/  
4 http://linkedlifedata.com/  
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2.2 Semantic Reasoning 

Thanks to the ability to offer the structured data as the Web content, the Semantic 
Web has become de-facto an indispensable aspect of the human's everyday life. The 
application areas of the modern Semantic Web spawn a wide range of domains, from 
social networks to large-scale Smart Cities projects in the context of the future 
internet However, data processing in such applications goes far beyond a simple 
maintenance of the collection of facts; based on the explicit information, collected in 
datasets, and simple rule sets, describing the possible relations, the implicit statements 
and facts can be acquired from those datasets. For example, supposed that bulldogs 
are dogs, and cats hate dogs, cats must also hate bulldogs, which is however not 
explicitly stated but rather inferred from the content. 

Many data collections as well as application built on top of them allow for rule-
based inferencing to obtain new, more important facts. The process of inferring 
logical consequences from a set of asserted facts, specified by using some kinds of 
logic description languages (e.g., RDF/RDFS and OWL5), is in focus of semantic 
reasoning. The goal is to provide a technical way to determine when inference 
processes is valid, i.e., when it preserves truth.  This is achieved by the procedure 
which starts from a set of assertions that are regarded as true in a semantic model and 
derives whether a new model contains provably true assertions. 

2.3 Big Data Challenge and New Reasoning Approaches 

The latest research on the Internet-scale Knowledge Base technologies, combined 
with the proliferation of SOA infrastructures and cloud computing, has created a new 
wave of data-intensive computing applications, and posed several challenges to the 
Semantic Web community. As a reaction on these challenges, a variety of reasoning 
methods have been suggested for the efficient processing and exploitation of the 
semantically annotated data. However, most of those methods have only been 
approved for small, closed, trustworthy, consistent, coherent and static domains, such 
as synthetic LUBM sets. Still, there is a deep mismatch between the requirements on 
the real-time reasoning on the Web scale and the existing efficient reasoning 
algorithms over the restricted subsets.  

Whereas unlocking the full value of the scientific data has been seen as a strategic 
objective in the majority of ICT- related scientific activities in EU, USA, and Asia 
[5], the “Big Data” problem has been recognized as the primary challenger in 
semantic reasoning [6][7]. Indeed, the recent years have seen a tremendous increase 
of the structured data on the Web with scientific, public, and even government sectors 
involved. According to one of the recent IDC reports [8], the size of the digital data 
universe has grown from about 800.000 Terabytes in 2009 to 1.2 Zettabytes in 2010, 
i.e. an increase of 62%. Even more tremendous growth should be expected in the 
future (up to several tens of Zettabytes already in 2012, according to the same IDC 
report [8]). 

 
 

                                                           
5 http://www.w3.org/TR/owl-ref/  
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The “big data” problem makes the conventional data processing techniques, also 
including the traditional semantic reasoning, substantially inefficient when applied for 
the large-scale data sets. On the other hand, the heterogeneous and streaming nature 
of data, e.g. implying structure complexity [9], or dimensionality and size [10], makes 
big data intractable on the conventional computing resource [11]. The problem 
becomes even worse when data are inconsistent (there is no any semantic model to 
interpret) or incoherent (contains some unclassifiable concepts) [12]. 

The broad availability of data coupled with increasing capabilities and decreasing 
costs of both computing and storage facilities has led the semantic reasoning 
community to rethink the approaches for large-scale inferencing [13]. Data-intensive 
reasoning requires a fundamentally different set of principles than the traditional 
mainstream Semantic Web offers. Some of the approaches allow for going far beyond 
the traditional notion of absolute correctness and completeness in reasoning as 
assumed by the standard techniques. An outstanding approach here is interleaving the 
reasoning and selection [14].  The main idea of the interleaving approach (see Figure 
1a) is to introduce a selection phase so that the reasoning processing can focus on a 
limited (but meaningful) part of the data, i.e. perform incomplete reasoning. 

 

 

Fig. 1. Incomplete reasoning, the overall schema (a) and a service-oriented vision (b) 

2.4 SOA Aspect in Semantic Reasoning 

As we have discussed before, the standard reasoning methods are not valid in the 
existing configurations of the Semantic Web. Some approaches, such as incomplete 
reasoning, offer a promising vision how a reasoning application can overcome the 
“big data” limitation, e.g. by interleaving the selection with the reasoning in a single 
“workflow”, as shown in Figure 1a. However the need of combining several 
techniques within a single application introduces new challenges, for example related 
to ensuring the proper collaboration of team of experts working on a concrete part of 
the workflow, either it is identification, selection, or reasoning. Another challenge 
might be the adoption of the already available solutions and reusing them in the newly 
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developed applications, as for example applying selection to the JENA reasoner [2], 
whose original software design doesn’t allow for such functionality. The SOA 
approach can help eliminate many of the drawbacks on the way towards creating new, 
service-based reasoning applications. Supposed that each of the construction blocks 
shown in Figure 1a is a service, with standard API that ensures easy interoperability 
with the other similar services, quite a complex application can be developed by a 
simple combination of those services in a common workflow (see Figure 1b).  

Although the workflow concept is not new for the semantic reasoning [15], there 
was quite a big gap in realizing the single steps of the reasoning algorithms  
(Figure 1b) as a service. This was due to many reasons, among them complexity of 
the data dependency management, ensuring interoperability of the services, 
heterogeneity of the service’s functionality. Realizing a system where a massive 
number of parties can expose and consume services via advanced Web technology 
was also a research highlight for Semantic Web. An example of very successful 
research on offering a part of the semantic reasoning logic as a service is the 
SOA4ALL6 project, whose main goal was to study the service abilities of 
development platforms capable of offering semantic services. Several useful services 
wrapping such successful reasoning engines as IRIS and several others had been 
developed in the frame of this project. Nevertheless, the availability of such services 
is only an intermediate step towards offering reasoning as a service, as a lot of efforts 
were required to provide interoperability of those services in the context of a common 
application.  Among others, a common platform is needed that would allow the user 
to seamlessly integrate the service by annotating their dependencies, manage the data 
dependencies intelligently, being able to specify parts of the execution that should be 
executed remotely, etc.  

An outstanding effort to develop such a platform was performed in the LarKC 
(Large Knowledge Collider) [16] project. In the following sections, we discuss the 
main ideas, solutions, and outcomes of this project. 

3 Large Knowledge Collider – Making the Semantic Reasoning 
More Service Oriented 

3.1 Objectives and Concepts 

In order to facilitate the technology for creation of trend-new applications for large-
scale reasoning, several leading Semantic Web research organizations and 
technological companies have joined their efforts around the project of the Large 
Knowledge Collider (LarKC), supported by the European Commission. The mission 
of the project was to set up a distributed reasoning infrastructure for the Semantic 
Web community, which should enable application of reasoning far beyond the 
currently recognized scalability limitations [17], by implementing the interleaving 
reasoning approach. The current and future Web applications that deal with “big data” 
are in focus of LarKC.  
 

                                                           
6 http://www.soa4all.eu/  
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To realize this mission, LarKC has created an infrastructure that allows 
construction of plug-in-based reasoning applications, following the interleaving 
approach, facilitated by incorporating interdisciplinary techniques such as inductive, 
deductive, incomplete reasoning, in combination with the methods from other 
knowledge representation domains such as information retrieval, machine learning, 
cognitive and social psychology. The core of the infrastructure is a platform – a 
software framework that facilitates design, testing, and exploitation of new reasoning 
techniques for development of large-scale applications. The platform does this by 
providing means for creating very lightweight, portable and unified services for data 
sharing, accessing, transformation, aggregation, and inferencing, as well as means for 
building Semantic Web applications on top of those services. The efficiency of the 
services is ensured by providing a transparent access to the underlying resource layer, 
served by the platform, involving high performance computing, storage, and cloud 
resources, and in the other way around, providing performance analysis and 
monitoring information back to the user. The platform is built in a distributed, 
modular, and open source fashion. Moreover, the platform offers means for building 
and running applications across those plug-ins, provide them a persistent data layer 
for storing data, facilitate parallel execution of large-scale data operations on 
distributed and high-performance resources [18].  

The two main issues solved by LarKC are development of a reasoning application 
combining solutions and techniques coming from diverse domains of the Semantic 
Web and Computer Science disciplines (e.g. High Performance Computing), and 
ensuring the requested QoS requirements, in particular by targeting the modern  
e-Infrastructures such as grid and cloud environments.  

Guided by the preliminary goal to facilitate incomplete reasoning, LarKC has 
evolved in a unique platform, which can be used for development of a wide range of 
semantic web applications, following the SOA paradigm. The sections below discuss 
the main functional properties and features of the LarKC platform.  

3.2 Architecture Overview 

The LarKC’s design has been guided by the primarily goal to build a scalable 
platform for distributed high performance reasoning. Figure 2 shows a conceptual 
view of the LarKC platform’s architecture and the proposed development life-cycle. 
The architecture was designed to holistically cover the needs of the three main 
categories of users – semantic service (plug-in) developers, application (workflow) 
designers, and end-users internet-wide. The platform’s design ensures a trade-off 
between the flexibility and the performance of applications in order to achieve a good 
balance between the generality and the usability of the platform by each of the 
categories of users.  In the following, we introduce some of the key concepts of the 
LarKC architecture and discuss the most important platform’s services and tools for 
them.  
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Fig. 2. Architecture of LarKC 

 
1) Plug-ins 
Plug-ins are standalone services implementing some specific parts of the reasoning 
logic as discussed previously, whether it is selection, identification, transformation, or 
reasoning algorithm, see more at [17]. In fact, plug-ins can implement much broader 
functionality as foreseen by the incomplete reasoning schema (Figure 1), hence 
enabling the LarKC platform to target much wider Semantic Web user community as 
originally targeted, e.g. for machine learning or knowledge extraction. The services 
are referred as plug-ins because of their flexibility and ability to be easily integrated, 
i.e. plugged into a common workflow and hence constitute a reasoning application. 
To ensure the interoperability of the plug-ins in the workflows, each plug-in should 
implement a special plug-in API, based on the annotation language [19]. Most 
essentially, the API defines the RDF schema (set of statements in the RDF format) 
taken as input and produced as output by each of the plug-ins. The plug-in 
development is facilitated by a number of special wizards, such as Eclipse IDE wizard 
or Maven archetype for rapid plug-in prototyping. The ready-to-use plug-ins are 
uploaded and published on the marketplace – a special web-enabled service offering a 
centralized, web-enabled repository store for the plug-ins7. 

 
2) Workflows 
The workflow designers get access to the Marketplace in order to construct a 
workflow from the available plug-ins, combined to solve a certain task. In terms of 
LarKC, workflow is a reasoning application that is constructed of the (previously 
developed and uploaded on the Marketplace) plug-ins. The workflow’s topology is 

                                                           
7 Visit the LarKC Plug-in Marketplace at  
  http://www.larkc.eu/plug-in-marketplace/ 
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characterised by the plug-ins included in the workflow as well as the data- and control 
flow connections between these plug-ins.  

The complexity of the workflow’s topology is determined by the number of 
included plug-ins, data connections between the plug-ins (also including multiple 
splits and joins, such as in Figure 3a, or several end-points, such as in Figure 3b), and 
control flow events (such as instantiating, starting, stopping, and terminating single 
plug-ins or even workflow branches comprising several plug-ins). Same as for plug-
ins, the input and output of the workflow is presented in RDF, which however can 
cause compatibility issues with the user’s GUI, which are not obviously based on an 
RDF-compliant representation. To confirm the internal (RDF) dataflow representation 
with the external (user-defined) one, the LarKC architecture foresees special end-
points, which are the adapters facilitating the workflow usage in the tools outside of 
the LarKC platform. Some typical examples of end-points, already provided by 
LarKC, are e.g. SPARQL end-point (SPARQL query as input and set of RDF 
statements as output) and HTML end-point (HTTP request without any parameters as 
input and HTML page as output).  

 

 
 

a) b)

Fig. 3. Examples of LarKC application workflows: a) with non-trivial branched dataflow 
(containing multiple splits/joins), b) with multiple end-points 

For the specification of the workflow configuration, a special RDF schema was 
elaborated for LarKC, aiming at simplification of the annotation efforts for the 
workflow designers. The schema also allows for specification of the additional 
features, such as remote plug-in execution, and can be used for tuning the front-end 
graphical interfaces of the applications to adapt them to the user needs. Listing 1 
shows a simple example of the LarKC workflow annotation. The simple workflow 
consists of one plug-in (plugin 1), which is running on an external tomcat server 
(host1) and accessible over a SPARQL end-point (ep).  
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Listing 1. Example of an RDF workflow annotation 

 
Creation of the workflow specification is pretty much simplified by using intuitive 

GUI’s developed for LarKC, which enable constructing and executing workflows, 
such as Workflow Designer. 

 
3) Applications 
Workflows are already standalone applications that can be submitted to the platform 
and executed by means of such tools as Workflow Designer discussed above. 
Nevertheless, workflows can also be wrapped into much more powerful user 
interfaces, adapted to the needs of the targeted end-user communities, e.g. Urban 
Computing, and using LarKC as a back-end engine. The SO approach makes possible 
hiding the complexity of the LarKC platform, by enabling its whole power to the end-
users through such interfaces. We discuss some of the most successful examples of 
the LarKC applications in Section 4. 

 
4) Platform services 
All above-described activities related to plug-in creation, workflow design, and 
application development are facilitated by an extensive set of the platform services, as 
shown in Figure 2.  

Execution Framework is the “control centre" of the LarKC Platform. It is 
responsible for the services related to the plug-in (Plug-in Registry, Plug-in 
Managers), workflow (Workflow Support System, Workflow Designer), and 
application (End-points) support. It also provides a set of fundamental services 
indispensable for the organization of the data management (Data Layer), distributed 
execution (Remote Invocation Framework), and performance monitoring (Monitoring 
Services). 

Plug-in Registry is a service that allows the platform to load the plug-ins as well as 
the external libraries needed by them to the internal plug-in knowledge base, where 
the plug-ins can be instantiated from when constructing and executing the workflow.  

Plug-in Managers facilitate the integration of plug-ins within a workflow and the 
management of their execution. The managers allow a plug-in to be executed either 
locally or in a distributed fashion. The latter is facilitated by the remote invocation 
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framework that is based on Grid Access Toolkit (GAT) and support several categories 
of host, also in view of the Cloud paradigm. 

Data Layer is a simplified realization of OWLIM – a high-performance RDF data 
base that supports the plug-ins and applications with respect to storage, retrieval 
(including streaming), and lightweight inference on top of large volumes of RDF data. 
In particular, Data Layer is used for storing the data passed between the plug-ins, so 
that only a reference is passed; this reveals the plug-ins from the need of handling the 
RDF data and hence make them applicable for large data volumes stored in the Data 
Layer. 
 
5) Infrastructure 
With regard to the infrastructure layer, LarKC acts as a middleware that facilitates the 
successful application deployment and execution on the available resource base. The 
LarKC platform offers the plug-ins an abstraction layer, facilitated by the plug-in 
API, that allows applications based on those plug-ins to abstract from the specific 
resource layer properties, such as operating system, number of compute cores (for 
shared memory) or nodes (for distributed memory parallel systems), etc., hence 
making the deployment process as transparent as possible. This is facilitated by 
several know-how solutions for distributed execution, parallelization, and monitoring. 

Distributed execution is the key feature of the LarKC execution model. It allows a 
plug-in to be executed on the resource that is remote with regard to the one where the 
platform is running. Standard cases where the applications can benefit from the 
distributed execution include but not restrict shipping the execution closer to the data 
being processed, running a part of the workflow on the resource that ensures better 
performance but forbids the full deployment of the LarKC platform, e.g. production 
high performance supercomputers, etc. 

Monitoring is the essential feature of the LarKC platform that allows plug-ins to be 
(automatically) instrumented to produce some important metrics about their 
execution, e.g. execution time (performance), or size of the processed data 
(throughput). Those characteristics can be collected from different execution 
configurations and used for identifying possible bottlenecks or just collecting some 
interesting for the user statistics. The visualization tools are provided by the  
platform as well, so a very little efforts is needed to get the complete trace of the  
application run. 

4 Success Stories and Application Examples 

LarKC is the technology that not only enables the large-scale reasoning approach for 
the already existing applications, but also facilitates their rapid prototyping with low 
initial investments, leveraging the SOA approach through the solutions discussed in 
Section III. Furthermore, LarKC delivers a complete eco-system where the researches 
from very different domains can team up in order to develop new challenging 
mashup-applications, hence having a dramatic impact on a lot of problem domain. 
Below we describe some of the most prominent pilot applications developed with 
LarKC in 2010-2011.  
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4.1 BOTTARI 

BOTTARI [20] is a location-based mobile application that leverages a place of 
interest recommendation system to support people who find themselves in the new 
place, which they are not familiar with. The application’s front-end is implemented at 
Android tablets, whereas the back-end is served by LarKC. BOTTARI is collecting 
relevant information from social media networks such as Twitter and blog posts, 
elaborates it and provides contextualized suggestions. At the current stage, the 
application was implemented for one of the most popular touristic districts in Seoul, 
South Korea. The recommendations given by BOTTARI include places of interest 
nearby the current location of the user, reputation ranking of the suggested places 
according to the other users’ feedback, identification of the most interesting place 
fitting well the user’s profile. To the main innovations of BOTTARI can be referred 
offering a location-based service through a simple and intuitive interface, advanced 
semantic features, and hiding the complexity of reasoning from the end-user. 
BOTTARI become the winner of the International Semantic Web challenge 2011. 

4.2 WebPIE 

WebPIE (Web-scale Parallel Inference Engine) [21] is a MapReduce-based parallel 
distributed RDFS/OWL inference engine. Being implemented as a LarKC plug-in, 
WebPIE can be used for materialization of an RDF graph expressed in the OWL 
Horst semantics, which is required by a lot of semantic reasoning workflows. The 
workflows that use WebPIE can take advantages of the distributed and parallel 
reasoning, facilitated by the underlying MapReduce implementation with Hadoop. 
Thanks to the parallel implementation, WebPIE vastly outperforms all the existing 
inference engines when comparing supported language expressivity, maximum data 
size and inference speed. In LarKC, WebPIE can easily be integrated in any forward 
chaining reasoning workflow and thus improve its scalability. The distributed 
execution framework takes care of the execution of the WebPIE reasoner on a 
machine that can take full advantages of the parallel realization, e.g. a cluster of 
workstations or a parallel supercomputer. The WebPIE research won the first 
scalability prize at the IEEE Scale Challenge in 2010.  

4.3 Genode-Wide Association Study 

Genome-wide association study (GWAS) is a research domain aiming to identify 
common genetic factors that influence health and disease apparition. GWAS use bio-
probes (gene markers) to look for higher levels of association between genes in a 
diseased subject as opposed to controls. The large numbers of markers mean that huge 
numbers of samples are needed to achieve sufficient statistical power. Semantic Web 
helps the GWAS researchers apply common statistical models to raw experimental 
data to find the relevance of each marker, and then rank them in order of relevance to 
the disease. Only the genes that are close to the top few markers are then studied in 
more depth by conventional techniques, to narrow the problem and achieve better 
results. This last bit is expensive, and improving rankings could improve both the 
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efficiency and the economics of the technique. The WHO’s cancer research unit, 
IARC, has chosen LarKC as the technology to combine prior knowledge about a gene 
with experimental data, thus improving statistical power [22]. The modular nature of 
LarKC plug-ins allowed for combination of those techniques with the modern 
advances of the Statistical Semantics as random indexing, term frequency inverse 
document frequency, or term expansion using UMLS. This allowed the researchers to 
scale knowledge discovery across the large amounts of biomedical knowledge now 
encoded in the data- and bibli-ome, and to apply it to the millions of data points in a 
typical GWAS. 

5 Conclusion 

LarKC is very promising platform for creation of new-generation semantic reasoning 
applications. The LarKC’s main value is twofold. On the one hand, it enables a new 
approach for large-scale reasoning based on the technique for interleaving the 
identification, the selection, and the reasoning phases. On the other hand, through 
over the project’s life time (2008-2011), LarKC has evolved in an outstanding, 
service-oriented platform for creating very flexible but extremely powerful 
applications, based on the plug-in’s realization concept. The LarKC plug-in 
marketplace has already comprised several tens of freely available plug-ins, which 
implement new know-how solutions or wrap existing software components to offer 
their functionality to a much wider range of applications as even originally envisioned 
by their developers. Moreover, LarKC offers several additional features to improve 
the performance and scalability of the applications, facilitated through the 
parallelization, distributed execution, and monitoring platform. LarKC is an open 
source development, which encourages collaborative application development for 
Semantic Web. Despite being quite a young solution, LarKC has already established 
itself as a very promising technology in the Semantic Web world. Some evidence of 
its value was a series of Europe- and world-wide Semantic Web challenges won by 
the LarKC applications. It is important to note that the creation of LarKC 
applications, including the ones discussed in the paper, was also possible and without 
LarKC, but would have required much more (in order of magnitude) development 
efforts and financial investments.  

We believe that the availability of such platform as LarKC will make a lot of 
developers to rethink their current approaches for semantic reasoning towards much 
wider adoption of the service-oriented paradigm. Another added value of LarKC is a 
number of very promising future researches that will be done as LarKC’s spin-offs, 
including streaming data support, decision making in large systems, and many others. 
Among others, a lot of challenges are introduced by Smart Cities applications, which 
provide static data pools of Petabyte size range as well as deliver Terabytes of new 
dynamically-acquired data on the daily basis. We would be interested to apply LarKC 
to such challenging application scenarios and evaluate its ability to meet the real-time 
requirements of such large-scale systems.  
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Abstract. Context-aware systems have traditionally employed a limited range 
of contextual data. While research is addressing an increasingly broad range of 
contextual data, the level of intelligence generated in context-aware systems is 
restricted by the failure to effectively implement emotional response. This paper 
considers emotion as it relates to context and the application of computational 
intelligence in context-aware systems. Following an introduction, personaliza-
tion and the computational landscape is considered and context is introduced. 
Computational intelligence and the relationship to the Semantic Web is dis-
cussed with consideration of the nature of knowledge and a brief overview of 
knowledge engineering. Cognitive conceptual models and semiotics are intro-
duced with a comparative analysis and approaches to implementation. Ongoing 
research with illustrative ‘next generation’ intelligent context-aware systems in-
corporating emotional responses are briefly considered. The paper concludes 
with a discussion where the challenges and opportunities are addressed; there 
are closing observations, consideration of future directions for research, and 
identification of open research questions. 

Keywords: Intelligent Context, Emotion, Knowledge, Conceptual Models,  
Semiotics, Kansei Engineering, Computational Intelligence.  

1 Background 

Emotion represents an important element in an individual’s response mechanism to a 
range of stimuli as emotional responses are fundamental to an individual’s reaction to 
changing environments and social situations. Over time people develop an individual 
view of the world viewed through their personal dynamic perceptual filter created 
based on observation and experience; emotional response is the result of this individ-
ual view of the world. The factors that relate to emotional response form an important 
component in an individual’s context which forms the basis upon which personaliza-
tion and targeted service provision is achieved. 

This paper presents a discussion around emotion and emotional response as it re-
lates to the definition of context and its application in intelligent context-aware sys-
tems. Intelligence is a complex topic and can be viewed from two perspectives:  
(1) Human intelligence; in computational terms this relates to the Open World  
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Assumption (OWA), and (2) Computational intelligence (in computational terms this 
relates to the Closed World Assumption (CWA). While in an ideal world the OWA 
may be applied, in practice the CWA is the only currently realistic approach to 
achieve [albeit limited] intelligence in context-aware systems. The challenge lies in 
effective use of contextual information which includes emotional responses based on 
the OWA; the opportunities lie in the results that may be achieved if the OWA can be 
effectively implemented and computational intelligence which more closely approx-
imates to human intelligence realized. 

The paper is structured as follows: section 2 sets out an overview of personaliza-
tion and the computational landscape with context and the nature of contextual infor-
mation considered in section 3. Computational intelligence and the relationship to the 
Semantic Web is discussed in section 4. Section 5 presents a discussion on the nature 
of knowledge with consideration of explicit and tacit knowledge with a brief over-
view of knowledge engineering. In section 5 there is a discussion around conceptual 
models and Semiotics with a comparative analysis of the relationship between know-
ledge, conceptual models, and Semiotics. Implementation is addressed in section 6. 
Current research projects which represent our view of the ‘next generation’ of intelli-
gent context-aware systems incorporating emotional responses are briefly considered 
in section 7. The paper concludes with a discussion where the challenges and oppor-
tunities are addressed; there are closing observations, consideration of future direc-
tions for research, and identification of open research questions. 

2 Personalization and the Computational Landscape 

Personalization on demand has gained traction driven by the demands of computer 
mediated P2P and B2B interactions. Concomitant with these developments is the 
revolution in the capability and ubiquity of mobile technologies (generally imple-
mented in large scale distributed systems and ad-hoc wireless networks) and the 
growing use of Web 2.0 technologies in data intensive systems [20]. 

The traditional paradigm of centralized ‘internet’ (also termed an Intranet) based 
networks has been largely replaced by a new distributed ‘Internet’ based communica-
tions paradigm characterized by distributed ad-hoc wireless networks which are in-
creasingly accessing geospatial, temporal, and cloud-based systems [13][23]. These 
developments have resulted in systems in which a user’s context may be static or, in 
mobile systems highly dynamic. Mobile systems incorporate a diverse range of geo-
graphically diverse infrastructures with a potentially large user base and a broad range 
of fixed and wearable mobile devices [20]. 

The ‘Internet’ systems paradigm is frequently characterized by Large Scale Distri-
buted Systems (LSDS) [13][14][23] in which interactions between infrastructure 
components and individual users (more accurately the users devices) are inherently 
complex; the complexity increasing exponentially as nodes are added to and removed 
from in the system dynamically. This complexity places great strain on communica-
tion systems with issues in the management of the interactions and the ability to ena-
ble personalization on demand which requires both user and network infrastructure 
knowledge to effectively target service provision.  
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LSDS are inherently context-aware, context performing an increasingly important 
role. The rule-based approach presented in this article is posited as an effective ap-
proach to enable: (1) targeted service provision in complex data intensive systems, (2) 
the processing of data from a diverse range of geographically and technologically 
divers sources in Wide Area Networks (WAN), Local Area Networks (LAN), and 
Personal Area Networks (PAN, (3) the capability to handle the inherent complexity of 
context, (4) the ability to manage CS, and (5) the capability to realize predictable 
decision- support under uncertainty [18][20][21].  

As discussed in this paper emotion (more accurately emotional response) can be 
viewed in terms of contextual information if it can be codified, digitized, and imple-
mented in an intelligent context-aware system. Emotion is characterized by cognitive 
response to changing states (contexts); such responses are characterized by an increa-
singly large range of contextual information in data intensive systems which may be 
both large and highly dynamic incorporating temporal, spatial, infrastructure, envi-
ronmental, social, and personal data. There is a requirement for CS [20][21]; this, 
along with the volume and dynamic nature of the data calls for an approach capable of 
effectively handling both in geospatially diverse LSDS increasingly implemented in 
cloud-based solutions. The approach as discussed in the following sections and in [21] 
is designed to realize these aims.  

3 Context 

Context is central in realizing Personalization, context describing h/her prevailing 
dynamic state, as such it is inherently complex and domain specific [17][18][20][21]. 
A context is created using contextual information (context properties) that combine to 
describe an individual or entity, therefore a broad and diverse range of contextual 
information combines to form a context definition [20]. In actuality, almost any in-
formation available at the time of an individual’s interaction with a context-aware 
system can be viewed as contextual information [20] including: 

• The variable tasks demanded by users with their beliefs, desires, interests, prefe-
rences, and constraints. 

• The diverse range of mobile devices and the associated service infrastructure(s) 
along with resource availability (connectivity, battery condition, display, network, 
and bandwidth etc), and nearby resources (accessible devices and hosts including 
I/O devices. 

• The physical (environmental) situation (temperature, air quality, light, and noise 
level etc). 

• The social situation (who you are with, people nearby - proximate information) 
• Spatio-Temporal information (location, orientation, speed and acceleration, time of 

the day, date, and season of the year, etc). 
• Physiological measurements (blood pressure, heart function - Electrocardiography 

(ECG or EKG from the German Elektrokardiogramm), cognitive functions related 
to brain activity (EEG from Electroencephalography), respiration, galvanic skin 
response, and motor functions including muscle activity). 
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• Cognitive and abstract contextual information such as an individual’s emotional 
responses, intuition, feelings, and sensibilities. 

The potential contextual information identified demonstrates the diverse nature and 
inherent complexity of context and context-aware systems. While the list includes 
cognitive properties, research is generally restricted to EEG and Cognitive Behavioral 
Therapies (CBT) [11][24]. Extending context to include the emotional factors is 
addressed in subsequent sections of this paper. 

4 Computational Intelligence and the Semantic Web 

Intelligence is an extremely complex topic and can be viewed from two perspectives: 
(1) Human intelligence (in computational terms this is analogous to the OWA), and 
(2) Computational intelligence (in computational terms this analogous to the CWA). 
The OWA is generally used where inference and reasoning is utilized; a function that 
is generally easy (albeit with frequent errors) for humans but is difficult for computer 
systems where sparse, brittle, and incomplete data results in the failure to reach a 
decision or conclusion - an essential function in context-aware systems where deci-
sion-support forms a central function [20]. 

In formal logic, the OWA functions on the basis that facts not explicitly defined and 
are not included in (or inferred from) knowledge recorded in a system are deemed to be 
unknown (rather than incorrect or false). The CWA is however predicated on the prin-
ciple of negation as failure; i.e., if it is not provably true, then conclude that it is false 
[20]. For example, a database functions on the basis of the unique names assumption [7], 
this also holds true for ontologies [20][21]. The unique names assumption operates on the 
basis that a name is unique with no duplicate; this allows efficient and predictable 
searches of the database to be achieved. For ontology searching, merging, and matching 
synonyms have been used to identify similar concepts [20]; this however arguably rein-
forces the unique names assumption upon which ontologies function. 

There is an ongoing debate in Semantic Web circles surrounding the OWA versus the 
CWA [25][32]. As observed, the CWA is predicated on negation-as-failure. While the 
Semantic Web and Semantic Web languages such as OWL are based on the OWA  
the CWA is also useful in certain applications [10]; a detailed exposition on the topic is 
beyond the scope of this paper however a discussion with extensive references can be 
found in [10][32]. In practical applications where context with predictable decision-
support forms a central function and the Semantic Web technologies and OWL are em-
ployed, as is the case for OBCM [16], the CWA forms the basis for such  
applications. 

5 The Nature of Knowledge 

Having considered context and intelligence in computer systems we now turn to 
knowledge and its relationship context. Knowledge (in general and computational 
terms) falls into two general types: explicit and tacit knowledge. Conceptually, it is 
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possible to distinguish between explicit and tacit knowledge however in actuality they 
are not independent but are interdependent where the creation of knowledge usable by 
individuals and computer systems is the aim. 

 

Fig. 1. Knowledge Concepts and the Knowledge Engineering Model 

Explicit knowledge is: knowledge that can be clearly articulated and codified; as such 
it may be easily gathered and used in computer systems and applications. Tacit know-
ledge however represents a difficult challenge as it knowledge generated based on 
experience and observation in “real-world” situations (generally) in practicing a dis-
cipline or profession. Tacit knowledge is generally sub-conscious in nature and indi-
viduals may not be aware of the (tacit) knowledge they possess; as such an expert 
operates, makes judgments, and reaches conclusions without reference to explicit 
rules or principles [29].  

Knowledge in the form of contextual information is the foundation upon which in-
telligent context-aware systems function; Knowledge Engineering (KE) [9] is the 
process which identifies and codifies the explicit and tacit knowledge (contextual 
information) which characterizes a domain of interest. KE is a function in software 
engineering and has been applied to the building, maintaining and development of 
applications and systems including: knowledge-based systems, expert systems, and 
decision support systems [9]. Additionally, KE has addressed cognitive science and 
socio-cognitive engineering where knowledge is structured according to the under-
standing of how human reasoning and logic functions [12][22]. KE describes the 
process of eliciting, and gathering knowledge from experts in a specific domain of 
interest. KE is a discipline that involves codifying and integrating knowledge into 
computer systems in order to solve complex problems normally requiring a high level 
of human expertise [9][20].  

Identifying the contextual information however fails to address codification of tacit 
knowledge and its implementation in a context-aware system. An overview of the 
implementation of intelligent context is discussed in subsequent sections of this paper. 
For a detailed exposition on the implementation of intelligent context-aware systems 
with an evaluation and proof-of-concept see [20][21].  
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5.1 Conceptual Models and Semiotics 

A model is (generally): (1) Physical Conceptual Models (PCM) which are representa-
tions of a process, state, or interaction with a physical object, device, or [for the  
purpose of this paper] a computerized system (Figure 1 is a simple example of such 
models), or (2) Cognitive Conceptual Models (CCM) which are cognitive conceptua-
lizations of a process or entity (as discussed later in this section such a model may for 
example conceptualize color). The conceptualization process for a CCM manifests 
itself based on observation and experience and can arguably form the basis upon 
which humans view the world through an individual’s perception filter. As we discuss 
later in this paper, such a perception filter may be an important component in  
inducing intelligence in context-aware systems. 

A PCM represents concepts (entities) and relationships that exist between them; an 
ontology and OBCM may be viewed in these terms. In computer science a PCM, 
(also termed a domain model), should not be confused with other approaches to the 
conceptual modeling addressing for example: data and logical modeling. Such models 
may be created using for example the Unified Modeling Language (UML). While 
these models are useful in the design and implementation process for computer sys-
tems the focus of this paper is on CCM’s.  

A CCM arguably has synergy with the concept of Semiotics. Semiotics (the 
science of signs) has its genesis in the work the Swiss linguist Ferdinand de Saussure 
(1857-1913) and the American Philosopher Charles Sanders Pierce (1839-1914) [3]. 
A discussion of their work is beyond the scope of this paper however a detailed expo-
sition with extensive references can be found in [3]. In summary semiotics is defined 
as the study of signs and sign processes (Semiosis). Semiosis is a process in which 
currently experienced phenomena are interpreted as referring to other, experientially 
absent, phenomena, thereby becoming meaningful entities, or signs. The reference of 
a sign is made possible by memories of past interactions with the components of the 
environment.  

Generally applied to the media (film and text) [3] Semiotics is often divided into 
three branches: (1) Semantics: Relation between signs and the things to which they 
refer (their meaning which may differ between individuals based on experience and 
observation), (2) Syntactics: Relations among signs in formal structures, and (3) 
Pragmatics: Relation between signs and the effects they have on the people who use 
them (again this may reflect individuals experience and observation) 

Computational semiotics has addressed a diverse range of topics including: (1) log-
ic, (2) mathematics, (3) theory and practice of computation, (4) formal and natural 
language studies, (5) cognitive sciences generally, and (6) semiotics in a formal sense 
with regard to cognition and signs. A common theme of this research is the adoption 
of a “sign-theoretic” approach on issues related to artificial intelligence and know-
ledge representation [1]. Many applications of computational semiotics lie in research 
addressing Human-Computer-Interaction (HCI) and the fundamental processes of 
recognition [4]. For example, research in this field, termed ‘algebraic semiotics’, 
combines aspects of algebraic specification and social semiotics [34]; this has been 
applied to the design of user interfaces and to the representation of mathematical 
proofs. 
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Emotional response to stimuli and events are influenced by CCM’s and semiotic 
responses generated over time. Additionally, tacit knowledge is generally generated 
based on observation and experience over time. In considering CCM’s, semiotics, and 
tacit knowledge as they apply to context (the focus of this paper); intuitively there is a 
synergy between these concepts and an individual’s perceptual filter which as ob-
served has a relationship with an individual’s emotional response (emotion) to any 
given situation. 

In considering CCM’s, semiotic responses, and tacit knowledge: (1) they are gen-
erated over time based on experience and observation, and (2) effective description, 
documentation, and articulation of these concepts to another individual represents a 
challenging problem. For example, in computational terms, the color ‘red’ can be 
described in the RGB (the additive primary colors ‘red’ ‘green’ ‘blue’) scale as: 255-
0-0 (or in Hexadecimal ff0000). This however fails to describe the color ‘red’ (or 
more accurately the specific shade of ‘red’ in the spectrum) to another person to ena-
ble the color to be recognized; additionally, every person will interpret a specific 
shade of ‘red’ differently. 

In considering Semiosis and emotion an interesting phenomenon is Valence [6]. In 
everyday life, humans interact with and react to a range of stimuli; in such conditions 
(contexts) discrimination and categorization of “significant” stimuli forms a pivotal 
cognitive function. [6]. According to the widely accepted dimensional view of emo-
tions [15], these “actions or action dispositions” are enabled using a valence categori-
zation process (along the unpleasant/pleasant spectrum) in relation to the intensity 
(arousal) state that characterizes a situation. Based on this view, experimental data has 
pointed to the valence of the on-going stimulus being accounted for at a number of 
points in the information processing stream as indexed by the temporal aspects and 
the topography of event-related potentials (ERP) [5][30][33]. On the basis that hu-
mans react to emotional stimuli, the reactions being individual, valence may have a 
relevance and significance in context and the related issue of computational  
intelligence. 

6 Implementation 

The previous sections have considered Explicit and Tacit knowledge, knowledge 
engineering, Semiotics, and Conceptual Models; a synergistic relationship between 
tacit knowledge, semiotics, and CCM’s has been drawn. This section addresses the 
implementation of these concepts in intelligent context-aware systems where CP with 
constraint satisfaction and preference compliance (CS) with decision-support form 
pivotal design goals. Following an overview of Kansei Engineering [20][28] intelli-
gent context processing is addressed with an overview of the proposed approach to 
the implementation based on the context processing algorithm (CPA) [20][21]. 
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6.1 Kansei Engineering 

In semantic intelligent context-aware systems, contexts are dynamically influenced by 
user intuition, preferences, and emotions. An appropriate method termed Kansei En-
gineering has been developed as a methodology to deal with human feelings, de-
mands, and impressions in context-aware applications. 

Kansei is a Japanese term meaning sensibility, impression, and emotion [20].  
Kansei words are given by adjectives describing human emotion, sensibility and im-
pression; there is no equivalent term in English, the nearest applicable word is possi-
bly intuition. Kansei evaluation is commonly used for evaluation methods to quantify 
impressions. For Kansei Evaluation, we have determined adjective pairs called Kansei 
words in pairs: (Synonym - Antonym) and (Synonym - Not Synonym). For instance, 
the pairs of adjectives (good - bad) and (successful - unsuccessful) are Kansei words. 

6.2 Intelligent Context Processing 

Central in the proposed approach to CP is the Context Processing Algorithm (CPA) 
[20] and the extended CPA [21] which employs context matching (CM) and provides 
a basis upon which contextual information can be processed in an intelligent context-
aware system that enables CS with predictable decision support.  

Prior to addressing the context-matching process it is necessary to briefly introduce 
the data structure which forms a fundamental component in the proposed approach. A 
detailed discussion on the topic can be found in [18][20] however in summary, the 
data structure is based on the Semantic Context Modeling Ontology (SCMO) created 
using the Web Ontology language (OWL) as discussed in [20].  

The SCMO provides a generic, non-hierarchical, and readily extensible structure 
capable of adaptation to suit the domain specific nature of context with the capability 
to define the metadata, the context properties, and the literal values used in the con-
text-matching process [18][20]. Additionally, while the approach presented in this 
paper does not currently use inference and reasoning (which generally applies sub-
sumption and entailment) the CPA, as discussed in [21], is designed to accommodate 
this approach where required. 

6.3 The Context-Matching Algorithm 

The CPA approach is predicated on the processing of contextual information using 
the CM process [20][21]; CM (an extension of the data fusion concept) is designed to 
create the input context and access the output context(s) definitions to determine if the 
output (solution) context is an acceptable match with the input (problem) context. 
Essentially, the context-matching process is one of reaching a Boolean decision as to 
the suitability of a specific individual based on context [20][21]. Given that a perfect 
match is highly unlikely the CM algorithm must accommodate the PM issue along 
with a number of related issues as discussed in [20][21]. In CM the probability of a 
perfect match is remote therefore partial matching (PM) must be accommodated. 
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The CPA is predicated on the Event:Condition:Action (ECA) rules concept, the 
<condition> component employing the IF-THEN logic structure [20][21] which re-
lates to the notion of <action> where the IF component evaluates the rule <condition> 
resulting in an <action>. The <action> in the proposed approach can be either: (1) a 
Boolean decision, or (2) the firing of another rule.  

To address the PM issue the CPA applies the principles identified in fuzzy logic 
and fuzzy sets with a defined membership function which is predicated of the use of 
decision boundary(s) [2] (thresholds) as discussed in [21]. The membership function 
provides an effective basis upon which predictable decision support can be realized 
using both single and multiple thresholds to increase the granularity of the autonom-
ous decision making process. 

Conventional logic is generally characterized using notions based on a clear nu-
merical bound (the crisp case); i.e., an element is (or alternatively is not) defined as a 
member of a set in binary terms according to a bivalent condition expressed as numer-
ical parameters {1, 0} [11]. Fuzzy set theory enables a continuous measure of mem-
bership of a set based on normalized values in the range [0, 1]. These mapping  
assumptions are central to the CPA [20][21]. 

A system becomes a fuzzy system when its operations are: “entirely or partly go-
verned by fuzzy logic or are based on fuzzy sets” and “once fuzziness is characterized 
at reasonable level, fuzzy systems can perform well within an expected precision 
range” [2]. Consider a use-case where a matched context mapped to a normalized 
value of, for example [0:80], has a defined degree of membership. This measure, 
while interesting, is not in itself useful when used in a decision-support system; in the 
CPA this is addressed using a distribution function (more generally referred to in the 
literature as a membership function) to implement the essential process of defuzzifica-
tion as discussed in [2][21]. 

CM with PM imposes issues similar to those encountered in decision support under 
uncertainty, which is possibly the most important category of decision problem [31] 
and represents a fundamental issue for decision-support. For a detailed exploration of 
fuzzy sets and fuzzy logic see [12], a discussion around decision theory can be found 
in [31]. A comprehensive discussion on fuzzy system design principles can be found 
in [2] where a number of classes of decision problem are identified and discussed. In 
summary, Fuzzy Rule Based Systems have been shown to provide the ability to arrive 
at decisions under uncertainty with high levels of predictability [2][15][16]. A discus-
sion on the CPA and rule strategies with the related conditional relationships for intel-
ligent context-aware systems with example implementations and a dataset evaluation 
see [18][20][21]. 

7 Next Generation Intelligent Context-Aware Systems 

It has been shown in [17][18][20][21] that context-aware systems are capable of rea-
lizing [albeit limited] intelligence in the processing of contextual information. This 
paper has considered the issues and challenges implicit in providing for improved 
levels of computational intelligence predicated on the integration of emotion  
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(more accurately stated as emotional response) in the provision of personalized ser-
vices. Our research into personalization, intelligent context processing, and the nature 
of computational intelligence has addressed the topic from a conceptual perspective 
and also as it relates to implementation in ‘real-world’ scenarios. This work has con-
sidered use-cases in a range of domains including: the provision of tertiary education, 
the delivery of intelligent mobile marketing services, and importantly e-health  
monitoring. 

In the case of tertiary education [35][19] the development of pedagogic systems us-
ing a range of sensors to capture data (contextual information) relating to students’ 
which is then intelligently processed to target resources and services has been investi-
gated. Whilst many issues and challenges have been addressed the issue of measuring 
engagement in pedagogic systems, while partially solved (using principally atten-
dance records and similar data), remains a significant challenge and an open research 
question. Emotional responses, if correctly measured and codified, may be used to 
more accurately assess levels of engagement to the benefit of both students in the 
learning experience and also to the university in improved outcomes. 

We have identified in investigations around intelligent marketing solutions the po-
tential benefits to be gained for business and individuals in the targeting of promo-
tional advertisements in a mobile context predicated on a user’s context. This research 
[8] has created and tested an intelligent mobile advertising system (iMAS). There is a 
large body of research which has considered the use of semiotics and cognitive con-
ceptual models as they relate to the media (film and print); this work has included 
advertising and marketing. In considering targeted marketing empirical investigations 
have identified that, notwithstanding expressed preferences, individuals have differing 
responses to specific adverts based on life experiences which are unknown to the 
system. As with pedagogic systems, if emotional responses could be captured and 
utilized the benefits are potentially great for: (1) business with improved targeting of 
advertisements with an improved financial returns from the marketing and advertising 
budgets, and (2) for individuals where increased relevance in terms of precision and 
recall may result in reductions in irrelevant and therefore potentially annoying, demo-
tivating, and poorly targeted messages. 

Possibly the most important potential use of emotional response in the domain of 
e-health monitoring [36] in, for example, cognitive degenerative conditions on the 
Alzheimer spectrum where emotional response has important implications for both 
’real-time’ monitoring of patients and interventions which may be graduated as meas-
ured against a patients current ‘state’. Such ‘states’ currently include a broad range of 
contextual data [20] however there is a failure to capture emotional responses. Con-
sider the potentially huge benefits for patients and carers in terms of quality of life 
and independent living for patients. Additionally, there are efficiency benefits to be 
derived from implementing intelligent context-aware assisted living solutions for 
healthcare professionals and the wider society where reductions in premature institu-
tionalization offer the potential for huge financial savings on a global scale. 

The challenges in realizing the integration of emotional response to a range of sti-
muli is diverse domains are huge and are not underestimated. However, if the effec-
tive use of emotion can be achieved the returns in both financial and personalization 
terms are very exciting. 
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8 Discussion 

This paper has considered personalization to enable targeted service provision. Con-
text has been addressed with a discussion around computational intelligence and the 
nature of knowledge including consideration of tacit and explicit knowledge, concep-
tual models, and semiotics. An overview of the approach to implementation of  
context in intelligent systems has been presented with examples of research where the 
integration of emotion offers the potential for the ‘next generation’ of intelligent con-
text-aware systems. The focus of this paper is to consider how an increased range of 
contextual information utilizing tacit and explicit knowledge with conceptual models 
and semiotics can be used to improve computational intelligence in context-aware 
decision-support systems. 

In considering emotion and emotional response, as it relates to context imple-
mented in data intensive intelligent context-aware systems, we argue that: if the  
creation of computational intelligence which more closely approximates to human 
intelligence (which is characterized by sparse, brittle, and incomplete data) is to be 
realized, then the application of emotion using codified CCM, and semiotics in com-
bination with tacit and explicit knowledge may provide a basis upon which this can be 
achieved. It is argued that in an ideal world the OWA is used however in practice the 
CWA is the only currently realistic approach to the realization of intelligence in con-
text-aware systems where CS with predictable decision support is a central design 
requirement. 

If computational intelligence which more closely resembles human intelligence can 
be realized there are exciting opportunities to exploit this capability in a range of do-
mains including: e-Learning and e-Business applications. Perhaps the most interesting 
opportunity lies in increasing sophistication in levels of e-Health monitoring which is 
gaining traction in the field of assisted living in ‘Smart Spaces”. The challenges lie in 
effective use of knowledge in a context-aware system based on the OWA concept. 
We argue that addressing this challenge (at least in part) demands the codification of 
emotional response using CCM and semiotics. From an implementation perspective 
we postulate that the approach proposed in this paper using semantics and Kansei 
Engineering implemented using the CPA with OBCM provides a basis upon the codi-
fication of emotional response can be achieved. 

In addressing pervasive computing [27] it has been observed that: all the basic 
component technologies exist today and in hardware, we have mobile systems and the 
related infrastructures, sensors, and smart appliances. Thomas et al [35][36] concur 
observing: components such as sensors, wireless mesh architectures, cloud services, 
and data brokerage/processing are all currently available and widely researched. It is 
argued in [20] that the challenges lie in the development of intelligent context mid-
dleware capable of processing the contextual information; this paper postulates that 
emotion and emotional responses form a part of an individual’s response mechanism 
and as such can be viewed as contextual information. While the posited approach 
incorporates the ability to implement CP in LSDS the issues and challenges lie in the 
identification of the data points (contextual data), data capture and representation, 
addressing these questions represents the basis for future ongoing research. 
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While the research discussed in this paper has begun to resolve a number of issues 
relating to the processing of contextual information, including potentially the data that 
relates to emotional response, a number of challenges identified remain as open re-
search questions. Such questions relate to: (1) the identification of the data (know-
ledge) that identifies emotional responses, (2) the development of a [non-invasive] 
approach to data capture of such information, (3) the development of a suitable Semi-
otic grammar and valence measurement system for emotion, and (4) representing the 
knowledge (data) in a suitable data structure; the OBCM currently utilized is recog-
nized as an effective but sub-optimal solution. For a detailed discussion on the issues 
and challenges identified in the research with consideration of potential solutions 
including issues with alternative approaches to context processing see 
[11][18][20][21][24][37]. 
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Abstract. Context-aware recommender systems (CARS) use context data to 
enhance their recommendation outcomes by providing more personalized 
recommendations. Context modelling is a basic procedure towards this 
direction since it models the contextual parameters to be used during the 
recommendation process. Most literature works however build domain specific 
contextual models that only represent information of a particular domain, 
excluding the possibility of model sharing and reuse among other CARS. In this 
paper we focus on this issue and study whether a more generic modelling 
approach can be applied for CARS. We discuss a possible solution and show 
through literature review on relevant systems that the proposed solution has not 
yet been applied. Next, we present a novel generic contextual modelling 
framework for CARS, discuss its advantages and evaluate it. 

Keywords: Context Modelling, Context Modelling Framework, Context-Aware 
Recommender systems, Context-Awareness, MDA.  

1 Introduction 

According to Adomavicius and colleagues [1, 2] important research issues related to 
Context-Aware Recommender Systems (CARS) have to do with contextual 
modelling, more important of which are how to model the context in order for a 
CARS to be able to use contextual information directly in (or prior/after) the 
recommendation process, and develop appropriate methods - or extend existing 2 
dimensional ones (2D) to multidimensional (MD) - in order to include more 
dimensions than the user and item (i.e. the context) in the recommendation process. 
All aforementioned, as well as more challenges require that the context has been 
appropriately modeled. 

Another critical contextual modelling issue has to do with the most common 
practice followed in recommender systems that model the context: developing domain 
specific models that only represent information of the particular application domain 
(e.g. music, restaurants nearby). Domain specific models cannot be applied in other 
domains, while most of them are also application specific, meaning that they cannot 
be applied to other recommenders even of the same application domain. By 
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constructing application specific contextual models, many different and very specific 
models are produced with no reuse and sharing capabilities. Moreover, developers 
and researchers struggle to design their own models as they think appropriate and 
according to their own knowledge and skills, with no reference model to use, no 
guidance and strictly based on the application at hand, often resulting in the 
production of overspecialized, inefficient and incomplete contextual models. 

We argue that the above contextual modelling problems can be addressed to some 
extent by defining a generic, abstracted contextual modelling framework for CARS: a 
model template in essence that will be able to uniformly model the most important 
contextual parameters for these systems and provide a good, solid reference to 
developers who will be able to use the framework and extend it both at model level 
and code level in order to build their own application driven models. Developers will 
be guided by the modelling framework, and through its objects, properties and 
relations, will be directed towards a more efficient, effective and correct selection and 
usage of context properties for their own application model. Moreover, the framework 
will introduce developers to modern concepts derived by CARS research that might 
not be familiar with, such as the “context dependent rating data” [5], the “supposed 
context” [3], the “static/dynamic context”, the “context weights”, etc., as well as the 
role such concepts can play in a context model and a recommendation process. 

Researchers will benefit as well from such a contextual modelling framework for 
CARS. The framework will provide a spherical view of CARS research and its 
concepts, assisting new researchers in understanding these concepts, as well as 
research problems, issues and challenges. The modelling framework will inevitably 
project any inconsistencies that might occur after an addition of a new concept, and 
therefore model corrections after additions will be made easier. The most important 
advantage though of using a generic contextual modelling framework is that 
following research works can be based on this abstracted framework, enhance and 
extend it in order to solve important contextual modelling problems in CARS 
research, while avoiding the risk of being over-focused on a particular domain. 

This work, through the bibliographic review of section 2, shows that a generic 
contextual model, model template or modelling framework for CARS does not exist 
in the bibliography, and proceeds with our first attempt towards this goal. In 
particular, section 3 provides our first attempt to design and build a generic contextual 
modelling framework for CARS. In section 4 we theoretically evaluate the proposed 
framework by using existing works from the CARS literature, showing how the 
framework can be used to model application specific CARS and novel research 
modelling methods. Section 5 completes the paper with conclusions and future work. 

2 Related Work 

In order to infer whether any attempts towards a generic contextual model for CARS 
exist in the bibliography, we have reviewed recommender systems that use contextual 
and conceptual models. Towards this direction, a number of CARS have been 
reviewed, as well as semantic recommender systems, since many semantic 
recommenders use semantics to model information, including the context. The review 
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was focused on whether the contextual or conceptual model used was application 
specific or generic. To better define the terms “application specific” and “generic”, we 
use the definition of Peis [18]. Peis and colleagues classify semantic recommenders as 
generic recommender systems those that do not focus extensively on a particular 
domain and as domain specific recommenders those that do. Examples of each class 
of recommenders can be found at [18]. Peis’s categorization into generic and domain 
specific can be applied to all semantic and context aware recommenders: such 
systems either apply to some generic application area (generic systems), such as 
recommendation of products, web services, etc. or apply to a particular domain 
(domain specific systems) such as recommendation of movies, books, etc. In this 
work, we categorize systems as generic and domain specific based on Peis’s 
categorization, with one additional condition: we also categorize systems that attempt 
to facilitate any application specific domain as generic recommenders. 

Our review revealed that most CARS and semantic recommenders in the literature 
are domain specific, which confirms our initial statement [4, 6, 7, 8, 9, 11, 19, 20,  
21, 23]. Unfortunately, the models derived from such works cannot be applied for use 
in other domains. A number of generic recommenders also exists [10, 13, 16, 22] that 
either apply to some generic application area, or can be applied to more than one 
domain by linking domain specific ontologies to their own data and knowledge pool 
in order to gain domain-aware knowledge and provide domain-aware functionality. 
One of the most representative examples of a generic recommender system is the one 
of Loizou and Dasmahapatra [15], who propose a generic, abstracted model in the 
form of an ontology which could be used by many different types of recommender 
systems and which ontologically models, not only data and context, but also the 
recommendation process. 

 

Fig. 1. How conceptual models for recommender systems move from application specific to 
generic  

Although some of the semantic and contextual models try to be more generic, the 
majority represent information that either concern particular application domains (e.g. 
tourism, movies, museums), or more abstracted domains (e.g. products in general, 
web services, e-learning, etc.). Moreover, a common practice is to use general 
purpose ontologies for facilitating sharing and reuse among semantic recommenders. 
The aforementioned are depicted in Fig. 1. Lower are shown conceptual models of 
recommender systems that are application specific. A step higher, but still application 
specific are conceptual models that can be adopted by a number of recommenders 
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such as web service recommendations, e-learning recommendations, etc. Examples of 
generic conceptual models are the general purpose ontologies, which truly facilitate 
sharing and reuse among many recommenders. 

3 A Generic Contextual Modelling Framework for Cars 

To the best of our knowledge no attempts have been made towards developing a truly 
generic contextual model for CARS that will define the basic contextual entities of 
such systems, their properties and associations so that CARS will be able to extend 
this model to construct application specific models for the needs of the application at 
hand. A generic contextual model would simplify the process of contextual modelling 
in CARS and enable context uniformity, share and reuse. Moreover, it would 
introduce developers and new researchers to important concepts of CARS research in 
order to assist them in building more effective context-aware recommenders, while 
researchers will be aided by using the model to apply their solutions to research 
problems relevant to CARS context modelling. Fig. 1 displays the generic nature of 
the proposed contextual model (“Context-awareness model”). The model has to be 
generic enough to be able to describe any contextual definition related to CARS. In 
this work we propose such a model in the form of a modelling framework. 

3.1 The Modelling Framework 

The modelling framework is essentially a model template, which itself is an 
abstracted model designed and built as a UML class diagram by using the Eclipse 
Modeling Framework (EMF) [12]. EMF is a Java framework and code generation 
facility for building tools and applications based on a model. It provides the means to 
transform a model into customizable Java code. After designing our framework as an 
EMF model, we have used the EMF generator to create a corresponding set of Java 
implementation classes. We have used the EMF tool for three main reasons: (i) so that 
our framework could be easily transformed into Java code in order to be used by 
CARS developers in a straightforward way, (ii) in order to be highly extendable and 
customizable, since the generated code can be easily extended and modified and (iii) 
EMF provides the opportunity to edit the generated code classes by adding methods 
and variables and still be able to regenerate code from the modelling framework, as 
all additions will be preserved during the regeneration. In this way, developers are 
able not only to extend the code generated from the framework, but also to extend the 
framework as well, regardless of any code extensions that might occur before the 
framework extension. 

Fig. 2 depicts the contextual modelling framework for CARS. The boxes represent 
context entities (or classes). There exist two types of associations: the solid arrow 
from entity “a” to entity “b” (e.g. from “Context” to “itemContext”) depicts that “b” 
is a context property of “a”. The other type of arrow from “a” to “b” (e.g. from 
“itemContext” to “Item”) depicts that “a” is a subclass of, and therefore inherits  
class “b”. 
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Fig. 2. The proposed contextual modelling framework for CARS 

From top-to-bottom, the level of abstraction decreases. The top entity 
“user_item_context_rating” reflects on the fundamental concept of CARS research: to 
include the context in the recommendation process in order to result from the 2D un-
contextual recommenders: Users × Items → Ratings to the multidimensional context-
aware recommenders: Users × Items × Context → Ratings [2]. The 
“user_item_context_rating” entity represents a single complete recommendation 
process. For each recommendation attempt, a recommender must examine whether an 
item is suitable for a user in a certain context. This can be depicted through the 
question: “what is the rating a particular user would assign to a particular item under a 
certain context”? This rating score is what a recommender must calculate. Therefore, 
the “user_item_context_rating” entity has exactly one “Item”, exactly one “User” but 
one or more “Context” entities, each including a property “rating” to ensure that in 
each context a user is able to rate the same item with a different rating score. In 
CARS literature this is known as “Context dependent ratings” [5]. Such user ratings 
are assigned on items in particular contexts: a user may rate multiple times an item, 
each rating taking place in a different context. Baltrunas and colleagues [5] note that 
user preferences (and hence ratings) on items depend on the context and therefore  
 



46 C. Mettouris and G.A. Papadopoulos 

context dependent rating data on items should be available. With the aforementioned 
configuration, our modelling framework provides the means for including “Context 
dependent ratings”. 

The “Context” entity in Fig. 2 represents the context instance: the set of context 
variables with their corresponding values that constitute the context for a single 
recommendation. The “Context” entity also includes the “userFeedback” property that 
represents user feedback information for a particular recommendation. As with the 
“rating” property, “userFeedback” is unique for a particular context but many 
“userFeedback” can exist for one user and one item: in many contexts. 

Regarding the entities “Item” and “User”, from a context-awareness point of view, 
we are only interested in the context information related to the item and the user at 
hand. This context information is represented in the framework by “itemContext” and 
“userContext” entities: these entities represent any item and user related context 
information that participates in a particular context instance. “itemContext” and 
“userContext” are subclasses of “Item” and “User” classes respectively, inheriting 
their characteristics to use them as context information, as well as extending and 
overwriting information and functionality as appropriate. Similarly, “systemContext” 
represents any system related context information that participates in a particular 
context instance, while “otherContext” represents any contextual information other 
than item, user and system context (e.g. weather, time, temperature). “itemContext”, 
“userContext”, “systemContext” and “otherContext” constitute the four main context 
classes in our modelling framework and are meant to be perceived as the main 
context entities for any contextual model of CARS; any context information of any 
CARS should be able to be represented as a context property of one (or more) of the 
main context classes, as an entity of the type “contextVariable”. The entity 
“contextVariable” can be a context property of any one of the four main context 
classes (or more than one in the case where the main context classes share a 
contextual information). 

The “Context” entity may include zero or one of any of the four main context 
classes (via the corresponding associations “ChasUserContext”, “ChasItemContext”, 
“ChasSystemContext” and “ChasOtherContext” appeared to the side of “Context” in 
Fig. 2 for readability reasons); we have provided the zero possibility in the case where 
a CARS does not need to use the particular context class for any reason. 

Each of the four main context classes mentioned above includes zero or one weight 
property so that developers are able to denote the importance of each class, and by 
this provide a hierarchy about which context class(es) is(are) more important. This 
importance hierarchy is necessary to be included in the recommendation process. 

The “contextVariable” entity is positioned at the lowest level of the framework 
representing the least abstracted entity: the context variable that contains the actual 
contextual information. Each main context class has to include at least one 
“contextVariable” entity. Each “contextVariable” has a name and a value, while a 
weight property is also included in case the CARS developer would like to denote a 
particular importance for a certain variable. The property “static” refers to whether the 
context is static or dynamic (static=true/false). Static context cannot change 
dynamically (e.g. user profile information), as opposed to dynamic that can (e.g. 
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weather). Hinze and Buchanan [14] propose that context-awareness can help in 
reducing the amount of data to be accessed real time by pre-retrieving any relevant 
pre-known data, e.g. the static context. This increases efficiency. By using the “static” 
attribute, a CARS developer may assign to context variables whether they are a part 
of static or dynamic context and by that, specify a different functionality for them. 

Asoh and colleagues investigate in [3] whether the answers of users during 
questionnaires about their preferences on items differ when they are in a given 
context, as opposed to not actually being in that context but only imagine being in it 
(supposed context). Their results suggest that the ratings of users in supposed contexts 
may be different than the ratings of the same users in real contexts. Their findings are 
very important since much information about user preferences often results from user 
questionnaires on supposed contexts, meaning that these results could be proved 
misleading, even false. Back to our modelling framework, the purpose of the property 
“supposed” is to denote whether the particular context variable is a part of the 
supposed context. Since supposed context usage may negatively influence the rating 
of a user, it is very important that this type of context can be represented in any 
context model. In the case where a recommender includes many “supposed” context 
information, the recommendation results could be misleading. Thus, a context model 
has to be able to denote whether the context it represents can be fully trusted or not; 
we use the “supposed” property of each “contextVariable” entity to denote whether 
the particular context variable can be fully trusted (supposed=false) or needs caution 
(supposed=true). 

3.2 Code Generation 

The contextual modelling framework for CARS presented above can be used to 
automatically generate the Java code by using the EMF. For each of the 9 classes in 
the diagram of Fig. 2, a Java interface is created, as well as a Java implementation file 
containing the implementation code. All aforementioned files are generated 
automatically by the Eclipse tool. For example, for the class “contextVariable” a file 
contextVariable.java is created that contains the “contextVariable” interface, 
and another one named contextVariableImpl.java that contains the 
interface implementation code. contextVariable.java includes the abstracted 
methods (setter/getter), as well as the variables of the class. The 
contextVariableImpl.java includes the implementations of the abstracted 
interface methods. The automatically generated Java code can be freely extended and 
modified by developers in order to become tailored to a specific application domain. 
Developers and researchers are free to implement the abstracted methods of the 
interface as they think appropriate, modify them, as well as extend the code by adding 
new methods and variables. Moreover, the EMF provides the ability to change the 
modelling framework of Fig. 2 and regenerate the code multiple times. In the case a 
method was manually changed by the developer prior to a code regeneration, the 
EMF can be prevented from overwriting the particular method (the developer must 
remove the tag “@generated” from the particular method). 
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4 Theoretic Evaluation 

Proper evaluation of the modelling framework would require application of the 
framework in real scenarios, i.e. making the modelling framework publicly available 
and invite CARS developers to use it for their applications. The aforementioned 
would provide us with good feedback regarding the framework’s strong and weak 
points, as well as any shortfalls. Due to lack of time, we leave this as future work. In 
order to theoretically evaluate our framework, we have used three research works 
from the context-aware recommendations literature: an application specific context-
aware recommender system and two research oriented works. The aim of the theoretic 
evaluation is, on the one hand, to examine whether our generic contextual modelling 
framework for CARS is able to successfully model the context used by these systems 
and how this can be done, and on the other hand to observe whether the framework 
can be used for realizing novel research-oriented context modelling methods. 

4.1 Modelling an Application Specific CARS 

We have chosen the media recommendation system of Yu and colleagues [23] 
because the authors consider four different types of context, while most works 
consider significantly less. The four types are: content context, operating context, user 
context and terminal context. We will focus on context modelling by examining 
whether our contextual modelling framework for CARS could be used to successfully 
model the context in the particular application. According to the authors, content 
context is the context of an item, operating or situational context is the user’s current 
location, time and activity, user context consists of user preferences and terminal 
context is relevant to terminal capabilities.  

We aim to observe whether our modelling framework for CARS can be used to 
represent the four different types of context. Starting with content context, our 
framework provides the context entities “Item” and “itemContext” which can be used 
for modelling the items as follows: generic item characteristics can be assigned to 
class “Item” while strictly contextual information can be assigned to the class 
“itemContext”. Note that a context instance includes only one “Item”, one 
“itemContext” but many “contextVariable” entities representing the many pieces of 
context information related to that item. A contextual information that is assigned as 
context property to the class “itemContext” is in essence a “contextVariable” assigned 
to the class “itemContext” via the association “IChasContext” (Item Context 
hasContext). For example, to assign the contextual information “actor” to 
“itemContext”, the developer will create a “contextVariable” by the name of “actor” 
and will assign it to “itemContext” via the association “IChasContext”. The benefit of 
our approach is that any context entity represented as context variable can be assigned 
as property to any of the four main context classes of our framework, even to more 
than one. This provides developers with the freedom to assign context variables to 
main context classes as they think appropriate and according to the application at 
hand. In the case where a context variable is assigned to many context classes, then 
the developer can specify a different functionality for the particular variable according 
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to the context class currently used (e.g. context variable “user’s activity” can be 
treated differently when perceived as part of “userContext” and in another way when 
perceived as part of “systemContext”). 

The next context type is the operating or situational context that includes the user’s 
current location, time and activity. Such context type does not exist as a single entity 
in our system, since situational context can vary a great deal among different 
applications and domains. Instead, we chose to contextually model only entities that 
are well defined and not controversial among different domains. Hence, we model 
such context by denoting it as non static context in “contextVariable” entity. By this 
approach, any context information of any type can be denoted as dynamic, which is a 
developer’s decision. Regarding the work under examination, situational context is 
modeled by our framework as follows:  “user’s current location” and “user’s activity” 
are context properties under “userContext” and possibly under “systemContext” and 
“otherContext” (in case user’s current location and activity also affect system 
functionality and other events), while “time” is an “otherContext” property. Finally, 
“User preferences” are assigned under “userContext” and “terminal context” is 
assigned under “systemContext”.  

Regarding “contextVariable” properties “supposed”, “weight” and “static”, we 
assign “supposed=false”, “weight=0...10” depending on the perceived importance for 
each one of the context variables by the developer and specify “static=true” for static 
context: any contextual information regarding the item (“itemContext”, e.g. actor, 
genre, language), a part of “userContext” that is static (“User preferences”) and the 
“systemContext” which is mainly static. “static=false” is specified for dynamic 
context such as the operational/situational context (see paragraph above). 

From the above discussion we state that the proposed generic contextual modelling 
framework for CARS is able to model the context as specified by the system of Yu 
and colleagues, and result in an application specific model for media 
recommendations, which we name as “media model”. The advantage of using the 
contextual modelling framework for CARS instead of the model proposed by Yu and 
colleagues is that the resulting “media model” allows for sharing and reuse among 
various applications, and can easily be further extended and modified to suit the 
developer’s demands. Moreover, both the generic contextual modelling framework 
for CARS and the application specific “media model” can be used as reference and 
guidance by developers to implement their own application specific models for media 
recommenders. 

4.2 Modelling Research Oriented Works 

For each user u and context k, Panniello and Gorgoglione [17] define the user profile 
in context k, i.e. the contextual profile Prof(u, k). For example, if the contextual 
variable ”Season” has two values (e.g., “Winter” and “Summer”), then the authors 
assign two contextual profiles for each user, one for the winter and the other for  
the summer and use the appropriate one according to the context. Similarly,  
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Baltrunas and Amatriain [4] propose using micro-profiles of the user, which are 
snapshots of the user profile in certain time periods (e.g. morning, noon, night), 
instead of using the whole user profile (they use the time as context). By using the 
reduced time-based micro-profile of the user instead of the whole profile they manage 
to reduce the input dataset of the recommendation algorithm and thus improve 
accuracy. Both approaches are based on the same idea: using specific user profiles 
that are defined based on a particular context instance instead of using the whole user 
profile to provide recommendations. 

After studying the above contextual modelling approaches, we examined whether 
they could be successfully implemented using our generic contextual modelling 
framework for CARS. In the framework we provide researchers the ability to define 
in their models a user profile instance for a particular context instance by using the 
“userContext” entity which is directly associated with the “Context” entity (see  
Fig. 2). An instance of the context is composed of all context variables associated 
with it having a particular value. Schematically, we can say that an instance of the 
context is a “Context” entity composed of all the “contextVariable” entities associated 
to it through the four main entities “itemContext”, “userContext”, “systemContext” 
and “otherContext” (Fig. 2). On the other hand, the contextVariable: name=”Time”, 
value=”morning” participates in a number of context instances, each of which is valid 
when the time is morning. These context instances define the context: 
Time=”morning”. The same applies for each “contextVariable” in the modelling 
framework. In the case where a researcher needs to use time-based user micro-
profiles, our framework provides by itself such functionality as follows (suppose time 
is divided to 3 distinct time slots: morning, noon and night): define three context 
variables, one for each time slot: contextVariable: name=”Time” value=”morning”, 
contextVariable: name=”Time” value=”noon”, and contextVariable: name=”Time” 
value=”night”. Each of the three “Time” contextVariable entities corresponds to a 
different context in respect to time: morning, noon and night. For each of the three 
“Time” contextVariable entities, a number of context instances are created which are 
valid for the particular contextVariable’s value. These context instances however, also 
include a “userContext” entity that contains the user context information that is valid 
for the particular context instance, and consequently for the particular time.  In this 
way, user context-aware time-based micro-profiles are automatically constructed 
through the modelling framework. Similarly, by selecting a different context variable 
than time, e.g. season, we can automatically produce context-aware season-based 
micro-profiles of the users (or any other context entity). 

The advantage of using our modelling framework is that, automatically and by 
default, the framework’s context instances define all valid contextual information 
around a fact or event (in the example above around a specific time slot). Hence, by 
using the framework, a researcher is given the opportunity to explore more easily and 
straightforward the benefits of context-awareness, as in the example above where 
time-based user micro-profiles are automatically created through the framework.  
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5 Conclusions and Future Work 

After confirming that no existing work attempts to define a generic contextual model 
for CARS, in this paper we have proposed such a model in the form of a contextual 
modelling framework and theoretically evaluated it with positive results. As future 
work we will conduct practical evaluation of the modelling framework by applying it 
in real scenarios. To test whether our framework is indeed capable of facilitating any 
CARS, we aim to make the framework publicly available and invite CARS 
developers to use it for their own applications. This will provide us with valuable 
feedback about the framework’s strong, weak points and shortfalls. Moreover, we will 
extend our modelling framework by conceptually modelling functionality (i.e. 
recommendation algorithms) in addition to the context. The goal is to research 
whether by including conceptual sub-models of the various recommendation 
algorithms in the framework the implementation of more efficient CARS can become 
easier for developers and researchers. This can possibly lead to a fully model based 
CARS development, which is a very important concept to be studied. 
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Introduction

The First Workshop on Cloud-enabled Business Process Management (CeBPM)
in 2012 was held in conjunction with the WISE 2012 conference in Paphos,
Cyprus. The Workshop focused on an emerging area aiming to address the gap
between the automatisation and optimization of business operations on one side
and the offering of software service utilities needed to support such business op-
erations on the other. A new set of technologies are needed that would support
the increasingly resource demanding daily business operations of enterprises.
Some expected benefits of CeBPM approaches are higher availability of business
processes on demand, scalable and elastic provision of needed computational re-
sources, lower startup costs for new enterprises and possibilities to chose and
optimise the service utilities based on non-functional requirements, such as reli-
ability, securty, cost and so on.

Along this line, CeBPM 2012 is a forum for researchers and practitioners
allowing them to identify the latest progress in the field and future directions
that need intensive research and technology development. The six full papers
were selected after a thorough peer-review by the Workshop ProgramCommittee
Members and represent a range of relevant topics. Following is a brief overview
of the contributions.

The paper “Cloud Storage of Artifact Annotations to Support Case
Managers in Knowledge-Intensive Business Processes” by the authors Marian
Benner-Wickner, Matthias Book, Tobias Brückmann and Volker Gruhn proposes
a Cloud-based architecture for annotating artifacts with document- and content-
level metadata to support case managers’ cognitive effort of organizing, relating
and evaluating artifacts involved in each case, and describe a tool that provides a
consolidated environment for working with artifacts from heterogeneous sources.

The paper entitled “Collaborative Process Design in Cloud Environment” by
Jǐŕı Kolar and Tomáš Pitner presents an approach for end-to-end BPM adoption
in an organization, with emphasis on collaboration with the process participants.
Their work is also focused on the use of Cloud-based environments for process
design.
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The paper “Challenges for Migrating to the Service Cloud Paradigm: An Ag-
ile Perspective” by Stavros Stavru, Iva Krasteva and Sylvia Ilieva deals with the
chalenges of migrating agile methods and techniques to the Cloud. A thorough
literature review and an expert judgment is presented on different agile tech-
niques, taken from Scrum and Extreme Programming (XP), that could address
the identified challenges. A ranked list of applicable agile techniques is presented
and suggestions for their adoption.

The paper “Towards a Trust-manager Service for Hybrid Clouds” by Fatma
Ghachem, Nadia Bennani, Chirine Ghedira and Parisa Ghoddous proposes an
approach to help Private Clouds in the selection of trustworthy Public Cloud
services. The solution takes the form of a service called trust manager that anal-
yses Private Cloud service needs and bases the decision-making on the Private
Cloud past invocation analysis.

The paper “Designing an SLA Protocol with Renegotiation to Maximize Rev-
enues for the CMAC Platform” by the authors Adriano Galati, Karim Djemame,
Martyn Fletcher, Mark Jessop, Michael Weeks, Simon Hickinbotham and John
McAvoy focuses on new models to negotiate and manage Service Level Agree-
ments (SLAs). It analyses the possibility of integrating an SLA approach for
Cloud services based on the Condition Monitoring on A Cloud (CMAC) plat-
form, which offers services to detect events on assets as well as data storage
services.

The paper entitled “Levi - A Workflow Engine using BPMN 2.0” by
Eranda Sooriyabandara, Ishan Jayawardena, Keheliya Gallaba, Umashanthi
Pavalanathan and Vishaka Nanayakkara focuses on a cloud-ready BPMN 2.0
execution engine called Levi, which executes BPMN 2.0 processes natively.

We sincerely thank the Program Committee Members of the CeBPM 2012
Workshop for their time and support throughout the reviewing period.

Dana Petcu,
Vlado Stankovski

CeBPM 2012 Workshop Chairs
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Abstract. This paper presents an approach to adoption of BPM in an
organization, with emphasis on collaboration with process participants.
We present subset of our methodology for end-to-end BPM adoption,
aimed to describe collaborative processes mapping, iterative process de-
sign and further process improvement. Such technique preserves organi-
zation’s flexibility as it helps to obtain realistic processes easily adaptable
to changing business requirements. We further explain how to foster col-
laboration by use of a cloud-based environment for process design and
define some more general requirements on such environment. We ap-
proach general obstacles of BPM adoption observed by practitioners and
scientist and explain how the methodology can help to deal with some
of those obstacles by involving process participants to collaboration on
process design and improvement.

1 Introduction

Business Process Management (BPM) is often considered as the quite rigid ap-
proach to managing organizations. As many recent successful adoptions of BPM
were implemented in large enterprises, BPM is very often recognized as mostly
suitable for large organizations. Thus many Small and Medium Eenterprises
(SME) stay away from this management approach as they consider it clumsy
and threatening to hinder their main competitive advantage [6]. We see elim-
ination of the rigid flavour of BPM as a challenge and work on end-to-end
methodology suitable for agile adoptions of BPM in SME sized organizations.
[16] The methodology puts emphasis on agility and collaboration during adop-
tion process, which should result in establishment of realistic processes, foster
interactions among process participants and provide hospitable environment for
continous process improvement. In this paper we present a subset of the method-
ology focused mainly on collaboration between process experts responsible for
process modeling and process participants – subject matter experts performing
the actual work within particular processes. Further we set requirements on sup-
portive Cloud-based Process Collaboration Environment (PCE) which supports
the collaboration namely during process mapping, design, further improvements
and provide space for rich feedback and discussion.

A. Haller et al. (Eds.): WISE 2011 and 2012 Combined Workshops, LNCS 7652, pp. 55–69, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Firstly we briefly introduce modern BPM and state of the art in the area
of Cloud-enabled BPM. Then we focus on recent research related to common
obstacles of BPM adoptions, choose several of them relevant to our context
and leading to problem definition. In the following section we evaluate some
existing research approaches applied to solve the problem and highlight the main
points that served as an inspiration for our approach. In the last section we
present subset of our methodology and set requirements for the Cloud-based PCE
supporting principles defined in the methodology. In the last part we conclude
our findings and outline directions of further research.

1.1 Shift of Focus in Modern BPM

The contemporary understanding of Business Process Management can be seen
from two different perspectives. From the Management perspective, BPM is a dy-
namic management approach where operations of an organization are described
by processes. A process is defined as a repeatable sequence of activities, linked
to organizational business goals. Execution of the processes contributes to ful-
fillment of those goals [5] [4]. On the other hand, BPM can be seen from the
technical perspective which embodies design of Enterprise Information Systems
(EIS) and the way of thinking about system’s behavior. Such EIS design often
incorporates use of Business Process Management Systems (BPMS) for process
design and execution. However BPM can be still adopted without engine-based
process automation [7]. Modern approach to BPM is often called “holistic BPM”
encompasses both perspectives, addresses strategy, people, business processes
and technology and puts emphasis on continuous process improvement after
initial adoption phase [1] [2] [11]. In last few years quite some of BPM technolo-
gies have reached acceptable maturity level and the focus of many practitioners
and researchers has consequently shifted from the technological perspective of
BPM to the adoption process itself and the organizational changes towards the
process-oriented principles [7] [4]. Such adoption process often involves signifi-
cant changes in target organization, such as flattening the organization structure,
definition of processes and adoption of role-based model. [7] Large organizations
usually have performed their flattening in a natural way due to their size, as
they use some form role-based model and often they have some kinds of work-
flow definitions. Therefore the BPM adoption does not mean complete change of
mindset. A bit different situation is observed in SME’s, as they stick very often
with functional hierarchical organizational models, their tasks are often tight
with concrete persons and a lot of their work is organized at hoc. In this case
BPM adoption means a big step forward and significant organizational changes
[14] [15].

1.2 BPM in Cloud Context

Cloud based BPMS is a wish of many BPM experts since the times of intro-
duction of Software as a Service (SaaS) cloud model. As BPM technologies are
complex and hard to deploy and maintain, SaaS sounds like perfect solution,
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where the entire complex of BPMS could be provided as service [3]. However
in practice most of BPMSes are far from being provided as SaaS due to several
reasons. Even the most complete BPMSes are still being tailored and modified
for most of deployments, which in not so easy to do if they would be provided as
SaaS. Secondly, BPMS is often used to integrate services running local intranets
whereas integration of such local services with remote Cloud environment is still
seen as an issue in the integration context [21]. Although we can see some ef-
forts to provide entire BPMS functionality in SaaS, these services have still not
matured at the moment. Something a bit closer to the state of maturity are
Cloud based environments for process design (PCEs). Such environments can
be provided in cloud quite easily. They operate similarly to other popular SaaS
collaborative applications, and can be very helpful during process design and
foster efficient collaboration, one of critical factors of well designed processes.

2 Problem Definition

Recent research, case studies and reports from practice [24] [22] [23] identify
several obstacles of adoptions of BPM in organizations. In this section we are
going to describe some of them considered as important in context of our research
focused on SME sized adoptions, discuss how they are related to each other and
formulate the problem we are trying to solve.

As BPM in its holistic form is quite modern approach, we still lack methodolo-
gies and best practices for end-to-end BPM adoptions. [7] [13] [10] We can find
several useful techniques for initial phases of adoption, initial business analysis
and organization assessment such as Business Motivation Model [19] and later
implementation of a BPM solution, usable in later technical phases of adoption
[25] [26],but we lack end-to-end methodologies guiding from the early phases of
adoption, such as gathering the information for process modeling, process de-
sign, mapping business goals to processes and linking business KPI’s to process
metrics. [1] [13] [27] According to mentioned sources, lack of methodologies cov-
ering end-to-end adoption process with respect to principles of holistic BPM is
a valid problem to be solved.

Second important obstacle is related to external subjects conducting BPM
adoptions. BPM projects are often being conducted by team of BPM special-
ists , an external subject or eventually internal team operating independently
from the rest target organization. [8] Such conducting subjects often acquire
only simplified external view on organization’s business and they do not involve
target organization’s process participants as much as they should. They often
perform contracted part of the job, results are handed to target organization,
necessary changes are executed and eventual SW solution deployed. Usually
adoption process organized according to such waterfall model ends at this point,
there is no space for feedback from process participants, correction of faulty or
inefficiently modeled processes. Such waterfall adoption often does not bring core
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BPM adoption benefits, as BPM adoption should be iterative process which
continue after initial adoption further by continuous process improvement and
maintenance [28].

One of very important outcome of BPM is building systematic knowledge-
base in target organization. Mapping and defining processes do not only help
to codify the existing know how, but also bring opportunity to share knowledge
across process participants. [28] [8] It is an opportunity to review how the work is
currently done, evaluate efficiency, provide space for fresh ideas how to make the
work better and help to maintaining and extend shared knowledge base. [8] [7]
[10]. Well expressed by [30]: “Process can serve as transitional object for mental
models”. In other words, involvement of process participants into process design
phase can be seen as a social activity, which lead to extension of their knowledge.
At the same time more space for efficient collaboration across all process partic-
ipants is being created by observing such “mental models” of the others. [28] [8].
Thus according to those findings, systematic involvement of process participants
and organization stakeholders in process design has positive effect on quality of
modeled processes, make participants more accountable for their tasks within
their process and initiate collaboration among process participants. According
to mentioned obstacles, we believe there is a need for complex methodology
which provide guidelines for performing end-to-end BPM adoption, performed
in agile manner in short iterations, with strong involvement of target organi-
zation’s participants in adoption process. Such methodology should also guide
organization trough the later phases following initial adoption and describe how
to further maintain defined processes, update them to reflect changes in business
and perform continuous process improvement.

3 Literature Review

3.1 Collaborative Process Methods

One of the important sources of inspiration is “G-MoBSA framework” [8]. This
research heavily focused on socio-cognitive perspective of process modeling pro-
vide some significant new ideas how to extend the concept of knowledge creation
and sharing during adoption process and propose complex methodology for group
model building and complementary argumentation schema. The framework also
proposes a BPM experimentation module, which serve as a discrete simulation
environment. Despite the fact this framework bring several highly innovative
ideas about collaboration on process design, it put a lot of requirements on pro-
cess participant’s knowledge of the proposed framework, which can lead to waste
of participant’s time dedicated to process design. Because in most cases the time
process participants can spend on process design collaboration is limited, the
tool they use should be simple and intuitive and their activity should be very
straightforward, to capture maximum of their “subject matter knowledge”. Also
the argumentation schema seems to be a bit overkill for most of cases, as several
iteration and concluding discussion can provide same results as long and com-
plicated argumentation according to the schema, which also do not reflect the
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fact that arguments of people with stronger position on the organization have
usually higher importance and taken as authoritative.

We can find more simple and intuitive approaches to the same problem such
as [29]. This research effort is focused primary on design of simple collaboration
tool based on MediaWiki software with semantic extension. Use of such intuitive
technology seems to be very close to our approach, however this paper also
introduce simple process language defined inside Semantic Wiki used for process
description. Such approach can be useable for very simple processes, nevertheless
as there is BPMN 2.0 L1 subset, intuitive enough to be even understandable by
people without knowledge of BPMN notation, but still extendable to complete
process model, use a non-standardized process description language does not
make much sense today.

One of the most complete methodologies for end-to-end BPM adoption, which
can serve in many ways as inspiration for development for mode light-weighted
methodologies is CBM-BPM-SOMA developed in IBM. It is a merge of three
separate methods linked to each other. This triplet cover technique used for
organization assessment and business analysis (Component Business Modeling
- CBM), the core method focused on process analysis (BPM) and technically-
oriented Service Oriented Modeling and Architecture (SOMA) mainly focused
on efficient identification, definition and composition of services [9]. However this
methodology is designed for adoption of large scale full featured BPM solution,
which includes automation by usage of one IBM BPM products and integration
of various services and systems. Such solutions fit well complex BPM solutions of
large enterprises, but they seem not suitable for agile small scale BPM adoptions.
There are some other approaches which outline the whole adoption lifecycle like
[27], but those does not seem to be detailed enough to be successful.

3.2 Process Collaboration Environment (PCE)

We mentioned before an idea of PCE an environment for collaborative process
design is not completely new and many important BPM vendors also visible
in Gartner’s magic quadrant such as IBM, Signavio, Intalio, Pega [12] make
extensive efforts to develop server-side environments for collaborative process
design. However most of them allow only local installations on private servers,
which get them closer to “private cloud” concept. Some existing public cloud
services rely on open-source technologies. Probably the most popular tool of that
type is Oryx editor, developed as open source project [20]. Oryx is being tailored
by several BPMS vendors for example Signavio and Alfresco. Oryx itself is only
visual modeling tool, and for full blown PCE it have to be extended for some
advanced features such as mechanism for providing and managing feedbacks,
real-time multi-user collaboration and change tracking.
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4 Results

4.1 Agile Methodology for Collaborative Approach to Process
Design

In this section we will present subset of our methodology focused on small-scale
BPM adoptions. This subset is focused primarily on collaboration of initial pro-
cess design and also on further collaborative improvement of processes. We will
put emphasis on involvement of process participants, as they play key role in
gathering of requirements in initial process design as well as consequent iter-
ations focused on process improvement. Early draft of the methodology was
applied in practice so far in two case studies. First case study was performed in
commercial environment, SME software company: IT Logica s.r.o [18] ,focused
on Web-Application development. Second case study was performed in ICT de-
partment of Masaryk University in Brno and was focused primarily on ICT
services provided at University [17]. In both cases agility and need for more iter-
ative approach to process design and need for further process maintenance was
identified as a drawback of our methodology, so we did recently several changes
towards more iterative agile principles. Planning the BPM adoption Adoption
consists of several phases. At the end of each phase results should be reviewed
and the plan for forthcoming phases should be detailed. In general estimation of
effort for each phase is not easy at the beginning and many details about next
phase are uncovered at the end of preceding phase. We should also keep in mind
that BPM adoption often means changes in both organizational structure and
used ICT technologies. This means that changes should be committed iteratively
and all new systems should run in parallel and migration should be very careful.
Obvious seems to be usage of conventional project management tools which help
project manager to deal with planning complexity and make the plan systematic
and understandable.

4.2 Adoption Participants

BPM adoption should start with identification of participants. Key participants
should be chosen very carefully as their contribution can significantly influence
the whole adoption. We have to make sure all participants are properly informed
about the adoption process, they understand the adoption goals and they should
be convinced about potential benefits of adoption process.

We are going to describe following participant roles:

– Sponsor
– Organization’s management
– Adoption coordinator
– Process analyst
– EIS designers and developer
– Process participant
– Process maintainer
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Sponsor. This role usually belongs to organization owner or CEO. Sponsor
provides resources for adoption process such as funding and allocates internal
human resources. His commitment is absolutely necessary for success of adoption
and he has to clearly understand potential benefits, risks and overall impact on
organization. Organization’s management Each manager has to be fully familiar
at least with impact of adoption on his area of responsibility and also understand
the big picture of the adoption. On the side of lower management we face often
fear of loss of responsibility and importance. This is very important to be solved,
managers play important role in the adoption and we have to carefully explain all
benefits adoption can bring to them and make sure all their fears are dispelled.
Adoption coordinator Usually member of external “BPM team”. He usually acts
as Project manager of the adoption and he is the core person responsible for
entire adoption process. He has to plan the adoption process carefully, execute it
and periodically monitor the progress. He should be familiar with organization’s
business context, cooperate closely with Sponsor and Organization’s manage-
ment. He should be experienced process analyst familiar with issues of process
modeling and manage team of process analysts.

Process Analyst. Usually also member of external “BPM team”, responsible
for interviewing process participants, modeling and documenting organization’s
processes. Good communication skills are a must. He has to have strong knowl-
edge of process modeling techniques and he should have at least basic knowledge
of organization’s business domain as well.

EIS Designers and Developer. Internal or external person responsible for
design of EIS in target organization. He should have at least basic knowledge
of BPMS technologies if a BPMS is used and understand at least basic BPM
concepts. He should be aware of desired impact of adoption on organization’s
EIS.

Process Participant. Internal organization’s worker performing activities of
modeled processes. He usually has a key knowledge about how the process works
in details and he should serve as main sources of information about modeled
processes. Similarly to organization’s managers, participants are often afraid of
negative impact of BPM adoption on his work. Thus we have to carefully explain
all benefits adoption can bring to him and make sure he is willing to collaborate.

Process Maintainer. Internal person made responsible for further mainte-
nance and improvement of processes after adoption. He should work closely with
adoption coordinator and team of process analysts and learn as much as possi-
ble. He should learn how to model and modify processes, synchronies changes
between organization’s business goals & objectives and processes, how to set
measures on processes and transform measured data into KPIs. In short, he
should be able to perform those steps periodically after end of initial adoption
on his own and further develop the organization’s processes.
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4.3 Setting Preceding the Adoption

There are several activities, which should be done shortly after kickoff the adop-
tion process.

Introductionary Meeting. There should be a meeting which introduce the
plan of adoption and create common understanding across all involved subjects.

Such meeting should be attended at least by:

– Sponsor and part of organization’s management directly involved in adoption
process

– Adoption coordinator, eventually some process analysts
– As much as possible process participants
– Process maintainer

On such meeting we should present most important facts about the adoption
and provide space for discussion Presentation should cover:

– Basic facts about the adoption, such as purpose, goals and expected outcomes
– Highlight the importance collaboration across all the involved subjects
– Outline the whole adoption plan and rough time schedule
– Brief introduction of process used process modeling technique
– Introduction of used PCE
– Rough structure of process interviews

PCE Setting. We have to make sure all users of our PCE are able to access it
and know how to use it. We should also provide a person supporting PCE users
to achieve maximum contribution. There should be some example processes as
well as feedbacks, so users can use it as a template.

4.4 Adoption Phases

Adoption consists of several phases performed in a recommended order. However
in some cases the sequence of these phases has to be tailored to the situation. For
example when the business goals and objectives of the organization are relatively
simple, but the business of the organization itself is built on critical mass of EIS
components and ICT services, the analysis of those systems turns to be more
important and it can be performed earlier. However this leads to the bottom-
up approach to BPM adoption, which is not really in scope of the researched
methodology.

We are going to describe following phases:

– Organization assessment phase
– Initial process mapping phase
– Iterative process improvement
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Organization Assessment Phase. In this phase we gather context informa-
tion about organization and its business, collect business related information and
use it as an input for process analysis and design. These activities are done by
Adoption coordinator by performing interviews with organization’s management
and root stakeholders.

Roles involved: Sponsor, Organization’s management, Organization’s manage-
ment, Adoption coordinator

Phase inputs:

– Previous efforts of organization assessment
– Business plan
– Any documents describing organization structure
– Definitions of metrics and previous business data
– ICT services documentation

Phase activities:

1. Review and refine business plan & vision
2. Review and refine goals and objectives (G&O)
3. Review and specify business metrics and KPIs mapped to objectives
4. Describe in detail organizational structure, including roles and responsibili-

ties
5. Describe business components (organization units)
6. Describe ICT services both consumed and provided internally and externally
7. Create priority list of business activities
8. Create complete list of relevant processes mapped to business activities

We first collect the AS-IS state, discuss it with the management and define initial
TO-BE state. Nevertheless TO-BE state should not involve much reengineering
at this stage. It can involve:

– Business plan re-engineering
– KPI’s and metrics definition and re-engineering
– Estimation of quality and costs of ICT services
– proper mapping of G&O to processes
– clear definition of roles

For more formal description of organization business plan&vision and
Goals&Objectives we can use some more formal techniques such as Business
Motivation Model (OMG 2008). However BMM is quite complex technique
and can fit only for organizations with more complex business planning. Phase
outputs:

– Refine business plan, vision,
– G&O and related KPI definitions
– Description of organizational structure with subordinations, roles and re-

sponsibilities
– Prioritized list of business activities mapped to existing processes
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Initial Process Mapping Phase. To obtain realistic processes that corre-
spond to reality, the involvement of each process participant to the process defi-
nition in “design time” is crucial. Otherwise we can easily end up with idealistic
process definitions dreamed by management that have nothing to do with real-
ity. The more intuitive technology we use for sharing the modeled processes with
process participants, the more efficient collaboration we achieve.

Phase inputs:

– Prioritized list of business activities mapped to existing processes (from
previous phase)

– Any documents describing activities involved in modeled processes
– KPI definitions (from previous phase)

Phase activities:

1. Complete prioritized process list (existing and new) with process owners
assigned

2. Interview process participants and define initial processes
3. Create Detailed BPMN 2.0 models of chosen processes and write comple-

mentary descriptions
4. Define roles within processes and map them to organization’s roles
5. Identify and refine process metrics linked to KPI’s
6. Set up PCE and publish processes there.

Phase outputs:

– Prepared PCE
– Complete list of prioritized processes with assigned owners and roles
– Initial version of process BPMN 2.0 models and descriptions published in

PCE
– Clear definitions of process metrics and mapping to KPI’s
– Initial feedbacks about processes from participants stored in PCE

The main responsibility of good process design of the modeled processes lies
on Adoption coordinator. It is generally assumed that the processes should be
modeled by Process Analysts who are dedicated to this activity, but they do
not usually understand each process in detail. Thus they have to cooperate with
process participants who are involved in the activities performed within the pro-
cess. Initial set of defined processes should be also approved by organization’s
management and sponsor of the BPM solution. Steps of the initial process map-
ping phase are described in Figure 1. Here the adoption coordinator captures
the scope of the organization and creates list of processes. Then he models and
describes the selected processes and publishes the draft to the PCE. At this
step the process participants and organization’s management should provide
rich feedback and comments, they have to identify parts of the process which
are faulty, unclear or too general. Such feedback is stored in the PCE. After the
predefined period of time, Adoption coordinator collects the provided feedback
and closes the initial phase.
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Fig. 1. (Initial process mapping phase)

Iterative Process Improvement. This phase should be performed in short
iteration cycles (I would recommend 1-6 months), the anticipated changes should
be also of reasonable size, corresponding to the available human resources. Phase
inputs:

– Feedbacks about processes from participants and management stored in PCE
– Process update requests (2+ iteration)
– Process data (2+ iteration)

Phase activities:

1. Modify process models and descriptions according to feedbacks and change
requirements

2. Discuss changes and get approval with Organization’s management and Spon-
sor

3. Publish updated processes to PCE and open for discussion
4. Implement changes in processes in EIS
5. Measure process execution automatically or manually
6. Collect process data
7. Let the Organization’s management and Sponsor to evaluate measured data
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8. Collect Process update requests from Organization’s management and
Sponsor

Phase outputs:

– Modeled and described processes published to PCE
– Updated processes implemented in organization’s EIS
– Process data
– Process update requests for next iteration

Steps of this phase are described in Figure 2. Here the Adoption coordinator
initiates first iteration of improvement phase, reviews collected feedbacks and
modifies defined process models according to it. Modified models are reviewed
by organization’s management and are either approved or disapproved and send
back for further modification. In case of approval the solution designer publishes
modified version to the PCE and implements the approved processes in EIS. Im-
plementation depends on the agreed level, it can start from simple modification
of existing activities in EIS for completing process-engine based implementation
in a BPMS. By completing these steps the implementation processes are mea-
sured. In case of basic implementation of conventional EIS processes, they have
to be measured manually, by collecting events indicating performance of par-
ticular activities or even by noting progress per process. In case of automated
monitoring tools, data are collected automatically by such tool. After the period
of measurement, process data are evaluated by Organization’s management, and
process changes are requested for processing to the next iteration.
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4.5 Cloud Environment Requirements

BPM adoptions including any form of BPMS-based implementation are usually
done context of a chosen technology. Choice of the technology often depends on
factors such as desired level of automation, amount of human tasks in processes,
ICT technologies already present in target organization,budget for BPMS soft-
ware and many others. Because we want to keep our methodology versatile and
technology independent we set just very general requirements on PCE and let
the subject performing the adoption to choose the most suitable tool which will
fit project size, complexity and general adoption context. PCE, a software ap-
plication used to support the methodology providing an environment for broad
collaboration on designed processes should fulfill following general requirements:

– Provide simple interface or integration with modeling tool for publishing
process models and their text descriptions

– Track revisions and changes done by particular user in published processes
back in history at the very beginning

– Display categorized list of published processes to a user
– Display diagram of each process with complementary description and chosen

comments of other users
– Allow users to comment on particular process or it’s part
– Allow users to mark faulty or inefficient part of process model or description

(optional)
– Allow user to propose process changes and improvements
– Allow administrator to manage visibility of comments among users

In most simple cases any kind of WIKI, or web Content Management System
which allow users to write comments to content can be considered as the tool for
PCE.. Ad-hoc solution built on organization’s Document Management System
can serve for this purpose as well. Some process authoring environments or mod-
eling tools also provide PCE functionalities and allow users to collaboratively
model processes. However this can be too complicated for process participants,
as they usually have poor knowledge of process modeling.

There are several potential advantages of moving PCE into cloud environment:

– Efficient sharing and real-time collaboration
– PCE is easily accessible from any environment and OS, it does not require

any local installations of the dedicated tools
– Centralized storage allows proper versioning, tracking of changes and history

5 Conclusions and Future Research

According to amount of existing research around collaborative process design we
believe that we are working on valid research problem. Extending the knowledge
in collaboration can help to perform BPM adoptions better and leverage full
potential of BPM even in SME context. The presented subset of methodology
should contribute to solution of defined problem and requirements on collabo-
ration tool should help to choose or develop the right technology that fit for
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particular situations. We believe in further improvement of our methodology ac-
cording to feedback from practice and we want to end up with comprehensive set
of guidelines of the whole adoption process. Our aim is to keep the methodology
versatile and technologically independent, provide guidelines for as much aspects
of the adoption as possible, but also provide space for ad-hoc customizations,
so the methodology still can be tailored to particular situation. Modern Cloud-
enabled collaborative tools help to foster better collaboration in many cases and
we believe that process modeling can be one of them. However the human factor
remains still most crucial influence in BPM adoption context and the will to
collaborate across all subjects have to be initiated by wise decisions made by
people and a PCE still remain just a tool that can support such collaboration.
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Abstract. Cloud computing changed recently business view regarding their In-
formation System through an on-demand provisioning of computing resources. 
Recent discussions about data security requirements in cloud computing envi-
ronment tend to conflict with other requirement including usability and eco-
nomic. In hybrid clouds that combine private and public clouds usage, private 
clouds are able both to externalize resources and invoke services from public 
cloud when needed. However, in such specific inter-cloud environment risks 
arise. Indeed, private clouds aren’t sufficiently assured about how credible is 
the data computed by these resources they entrusted. This is due to clouds au-
tonomy preservation, difference in control policy definitions and lack of trans-
parency in clouds. In this position paper, we tend to propose an approach to 
help private cloud selecting a trustworthy public cloud service. The idea con-
sists in a trust manager as a service that bases the decision-making on the pri-
vate cloud past invocation analysis.  

Keywords-component: Cloud computing, data credibility, trust management, 
hybrid cloud, SLA.  

1 Introduction 

Cloud computing changed recently business view regarding their Information System 
through an on-demand provisioning of computing resources. Recent discussions about 
data security requirements in cloud computing environment tend to conflict with other 
requirement including usability and economic. In our opinion, these discussions are 
too undifferentiated and neglect the real-world security reasoning and concerns. In the 
context of cloud, security problems increase tenfold. Indeed, the invoking schema is 
both horizontal as many cloud services use other cloud services not necessarily dep-
loyed on the same cloud, and vertical, as most cloud offering are deployed over sev-
eral layers (IaaS, PaaS and SaaS) with different security requirements.   

This observation is accentuated in the context of hybrid cloud computing where da-
ta security problems can be classified into two categories: security problems due to 
data externalization towards services deployed on the public cloud to ensure systems 
responsiveness; and security problems coming from data issued by public cloud ser-
vices and that require to be trusted by the invoking private cloud. In the first case, the 
problems encountered are mainly privacy and integrity problems due to data  
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externalization. Many solutions have been proposed such as [10]. In the second case, 
private cloud services often interact with cloud providers for services provisioning 
such as infrastructure, platforms and software. However, they aren’t sufficiently as-
sured about how trustable and credible the data computed by these resources are. The 
lack of trust in a data produced by a service deployed on a public cloud, can impact 
private cloud services security. Indeed, a data misuse by a private cloud service 
(which is generally kept inside due to its sensitivity) can lead to produce bad data or 
to make inappropriate decisions. In this position paper we concentrate on the last case. 
The case of hybrid cloud is slightly more complex as the private cloud service has to 
base its decision on a set of aspects such as the trust level of the invoked service, the 
public cloud service execution environment (the reliability of the physical or the vir-
tual machine (if machine virtualization stands) and so on). Solutions to the trust chal-
lenge are hence to be crucial ingredient to a more wide spread deployment of hybrid 
cloud computing. 

Solving this problem is not an obvious task due to clouds autonomy preservation, 
differences in control policy definitions, and lack of transparency in clouds.  

One way of coping with the problem is to identify how to determine data credibility 
through evaluation of service trustworthiness in hybrid cloud computing environments? 
In other words, proposing a methodology that enables private cloud to determine the 
trustworthiness of public cloud entities based on past service invocation information 
inference. Selection of a particular service could be motivated by information such as 
services provider’s reputation in terms of performance, security and quality of service. 

The rest of the paper is organized as follows. Section 2 briefly mentions recent 
work on trusting public cloud entities. Section 3 presents our current research.  At the 
end, we summarize conclusions and challenges for future work. 

2 Trusting Public Cloud Entities: Recent Work 

In the cloud context, trust solutions can be classified based on the following criteria: 

• Fine grained vs. coarse grained: fine-grained solutions are aimed at gathering in-
formation about service deployment environment characteristics (e.g. information 
about Virtual machines and/or Physical machine run on). While coarse grained are 
more concerned about having a global overview of trust (e.g. whether it meets trust 
requirements or not). 

• Proactive vs. Reactive: there are proactive approaches using preventive controls or 
reactive approaches using detective controls. The preventive controls are defined 
as procedures used to alleviate an issue to never take place. The detective controls 
are used when we request using a service or after an issue happens to check for 
causes.  

In literature assessment, there are a lot of solutions treating trust issue in the cloud.   
We find out three categories of trust in cloud environment: trust based on accountabil-
ity, trust based on third party and trust based on reputation feedback and social  
networking. Accountability has been widely used as a solution to detect faulty entities  
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in distributed systems [1]. In [2, 3], this approach has been applied to cloud compu-
ting in order to find and expose faulty nodes and establish trust. TrustCloud [2] allows 
to answer, inside a cloud, questions like when, where and how an intruder threatened 
confidentiality or integrity of data inside a file. It is a file-centric solution that consid-
ers five levels of granularities in monitored data, from the data containers (e.g. files, 
databases), data provenance collection, creation and evolution and finally the data 
workflow. Similarly, DataProve [3] gathers data provenance from logs across system 
and application layers in a cloud. It redefines granularity of provenance by making it 
data-centric instead of file-centric. Data gathered concerns provenance of applica-
tions, virtual machines, physical machine and cloud location. This category does not 
treat the problem in a inter-cloud context. In third party based trust solutions [16, 17], 
a third entity establishes trust between two parties interested in interacting with each 
other. The trust management, in this category, is coarse grained, preventive and lo-
cated on a third party which is often an online web interface. They help services pro-
viders to select reliable cloud providers based on a rating in form of a questionnaire 
filled in by current cloud consumers. This category focuses on helping users (instead 
of services) choosing the right cloud. Moreover, these solutions are not fine-grained. 
Finally in the third solutions category, trust is reputation based.  In those works, inter-
cloud trust is of concern.  In [4], Abawajy et al. propose a distributed framework that 
enables interested actors determining the trust rate of federated cloud computing enti-
ties. It helps final consumers in associating a rate to exiting feedbacks estimating a 
prospective services provider. In [5], authors propose a solution where users are sup-
ported in choosing a trustworthy cloud provider by defining a set of evaluation 
attributes. In contrast, in [6], the reputation is gathered from peering entities, which 
represent each cloud. The reputation calculation is based on two factors: cloud’s own 
experience and reputation rating. The cloud own experience is a value given by a 
cloud to another to rate how satisfactory the interactions were. While the reputation 
rating represents a value of confidence a cloud had about another cloud’s behavior. 
The cloud own experience rates are published to other cloud peers. For this last cate-
gory, the trust reasoning is coarse-grain and not especially adapted to the hybrid cloud 
context. 

Considering those works, there is a real lack of trust solutions targeting public enti-
ties in the hybrid cloud context. Besides, there is no solution that considers fine grain 
features in this context. With this position paper, we so aim to close this gap. Besides, 
we think also that pointing public cloud data monitoring heterogeneity constitutes a 
notable argument to manage hybrid cloud security. 

Thus, we believe that a trust manager service targeting public cloud entities should 
be an interesting expectation. The proposed service should gather data about previous 
service invocations and store them at the private cloud side and analyze them to meet 
the needs (in trust) of the invoking service towards a public cloud entity. This service 
should consider contextual constraints such as different service delivery and different 
service deployments models. In the following we discuss this idea. 
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3 A Premise of a Trust Management Service for Hybrid  Cloud 

Considering the aforementioned challenges, the service has to incorporate the follow-
ing features: 

Invoking Scenario Diversity. As we can see on top of figure 1, the possible service 
invoking scenarios are numerous and have to be taken into account in the proposed 
trust service. Indeed, the private cloud invoking service could be of SaaS, PaaS or 
IaaS type. It can invoke a public service of the same layer or lower. To illustrate the 
feature, a PaaS service invokes either a PaaS or an IaaS service in the public cloud. In 
the first case, the public entities to be trusted are for instance the physical and virtual 
machine where in the second one only physical machine is implied. Thus, in the first 
case the associated fine grain information that allow to make a reasoning about the 
trust level are a subset compared to the one considered in the second case.  

Heterogeneity in Information Supplied by Public Cloud. By nature provided  
public cloud are able to supply heterogeneous data about their entities. Furthermore, 
data provided by public cloud provider depend on their governance leading to a form 
of heterogeneity. Hence a trust service has to base its reasoning on heterogeneous and 
probably incomplete set of information. 

By analyzing the previous features, we come out with the two basic principles of 
the targeted trust manager service: 

Data Set Layering. As mentioned before, the entities considered in the trust decision-
making are more numerous when the invoked service is a SaaS and decreases for 
PaaS and IaaS services. Figure 1 illustrates a possible required data sets correspond-
ing to each kind of service invocation.   

 

 

Fig. 1. Information gathered by service type 

Reasoning Based on Incomplete Information to deal with the second feature. Using 
Bayesian network constitute an original and interesting faculty. Indeed, Bayesian  
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learning takes a probability-based approach for reasoning and inferring results. Each 
training example that is encountered can change the probability that a hypothesis is 
correct. Moreover, rather than using knowledge from the current data set or training 
examples only, prior knowledge can be combined with the observed and incomplete 
data to arrive at more meaningful results. In our case, the decision of invoking (or not) 
a service should depend on its trust level. To do so, we plan to classify the list of ser-
vices proposed by the public cloud to be invoked in two categories: trustable or un-
trustable services. Four variables may be considered: service reputation (SR), service 
provider reputation (SPR), physical (PMR) and virtual (VMR) (if virtualization stands 
on) machine reliabilities. Both service and service provider parameters should be 
instantiated in the training example according to their punctual reputation level. These 
values are taken from the local private cloud or from external (social network 
sources). Based on the training model, thanks to the Bayesian network, we can obtain 
a probability of service invocation trust on which stands a set of trusted services se-
lection. We think about two selection algorithms. The first one located at the public 
cloud side tends to propose a subset of deployed and ready-to-use services that cor-
respond to the invoking service needs. This algorithm should filter the set of services 
according to a given SLA extension by the private cloud trust requirements. The 
second selection algorithm is to be localized at the private cloud side and will help in 
choosing the best service among those proposed by the public cloud service taking 
into account information coming from the reasoning mechanism described below.  

Attempting the previous original approach, we thought about a two sides’ architec-
ture illustrated by figure 2 and that should be composed of five main independent 
components:  

 

Fig. 2. Our trust management architecture for hybrid clouds 

First, the trust manager -which should be a PaaS service located within the private 
cloud - runs the reasoning process and the private cloud algorithm in order to retrieve 
the appropriate service from the selection made by the public cloud. It should tightly 
collaborate with a History Logger also located at the private cloud to acquire past 
experiences obtained by already invoked services. At the public cloud side, we find 
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the dynamic Broker whose main role in our case is to discover and select the appro-
priate service (SaaS, PaaS or IaaS) according to security restriction attributes inspired 
from the approach stated in [7]. Each new service, once published, can hence be easi-
ly reached, discovered and then selected for use. The public cloud algorithm will be 
run in this component. When the first selection achieved based on function criteria, an 
engine Based Logging service should filter more keeping only services that enforce 
the private clouds security constraints and expectations.  

4 The Roadmap 

In this position paper, we have first emphasized the need to be confident with infor-
mation coming from public cloud service invoking in order to keep secure, more sen-
sitive services located in the private cloud. This should be achieved taking into ac-
count public cloud entities trust level. We have then tried to define the features and 
the requirements of such trust service invoking and have given a preliminary architec-
ture in term of PaaS services implementing this functionality both at the public and 
the private side. In addition, we would like to take into account public cloud hetero-
geneity in logging and disseminating information about their services towards their 
consumers. 

The road ahead will be first to identify the sweet spot i.e the adequate scenario that 
will prove the importance of our proposal. We are thinking about an environmental 
scenario where information can be obtained from a set of cloud services associated 
with a corresponding sensor network.  Second, we have to identify which fine-grain 
information from the public cloud, are interesting to measure the trust level of each 
public entity implied in a service invoking. This with the objective to determine 
which information is necessary to enforce service trustworthiness. Finally, we intend 
to investigate how to be able to give guarantees with respect to the effectiveness of 
such security/trust service. We will consider how to assess efforts on implementing 
the reasoning process thanks to a proposed Bayesian network. We will try to validate 
it using a simulation platform like the Weka platform [8]. Furthermore, we will assess 
the service feasibility using a cloud simulator like CloudSim [9]. 
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Abstract. Migrating to the Service Cloud Paradigm implies the migration of 
legacy software systems to a service-oriented architecture with deployment in 
the cloud. Although this specific software modernization paradigm promises 
numerous strategic and operational advantages, it poses also many complex 
organizational and technical challenges, among which is the lack of mature 
processes, methods and techniques. This paper examines the questions of 
whether agile methods and techniques could be scaled to fit the migration to the 
Service Cloud Paradigm and how they could help overcoming the challenges of 
software modernization in this specific context. The research methodology 
presented here first extracts the challenges of the migration to Service Cloud 
Paradigm through a systematic literature review and then, using expert 
judgment, evaluates how different agile techniques, taken from Scrum and 
Extreme Programming (XP), could address the identified challenges. As a 
result, a ranked list of applicable agile techniques is presented and suggestions 
for their adoption in software modernization projects are drawn. 

Keywords: Agile Software Development, Software Migration, Software 
Modernization, Cloud Computing, Service-Oriented Architecture.  

1 Introduction 

Building a modernized system from scratch often requires a huge investment in time 
and efforts, making this modernization approach almost unfeasible in real industrial 
settings. But software organizations, continuously pressured by their dynamic 
business and IT environment, have to modernize. Thus new and more undemanding 
modernization approaches are needed. With the increasing popularity of Service 
Oriented Architecture (SOA), the reuse of legacy system by exposing its functionality 
through services is identified as a feasible and very promising modernization 
approach. One particular modernization paradigm is the Service Cloud Paradigm, 
which stands for combination of Cloud Computing and SOA for development of 
Software as a Service (SaaS) systems and their deployment on the Cloud. Although 
this paradigm promises numerous strategic and operational advantages, it poses also 
many complex organizational and technical challenges, including but not limited to 
extensive business context analysis and complementary strategic efforts, steep 
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learning curve, external dependencies and lock-ins, complex governance, 
interoperability, etc. Being in its early adoption stage, the migration to the Service 
Cloud Paradigm still lacks mature process models, methods and techniques, so needed 
for providing systematic guidelines for approaching software modernization in this 
specific context and overcoming its challenges. Agile methods and techniques, on the 
other hand, has been widely adopted in the industry and successfully applied in 
various contexts, different from traditional software development. Thus the question 
of whether agile methods and techniques could be scaled to the migration to Service 
Cloud Paradigm becomes a question of present interest.  

The study presented in the paper proposes a systematic approach for reviewing the 
challenges of SOA and Cloud Computing relevant to Service Cloud Paradigm. 
Further it evaluates, through expert judgment, various agile techniques in terms of 
their potential to address these challenges. These agile techniques are taken from 
Scrum and XP software development methods since they are the most widely adopted 
methods through the agile community in the recent years (in more than two thirds of 
the projects surveyed by VersionOne1). The results of the evaluation step are used for 
making suggestions on the applicability of the techniques and their inclusion in a 
particular agile method for migration to Service Cloud Paradigm. The design of the 
agile method is out of the scope of this paper since it involves an extensive research, 
which cannot be presented within the limits of this paper. 

The present study has been carried as part of FP7 European research project for 
reuse and migration of legacy applications to interoperable cloud services 
(REMICS2). The main objective of the REMICS project is to specify, develop and 
evaluate a tool-supported model-driven methodology for migration to the Service 
Cloud Paradigm. The migration process consists of several steps: (1) understanding 
the legacy system in terms of its architecture and functions; (2) designing a new SOA 
application that provides the same or better functionality; and (3) verifying and 
implementing the new application in the cloud.  

The reminder of the paper is organized as follows: Section 2 describes the 
methodology used for conducting literature review and evaluating agile techniques; 
Section 3 presents the challenges from SOA and Cloud Computing fields, extracted 
by the review process and relevant for the migration to the Service Cloud Paradigm; 
Section 4 discusses the results of the evaluation of agile techniques and their potential 
to address the identified challenges; and Section 5 concludes the paper and outlines 
directions for future research. 

2 Methodology 

The research methodology used in the present study contains two basic steps. During 
the first step a systematic literature review on challenges of SOA and Cloud 
Computing, which are relevant to Service Cloud Paradigm, is performed. The second 
step involves a particular evaluation technique to study whether agile techniques can 
be used to address the challenges identified on the first step. The steps are presented 
in details in the subsections below. 
                                                           
1 http://www.versionone.com 
2 http://www.remics.eu/ 
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2.1 Review 

Articles were eligible for inclusion in the review based on their relevance to the review 
objectives, which are: (1) they describe the current state of research and practice in 
either SOA and/or Cloud Computing; and (2) they identify and discuss different 
challenges these areas poses to both academia and industry. The relevance was 
evaluated by reviewing the abstracts of the articles and grading them as either relevant 
or irrelevant. The inclusion was also restricted by the type of the study, including only 
review articles and excluding theoretical (conceptual) or empirical studies. No 
restrictions were made in regard to the publication year of the articles thus covering all 
the years available in the included electronic database at the time of the review (1 
January, 2012). Other exclusion criteria used were: (1) the article does not have 
abstract or the abstract is not available from the included electronic database; (2) the 
access to the full text of the article is restricted; and (3) the full text of the article is not 
available in English.  

The search strategy included both journals and conference papers, and was limited 
to the Scopus electronic database. Scopus is the largest abstract and citation database of 
research literature and quality web sources, which ensured the coverage of nearly 
18,000 titles from more than 5,000 publishers. The titles of both journals and 
conference papers were searched using the following search terms:  

(1) Service-Oriented Architecture - (“Service-Oriented” AND (Challenges OR 
Review OR Landscape OR Roadmap OR “State of”)); 

(2) Cloud Computing - (“Cloud Computing” AND (Challenges OR Review OR 
Landscape OR Roadmap OR “State of”). 

Applying the search strategy resulted in an initial pool of 121 articles, 65 articles for 
SOA and 56 for Cloud Computing. Some additional articles, not covered by the search 
strategy, were also included as being recommended by the research community. Thus, 
by using the inclusion and exclusion criteria the initial pool of articles was limited to 
58 articles. Their full texts were thoroughly examined in order to extract the challenges 
of SOA and Cloud Computing, presented in the subsequent sections. 

2.2 Evaluation 

Agile techniques were evaluated using expert’s opinions through Delphi technique. 
Delphi is a technique frequently used for eliciting consensus from within a group of 
experts and has many advantages over other methods of using panel decision making 
[1]. Various researchers [1-3] all found that one of the major advantages of using it as 
a group response is that consensus will emerge with one representative opinion from 
the experts. Other advantages include its simplicity, anonymity, controlled feedback 
from the interaction and others [4]. Some limitations include that judgments are 
derived from the subjective opinions of experts and may not be representative, it 
requires adequate time and participant commitment, its validity extremely depends on 
the expertise and experience of the panelists, etc. [4] However, Linstone [2] 
recommends the Delphi technique when the examined issue does not allow the use of 
analytical techniques but can benefit from the subjective judgments on a collective 
basis, which we believe is our case.  
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The process followed was the one proposed by Pfeiffer [5] and included the 
following three steps: 

(1) Experts’ recommendations - A questionnaire was sent to a panel of four 
experts (with an average of 9 years of both academic and industrial 
experience in agile software development), asking them to review the list of 
challenges extracted by the review process and make subjective judgment 
and recommendations on which agile techniques (from Scrum and XP) could 
be used to address these challenges. From each expert a list of agile 
techniques was obtained. 

(2) Experts’ ratings - From the individual recommendations, a consolidated list 
of agile techniques was created. The list was then sent to each expert to 
further evaluate the relevance (on a five-point scale) of all techniques in 
regard to all challenges. 

(3) Experts’ consensus - The consolidated list, together with experts’ ratings was 
sent again in order to discuss big differences in ratings. At the end consensus 
was gained, resulting in a final list of agile techniques and addressed 
challenges. 

3 Challenges in Migrating to the Service Cloud Paradigm  

The challenges identified by the review process were sorted into two categories: 

(1) Organizational challenges, including challenges from all levels of the 
organization as strategic challenges (e.g. process reengineering, external 
dependencies, etc.), managerial challenges (e.g. governance, competence 
acquisition) and operational challenges (e.g. lack of methodologies, tools, 
etc.), and which were mostly process and people oriented; 

(2) Technical challenges, which included design, implementation, verification 
challenges and deployment challenges, and were product and technology 
oriented. 

As the focus of this study was on the migration to the Service Cloud Paradigm, we 
expected that not all of the challenges discussed by the reviewed articles would be 
relevant. For that reason, we limited the extraction of challenges to: (1) for Service-
Oriented Architecture we included challenges relevant for both service consumers and 
providers, as software migration could involve both developing of new services and 
using external ones; (2) for Cloud-Computing we included only challenges relevant 
for the cloud consumers, excluding challenges covering the development of cloud 
infrastructure, how security should be achieved within this infrastructure and other 
challenges more relevant for the cloud provider.  

3.1 Challenges of Service-Oriented Architecture 

Total of 31 articles were thoroughly reviewed in order to extract the challenges 
relevant to SOA. As many challenges were found, they were further consolidated into 
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total of 17 challenges, 10 of which were organizational and 7 were technical. A 
summary of these challenges, together with their references, is presented in Table 1. 

Table 1. Challenges of Service-Oriented Architecture 

# Challenge Description Ref. 

Organizational challenges 

O1 Identification and 
availability of 

service 
consumers 

In some cases services are first developed and then offered 
to real service consumers (mostly due to customer 
unavailability). Therefore the service provider defines and 
prioritizes requirements based on its assumptions of what 
"potential consumers" would need or how “potential usage 
patterns” would look like. 

[6-7] 

O2 Identification and 
reengineering of 

business 
processes / tasks 

Business process modeling and analysis might be an 
intensive activity and a prerequisite for the specification, 
design and implementation of services (if top-down or 
domain composition approach is incorporated) 

[7-14] 

O3 Lack of software 
development 

methods 

Due to its early adoption stage, there is still scarce 
availability of software development methods and 
techniques for guiding the migration to and the 
development of software systems based on Service-
Oriented Architecture. 

[15-
17] 

O4 Unclear system 
ownership 

Service-Oriented Architecture tends to blur the boundaries 
of software systems ownership, so who owns what (in 
terms of services) might become an issue. 

[8-9, 
11-12, 
18-19] 

O5 Complex 
governance 

Service-Oriented Architecture raises unique challenges 
and can be derailed unless an effective governance 
framework is established to clearly identify roles and 
responsibilities. 

[9-10, 
12-13, 
16-22] 

O6 External 
dependencies 

By developing software systems using external services, 
the organization is exposed to higher risk due to third 
party dependencies. Thus risk mitigation becomes 
important issue.  

[11, 
15] 

O7 Acquisition of 
competencies and 

expertise 

For an organization adopting or migrating to Service-
Oriented Architecture, thorough understanding of the 
underlying technologies remains highly critical. At the 
same time too many technologies and standards could be 
involved and/or not enough expertise could be available in 
the market. 

[6, 8, 
17-18, 

21, 
23] 

 

O8 Addressing 
increased 

complexity 

The plethora and diversity of parties involved (service 
consumers, service developers, integrators, infrastructure 
developers, etc.), technologies incorporated, diversity of 
types of services available as run time components, the 
middleware and the infrastructure required to make these 
components interoperable and deployable, the technical 
skills and expertise required etc. increase significantly the 
complexity of the developed or migrated software system 
(System of systems).  

[17-
19, 
24] 
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Table 1. (continued) 

O9 Immature tools 
and integrated 
development 
environments 

Due to its early adoption stage, there are few and still 
under development tools and integrated development 
environments to assist software engineers in their 
migration or development efforts. 

[8-9, 
12, 

16-19] 

O 
10 

Evolving 
standards 

While the core web services standards (i.e. XML, SOAP, 
WSDL, and UDDI) are relatively mature and stable, many 
of the additional standards that address important issues 
such security and reliability (e.g. WS-Coordination, WS-
Atomic Transaction, WSDM, WS-Reliability, etc.) are 
still under development. 

[8-9, 
12, 

16-19, 
25] 

Technical challenges 

T1 Addressing 
service design 

Service design needs to determine what constitutes a 
service and its operations (or interface), and make 
decisions about the level of service aggregation (or service 
granularity). There is no straightforward approach (neither 
design methodology) and often the design process 
becomes challenging and cumbersome. 

[6, 9, 
11-12, 
14-19, 
21-23, 
25-28] 

T2 Securing 
reconfiguration 
and composition 

As services could be used by different consumers to 
perform different business tasks (covering various 
business scenarios), they should be reconfigurable and 
facilitate composition and orchestration. 

[7, 9, 
12, 16, 
18, 22, 
28-31] 

T3 Securing 
compatibility and 

standards 
compliance 

Service interfaces cannot be changed very often due to 
issues such as backward and forward compatibility and 
compliance with standards. 

[11, 
16, 18, 
22, 26, 

32] 
T4 Addressing 

security, 
interoperability 

and other quality 
aspects 

There could many challenges related to security (due to 
publicized interfaces, distributed and no trusted network 
and channel, unintended orchestration, the use of open 
standards, etc.), interoperability (due to different 
standards, middleware and service infrastructure, service 
semantics, etc.), conducting performance and reliability 
analysis, ensuring correctness and reliability of test cases, 
provenance, etc. 

[6, 8, 
18-19, 
23, 28, 
30-35] 

T5 Simulation of 
deployment 
environment 

Test instances of the services and simulated deployment 
environment could be required during implementation as 
real services could be unavailable or too critical to be 
executed (e.g. ordering purchase). 

[8-9, 
11-12, 

16]  

T6 Testing services Testing in Service-Oriented Architecture might require 
complex logistics, test instances of services, more levels 
of testing (due to diversity of parties involved), new 
techniques for issues localizations and troubleshooting, 
greater and more diverse exception handling, more 
complex route cause and impact analysis, etc. 

[6, 9-
11, 

15-16, 
18, 23, 
26, 33, 

36] 
T7 Securing SLA 

and QoS 
contracts 

Fulfillment of Service Level Agreement (SLA) and 
Quality of Service (QoS) contracts during services usage 
could be challenging due to network connectivity issues, 
unpredicted load, etc. 

[9-12, 
18, 

22-23, 
30] 
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As seen from Table 1, most of the reviewed literature (84% of the reviewed articles) 
was concerned with technical challenges. This was expected as SOA has to achieve 
some degree of technical excellence before it is widely accepted by the industry, and 
with the extensive use of SOA in real industrial settings the majority of organizational 
challenges would emerge. 

The challenges in Table 1 have various implications on the incorporation of agile 
methods and techniques into the Service Cloud Paradigm, especially when it comes to 
organizational challenges. For example, working with potential service consumers and 
potential usage patterns (O1) contradicts with agile methods and techniques, which are 
mostly customer centric and require intensive interaction and collaboration with the 
customer. Not involving real customers (or at least somebody who could represent 
them) in the early phase could result in customer feedback received late in the 
development lifecycle, customer negotiation and relationship issues when real 
customers interests are conflicting (e.g. in terms of service functionality, interface, 
etc.); complex impact analysis and lack of flexibility and agility because of unknown 
customers (especially when the services are publicly available), etc. The prerequisite to 
define business processes and tasks in advance (O2), before the actual design, 
implementation and verification of services (if top-down or domain composition 
approach is incorporated) also poses some limitations on the use of agile methods and 
techniques, which emphasize on working software and thus applies very short 
increments (from 2 to 4 weeks) with potentially shippable products. This might also 
hinder achieving organizational agility and responding to change, because it limits the 
possible introduction of changes in the predefined business models late in the 
development life cycle. Challenges as unclear system ownership (O4, e.g. who should 
test external services, included in the current iteration; who should be responsible for 
the infrastructure required; etc.) and the need for complex service governance (O5, e.g. 
requiring adherence to codes, policies and standards in order to secure process and 
services compliance) set the focus on defining formal processes (incl. roles, 
responsibilities, activities, artifacts, etc.) and extensive usage of tools (incl. integrated 
development environments), while agile emphasize on individuals and interactions. In 
terms of technical challenges, there were also many implications. Coding and testing 
(mostly unit and integration) are not the only major activities in SOA. Considerable 
attention is paid also to service design, composition and orchestration (T1, T2), which 
in some cases could even replace traditional coding (e.g. when the system is built from 
external services only). In terms of testing, system testing (T5, T6) becomes crucial as 
there could be many parties involved (e.g. service developers, integrators, consumers, 
infrastructure developers, etc.). Software quality (T3, T4, T7) is much more 
emphasized because security, interoperability, reliability and compatibility, etc. are real 
life concerns in the SOA. There are also other implications to be considered, including 
increased complexity (O8, O10), evolving standards, etc. 

3.2 Challenges of Cloud Computing 

A total of 27 articles in the area of Cloud Computing were reviewed. The extracted 
challenges were further consolidated into 12 challenges, including 8 organizational 
challenges and 4 technical. They are shown in Table 2. 
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Table 2. Challenges of Cloud Computing 

# Challenge Description Ref. 

Organizational challenges 

O1 Trust in the cloud 
provider 

Trust becomes an issue when the data and computation are 
decentralized and distributed beyond the boundaries of the 
organization. 

[37-
47] 

O2 External 
dependencies and 
vendor lock-ins 

Exit strategies and lock-in risks (ability to switch cloud 
providers) are important concerns for organizations 
exploiting Cloud Computing, as well as vendor 
dependencies (e.g. only using services the provider is 
willing to offer). 

[37-
42, 46, 
48-52] 

O3 Security and 
privacy 

The success or failure of Cloud Computing is highly 
dependable on how confident consumers feel that the 
services of the cloud provider are reliable and available, 
secure and safe, and that privacy is protected. 

[37-
38, 

40-49, 
51-60] 

O4 Delegating data 
governance 

By moving data into the Cloud, organizations might lose 
some capabilities to govern their own data, including data 
creation and receipt, distribution, use, maintenance and 
disposition. 

[37-
38, 43, 
46-47, 

49, 
51-54, 

57, 
60-61] 

O5 Introduction of 
new roles and 

responsibilities 

The responsibilities for integrating in-house IT with the 
cloud infrastructure, adapting the in-house software 
systems with the cloud platform, etc. should be clearly 
defined and appropriate roles assigned (e.g. cloud 
infrastructure integrators, cloud platform integrators). 

[61] 

O6 Acquisition of 
competencies and 

expertise 

Cloud Computing involves new technologies and 
standards, requiring the acquisition of new competences 
and expertise. 

[61] 

O7 In-house 
integration 

Integration of in-house IT to the Cloud infrastructure 
could be hard and time consuming undertaking. 

[37, 
42] 

O8 Early adoption 
stage 

Due to its early adoption stage, Cloud Computing still 
lacks enough major cloud service providers, lacks variety 
of mature tools (incl. integrated development 
environments) and standards are continuously evolving 
(and even competing). 

[49-
50, 

61-62] 

Technical challenges 

T1 Addressing 
architectural and 

technical 
constraints 

Cloud Computing poses some architecture constraints on 
the way software systems are build, incl. decomposition, 
decoupling, componentization, etc. and some technical 
constraints as what should be the type of database, etc. 

[52] 

T2 Maintenance and 
troubleshooting 

difficulties 

Defects detection, localization and troubleshooting could 
be problematic as there might be no access to or sufficient 
control over the cloud infrastructure. 

[51, 
54, 
63] 

T3 Lack of cloud 
provider support 

There might be lack of provider support or it might be 
provided as a paid service. 

[54] 

T4 Cloud 
interoperability 

Cloud providers are not using any kind of common open 
standards, which makes cloud interoperability a serious 
concern. 

[50, 
61, 
63] 
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The challenges mostly studied by the research community are related to security and 
privacy (81% of the reviewed articles), and trust (60%). This is expected since 
organizations tend to be extremely sensitive when crucial business assets (as business 
data and computation) are delegated to external parties. In cloud environment there 
might be no control (and even visibility in some cases) over these assets and no 
guarantees (even if there are strong service level agreement, strict standards, etc.) that 
the cloud provider would act in accordance to the interests of the organization and no 
external parties (or events) would significantly interfere in their relations (e.g. through 
business acquisition). Thus mistrust and lack of security and privacy might become the 
greatest barrier for the adoption of cloud solutions. 

Cloud Computing and its challenges further affect the way agile methods and 
techniques could be incorporated into the Service Cloud Paradigm. Trust (O1), security 
and privacy (O3) of data and computation are as much important for the organization 
as for its customers, so the organization-customer collaboration, central to agile 
software development, might need to be extended to include the cloud provider (in 
order to increase transparency, visibility, responsiveness, etc., so needed for the 
building trust and confidence). Vendor lock-ins (O2) might further hinder 
organizational flexibility and agility (e.g. as one could not change its cloud provider 
effortless and in a timely manner), while external dependencies (O2) could decrease 
the business value delivered to customers (e.g. due to new requirements coming from 
the cloud infrastructure or the organization is pressured to use specific and expensive 
software licenses coming from the could provider, etc.) and could further decrease 
organizational responsiveness (e.g. due contracting). In terms of technical challenges, 
the maintenance and troubleshooting difficulties (T1), together with the lack of cloud 
support (T3), might require more involvement from upper management (in order to 
assure the commitment of the cloud provider). Also, the architectural and technical 
constraints (T2) and the need to consider quality aspects (T2, T4, such as 
interoperability, security, performance, etc.) might require considerable efforts to be 
made for architecture and design, except for coding and testing. 

4 Results 

The present section discusses the results of the evaluation of agile techniques based 
on the Delphi technique. The results are shown in Table 3, where the techniques are 
sorted by the total number of challenges they are expected to address (shown in 
brackets next to the technique’s name).  

Table 3. Evaluation of Agile techniques based on the challenges they are expected to address 

Agile Technique SOA Challenges CC Challenges 

Extreme Programming (XP) 

Small Releases (20) O1, O6, O7, O8, O10, T1, T2, T3, 
T4, T5, T6, T7 

O1, O2, O3, O4, O6, 
O8, T2, T3 

Planning Game (14) O1, O2, O4, O6, T1, T2, T3 O1, O2, O3, O4, O5, 
O7, T3 
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Table 3. (continued) 

Pair Programming (13) O5, O7, O8, O9, T1, T2, T3, T4, T5, 
T5 

O6, T1, T2 

Whole Team (13) O2, O4, T1, T2, T3, T4, T5, T6 O5, O6, T1, T2, T3 

Continuous Integration (12) O5, O8, O8, T2, T3, T4, T5, T6 O3, O4, T1, T2 

Test-Driven Development (11) O5, O8, T1, T2, T3, T4, T5, T6, T7 T1, T2 

System Metaphor (10) O5, O8, T1, T2, T3, T5, T6 O6, O7, T1 

Collective Code Ownership (7) O4, O5, O7, T5 O6, O7, T2 

Refactoring (6) O5, O8, T5, T6 T1, T2 

Simple Design (5) O8, T1, T4, T5 T2 

Coding Standards (4) O5, O8, T3 T2 

Scrum 

Sprint (20) O1, O6, O7, O8, O10, T1, T2, T3, 
T4, T5, T6, T7 

O1, O2, O3, O4, O6, 
O8, T2, T3 

Sprint Planning Meetings (18) O1, O2, O4, O5, O6, O7, O8, T1, 
T2, T3, T7 

O1, O2, O3, O4, O5, 
O7, T3 

Cross-Functional Teams (17) O4, O5, O6, O7, O8, T2, T3, T4, T5, 
T6, T7 

O5, O6, O8, T1, T2, 
T3 

Product Backlog (15) O1, O2, O4, O8, T1, T2, T3, T4, T7 O3, O4, O6, O8, T1, 
T2 

Spring Backlog (15) O1, O2, O4, O8, T1, T2, T3, T4, T7 O3, O4, O6, O8, T1, 
T2 

Daily Scrum (12) O4, O5, O6, O7, T2, T3, T4 O2, O6, T1, T2, T3 

Scrum of Scrums (9) O4, O5, O6, O8 O6, O7, T1, T2, T3 

Scrum Master (9) O4, O5, O6, T2, T3, T7 O2, O5, T3 

Product Owner (9) O2, O3, T1, T2, T3, T7 O2, O3, O4 

Sprint Review Meeting (5) O1, O5, T4, T3 T3 

Sprint Retrospective (5) O6, O7, O8 O6, T3 

Sprint Burn Down Chart (4) O5, O8 T2, T3 

As seen from Table 3, the agile techniques recommended the most by the experts 
was Small Releases (from XP) and Sprints (from Scrum). Their arguments include 
receiving feedback quickly (e.g. identifying security, interoperability, privacy, etc. 
issues earlier in the development lifecycle), increasing responsiveness to change (e.g. 
limiting the impact of evolving standards on software delivery and cost/time overruns, 
overcoming vendor lock-ins by deploying increments on different cloud 
infrastructures, etc.) and issues (e.g. broken SLAs or QoS contracts), building trust 
and confidence (e.g. through frequent communication, increased visibility and 
traceability, etc.), effective competency acquisition (through learning by doing), early 
delivery of business value, etc. Next, Planning Poker (from XP) and Sprint Planning 
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Meeting (from Scrum) were rated second. The motivation for that was the active 
involvement of customers or customers’ representatives in the development process 
and enhanced collaboration (e.g. resulting in more effective business process 
modeling and analysis by taking into consideration also the technical aspects, whether 
architectural or technical, of the migrated software system, better identification and 
prioritization of customer requirements based on customer value and collective 
estimations, effective identification of possible composition/choreography workflows, 
etc.), early detection of risks due to external dependencies and their timely mitigation 
(e.g. gaining support and commitment by customers and upper management to 
remove impediments coming from external parties), clarification of team 
responsiveness and service ownership (e.g. by identifying external services to be used 
by third parties, who will integrate them, who will test them, etc.), early escalation of 
quality concerns (e.g. compatibility, standards compliance, etc.), etc. The third most 
rated agile techniques were Pair Programming (from XP) and Cross-Functional 
Teams (from Scrum). Among the reasons for recommending these techniques were 
more effective acquisition of competencies and expertise (e.g. through daily 
knowledge transfer between programming pairs, homogeneous distribution of 
knowledge and expertise within the cross-functional team, etc.), managing increased 
complexity (e.g. through highly collaborative and knowledgeable workers), increased 
team responsiveness and support (e.g. team support for issues troubleshooting and 
resolution, improvement of used tools and procedures, identifications of impediments 
and external dependencies, etc.), secured quality in terms of security, interoperability, 
performance, etc. Other agile techniques, highly rated were Whole Team and 
Continuous Integration (from XP) and Product Backlog, Spring Backlog and Daily 
Scrum (from Scrum). 

Based on the presented results and following the Pareto principle (80% of the 
effects come from 20% of the causes) [64], we would recommend that an 
organization, migrating to the Service Cloud Paradigm and interested in Agile 
Software Development, should start with small releases (or sprints), incorporate 
planning meetings similar to either Planning Game or Sprint Planning Meeting, and 
encourage Cross-Functional Teams. Afterwards, it might continue with Product / 
Sprint Backlogs, Daily Scrums, Continuous Integration and On-Site Customer in 
order to further address the challenges of the migration process. Finally, as all 
examined agile techniques have the potential to contribute to the Service Cloud 
Paradigm, an organization might also consider full implementation of either XP or 
Scrum (or a hybrid), as this will ensure cohesiveness and will allow the organization 
to take full advantage of these methods. 

5 Conclusions 

Agile methods and techniques have the potential to address many of the challenges 
possessed by the Service Cloud Paradigm. Thus an agile service- and cloud-oriented 
modernization method could be reasonable not only because the target organization 
might had already adopted the agile values and principles, but also because it 
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promises to overcome the challenges of migrating to the Service Cloud Paradigm. The 
future work is the identification of challenges from other related areas as Model-
Driven Development and Software Modernization, and the development of a 
complete agile method to support organizations in the adaptation of their legacy 
systems to the Service Cloud Paradigm. 
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Abstract. In many domains, there are tasks for which no strict process can be 
prescribed, but which require the expertise of case managers who work with in-
formation from a broad set of sources. To support case managers’ highly indi-
vidual work, we present an approach that enables them to structure their work 
along a flexible agenda and a diverse collection of artifacts. We propose a 
cloud-based architecture for annotating artifacts with document- and content-
level metadata to support case managers’ cognitive effort of organizing, relating 
and evaluating the multitude of artifacts involved in each case, and describe a 
tool that provides a consolidated environment for working with artifacts from 
heterogeneous sources.  

Keywords: case management, agendas, artifacts, annotations, cloud storage.  

1 Introduction 

Business process management and workflow management ensure that process in-
stances follow the definitions and guidelines described in the form of process models. 
This works nicely for all kinds of processes that are well-understood and highly struc-
tured. Such business processes tend towards automation (as a consequence of ongoing 
industrialization) [1]. Usually, however, certain parts of business processes cannot be 
automated; very often, they cannot even be described in detail. They are less struc-
tured and depend much more on the expertise of a responsible person (called a case 
manager in the following). Very often, such a case manager does not follow a prede-
fined process model, but a more or less coarse agenda that he arranges flexibly as the 
case demands. Here we leave the traditional field of business process management 
and arrive at so called case handling [2]. In case handling, we observe that case man-
agers employ other cognitive approaches for planning and structuring their work than 
they would need to “blindly” follow predefined processes. Besides the agenda, the 
artifacts that the case manager works with are in the focus of the attention, and a lot of 
cognitive effort is spent on finding them, relating them, evaluating them, basing deci-
sions on them, etc. To support these activities, case managers form a mental model of 
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the information landscape and the relevance and relations of all information fragments 
(artifacts) that takes a lot of effort and focus to keep in one’s head without suitable 
tool support. 

In this paper, we introduce a cloud-based toolset for flexible agenda and artifact 
management. The toolset has been developed in the context of our research agenda 
concerning the support of case manager. Based on the observation that some business 
activities cannot be expressed by process models, but are highly dependent on search-
ing, exploring, and extracting knowledge from a broad body of information stemming 
from various (enterprise-internal as well as publicly available) data sources of differ-
ent format and nature, we provide a workspace for artifact-oriented working in  
business processes.  

In summary, the contribution of this paper is as follows: 

• We introduce the notion of knowledge-intensive business processes to indicate that 
business processes may contain parts cannot be exhaustively described a priori. 

• We introduce the notion of flexible agendas, which let case managers organize 
their process work in different styles. 

• We introduce the notion of a workspace, which supports knowledge work that is 
completely artifact-oriented. 

• We introduce a mechanism for annotating artifacts that is independent of their file 
format and source location, by storing all annotation in a central cloud service. 

In the following section, we introduce the core concepts of case management. Section 3 
then discusses an architecture for annotating artifacts with metadata in a unified way, and 
storing those annotations in a central cloud service. Sect. 4 gives an overview of a toolset 
supporting case managers. We conclude with a discussion of related work in Sect. 5 and 
an outlook on further research in Sect. 6. 

2 Agenda- and Artifact-Driven Case Management 

Even though the tasks of a case manager do not have a clearly defined internal struc-
ture (and therefore cannot be supported by traditional workflow management sys-
tems), we believe that solving these tasks can be tool-supported. Our mechanisms 
focus on supporting different working styles of case managers in their knowledge 
work, where they shall be free to plan and structure their work according to the cogni-
tive approach that seems most useful to them. To accomplish this, we introduce the 
concept of agendas (Sect. 2.1) and the notion of a workspace containing all relevant 
artifacts (Sect. 2.2). Artifacts are documents, links, e-mails and all the other data 
sources needed by the case manager during completion of the task. (At this time, we 
do not explicitly consider collaboration with other stakeholders and experts. However, 
artifacts can also link to shared repositories like Google drive. These shared sources 
constitute another important class of data sources, and context comes into play as a 
third class of data source when the case manager is not office-based, but works on 
location with a mobile device [3]. The explicit integration of collaborative and mobile 
aspects into the approach is subject of our ongoing work.) 
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We will introduce the concepts of agendas, templates and artifacts using an 
example from the rehabilitation management domain in the context of disability 
insurance. Here, for certain kinds of injuries, rehabilitation managers are responsible 
for driving the medication and therapy process in order to avoid unnecessary costs 
and to ensure quick recovery of the injured person. While some of the activities 
performed by a rehabilitation manager can be explicity defined and supported by 
structured dialogs and algorithms, the details of certain other parts (such as selecting 
the most appropriate care provider) are rather undefined: For these parts, it is not 
specified in detail what has to be done at which step, what kinds of information 
sources have to be considered, and what kinds of data have to be produced – we just 
know that the task requires and produces certain input and output artifacts, and may 
have a coarse agenda as an informal guideline for what needs to be done to complete 
the task. The following scenario illustrates this:  

 

Fig. 1. Structured and unstructured parts in a rehabilitation control process 

Case manager Smith, working for the disability insurance company TakeCare, is 
responsible for the rehabilitation management of the insured person Mr. Miller, who 
has been injured with a comminuted femoral neck fracture. Supplied with input 
sources such as Miller’s past medical history and diagnostic data, Smith first needs to 
create a healing plan for this patient. Since there is no pre-defined process for this 
task, it is represented by the “generate healing plan” element in Fig. 1. As a guideline, 
Smith only has a coarse agenda at his disposal. Working with this agenda, Smith 
creates a healing plan, which is the input for the following task “monitor therapy”. In 
the context of both unstructured tasks, Smith has to carry out numerous activities 
whose execution, repetition or omission is not predefined, but depends on the pecu-
liarities of each case. Smith also has to produce certain deliverables only known with-
in each task, and some deliverables relevant to the surrounding structured process as 
well (e.g. the therapy evaluation report). To do so, he has to access various external 
sources, such as rankings of care providers’ performance, etc. While working in the 
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unstructured parts, Smith also produces intermediate results that can be processed by 
activities in the structured process parts, while the unstructured task is still being 
solved. For example, in the “generate healing plan” task, Smith can issue requests to 
the claims management department, whose responses are available to Smith as he 
works on the task. Ultimately, as the therapy is completed, the process continues in a 
structured way again: Processing the therapy evaluation report and the invoices from 
care providers are pre-defined standard activities that can be expressed as traditional 
business processes.  

In the following subsections, we will show how case managers can be supporting 
methodically and technically in working on unstructured, knowledge-intensive tasks 
like the ones described in the above scenario. 

2.1 Agendas 

In an unstructured process part, the notion of an agenda is of central importance. An 
agenda (usually derived from a template or best practice for a certain case type) con-
tains links to and names of all entities that a case manager puts on the list of things he 
plans to consider. If starting from an activity-driven perspective, first-class agenda 
items are activities that are candidates for execution. If the perspective is more arti-
fact-oriented, then first-class agenda items are any form of artifacts (files, documents, 
web pages etc.) and other sources of information. If the perspective is more structure-
driven, first-class agenda items are key entities of the task’s domain. In the given 
scenario, for example, “healing plan”, “care providers” and “therapy” are such key 
domain entities. This structure-driven perspective allows allocating activities, infor-
mation sources and documents around key entities of the case domain.  

Generally speaking, a case manager does not have a single perspective. Instead, 
some parts of his work might be activity-driven, others more determined by artifacts, 
and selected key domain entities might be used for collecting activities and docu-
ments under the roof of one keyword. Other ways of structuring items are allowed as 
well, e.g. along the lines of communication partners, along a timeline, alphabetically 
or in any other way the case manager considers most useful for organizing his work.  

Our notion of an agenda supports these arbitrary mixes of perspectives by just us-
ing the general notion of agenda items, and by supporting hierarchies of agenda items 
in order to support different levels of abstraction. Agenda item hierarchies can be 
arbitrarily linked with each other. If, for example, an activity such as “generate heal-
ing plan” is linked to the domain entity “healing plan”, then this may be interpreted to 
be an activity which works on a healing plan. With this rather broad notion of agendas 
and agenda items, each case manager can use agendas according to his preferences. 

2.2 Artifacts 

The solution of an unstructured task rarely can be accomplished by following a purely 
activity-driven agenda. Rather, one of the most frequently performed activities of a 
case manager is to search and explore information related to the case. He will access 
multiple information sources, both internal and external ones, some of which are 
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structured, while others are not. Based on the information gathered, he builds a mental 
model of the way he wants to solve the case. We collectively call all information that 
the case manager gathers artifacts. He can work with these by combining, evaluating, 
rating and relating the information they contain. For such situations, the paradigm of 
working along an agenda is expanded by the paradigm of handling individually as-
sembled universes of information. To support this style of working, we introduce the 
notion of workspaces. 

In the example scenario described before, the healing plan is a key artifact. This arti-
fact may be based on generally accepted therapy plans, but it may also deviate from these 
mainstream plans due to certain patient-specific risks. In this case, a rationale for the 
deviation from the plan, or a scientific report describing the alternative therapy, can be 
researched and attached to the healing plan by the case manager.  

The case manager organizes the artifacts for a task in the workspace provided by 
our toolset, as shown in Sect. 4. He can include information and documents from 
heterogeneous sources, he can arbitrarily associate artifacts in his workspace with 
each other, and he can annotate these artifacts and associations with metadata as dis-
cussed in the following section. In the course of the task’s completion, the case man-
ager will dynamically re-arrange and relate the artifacts in his workspace as he  
accesses further sources of information and evaluates the collected information.  

3 Cloud-Based Artifact Annotations 

Actors driving knowledge-intensive processes are known to evaluate gathered arti-
facts using annotations. They may add metadata such as comments, tags and ratings, 
and they highlight content. We can find such annotations on two different levels: on 
the artifact level, where they refer to the complete documents, e-mails, web pages etc. 
as a whole; and on the content-level, where they concern specific fragments, elements 
and bits of information that are part of the whole artifact. 

In this section, we initially propose requirements and challenges in the context of 
annotation support. We then propose a system architecture that enables knowledge 
workers to annotate any kind of document regardless of its format and source. 

3.1 Requirements and Challenges 

Most commonly available artifact editors and viewers provide basic support for anno-
tating the artifacts they can process. But in some cases, the features differ: Microsoft 
Word documents, for example, can be annotated on the artifact and content level. 
Adobe Portable Document Format (PDF) files can also be annotated on both levels, 
but usually the artifact-level annotation is read-only for PDF viewers. Both file types 
support similar artifact and content-level annotation features such as tagging, adding 
comments and highlighting text, although commenting is limited to the content level 
in PDF files. Limited support for rating artifacts is incorporated in the Microsoft 
Windows operating system, but only applicable to certain image file types. 



 Cloud Storage of Artifact Annotations to Support Case Managers 97 

 

In order to make it easier for case managers to apply and work with meta informa-
tion on the artifacts they deal with, we propose two basic requirements to be satisfied 
by IT support for case management: Ensuring annotation support for a wide range of 
heterogeneous artifact types and sources, and providing a homogeneous user expe-
rience independently of the artifact type and source. Given these requirements, we can 
identify several challenges that have to be coped with in order to support annotations 
of artifacts, which will be discussed in more detail below: 

• Missing write permissions: Where to store annotation information? 
• Missing annotation support in artifacts’ document/data model: How to store an-

notation information? 
• Inconsistent user interfaces: How to provide similar user experience for annotat-

ing different types of artifacts with different editors? 

Missing write permissions are a problem whenever third-party information shall be 
annotated or organizational rules prohibit manipulation of data. Sometimes the artifact 
itself is read-only (e.g. some PDF files). In many cases, the underlying file system 
may not be accessible, e.g. remote web pages and reference sections in corporate 
intranets. It is obvious that annotations cannot be stored in such files and locations. 
Due to the unpredictable and multi-variant nature of data access in knowledge-
intensive processes, we assume that issuing general write access – whether pre-
arranged or granted on-demand – is not feasible. Therefore, any solution to support 
annotations of heterogeneous artifacts must involve some external storage for the 
meta information of sources to which the case manager does not have write access. 

While many formats such as Word and PDF documents, as well as JPEG images, 
provide annotation support, missing annotation support in the artifact’s file format 
is a problem for many artifact types. For example, HTML supports only artifact-level 
annotations (by way of META tags in combination with a profile like the Dublin Core 
[4]) For images, comments can be stored in the “comment” field as part of text 
chunks in the PNG specification or with the “COM” marker in the JPEG specifica-
tion. In addition, there are standards like EXIF and XMP [5] that allow the integration 
of artifact-level annotation information into media. However, simple artifact types 
like plain text files do not have such complex data models and hence neither support 
artifact- nor content-level annotations. It is therefore not yet feasible to store and ex-
change both artifact- and content-level annotation information within the data models 
of all kinds of artifacts. 

Finally, due to the heterogeneity of file editors and viewers, there are many incon-
sistent user interfaces for annotating artifact – both on the command level (i.e. which 
menus, buttons or hotkeys are required to annotate an artifact), and on the display 
level (i.e. how the annotation is represented visually). Consequently, every time the 
case manager uses a previously unknown viewer or editor for a new artifact type, he 
has to adapt how he works with annotations, which affects his efficiency – especially 
since he has to keep switching between many different artifact types in the course of 
his work.  
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In the following subsection, we therefore suggest a solution that provides an inter-
face that standardizes the user experience and solves the storage and access problems 
highlighted above.  

3.2 Architecture for Annotation Storage 

We believe that the first two challenges mentioned above require a centralized, sepa-
rate storage space for annotation information and other meta data referring to the arti-
facts from many decentralized sources. 

This storage can be implemented as an annotation service that is part of a private 
document cloud. The server in the cloud hosts an Annotation Management component 
and an Annotation Service component. To unify the user experience and smoothly 
integrate the proposed cloud service into the client, each viewer/editor application 
must be equipped with an Annotation Add-On that interacts with the server (Fig. 2). 

 

Fig. 2. Coarse architecture of cloud-based annotation service 

The Annotation Management component encapsulates the database connection. It 
also provides annotation management functions to the Annotation Service interface 
component. The latter component can be a representational state transfer (REST) 
service providing basic operations to the application add-ons. 

For the client side, since different artifacts have to be annotated, an approach using 
add-ons allows us to extend the basic functionality of different artifact editors and 
viewers (this approach also solves the problem that some editors or file formats do not 
have any built-in means for creating annotations). The proposed Annotation Add-On 
consists of two components, the Annotation Editor and the Annotation Viewer. The 
Annotation Editor provides a user interface to manipulate annotation information, i.e. 
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editing properties like comments, ratings, tags etc., while the Annotation Viewer is 
responsible for showing existing annotations. 

In order to integrate the Annotation Add-on into a client application (e.g. a browser 
or word processor), it binds itself as an event listener in the client application. In order 
to provide a unified user experience, it is vital that it reacts to the same events in each 
client application (e.g. a particular keyboard shortcut), in order to open the Annotation 
Editor from within the web browser or word processor. 

To display annotations, each Annotation Add-On uses the capabilities of its sur-
rounding client application to produce visually similar annotation presentations. For 
this purpose, it may reuse existing annotation capabilities, e.g. the commenting func-
tion of PDF and Word documents. If dedicated capabilities are missing, the Annota-
tion Add-On may employ formatting functions to achieve similar representations – for 
example, highlighting text in a browser could be achieved by formatting the annotated 
text with a yellow background. 

Given such add-ons for the various artifact viewers that case managers work with, 
they will encounter a unified user interface (and have a central, source-independent 
storage facility) for all meta data that they associate with the artifacts relevant to their 
case. This means that they do not need to spend cognitive effort in dealing with the 
differences of the various viewing tool, or even the impossibility of annotating arti-
facts from certain sources, and can instead focus on the contents of the artifacts and 
their meaning and relevance for the case at hand. 

4 Case Management Toolset 

In this section, we describe a user interface prototype of a case management toolset 
implementing the concepts introduced in the previous sections. It is currently imple-
mented for the Microsoft Windows platform as a prototype. We will describe it using 
the example of controlling long-term rehabilitation of patients by insurance case  
managers. 

To help the case managers to keep an overview of their progress on each case, find 
information relevant to it and work with it, the interface of the toolset provides three 
window panes, as shown in Fig. 3: The agenda pane on the left displays the agenda 
items that need to be worked on during the traversal of this case. The initial popula-
tion of the agenda can be managed using templates. So agenda templates are designed 
to facilitate functions similar to workflow management, but for knowledge-intensive 
processes.  

Clicking on any agenda item will bring up all associated artifacts in the artifacts 
pane – the main workspace – in the middle. These can be excerpts from or links to 
web sites or intranet pages, data and documents provided by third-party services, as 
well as information clipped from spreadsheets, manuals or other documents, e-mails, 
contacts and appointments, and even notices written by the case manager himself. 
Artifacts displayed here may have associated annotations that are drawn from the 
central cloud storage. The source pane on the right provides detailed views of the 
various artifacts that are relevant to a case, as well as the data sources from which 
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those artifacts are imported – it is essentially a combined web browser and document 
viewer. To enable case managers to work with a broad range of artifacts, the toolset 
does not implement editing and viewing logic itself, but instead embeds existing ap-
plications such as web browsers or word processors as needed.  

 

Fig. 3. User interface prototype of toolset with agenda, artifact and source panes 

When the case manager picks up a new rehabilitation case, the agenda is filled with 
the items of the organization’s rehabilitation case template, and the artifacts pane is 
populated with the input artifacts that describe the case, such as the patient’s diagno-
sis. With this, the case manager can begin working on the case: Rather than following 
a step-by-step process, he may decide upon reviewing the input artifacts that addition-
al agenda items are necessary – for example, obtaining additional information on 
counter-indications against particular medications, if the patient has other chronic 
conditions. He can therefore refine the agenda by adding the respective activities to 
the more coarse key elements found in the template. Since the agenda items aim to 
guide the task solution, the case manager can annotate them with further attributes he 
finds helpful to structure his work. For example, the case manager may categorize 
agenda items by denoting them as “actions”, “checkpoints”, “reviews” etc., and can 
attach deadlines, completion percentages or other organizational attributes to them. 
The tool can use this information to present accordingly filtered views on the artifacts, 
to remind the case manager of upcoming deadlines, or to give an overview of open 
issues that will help him to organize and prioritize his work in a particular case. 

As the case manager is working on an individual patient’s rehabilitation progress, 
he needs to consider a number of aspects that are prescribed in the agenda, such as the 
patient’s diagnosis and living conditions, recommended therapies, and the location 
and qualification of suitable care providers. To research information on these and 
other aspects relevant to the case, the toolset provides a consolidated interface for 
accessing and excerpting a broad spectrum of data sources: the source pane can 
embed applications for showing web or intranet pages, spreadsheets, documents, 
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third-party data services, e-mails, etc. A set of bookmarks (defined case-
independently in the agenda, but editable and extendable on a case-by-case basis) 
provides quick access to relevant data sources for the case’s domain. 

When the case manager finds relevant information while browsing a source docu-
ment, he can copy & paste excerpts or drag & drop the whole document into the arti-
fact pane. The toolset in that case records the copied information (if feasible for that 
artifact format), and also a reference of the source where it was found, to enable the 
case manager to come back to this source for updated information later if necessary. 
In the source window, the case manager can also use the annotation features provided 
by the embedded applications’ annotation add-ons. Besides ensuring a consistent user 
experience when working with annotations in the toolset, the cloud-based annotation 
service also ensures that the annotations will remain associated with the artifacts even 
when they reside in remote sources that cannot be copied locally. 

The extracted artifacts are displayed in the artifacts pane as labeled icons, which 
can be visually set in relation with each other through free arrangement on the pane. 
Further visual cues can be added, such as connecting lines for relationships and out-
lines for groupings. The user interface provides simple drawing tools for this purpose. 
As shown in the middle of Fig. 3, for example, the case manager might cluster infor-
mation related to the healing plan, and relate it to specialist information such as medi-
cal studies and risk assessments. 

To associate the artifacts with agenda items that they are relevant for (e.g. with the 
agenda item “Therapy”), they can be dragged and dropped onto the respective item. 
When a user then clicks on an agenda item, only the associated artifacts, their annota-
tions and their mutual relationships will be displayed, in order to introduce some 
structure into what may grow into a large collection of artifacts. 

Ultimately, the case manager will complete the case by creating an “output arti-
fact” that is passed to the following more structured steps of the business process that 
this unstructured task has been embedded in. 

5 Related Work 

Our work belongs to the field of approaches that support the execution of those parts 
of business processes that cannot be reasonably described in a structured manner. The 
related literature calls these types of processes “semi-structured processes”, “know-
ledge-intensive business processes” [2], “case-oriented business processes” [6], “ad-
hoc processes” [7], “weakly-structured business processes” [8], “flexible processes” 
[9], “knowledge work” [10], “dynamic case management” [11] or “adaptive case 
management” [12]. 

A prominent approach to describe processes with a certain variability in following 
a defined control flow is the “case handling paradigm” as developed by van der Aalst 
et al. [2]. There, a case consists of activities, data objects, precedence relations be-
tween activities, and relations between them, as well as a state space used to describe 
the current state of activities and data objects. Our approach also focuses on required 
data objects and defined goals of unstructured activities. However, our approach does 
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not prescribe any precedence relation or control flow definition for their internal 
steps. Instead, we provide an agenda as a guideline to case managers, but no explicit 
order of agenda items or control flow elements that would introduce some notion of a 
structured process. 

A further approach called “activity schemes” is presented by Schmidt et al. in [8]. 
They describe knowledge activities as a graph of knowledge action nodes that in-
cludes relations between activities, applications, and resources. In contrast to this 
knowledge-focused approach, we focus on steps that have to be taken and goals that 
have to be achieved during a task’s completion.  

Pinto et al. propose an approach called “goal-oriented and activity-based workflow 
modeling” [13]. In their domain model for case management, they integrate the data 
flow with control flow elements and specify the completion of actions through pre- 
and post-conditions of data objects. The relation of activities is determined by produc-
tion of data in certain states (the achieved goals). With our use of input and output 
artifacts for instantiating and completing a task, we apply a similar mechanism. Addi-
tionally, our approach strictly separates the structured parts of a business process (or-
dered activities with control flow and decisions) from the unstructured parts (with 
defined input and output artifacts, but without any assumptions about the internal 
control flow), and we do not aim to provide a mixture of both.  

To provide support through tools and workspaces, Pinto et al. describe the “work 
list” concept, which is used to keep goals and activities that have to be considered by 
the case manager [13]. Holz et al. use a “task list” as a central concept for supporting 
case management [14]. This task list, particularly, is comparable to our agenda due to 
the possibility of relating resources to task list items. 

Besides the research community, industrial key players also provide solutions to 
support case management. Forrester [15] identified Pegasystems, IBM, EMC, Appian, 
Singularity and Global 360 as leading software vendors in this field. However, their 
tools do not focus extensively on agendas, artifacts and annotations as described here.  

6 Conclusion 

In this paper, we introduced an approach for handling segments within a structured 
business process that cannot be executed according to a pre-defined series of steps, 
but whose completion relies extensively on the expertise and judgment of a case man-
ager who works with a broad spectrum of data sources in order to arrive at results.  
To support work on such tasks, we introduced the concepts of agendas to guide the 
case manager, and the artifact workspace in which he can collect, annotate and eva-
luate relevant data from highly heterogeneous resources. Besides these conceptual 
foundations, we described mechanisms for storing artifact annotations in a central 
cloud-based storage, independently of the source artifacts’ format and location, and 
presented a user interface prototype toolset that provides a unified user experience for 
the case manager’s tasks. Since the (possibly quite voluminous) artifact information is 
stored in the cloud, it enables the case manager to access it from anywhere, even if he 
is using a portable device in a process requiring mobility (e.g. visiting patients). 
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By having all relevant information consolidated in one tool, being able to relate 
them and go back to their sources if necessary, we expect to free case managers from 
a significant cognitive load that the operational aspects of their research work would 
otherwise impose on them. A particular feature that supports case managers’ natural 
cognitive processes is that the approach combines the hierarchical thought patterns 
typically employed in planning activities (i.e. the aspects expressed in the tree of 
agenda items) with the networked relationships found in knowledge representations 
such as documents and information sources, which are modeled by the graph structure 
of the artifact workspace. 

In our ongoing work, we are extending our approach with mechanisms for moni-
toring the steps taken to resolve a case, and deriving agenda template optimizations or 
data source suggestions from them that can be used in other cases. These steps occur 
in collaboration with case managers who give feedback on their work patterns and 
strategies, in order to ensure the effectiveness of the approach in practice. Future re-
search subjects include the explicit support of collaborative work in the completion of 
unstructured tasks, as well as support for mobile case handlers who directly interact 
with their environment. For these users, we expect the central cloud storage to also 
enable much more flexible work since all information and metadata can be retrieved 
from any place, regardless of its original source location. 

Acknowledgments. The authors would like to thank Alexander Kalinowski and  
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Abstract. The emerging transformation from a product oriented econ-
omy to a service oriented economy based on Cloud environments envi-
sions new scenarios where actual QoS mechanisms need to be redesigned.
In such scenarios new models to negotiate and manage Service Level
Agreements (SLAs) are necessary. An SLA is a formal contract which
defines acceptable service levels to be provided by the Service Provider
to its customers in measurable terms. This is meant to guarantee that
consumers’ service quality expectation can be achieved. In fact, the level
of customer satisfaction is crucial in Cloud environments, making SLAs
one of the most important and active research topics. The aim of this
paper is to explore the possibility of integrating an SLA approach for
Cloud services based on the CMAC (Condition Monitoring on A Cloud)
platform which offers condition monitoring services in cloud computing
environments to detect events on assets as well as data storage services.

Keywords: SLA, WS-Agreement, requirements, renegotiation.

1 Introduction

Cloud computing is emerging as a new computing paradigm and it is gaining in-
creasing popularity throughout the research community. One aspect of the cloud
is the provision of software as a service over the internet, i.e. providing applica-
tions (services) hosted remotely. Ideally, these services do not require end-user
knowledge of the physical compute resource they are accessing, nor particular
expertise in the use of the service they are accessing. Whilst the cloud offers op-
portunities for remote monitoring of assets, there are issues regarding resource
allocation and access control that must be addressed to make the approach as
efficient as possible to maximize revenues. From the service provider perspective,
it is impossible to satisfy all customers’ requests and a balance mechanism needs
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to be devised through a negotiation process. Eventually, such a process will end
up with a commitment between provider and customer. Such a commitment
is a commercial contract that guarantees satisfaction of the QoS requirements
of customers according to specific service level agreements(SLAs). SLAs define
the foundation for the expected level of service agreed between the contracting
parties. Therefore, they must cover aspects such as availability, performance,
cost, security, legal requirements for data-placements, eco-efficiency, and even
penalties in the case of violation of the SLA. The QoS attributes need to be
explicitly defined with clear terms and definitions by SLAs which exhibit how
service performance is being monitored, and what enforcement mechanisms are
in place to ensure SLAs are met [1].

Although the cloud computing research community recognises SLA negotia-
tion as a key aspect of the WS-Agreement specifications, little work has been
done to provide insight on how negotiation, and especially automated negotia-
tion, can be realised. In addition, it is difficult to reflect the quality aspects of
SLA requirements. The scope of this paper is to present a Cloud environment
where an SLA protocol may be designed and developed for the management of
the negotiation, the monitoring and the renegotiation phase of the agreed terms.
We intend to integrate this tool into the CMAC (Condition Monitoring on A
Cloud) platform [7] which offers a range of analytical software tools designed to
detect events on assets and complex systems as well as data storage services. For
this purpose, we choose the WSAG4J framework [2] which is an implementation
of the WS-Agreement standard [6] from the Open Grid forum (OGF). It pro-
vides comprehensive support for common SLA management tasks such as SLA
template management, SLA negotiation and creation, and SLA monitoring and
accounting. In the rest of this paper we present in Section 2 the CMAC platform
and in Section 3 general concepts of SLAs. In Section 4 we introduce our SLA
protocol and in Section 5 we draw attention to some aspects related to its design
and integration in the CMAC platform that we expect to address at this early
stage with particular focus on the SLA renegotiation protocol. Finally, Section
6 concludes this paper.

2 CMAC Project

The CMAC project [7] provides a platform that allows people to run compute-
intensive research in an ordered manner over the internet. CMAC operates in a
manner that combines state of the art pattern search capability with a software-
as-a-service platform called YouShare [8]. CMAC brings the process of condition
monitoring in cloud computing to deliver an integrated monitoring service that
combines monitoring information across geographical locations, thus delivering
a powerful solution at low cost. In a typical application, asset data may be
distributed across a number of sites, e.g. data from sensors distributed across
one or more assets of different sites are uploaded to the cloud computing platform
where condition monitoring takes place.
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Fig. 1. CMAC top-level overview

Figure 1 presents a top-level overview of the CMAC components. The
YouShare platform is the central computing component which heads up the
whole system. The Remote Monitoring component encapsulates the process of
accessing the system to monitor assets from remote locations. The Software Li-
braries provide various services among which monitoring, scheduling, pattern
recognition and visualization. The system maintains a scheduler service which
recognizes data uploads and deploys pattern search services on the data.

The Search Model Generator builds the models that are used to monitor the
data. The pattern search services form the core of the condition monitoring
process. They are currently developed around the AURA-Alert software [3–5]
which is capable of rapidly detecting novel patterns in the data set. Since CMAC
is built upon YouShare, any software can be used to process data, as long as the
operating system that hosts the software can be run as a virtual machine. The
pattern search requires raw data and a search model to generate monitoring data.
A model defines the configuration of the pattern search, i.e. search parameters
and patterns to be searched for. Models are used to generate monitoring data
and visualizations of an asset using the data from the sensors. Then, a specialist
engineer can analyse the monitoring data and reconfigure the model. CMAC
considers three types of data (not including associated metadata): raw data is
the monitoring information and are continuously uploaded to the system from
the assets being monitored; model data (search model) is the specification of the
pattern search; monitoring (output) data is the result of the monitoring service
on raw data by employing a model data. A field engineer uses the monitoring
data for managing, maintaining and planning the use of the asset.

The high level picture of the CMAC architecture and its data flows are pre-
sented in Figure 2. Currently, the CMAC platform focuses on two main tasks:
Pattern Search and Visualization Data Generation. Pattern search is a more
intensive service which continuously process data streams uploaded from exter-
nal assets. In addition, an initial data rendering is carried out with the support
of several levels of interactive viewing. The CMAC cloud carries out condition
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monitoring upon arrival of raw data using the search models. Data process-
ing is carried out on various execution nodes which can be located on different
sites. The outputs are archived as a matter of course, but they are also sent
to a further service which processes the data for remote visualization on a web
browser. A combination of pre-rendered graphical objects and asynchronous re-
quests for raw data provide CMAC with a richly interactive rendering of the data
within acceptable processing times. Users can also use the Signal Data Explorer
(SDE) [17] on their desktop to interact with the portal based tools for analysis
and visualization. CMAC can be configured to have sufficient virtual machines
constantly available, with services ready to handle data as soon as it is up-
loaded. The existing technologies used to build CMAC are presented in the next
subsections.

Fig. 2. CMAC architecture and data flows

The project, “Harnessing Large and Diverse Sources of Data Condition Mon-
itoring on a Cloud (CMAC)” Ref: 5175-33386, is funded by the Technology
Strategy Board (TSB). The CMAC academic and industrial partners are the
University of York, Cybula Ltd. and DTP Group.

2.1 YouShare Platform

The YouShare platform is a development of the CARMEN project (Code Anal-
ysis, Repository and Modelling for E-Neuroscience) [9, 14, 15] which provides
a unique virtual neuroscience laboratory; an infrastructure for using and shar-
ing data, tools and services that is now in regular use by neuroscientists. The
YouShare infrastructure extends the CARMEN platform and allows researchers
from any discipline to create collaborative groups through which to work using
shared data and software accessed though a web portal.



Designing an SLA Protocol with Renegotiation to Maximize Revenues 109

YouShare allows users to upload raw data sets, to describe them with ex-
tensive metadata, to store output data produced by the execution of services,
and to apply sharing policies on them. YouShare allows users to create their
own services, run these against data held in the system, and to share their
services with other YouShare users. The service is then executed and upon com-
pletion, the YouShare portal stores the output and displays the result to the
user. In YouShare, requests from the portal are handled by servlets, which cre-
ate YouShare job requests that are passed to the Storage Resource Broker (SRB)
and the Service Manager of the execution nodes. YouShare is capable of running
any operating system within a virtual machine, and thus any uploaded software
application without needing to port it to its appropriate OS, consequently re-
ducing programming overheads. Upon job completions, results are sent back to
the servlets where they are packaged and made available through the portal.

The YouShare system operates as Cloud and Software as a Service Model. It
is underpinned by compute and data resources at the University of York and
forms part of the White Rose Grid computing infrastructure [16].

2.2 Signal Data Explorer

The Signal Data Explorer (SDE) [17] is a Cybula’s time-series pattern matching
engine and data visualization tool. It is a stand-alone product supported by
Windows operating system which provides functionalities for visualization and
exploration of time-series data sets, to create and manipulate models as search
queries, to search for pattern matches in raw data, to manipulate search models
based on the monitoring results. CMAC exploits the components of the SDE
and makes its functionalities available for remote monitoring on any HTML5
browser from any operating system.

2.3 AURA-Alert

AURA-Alert [3–5] is a novelty-detection plug-in for SDE, designed to detect
anomalies in signal data from complex assets. It is particularly simple to use and
set up. It scales very well to large volumes of data and may be used on historical
and real-time data feeds. AURA-Alert is also part of CMAC to provide support
for remote monitoring services.

3 SLA Concepts

Recently, the WS-Agreement standard has been widely adopted for most of the
projects where SLAs are being implemented [2, 10, 11] However, several SLA
alternatives have been developed due to WS-Agreement limitations. A compari-
son of SLA use in six of the european commissions FP6 projects is presented in
[18].

In this project our work will be based on the WSAG4J framework which
implements an SLA Engine Module. This module provides a generic implemen-
tation of a WS-Agreement based SLA engine. WS-Agreement is a Web Service
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Fig. 3. Structure of a negotiation offer

protocol developed by GRAAP-WG from the OGF[6]. It implements the stan-
dard functionality for processing and creating agreement offers, monitoring their
states at runtime, and evaluating and accounting agreement guarantees [6]. Be-
sides, agreement acceptance policies and business logic for instantiating and
monitoring SLA aware services can easily be plugged in.

Providers produce agreement templates which present the services and de-
scribe their properties. The WS-Agreement defines the SLA structure as an
agreement template consisting of four blocks (see Figure 3):

– Name is optional and contains the name of the agreement. It is not the
agreement identifier but just a human identification.

– Context contains information on the parties that created the agreement.
Thus, the context defines both agreement initiator and agreement responder.
Such fields can contain any arbitrary domain specific description of each
party in order to resolve them to real world, e.g. an endpoint reference or
a distinguished name that uniquely identifies the party. These details are
mandatory, but the specification allows the service provider to extend them
with more agreement details.

– Terms contains all service requirements and guarantee terms related to as-
surances and commitments between client and service provider (see Section
4 for more details).

– Creation Constraints provides some information to control a negotiation
process. Negotiation constraints are used by a negotiation participator to
define the structure and possible values that can be considered for counter
offers. They are a means to express the requirements of a negotiation party.
This block only appears on the negotiation template.

SLA negotiation [12, 13], creation and renegotiation of agreements are based
on the WS-Agreement specification [6], which follows a Discrete-Offer-Protocol
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message exchange. The negotiation starts with the client requesting SLA tem-
plates from service providers. Once the two parties come to a final agreement
it is possible to monitor the quality of the requested services during runtime.
By evaluating the individual service term states it can be deduced whether an
agreement is fulfilled or risks to be violated if no appropriate countermeasures
are taken. Thus, an intelligent resource management mechanism is required for
maximizing revenue and minimizing SLA violation penalties. In general, the ful-
filment of an agreement is crucial for determining whether a contractual penalty
has to be paid from the service provider or the service consumer.

4 SLA Protocol Design

Most research up to now provides little insight on how negotiation, and in partic-
ular automated negotiation, can be realised. In addition, it is difficult to define
the quality aspects of SLA requirements. Here, we design our SLA protocol which
will be integrated in the CMAC platform (see Figure 4). For this purpose, the
main challenges that we tackle in order to provide QoS guarantees, are mainly
four:

– the identification of the QoS properties, i.e. its requirements and terms, and
their publication in the SLA Template;

– the decision process to accept, reject, or renegotiate the counteroffer in the
negotiation process;

– SLA violation monitoring based on the agreed terms;
– the contract renegotiation protocol.

With regard to the first issue, it is not currently tackled by the WS-Agreement
specification. We have decided to structure the SLA template distinguishing
between requirements and terms (see Figure 3). We assume requirements to de-
scribe sufficient conditions required by the service to be executed. More precisely,
a service might have need for technical (i.e. a specific operating system, CPU
capacity, amount of RAM), syntactical (i.e. defined format of the input data)
and ethical requirements (i.e. majority age for the consumer to use the service).
Requirements are presented exclusively by the service provider and cannot be
negotiable; they are essential for the fulfillment of the service. Our SLA protocol
allows negotiation based on the terms presented by the parties. In this context,
the agreed terms are necessary conditions, but not sufficient, to reach an agree-
ment; service requirements must be satisfied anyway. It is necessary to determine
all the guarantee terms that will be signed by both parties. For the CMAC ser-
vices we identify some terms which are QoS parameters like the delivery ability
of the provider, the performance target of diversity components of user’s work-
loads, the bounds of guaranteed availability and performance, the measurement
and reporting mechanisms, the cost of the service, the terms for renegotiation,
and the penalty terms for SLA violation. Our SLA protocol defines ad-hoc SLA
template structures for each service on the base of its prerequisites.
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Fig. 4. CMAC architecture with SLA protocol for renegotiation support

Measurement of metrics and definition of all the service requirements and
guarantee terms is done by a negotiation process between both parties. Our
SLA protocol has been designed to allow renegotiation only for the guaran-
tee terms. In this respect, the WS-Agreement negotiation protocol will decide
whether to accept or reject the user’s offer, or eventually renegotiate providing
a counteroffer, if there are the prerequisites for raising one. The renegotiation is
quite flexible; it is based on temporal restrictions, resource constraints, previous
offers and a maximum number of renegotiations will be possible. The negotia-
tion constraints in the negotiation template are used to control the negotiation
process. Although, virtualization of resources is a prerequisite for building a suc-
cessful cloud infrastructure, we do not consider it at this stage. In this work we
do not address self-renegotiation after system failures, which has currently be-
come an open issue [20]. Once the service requirements and the guarantee terms
are met the contract has been stipulated.

At this point the SLA protocol will start monitoring the service and deter-
mining whether the service objectives are achieved or violated. Namely, if the
provider has delivered the service within the guaranteed terms. The profiling
process will record and analyse the service metrics in the local database so as to
assess or predict their capabilities. Such a behaviour will assist the job scheduling
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to be highly optimized in service allocation and resource reservation. The whole
system is orchestrated by our WS-Agreement protocol, which acts as broker be-
tween the CMAC platform and the users (see Figure 4). At this early stage we
assume only the service provider to be in charge of this process, although each
party should be in charge of this task and how fairness can be assured between
them is an open issue. The monitoring process helps the service provider to pre-
vent violations of the guarantee terms by renegotiating them. In this work, we
also intend to design a system able to maximize revenues trying to make services
available as soon as possible to clients willing to pay for their immediate avail-
ability. This implies postponing queuing requests waiting to use that service and
asking their owners whether they accept to renegotiate the agreed terms. Imme-
diate availability is allowed upon their renegotiation. At this stage we assume
that renegotiations can be initiated by the service provider upon the customer’s
consent in the agreement of the initial negotiation. Such acceptance does not
imply that the customer will accept the terms of a possible renegotiation.

5 Proposed Approach

Whilst cloud computing technologies offer opportunities for remote monitoring
of assets, there are issues regarding resource allocation and access control to
optimize their usage. It is not always possible to allocate resources for the de-
ployment of services, thus they have to be concurrently shared between all of
the clients’ requests. In this context scheduling of incoming data flows might be
employed to share resources in the cloud. Time slots might be assigned to data
flows uploaded from different assets to be processed. Their frequency and dura-
tion is initially agreed during the SLA negotiation phase. Renegotiation requests
can be raised for various reasons, e.g. to maximize revenues by reassigning time
slots to incoming clients willing to pay for immediate use of the service or to
prevent the violation of the agreed terms. At this stage, we assume only the
service provider able to initiate a renegotiation. In this work we intend to design
and develop an SLA protocol for the management of the negotiation, monitoring
and renegotiation phase of the guarantee terms.

5.1 Project Overview

In this section we draw attention to some aspects related to the design and
integration of an SLA protocol for the CMAC platform to a point where it can
be commercially implemented. Let us consider a service provider using a cluster
of several machines and CMAC as his platform to offer a set of services, which
can be combined together to form a workflow. In CMAC each service may have
multiple instantiations, each with different QoS characteristics.

Multiple users can have access to such an infrastructure, and they can submit
workloads consisting of service requests upon the mutual acceptance of an SLA
contract initially provided by the service provider. This work focuses mainly on
four aspects:
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– SLA generation and negotiation control based on service requirements and
assets available to satisfy customer requests, as well as admission control to
decide which SLAs should be accepted;

– maximising providers’ profit implementing an optimal service and resource
allocation policy. Profits are recognised when SLA agreements are honored,
generally when workload execution completes on time, otherwise penalties
are incurred;

– monitoring the agreement compliance during runtime in order to react early
to failures and delays;

– renegotiation of the agreed terms to maximize revenues.

To maximise the provider’s profit the number of machines allocated to each
workload and each service (workflow) might be continuously adapted at runtime.
At this early stage we assume that one machine is allocated to each workload
whose SLA has been accepted and that the workload arrival rate follows a known
distribution. The execution time of each service can be inferred by analysing their
performance over time. Probability distributions to estimate service execution
times may be derived based on some system characteristics and size of the input
data. Such statistical information are useful for a proper server management.

Several metrics employed in QoS control design are being taken into account
to monitor a variety of computer systems and software services. These may be
classified as system-level metrics, such as CPU and memory utilization, cache
hit ratio and server queue length, application-level metrics such as response time
and throughput, or business-level metrics such as profits in SLAs. The use of
metrics considered as terms on an agreement could be used to take decisions that
result in an improvement of QoS in terms of usage (e.g. number of CPUs needed,
amount of RAM requested and bandwidth required) or in terms of energy saving
among others. Energy saving represents a highly active research topic within
GreenIT [19]. In other words, these metrics could be used to achieve a smarter
system management along with specific provider objectives.

5.2 Contract Renegotiation Protocol

We aim to integrate the CMAC platform with an SLA protocol which will allow
the user to specify and negotiate his requests. During the negotiation phase, the
resource orchestrator will be in charge for finding suitable time-slots, namely
when all required resources are available at the same time. Once the time-slots
are identified and accepted by the client the orchestrator reserves each individual
resource. Such a reservation can be expressed as a Quality of Service in an SLA
and is a binding agreement for the two parties.

In this project we also intend to design a renegotiation protocol based on the
principles of contract law and allows for multi-round renegotiation in CMAC
Cloud environments. The protocol allows the initiation of renegotiation through
non-binding enquiries to the other party so that an evaluation of the new terms
can be conducted before committing to a new contract. Such a new contract is
formed once the accepted template is sent by the offeree, i.e. CMAC, and not
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Fig. 5. Process of the renegotiation protocol in the CMAC platform

when the acceptance is received by the offeror, i.e. the customer. This behaviour
is meant to prevent the risk of cheating by the customer and minimize disrup-
tions due to possible message lost and delay in the network. In this work we
assume the negotiation starting with the client requesting SLA templates from
the CMAC service providers. To the contrary, we assume only CMAC able to
initiate a renegotiation (asymmetric), upon the customer’s consent in the initial
agreement. Such a straightforward protocol is described in Figure 5. The rene-
gotiation is initiated by CMAC which sends a modification offer along with the
Endpoint Reference (EPR) of the current agreement and of the new pending
agreement to the customer. The customer may accept, reject or haggle the mod-
ification offer. Offers may be proposed by CMAC based on resource constraints,
temporal restrictions, previous offers and a maximum number of sessions, or un-
til a modification offer is accepted and the EPR of the superseding agreement
is received by the customer. Once the customer accepts the modification offer
CMAC changes the state of the pending agreement to a current agreement. In
turn, the customer is referring now to the EPR of the new agreement.

6 Conclusions

Currently, WS-Agreement provides little insight on how negotiation, and in par-
ticular automated negotiation, can be realized. In addition, it is difficult to define
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the quality aspects of SLA requirements. This paper presents an SLA protocol
designed to guide the negotiation, the monitoring and the renegotiation phase of
the agreed terms to maximize revenues in the CMAC platform. Besides, we also
provide a clear distinction between quality aspects of SLA requirements. We aim
to integrate our SLA protocol into the CMAC platform which offers a range of
analytical software tools designed to detect events on assets and complex sys-
tems as well as data storage services. For this purpose, we choose the WSAG4J
framework which is a tool to create and manage service level agreements in dis-
tributed systems. It is an implementation of the OGF WS-Agreement standard
that helps to design and implement common SLA management tasks such as
SLA template management, SLA negotiation, creation and renegotiation, and
SLA monitoring and accounting. In this work, we intend to develop the first
SLA protocol for the CMAC platform with the intention to maximize revenues
by designing an appropriate resource allocation process based on time restric-
tions and related service parameters agreed during the negotiation phase and
possibly modified by means of renegotiations.
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O., Wieder, P., Ziegler, W.: A Proposal for WS-Agreement Negotiation. In: Pro-
ceedings of the 11th IEEE/ACM International Conference on Grid Computing,
pp. 233–241 (October 2010)
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Abstract. Increasing benefits of business process automation and information 
technology (IT) based governance encourage organizations to model and 
manage their day to day business activities using business process management 
systems, in order to achieve increased efficiency and productivity. Many 
business process languages, such as Business Process Execution Language 
(BPEL), use a programming oriented view in process modeling as opposed to 
human oriented view. Recent standardization of Business Process Model and 
Notation version 2.0 (BPMN 2.0) provides a way to support inter-operation of 
business processes at user level, rather than at the software engine level. Wide 
adoption of the BPMN 2.0 standard is limited by the lack of runtimes natively 
supporting BPMN 2.0. In this paper we discuss about Levi, a cloud-ready 
BPMN 2.0 execution engine built using the core concurrent runtime of Apache 
based open source process engine ODE (Orchestration Director Engine), which 
executes BPMN 2.0 processes natively.  

Keywords: Business process, business process management engines, business 
process modeling, BPMN 2.0, business process execution, workflow engine, 
business-IT gap. 

1 Introduction 

Business Process Management (BPM) is a management approach focused on aligning 
all aspects of an organization with the requirements of its clients. A BPM system can 
be viewed as a type of Process-Aware Information System (PAIS), which helps an 
organization to make greater profits by improving the way they do business [1].  The 
efficiency and productivity enhancement of BPM systems make it suitable for any 
type of business enterprise [2]. BPM primarily focuses on the comprehensive 
management and transformation of operations presented in the processes of an 
organization [3]. A typical organization would have deployed hundreds or thousands 
of processes most of which controls the main sources of their revenue. Therefore, 
these processes must be constantly examined and managed on an ongoing basis to 
assure that they remain as efficient and effective as possible [2]. The performance of 
these processes must be evaluated to ensure that they meet the organization's business 
targets, which are based on critical metrics that relate to customer needs and 
organizational requirements [3]. 
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The concept of BPM has becoming widely adopted since the last two decades. In 
2006, Zur Muehlen introduced a Business Process Management life cycle [4] which 
can be used to improve the way a company conducts its business in the long and short 
term.  

To manage business processes, they have to be modeled and documented. One of 
the essential parts of business process modeling is choosing the most suitable 
modeling approach. Among the existing graphical modeling notations prominent 
modeling approaches are: Petri Nets, UML Activity Diagrams, Role Activity 
Diagrams (RAD), Data Flow Diagrams (DFDs) and State-Transition Diagrams 
(STDs) [5], [6], [4]. Notations such as UML and DFDs are focused on the 
informational perspective of a process (information flow involved in a process) while 
notations such as RADs and STDs are focused on the behavioral aspect (the behavior 
of the activities and the actors) of a process. But neither of these is a complete 
solution, which means that using a model from one perspective will have an 
opportunity cost of not using the others. In the recent past, there have been efforts in 
developing web service-based XML execution languages for BPM systems, such as 
Web Services Business Process Execution Language (WSBPEL/BPEL). But these 
languages, which were designed for software operations, are not meant for direct 
humans use. Therefore, only very experienced programmers could work with such 
languages and business people who do the initial development, management and the 
monitoring of processes could not take the advantage of these languages. This 
business-IT gap in the current BPM software does not enable business users to easily 
model and execute business processes. The reason is the approaches used in building 
business process engines.  

Since business people are more comfortable with visualizing business processes in 
a flow-chart format there is a human level of "inter-operability" or "portability" that is 
not addressed by XML execution languages such as WSBPEL. To address this, 
Business Process Model and Notation (BPMN) was standardized to yield the inter-
operation of business processes at the human level, rather than at the software engine 
level. The first goal of BPMN is to provide a notation that is readily understandable 
by all business users, from the business analysts who create the initial drafts of the 
processes to the technical developers responsible for implementing the technology 
that will perform those processes [7]. 

BPMN provides a standard visualization mechanism for business processes defined 
in an execution optimized business process language. Thus, BPMN creates a 
standardized bridge for the gap between the business process design and process 
implementation [8], [9]. BPMN enables businesses to model their internal business 
procedures in a graphical notation and communicate these procedures in a standard 
manner. It follows the tradition of flowcharting notations for readability and 
flexibility. The Object Management Group (OMG) is using the experience of the 
business process notations that have preceded BPMN to create the next generation 
notation that combines readability, flexibility, and expandability [10], [11]. 

BPMN 2.0 is a step forward for the whole business process management 
community because it introduces not only a standard graphical notation, but also 
concise execution semantics for process execution that can be used to enable the real 
execution of business processes that are modeled using it [11]. BPMN 2.0 provides a 
commonly agreed upon formal execution semantics by introducing concise execution 
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semantics, overcoming the major drawback in the earlier versions such as BPMN 1.2 
[1]. In addition to that, BPMN 2.0 provides a notation and a model for business 
processes and an interchange format that can be used to exchange BPMN process 
definitions between different tools. Diagram interchange format facilitates the 
exchange of diagrams whereas XML schema interchange allows for easy sharing of 
model and its attributes. The goal of BPMN 2.0 is to enable portability of process 
definitions, so that users can take process definitions created in one vendor’s 
environment and use them in another vendor’s environment.  

By providing a visual modeling language for business processes, BPMN 2.0 
enables non-IT experts to communicate and mutually understand their business 
models. This progress in the area of business process management has resulted in 
widespread use of BPMN 2.0 as a modeling language [12].  

This paper presents Levi, a highly concurrent BPMN 2.0 compatible process 
engine. Although BPMN 2.0 has achieved reasonable popularity, BPMN 2.0 does not 
have wider native runtime support yet. We believe that Levi serves as a proof of 
concept of a native BPMN 2.0 execution engine using existing open source 
components as the core. Apache ODE, which is among the most influential open 
source processes engines, provides a BPEL based process execution runtime. Since 
concurrency and join pattern is one of the key considerations while building a 
processes execution framework, ODE defines a runtime called JACOB (Java 
Concurrent Objects), a highly concurrent implementation of join pattern, which 
support persistent executions. This layer is independent from BPEL, and Levi 
implements support for BPMN 2.0 on top of JACOB runtime. One of the main 
challenges of building Levi was mapping BPMN 2.0 constructs to underline JACOB 
runtime. We will discuss the challenges, design, and solutions we encountered while 
building Levi, and critically analyze its effectiveness. To make a BPM solution 
‘Cloud Enabled’, it needs to be built focusing on scalability, security and multi 
tenancy aspects. Levi’s runtime architecture is designed considering these features for 
it to be cloud ready. Since Levi is designed in a way such that its functionality can be 
exposed as Web services, cloud based business applications can be built on top of 
Levi with minimum effort, which makes Levi suitable as a business process engine 
for a cloud enabled environment. 

Section 2 of this paper describes the existing approaches of implementing the 
BPMN 2.0 runtime and the merits and demerits of mapping BPMN 2.0 into different 
intermediate exchange formats. The reasons for building Levi is explained in section 
3. Section 4 discusses the design of Levi and section 5 explains the implementation of 
BPMN 2.0 runtime in Levi. Section 6 describes the outcome of the work and we 
explain the future work in section 7. 

2 Related Work 

The effort of building BPMN 2.0 execution engines has started since the initial 
release of the BPMN 2.0 beta specification in August 2009. Many vendors considered 
BPMN as a visual notation to BPEL and started creating BPMN 2.0 execution 
engines that runs the processes in their existing BPEL engines. Consequently, they 
tried to map BPMN 2.0 semantics to BPEL semantics which is not straight forward, 
as we shall discuss later in this section. Some other vendors used other intermediate 
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exchange formats such as jPDL and XPDL to convert the BPMN 2.0 processes and 
then execute in their engines that does not support BPMN 2.0 process execution 
natively. At present, with the release of the final version of BPMN 2.0 specification in 
January 2011, there are several BPMN 2.0 implementers [13] but almost all of them 
convert BPMN 2.0 processes into some intermediate form even though they claim 
native execution. Next sections highlight merits and demerits of mapping BPMN 2.0 
to various intermediate exchange formats. 

2.1 BPMN Runtime through BPEL 

Most of the current BPMN 2.0 engine vendors use a BPMN 2.0 to BPEL mapping, 
which enables a user to first model business processes using BPMN 2.0 constructs. 
However, at the runtime, those implementations convert the BPMN 2.0 business 
process into one or more BPEL processes, and execute them using a BPEL engine. 
The use of such mapping has created many debates among BPM experts. 
Implementers of the ActiveVOS BPM suite [14] argued that native execution of 
BPMN 2.0 processes is complex, and that it is simpler to map BPMN processes to 
BPEL[15]. 

However, several publications[16], [17], [18], [19] have pointed out that the 
conceptual mismatch between BPMN 2.0 and BPEL, and discussed the pitfalls of 
mapping BPMN 2.0 into BPEL. When converting a language to a different language, 
it is required to measure the feasibility of doing that conversion. Mainly the 
conversion should minimize if not avoid loss of semantic representation information. 
That means the transition between languages should establish a high extent of 
matching of main representation capabilities between the two languages and a 
matching of control flow support. When converting BPMN 2.0 to BPEL, there exists 
a significant mismatch of domain representation capability and control flow support 
as discussed in [18]. 

Limitations of this mapping have been discussed in academia in a comprehensive 
manner. Most of the researchers in this field support the argument that BPEL is 
inherently block oriented, like a computer program, while BPMN is inherently graph 
oriented, like a flowchart, even though there are minor confusions about the structure 
of BPEL and BPMN 2.0 [20],[21]. As pointed out by Weidlich et al. [19] this 
structural incompatibility is the key reason for the pitfalls of the mapping. It further 
discusses about further reasons for the pitfalls of the mapping and the myth of a 
straight-forward mapping.  

Beside these reasons, the BPMN 2.0 specification itself describes that only a small 
subset of the BPMN 2.0 constructs are isomorphic with BPEL and can be mapped to 
BPEL directly. The specification further says that not all BPMN 2.0 processes can be 
mapped to BPEL in a straightforward manner because BPMN allows the modeler to 
draw almost arbitrary graphs to model control flow, whereas in BPEL, there are 
certain restrictions such as control-flow being either block-structured or not 
containing cycles. The specification [11] essentially says in the “extended mapping” 
section that engine vendors are on their own, noting “in many cases there is no 
preferred single mapping of a particular block, but rather, multiple WS-BPEL patterns 
are possible to map that block to”. This contradicts the argument that this mapping is 
simpler than native BPMN 2.0 execution.  
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Guo et al. [16] and Indulska et al. [17] argue for the need for bi-directional 
transformation between BPMN 2.0 and BPEL for a complete such mapping and the 
limitations of achieving it. [17] uses the Bunge-Wand-Weber representation model to 
analyze the representational capabilities of BPMN 2.0 and BPEL4WS, and on that 
basis, argues that the translation between BPMN and BPEL4WS is prone to 
difficulties due to inconsistent representational capabilities. They also claim that their 
work serves as a theoretical cornerstone on which the development of better mapping 
support for BPMN 2.0 and BPEL4WS can be based on. 

2.2 BPMN Runtime through jPDL 

Similar to the mapping of BPMN 2.0 to BPEL, some argue that BPMN 2.0 to jPDL 
mapping is suitable for BPMN 2.0 execution engines. jPDL [22] is the jBPM Process 
Definition Language (JPDL) for  jBPM [23], a Business Process Management Suite 
from the JBoss community. Even though jBPM claims that it support BPMN 2.0 
process execution natively, internally it converts the BPMN 2.0 process definition in 
to jPDL definitions before executing the business process in the existing engine. 
jBPM implements BPMN 2.0 process execution on top of the jBPM Process Virtual 
Machine (PVM) which was originally built for executing jPDL processes hence 
requires a conversion [24]. More over jPDL is not an industry wide standard; it is just 
the language used only in the jBPM suite and can only be used by it. Hence this 
conversion is far from being accepted as a standard for executing BPMN 2.0 
processes [25]. 

2.3 BPMN Runtime through XPDL 

Some vendors use XPDL (XML Process Definition Language) as the intermediate 
format to run BPMN 2.0 processes. XPDL [26] is designed to exchange the process 
definition, both the graphics and the semantics of a workflow business process, 
among different workflow products [27]. Hence this conversion does not result in 
native execution of BPMN 2.0 processes. 

3 Why Levi? 

With the introduction of the operational semantics for BPMN 2.0, it is now possible 
to build an engine that directly supports BPMN 2.0 – without the intermediate step of 
generating BPEL. As explained by Leymann [12], no BPEL at all is required to 
execute process models specified in BPMN 2.0. Levi is designed to be a native 
BPMN 2.0 execution engine, which can be used to execute business process models 
that conform to the BPMN 2.0 specification.  

Implementing a workflow engine is tantalizing yet a daunting task. There are many 
non-functional requirements like robustness, efficiency and scalability expected from 
an enterprise level workflow engine. Open Source WS-BPEL 2.0 implementation like 
Apache ODE [28] has mechanisms to ensure concurrency, durable continuation, 
reliability, and recovery. It uses a framework called JACOB, which is a practical 
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combination of ideas from the actor model and process algebra approaches to 
concurrency and continuation.  The implementation of the BPEL constructs is 
simplified by limiting itself to implementing the BPEL logic and not the infrastructure 
necessary to support it [29]. 

Without reinventing the wheel, as ODE's BPEL implementation relies on JACOB 
framework to implement the BPEL constructs, Levi uses JACOB to implement 
BPMN 2.0 constructs. Most importantly, it serves as a proof of concept for exploring 
the possibilities of using Apache ODE and JACOB to execute BPMN 2.0 processes 
consisting of core BPMN constructs. 

4 Architecture of Levi 

4.1 Overall Architecture 

Major building blocks of a BPMN execution engine are shown in fig. 1. Users first 
describe their processes using BPMN 2.0 notations and then deploy the processes in 
Levi. Deployed processes are stored in the process database. Later when users execute 
the process, the process engine executes the process. Our discussion on Levi will 
focus on the execution engine that handles the runtime, compared to the build time of 
a BPMN model. This is due to the fact that for a given BPMN model, the ‘build-time’ 
occurs only once, whereas the ‘runtime’ is expected to be functional each time that 
model is executed or managed/monitored through the administrator’s or any other 
user’s console. 

 

Fig. 1. Deployment and Execution Architecture  

Build Time: This is when the user creates a BPMN model for a business scenario 
to fulfill his requirement. To model a BPMN process, a modeling tool such as 
BPMN2 Visual Editor for Eclipse [30] can be used.  A typical modeling tool supports 
creating BPMN 2.0 diagrams in a visual editor and generates the corresponding XML 
representation of that process model. After modeling the basic model in BPMN 2.0, 
the model must be made into a process archive that can be deployed in Levi. To do 
that, additional artifacts such as the user input forms, WSDL files, process diagrams 
etc., must be bundled together with the created BPMN file. Once the process archive 
is deployed, it is stored in the Process Database of Levi. 



124 K. Gallaba et al. 

BPMN Process Model: A BPMN process model is essentially an XML document 
that corresponds to the standard BPMN XML Schema document proposed by OMG. 
The Levi engine expects all the BPMN files to have a ‘.bpmn’ extension and these 
BPMN files are validated when those are deployed to the system in the form of a 
business archive. 

Format of a Process Archive: The process archive type identified by Levi is called 
the “Levi Process Archive” type, which is a zip archive renamed to have a ‘.lar’ 
extension. A valid archive must have a single top most directory in which all the sub 
directories, BPMN files and other artifacts are included. 

Runtime: This refers to two concepts both related to BPMN process execution, 
depending on the context where those are referred.  The first concept is the actual 
execution time of a deployed business process within the execution engine. The other 
concept is the subsystem of the execution engine which handles the execution, 
management, and monitoring of deployed business processes. This is also referred to 
as the backend of Levi. The frontend of Levi and/or a third party application 
(web/desktop/mobile) can connect to the backend as shown in the fig. 1 and manage 
business process via a customized user interface. 

For better understanding of the architecture, Levi engine can be partitioned into 
four functional components: runtime service module, storage service module, user 
management module and utility module. 

4.2 Deployment and Execution Architecture 

The high-level deployment and execution architecture of the business process 
execution engine Levi is shown in fig. 2. When a business process archive is given as 
the input, a ‘deployment’ is created out of it. ‘Deployment’ is the runtime 
representation of the business process definition contained in the business archive. 
These process definition details and representation are stored in the Process Engine 
Database when the business archive is deployed. 

There are two concepts to be clarified at this point – process deployment and 
process instance. A process deployment is a runtime representation of a business 
process, bundled in a lar file. It is connected with the concept of process definition. 
Once a lar file is deployed into the engine, only this process deployment is created. 
When a user wants to execute the business operations in that process, a process 
instance is created using the object model of the process definition. There can be 
multiples of process instances created from a single process deployment. 

When a user wants to execute a business process, the process definition and object 
model of that particular process deployment is retrieved from the process engine 
database and a process instance is created in the runtime, as shown in fig. 2. 
Properties of the process instance will be persisted in the database. When executing 
the process, the engine navigates through each BPMN 2.0 element in the process 
instance, until it reaches the end event. Process instance states are persisted in the 
database and retrieved when required. 
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Fig. 2. Deployment and Execution Architecture 

4.3 Building Applications Using Levi 

The architecture of Levi engine is designed in such a way that real world business 
applications can be built on top of it with minimum effort. The major building blocks 
of the engine such as the RuntimeService, StorageService and UserManagmentService 
are exposed as APIs (Application Program Interfaces), which enables users of the 
engine to build a customized front end layer according to their business needs. This 
enables users to build different applications with less effort. 

5 Implementation of BPMN2.0 Runtime  

The BPMN runtime component handles the execution of BPMN logic within the Levi 
engine. It acts as the backend for the web user interface where the users interact to 
deploy, execute, and manage their business processes. The runtime is mainly 
composed of the runtime abstraction of a BPMN process; the ProcessInstance class, 
and the data types that represent the set of BPMN 2.0 constructs currently supported 
by Levi. All these types derive from a single type, called BPMNJacobRunnable and 
this class, in turn, derives from the JacobRunnable class of Apache ODE. This type 
hierarchy makes it possible to execute the Levi's representation of BPMN constructs 
and the process instances on the JacobVPU. Further, XMLBeans was used as the data 
binding tool to generate Java types from the XML representation of BPMN constructs 
and these types were used to bring in the definition of elements of the input BPMN 
documents to the context of the runtime. Each of the BPMN construct types acts as a 
wrapper for the corresponding XMLBeans generated type. Currently, Levi supports 
all of the simple BPMN 2.0 constructs as well as UserTask, SendTask and 
ServiceTask from the descriptive category as shown in fig. 3. 

BPMNJacobRunnable defines some common methods related to all construct types 
and are used by the runtime. JacobRunnable defines an abstract method; run, which 
must be implemented by all of its derivatives. This method is executed by the 
JacobVPU and the construct related implementation is written in the run method of 
each construct type. For example, when implementing the ExclusiveGateway 
construct, the gateway related logic was written in its run method. Also it has a 
reference to an object of the type generated by XMLBeans; TExclusiveGateway. This 
instance brings in all the data present in the original XML element to the scope of the 
runtime. 
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Fig. 3. BPMN 2.0 Constructs 

Consider the following XML excerpt from a BPMN document which corresponds 
to an outgoing sequence flow from an exclusive gateway element. This sequence flow 
contains the condition upon which is satisfied, the flow takes the path by referring to 
its target reference. The Levi's implementation of ExclusiveGateway can access the 
data such as the condition expression "i < 100000" only through the method 
getConditionExpression of instance of TSequenceFlow. 

<sequenceFlow id="flow5" sourceRef="exclusiveGw2" 
targetRef="exclusiveGw1"> <conditionExpression> 
    <![CDATA[i < 100000]]> 
  </conditionExpression> </sequenceFlow> 

Similarly, the implementation of ScriptTask accesses the script defined in the BPMN 
document's ScriptTask element by invoking the getScript method of the instance of 
TScriptTask. In the run method, it evaluates this script by using the context details of 
the current process instance, such as the process variables and the script type. 

When a process is deployed to the engine in the form of a lar, the runtime 
constructs the corresponding process definition by parsing and validating the BPMN 
document together with other dependent entities such as WSDL documents. The 
process definition (org.levi.engine.impl.bpmn.parser.ProcessDefinition.java) is the 
static abstraction of a BPMN process inside the Levi engine. It is a data type that 
aggregates the BPMNJacobRunnable objects which correspond to the BPMN 
elements of the input BPMN document. When a process instance is created, it is 
passed with a reference to an instance of the corresponding process definition. The 
internal design of the process definition has been optimized for efficient navigation of 
BPMN elements to be used in constructing the process flow during the execution of 
the process instance. 

At the initial stages of the design of the process definition, the iterator pattern was 
used to navigate the elements of a process instance. This decision was highly 
influenced by the linear arrangement of BPMN flow elements inside a BPMN 
document. This lead to incorrect runtime behavior when BPMN documents with 
elements arranged in a different order other than the order in which the process flow 
must occur were processed. From this, it was identified that the order of the elements 
of a BPMN document does not necessarily mimic the actual order of the process flow. 
BPMN uses an elegant solution to construct the process flow by using sequence flows 
and setting their source and target reference identifiers. Therefore, after considering 
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all these factors, it was required to come up with a design which had the structure and 
characteristics similar to those of a graph which enables faster navigation compared to 
the linear iteration approach. As a solution, the previously described design was 
proposed in which the sequence flows are grouped into sets of sequence flows based 
on their target and the source reference IDs separately. These groupings are used as 
the major data structure in navigating the process elements by the runtime. 

Execution of process instances includes starting, pausing, and stopping of process 
instances of deployed business processes. All these functions are executed when an 
authorized user gives corresponding command in the frontend. These commands are 
dispatched to the backend to be executed based on the process parameters. There are two 
types of executions. First type is executing multiple instances of a same process 
definition. In this, users can instantiate as many process instances as they wish from a 
given process definition and the engine is capable of isolating instances from one another 
and manage the execution. The second type is executing many process instances of 
different process definitions. The Levi engine supports these two types of process 
execution. The engine manages multiple instances of the different/same process 
definitions by resolving the relationship mappings among the users, tasks, process details 
and other process parameters of the instances accordingly. 

6 Results 

We have conducted a performance test for Levi with few process scenarios that use 
the script task construct. We used the following configuration for this purpose: 
Intel(R) Core(TM)2 Duo CPU T6670 2.20GHz processor with 2.00GB memory, on 
32-bit Ubuntu 10.10 operating system. 

Fig. 4 shows the test scenario where the top process diagram shows sequential 
orientation of n ScriptTasks and bottom part shoes the same process oriented in 
parallel. Fig.5 shows the comparison of running n ScriptTasks oriented sequential and 
parallel orientation 

 
 

 

Fig. 4. Sequential and Parallel Orientation 
of Tasks 

Fig. 5. Comparison of Sequential Vs Parallel 
Orientation of Tasks 

As the graph suggests, the sequential approach involves more cost than the parallel 
approach. The running time of the parallel approach is almost always less than that of 
the sequential approach.  We get this behavior due to the difference of the parallelism 
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involved in each approach.  Parallel gateways are used to execute parallel tasks with 
the help of JacobVPU, in Levi engine. In the meantime for the parallel orientation, the 
running time is not constant since there is a considerable time delay involved when 
creating each ScriptTask construct. 

Fig. 6 shows the test scenario where a business process of n ScriptTasks is oriented 
sequentially in the top process diagram and same process is modeled using a loop 
orientation in the bottom process diagram. Fig. 7 shows the comparison of running 
time using the sequential and loop orientations as shown in fig. 6. 

According to the results, the loop model always takes less time than the sequential 
model. This is because creating a new object for each ScriptTask in the sequential 
orientation is an expensive operation to the JVM compared to evaluating conditional 
expressions in the loop orientation. 

 
 
 
 

 

Fig. 6. Sequential and Loop Orientation of 
constructs 

Fig. 7. Comparison of Sequential Vs Loop 
Orientation of Tasks  

7 Future Work 

We were successful at implementing the basic BPMN 2.0 constructs in the Levi 
engine. Since we have designed our engine in such way that addition of new 
constructs are much simpler, and involves minimum amount of changes, any 
additional construct can be developed individually as a separate module and integrate 
to the runtime with less effort. We are working on expanding the set of supported 
standard BPMN constructs in future together with improvements to the 
implementations to the existing constructs. Further we are planning to add SOAP web 
services support for the Service Task and WS-HumanTask support for the User Task. 

When we expose Levi engine as a product, performance is one of the most 
compelling factors to be successful among the competitors in the industry. A proper 
benchmark does not exist to test the performance of a BPMN engine. Therefore, 
creating a comprehensive benchmark for Levi is one of our major goals, which will 
also help improve the industrial value of our project.  

A BPMN2 Eclipse plugin [30] is under development to support the full BPMN 2.0 
specification. The graphical editor can be integrated with Levi engine to design the 
processes and can be further improved to support deploying the designed processes 
through the IDE. 
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8 Conclusion 

We have implemented Levi, a native BPMN 2.0 execution engine by using Apache 
ODE’s JACOB framework. Levi is capable of deploying, persisting, navigating, and 
executing business processes claiming BPMN 2.0 execution conformance. It serves as 
a proof of concept for exploring the possibilities of using Apache ODE and JACOB 
framework to execute processes that consist of core BPMN 2.0 constructs. The 
implementation of BPMN 2.0 runtime in Levi proves that it is possible to build a 
BPMN 2.0 execution engine natively without converting into another intermediate 
representation such as BPEL or jPDL. It also contradicts the debate that converting 
BPMN 2.0 semantics into BPEL is the simpler way for building a BPMN 2.0 runtime.  
Further the native BPMN 2.0 runtime feature of Levi enables the rapid support for 
future expansion of BPMN 2.0 constructs set.  

In this paper we have discussed the suitability of BPMN 2.0 to build a business 
process engine which fulfills both the requirements of business and IT people. The 
design and implementation of such an engine Levi is described in detail. 
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Preface 

Two main trends emerged in the enterprise in the past years. On one hand, Web 2.0 
tools such as blogs, microblogs and wikis for enterprise-scale collaboration and in-
formation management became widely used for information management, leading to a 
move to "Enterprise 2.0". At the same time, Semantic Web technologies have 
emerged allowing enterprise users to transparently provide structured and meaningful 
data in the enterprise thanks to vocabularies representing social data. These technolo-
gies enhance information management and sharing with an enterprise, leading to the 
"Social Semantic Enterprise", where both Semantic Web technologies and Social 
Web principles converge. Although the adoption of the Semantic Web technologies in 
enterprises is growing very fast, some major challenges related to their exploitation in 
enterprises remain, including personalization, near real-time integration or scalability. 
For this workshop, we have selected four papers that addressed the above topics. 

First paper by Del Nostro et. al. entitled “A Semantic-Based Architecture for Col-
laborative Enterprise Management: The ARISTOTELE Platform” presents a platform 
that supports creativity knowledge-intensive organizations using semantic technolo-
gies enabling self-organizing acquisition, processing and sharing of new information. 

Baclawski et. al. in their paper “ICOM: A Framework for Integrated Collaborative 
Work Environments” address the important issue of collaborative work environments. 
They discuss ICOM, a proposed OASIS, which enables integration of enterprise col-
laboration platforms and standalone services across enterprise boundaries.  

The third paper “Knowledge-Based Semantification of Business Communications 
in ERP Environments” by Meimaris and Vafopoulos discuss the importance of infor-
mation about communications and propose a set of semantic components extending 
ERP systems to provide a basis for intelligent knowledge management. 

The fourth paper “Ubiquitous Service Capability Modeling and Similarity Based 
Searching” by Gao and Derguech proposes a capability model for ubiquitous devices 
to describe the dynamics and relevance of services and a generic similarity metric for 
service capabilities that increases quality of information search. 
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We hope that this workshop will stimulate further research in this area and the val-
ue of the semantic technologies will be further exploited by knowledge-intensive 
organizations – a topic that contributes to system engineering research area of WISE. 
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Abstract. We present the semantic-based architecture of the ARISTO-
TELE platform, which is founded on the definition and development of
models, methodologies, technologies and tools to support the emergence
of competences and creativity within workers by self-organizing acquisi-
tion, processing and sharing of new information inside knowledge-intensi-
ve organizations. ARISTOTELE’s architecture relies on semantic data
by means of a number of conceptual models, which define the context of
interest for an enterprise via a set of concepts and relationships among
them. Instances of these models are used to annotate content data, thus
creating a semantic network of information that actualizes the Linked
Data paradigm within the information space of an organization. In this
paper we describe the building elements of the ARISTOTELE platform,
the conceptual models which lie behind them and the core Linked Data
Layer component responsible of managing information for the whole
system.

Keywords: Semantic Web, Semantic Enterprise architecture, Knowl-
edge Modeling, Knowledge Management, Human Resource Management,
Collaboration, Innovation, Learning, Training.

1 Introduction

Semantic Web technologies have simplified knowledge-intensive applications, by
enabling interoperable and machine-readable data in software systems. However,
a wide scale adoption of these systems, especially in the enterprise world, is still
far from being achieved. In this paper we present the semantic-based architec-
ture of the ARISTOTELE platform [5], designed as an integrated set of online
services that might provide workers, managers, trainers and other stakeholders
involved in an organization with tools and resources to support and enhance
the emergence of their competences and creativity. Its functionalities are based
upon a wide range of methodologies and strategies, along with a set of models
for representing the adopting organization’s domain.
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The architecture of the platform allows in fact for the semantic representation
of the information within the adopting organization, enabling open innovation
through the Linked Data paradigm, thus allowing the organization to exploit
resources that are outside its boundaries and contributing to the expansion of
the knowledge available over the Web. Tools and services cooperate with one
another, taking advantage of the defined models to store, extract and handle the
organizational knowledge in order to fulfill such tasks.

Here, we proceed to describe the building elements of the ARISTOTELE
platform, the conceptual models which lie behind them and the core component
responsible of managing information and knowledge for the entire system.

The paper is structured as follows. In Section 2, related work is discussed.
In Section 3, we present an overview of ARISTOTELE’s architecture, listing its
services and tools and describing the structure of its data layer. In Section 4, we
introduce the conceptual models actually exploited by the platform for represent-
ing semantic-based information, with special emphasis on the Knowledge Model.
Section 5 is then devoted to provide a deeper insight into the Linked Data Layer
component, which is responsible of handling and encapsulating information for
the whole system. And finally, in Section 6 we draw our conclusions.

2 Related Work

The ARISTOTELE platform, thanks to its innovative nature of a comprehensive
solution for knowledge management within an enterprise, feature few competi-
tors to be actually used for a sensible comparison. On the other hand, a certain
number of research and industrial proposals possess a partial subset of ARIS-
TOTELE’s capabilities, since each of those proposals focuses on specific aspects
of enterprise-related knowledge.

For instance, PROLIX [20] features a process-oriented learning approach built
with a flexible architecture based on the SOA (Service-Oriented Architecture)
paradigm. Its core objectives revolve around filling competence gaps for work-
ers, tailoring learning material to their needs (by using a proper methodology
for matching required competences with workers’ profiles) and providing ad-hoc
fruition of such amaterial. As it stands, PROLIX focuses on coupling business pro-
cesses with learning processes in corporate environments and on providing
competence-based decision support for those processes, whereas it does not specif-
ically take into account social relationships among workers within an enterprise.

A similar consideration applies to APOSDLE [16], since the latter focuses
on self-directed learning integrated within the working environment, as well as
competence modeling and development, but does not consider aspects related to
social relationships among workers.

MATURE [19], instead, is made up of a Conceptual model of enterprise knowl-
edge, an employee-level collaborative platform to be integrated into the working
environment of learners, and an organization-level platform to encourage inno-
vation and collaborative activities.

As far as specific tools are concerned, Cogito Answers [3] is a semantic search
platform with a Natural Language interface (NLI) providing users with access to
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unstructured information via natural language queries. In this regard, it serves
a similar purpose to some of the ARISTOTELE’s services (like the Knowledge
Building Shared Services and the Recommender System, which will be explained
in Section 3).

3 Overview of ARISTOTELE’s Architecture

The design methodology for the ARISTOTELE platform and its underlying ar-
chitectural choices are based upon a well-known framework for the definition of
Enterprise architectures for business organizations: MIKE2.0 [11]. This frame-
work has a specific focus on information management and provides solutions for
Semantic Enterprise, Enterprise 2.0 and Knowledge Management, which are key
aspects for the ARISTOTELE platform.

Fig. 1. ARISTOTELE’s architecture

To provide a first big picture of ARISTOTELE’s architecture it is possible
to identify three logical layers, as depicted in Fig. 1: (i) tools; (ii) services; (iii)
data. These layers are presented below.

3.1 Tools

Tools build up the presentation layer: a tool is a software entity conceived and
designed to provide a set of conceptually-related functionalities in order to solve
some kind of real-world problem for a user. These tools draw upon functionalities
offered by services and provide the final users with a web-based interface to access
them.
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Specifically, the ARISTOTELE platform provides the following tools, each
related to one or more of the key areas of the project:

– Knowledge Management (KM): this is a set of tools exploiting methodolo-
gies and techniques which support organizational knowledge building and
maintenance (merging, matching, versioning) in a semi-automatic way, via
the definition of knowledge extraction techniques as well;

– Human Resource Management (HRM) Tools: they take advantage of method-
ologies and techniques supporting competence gap analysis, team and group
formation, competence development for internal resources, and recruitment;

– Social Collaboration and Networking (CN) Tool: it exploits methodologies
and techniques to combine adaptive learning strategies with “non-adaptive”
emergent competence change, based on serendipitous exploitation of other
people’s knowledge made available in social networks;

– Learning Experience Generation (LEG) Tool: it monitors a worker’s behav-
ior, provides workers with suitable contents and didactic approaches, and
generates, adapts and manages personalized learning experiences custom-
tailored to the organizational objectives.

– Personal and reliable Work and Learning Environment (PWLE): this tool
is available online and accessible by the organizational user base, with the
purpose of assisting a worker in his/her daily working activities, by acting
as a methodological and technological integrator for most of the other tools
(HRM, CN, LEG). PWLE helps “knowledge workers” achieve their objec-
tives, supports learning and knowledge activities, connects workers with each
other, and contributes to the organizational knowledge.

3.2 Services

Services implement the business logic and data access. In ARISTOTELE they
can be distinguished into Base Services and Core Services.

Base Services encompass all the basic services from the reference frameworks
and systems adopted by the platform that are relevant to it as a whole (e.g.
User Authentication, User Profile Services, Business Connectivity Services etc.).
Specifically, we refer to the following systems:

– Intelligent Web Teacher (IWT)
– SharePoint Server 2010

IWT is an innovative, extensible and open platform for Learning and Knowl-
edge Management conceived for delivering user-tailored and scalable e-Learning
solutions [2].

SharePoint Server 2010 is Microsoft’s business collaboration platform for the
enterprise and the Web. It is an extensible solution creation platform, particu-
larly suitable for the realization of enterprise collaboration applications.

Core Services, instead, are domain-specific and implement the actual business
functions of the platform, and are instantiated to serve the upper-level Tools.
ARISTOTELE’s Core Services are the following:



A Semantic-Based Architecture for Collaborative Enterprise Management 137

– Knowledge Building Shared Services (KMSS)
– Linked Data Layer (LDL)
– Recommender System (RS)
– Social Networking (SN)

The purpose of the KMSS services is to perform all the knowledge building ca-
pabilities of the platform, like text analysis, conceptualization, ontology building
and ontology merging. Besides, KMSS implement the services related to specific
business functionalities for the tools (i.e. expert finding, tag suggesting, compe-
tence gap computation), which leverage on the knowledge building capabilities
themselves.

The LDL service enables data access for tools or other services, by allowing the
aggregation of information distributed over heterogeneous sources and offering
a set of storage-independent classes (see the following definition of Business
Entities). By means of a Web Service the LDL exposes a set of methods for
managing and querying data that can reside on different repositories.

The RS provides information filtering in order to recommend information
items that are likely to be of interest to ta worker.

SN has the goal to promote a collaborative approach within the organization,
following the principles of Enterprise 2.0.

3.3 Data

The data layer of ARISTOTELE is made up of data coming from disparate
sources, including relational databases, SharePoint objects, RDF/OWL graphs
and additional external or legacy data. Information stored in those repositories is
interlinked by exploiting the ARISTOTELE models and instances coming from
the Semantic Repository of the platform, where an RDF/OWL-based represen-
tation brings the Linked Data paradigm to fruition within the information space
held by the organization.

More specifically, we can identify three “macro”-types of data managed by the
ARISTOTELE platform: (i) content data, (ii) semantic data and (iii) business
data.

Content data are documents or any kind of digital information, accessible by
the members of the organization; they can be structured or un-structured, can
reside in heterogeneous data-sources and can be managed by different appli-
cations. In the context of the ARISTOTELE platform, content data is mainly
stored in SharePoint 2010 and IWT databases.

Semantic data are used to represent ARISTOTELE models and instances.
ARISTOTELE models define the context of interest for the project by means of
a set of concepts and relationships between them, specified by means of ontolo-
gies; more details regarding these models are described in Section 4. Instances
of semantic data are then used to annotate content data, thus creating a se-
mantic network of information that brings the Linked Data paradigm to fruition
within the information space of the organization. Semantic data are stored in an
open-source Semantic Repository, Sesame [1], widespread in the Semantic Web
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community for its performance and scalability capabilities. Standard formalisms
(RDF, RDFs, OWL) have been adopted for the implementation of semantic
data.

Data managed by the tools are built by merging information from content and
semantic data: we call these sets of classes Business Entities, and they basically
build up the business data of the platform. A Business Entity has the role of
decoupling the communication and the management of data — at a business
level — from the nature of the actual data sources. For this purpose, the Linked
Data Layer component of the ARISTOTELE platform comes into play when
other components within ARISTOTELE need to access and handle content or
semantic data, by providing them with proper means for interacting with the
needed underlying data repositories and storage. In Section 5, we will see how
data is handled by means of Business Entities by such a core component.

4 Models for the Representation of Knowledge-Intensive
Enterprise

After providing an overview of the whole architecture, in this section we briefly
present the conceptual models used to semantically represent the enterprise
knowledge, as we earlier said in Section 3.

The purpose of the ARISTOTELE models is actually two-fold. First of all,
they need to represent the enterprise assets in an effective way. Secondly, they
need to support the day-by-day activities of the so-called knowledge workers, i.e.
workers whose main capital with respect to the organization they work for is
knowledge [10], inside knowledge-intensive organizations. Four models have thus
been defined:

– Knowledge Model (KM) - This model focuses on three aspects of knowledge:

• knowledge concerning enterprise assets, e.g. strategies, processes, activi-
ties, documentation, and, in general, all the output generated by workers
in their activities, including social interactions with their peers;

• knowledge concerning organization-specific information, in the shape of
lightweight ontologies meant to provide a shared classification of the
organization’s resources and entities;

• knowledge concerning training, related to the educational domain that
may be exploited by a company.

– Competence Model (CM) - This model provides a representation of compe-
tences and their relationships with other concepts such as context, evidences
and objectives. With this model it is possible to represent:

• competences of a worker and the evidence of their acquisition;
• competences needed to fulfill a particular role/job inside the organiza-
tion;

• competences needed to achieve a particular goal or objective that is
important for the organization [6].
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– Worker Model (WM) - This model provides a representation of the knowl-
edge workers inside their organization, including their personal information,
social activities and relationships, learning preferences and needs, working
activities and involvements.

– Learning Experience Model (LEM) - This model provides a representation
of the elements required to support the generation of personalized learning
experiences in order to satisfy specific learning needs of the workers, let them
achieve a new competence or fill a competence gap.

These four models are interrelated and can cooperate with each other in order to
cause a breakthrough in current practices related to competence development,
human resources management, knowledge management and learning. The joint
adoption of all of these models has therefore been designed to improve the current
organizational practices and support innovation in organizations.

All of these models are formalized using RDF/XML syntax. This way, it is
possible to support a concrete enforcement of such models on semantic web
stacks, their mututal interoperability, as well as their easy linkage with other
models emerging within the semantic web community. These models are already
interconnected and their entities are interlinked with each other, as shown in
Figure 2. Here, for the scope of this paper we focus on one of these models, the
Knowledge Model, for which we provide a more detailed description below.

4.1 Knowledge Model

The Knowledge Model (shown in Figure 3) represents the explicit knowledge
produced within organization. It was designed to support the following tasks:

– assigning an activity, when a new activity is created and it is assigned to a
working group with the goal of creating a new product or service;

– describing a job, when a new technical figure is introduced in the organiza-
tion, requiring the addition of new competences to the company’s profile. In
most cases this is equivalent to the assignment of a role in the organizational
chart;

– addressing a new challenge, when the organization means to identify the
emergence of new challenges or needs from the market itself, like a new
product released by a competitor, or a new technology that can drive po-
tential innovations within the business area of the organization. Linking
enterprise goals to competences is required to address new challenges, and
the Knowledge Model was designed to support the representation of these
links.

The starting point for the definition of this model consists of a set of spec-
ifications analyzed throughout the inception of the platform, such as Dublin
Core [17], SKOS [15], SIOC [14], MOAT [12] and FOAF [4], and a set of enter-
prise ontologies and models that can be mutually interlinked, such as the REA
ontology [8], the oXPDL ontology [9] and the I* model [13,18].
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Fig. 2. Relationships among the ARISTOTELE models

Knowledge Concerning Enterprise Assets. This portion of knowledge
needs to represent typical enterprise-based assets such as processes, activities,
goal, objectives etc. This information is intended to be general and exploitable
by any enteprise. In this part of the model we include some platform-specific con-
cepts as well as several concepts coming from the other well-known standards
we earlier mentioned (such as FOAF, SIOC, I*, REA etc.), in order to ensure
high-level interoperability with existing processes, projects and practices inside
the adopting enterprise.

The main concepts of this part of the Knowledge Model are the following:

– Activity, which is a central notion of the Knowledge Model, and is used
to represent both the everyday activities and the ARISTOTELE-enabled
activities. It is also important for the Goal management processes;

– Agent, used to represent a person, group, software or physical artifact. Typ-
ical agents are workers; other agents include organizations and groups;

– Asset, used to represent one of the assets available in the enterprise (e.g.
structured and unstructured documents, tools and workers as well);
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Fig. 3. The Knowledge Model
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– Goal, used to map both organizational or worker-level goals. It can be de-
composed into one or more Objectives, which also can be further decomposed
into one or more Tasks;

– Organization, addressing the information required for scheduling activities
or to express the position of an activity in the organization, respecting to
the order in the workflow;

– Role, used to specify the role of a worker inside a company. It can also be
used to describe a job position required to reach a specific goal.

Knowledge Concerning Organization-Specific Information. This part
of knowledge represents the knowledge about the specific organization in which
ARISTOTELE is adopted. This kind of knowledge reflects the specific classifica-
tion of information of an organization that can highly differ among companies.
To address this aspect ARISTOTELE exploits lightweight organization ontolo-
gies. These ontologies conceptualize the know-how of the enterprise in terms of
areas of interest for the adopting company. This part of the Knowledge Model
is representing by adopting the SKOS formalism.

Knowledge Concerning Training. This part of knowledge represents the
knowledge about the educational domain that may be exploited by a company
to address the different concepts to be taught and learned. This is done by using
the IWT knowledge model [2,7].

5 Linked Data Layer

As we briefly said in Section 3, the Linked Data Layer (LDL) component of
ARISTOTELE has the responsibility of decoupling the access to the data layer
from the other components of ARISTOTELE, by declaring a unified interface
thanks to which it allows for entity-based interactions with the data. Basically,
its purpose is to provide a data source-independent abstraction, in terms of a
Business Entity-based representation, over the underlying models and instances
of the whole platform. In this regard, it mediates between the data source layer
and the higher-level Core Services/Tools, by handling querying and update oper-
ations over different data sources, aggregating them if needed, mapping retrieved
data to domain entities and persisting changes, if any.

Let us now describe this core component in greater detail.

5.1 Input and Triggering

Every time a component (tool or service) needs to access the data layer for any
CRUD (create, read, update and delete), operation against content or semantic
data, it relies upon the interface provided by the Linked Data Layer in order
to query the data layer itself. Therefore, the LDL is triggered whenever such a
CRUD operation is to be performed.



A Semantic-Based Architecture for Collaborative Enterprise Management 143

Upon invocation of one of its interface methods by a component of the plat-
form, the LDL takes care of forwarding the call received to the specific module
related to a determined business entity to be manipulated. For instance, if a com-
ponent requests the list of Tasks associated with an Objective O, such a request
is forwarded to the internal LDL component which is responsible of handling
Tasks.

In this context, each business entity can be populated by integrating data
from different sources; as in the example above, the information related to a
Task might be found both in the RDF/OWL Triplestore and within the Share-
Point content database. Nevertheless, data access requests are formulated in a
data source-independent way, by invoking the LDL methods and passing pa-
rameters (if necessary), so that those data sources needed to retrieve all the
requested information are completely transparent with respect to the invoking
component. The LDL is thus responsible of translating such requests by selecting
the corresponding language to be used to interact with a specific data source.

Fig. 4. Architecture of the Linked Data Layer component
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5.2 Architecture of the Linked Data Layer

The architecture of the module is depicted in Figure 4; the components building
it up are described in greater detail below.

LDL WebService. The functionalities of LDL are made accessible by means
of a standard, Web accessible interface via a Web Service. This is the only
way to access the LDL module from the other components of the platform:
the methods receive and transmit data in the form of Business Entities and/or
additional standard-typed parameters and values (integer, strings) accordingly.
As it stands, this is the outermost layer of the module; any call to its methods is
handed over to the Repository subcomponent immediately below in the module’s
hierarchy.

Repository. This subcomponent receives calls from the LDL WebService, and
is assigned the duty of handling them, by storing/modifying data within the un-
derlying data sources involved (in the event of “create/update/delete” (CUD)
operations) or integrating data from those data sources (in the event of a “re-
trieve” operation). In the former case, data is passed as Business Entities, and ap-
propriately broken down into the different languages of the data sources, whereas
in the latter case data is retrieved from the data sources and integrated into Busi-
ness Entities to be returned by the invoked method(s). This process is designed
in accordance with the Repository Pattern [21] and is carried out in the follow-
ing way. Actually, the Repository subcomponent is made up of single, specific
Repositories, each responsible of handling the CRUD logic of a determined Busi-
ness Entity. A Data Access Object (DAO) for each data source is called by the
repositories in order to access the required data sources. As far as CUD opera-
tions are concerned, the required DAOs are called in order to correctly modify
the data within the required data sources. In the event of a “retrieve” opera-
tion, instead, each DAO called returns a set of partially-filled Business Entity,
and the calling repository is responsible of integrating those entities returned
into fully-populated Business Entities. A mapping file is used to perform such a
merging, by specifying the priority according to which using the values returned
from one data source or the other.

DAO. The DAO subcomponents, when called by a repository, interacts with
the QueryBuilder component in order to get the required query to be per-
formed against its corresponding data source. The selected query is then ex-
ecuted against the data source by invoking the specific Connector component,
and its results are provided in the data source language. The DAO component
subsequently relinquishes control to the corresponding DataMapper component,
which takes the result of the query as input and gives Business Entities in re-
turn. As stated earlier, the outcome of this mechanism is a set of partially-filled
Business Entities, to be subsequently handled and integrated by the upper-layer
repository.
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Connector. This component provides the lower-level communication channel
with a specific data source.

Map <BE.Property, DataSource>. This is a mapping file, in XML format,
where mapping information between properties of a Business Entity and their
corresponding data source to be used to retrieve such a property is stored, for
each Business Entity handled by the platform.

Map <BE.Property, SpecificProperty>. This is another mapping file, in
XML format, where mapping information between properties of a Business En-
tity and their corresponding representation in the data source specified by the
previous mapping file is stored.

QueryBuilder. This subcomponent is accessed by the DAO subcomponents,
and is responsible of translating of high-level requests coming from the DAOs
into data source-specific queries according to the language of its related data
source (i.e. SQL, SPARQL, CAML). Basic CRUD operations (simple retrievals,
creations, updates and deletions) are automatically generated by resorting to the
mapping file Map<BE.Property, SpecificProperty>, whereas custom queries are
manually composed in order to provide advanced functionalities where needed.

DataMapper. This subcomponent is responsible of translating the data source-
specific result of a query executed by a DAO (e.g. a SPARQL ResultSet, a SQL
ResultSet, a SharePoint list etc.) into a set of Business Entities.

6 Conclusion

In this paper we have presented the architecture of the ARISTOTELE platform,
a semantic-based collaborative system for enterprise management. We have listed
the tools and services it includes, as well as its underlying data layer made up
by lower-level content and semantic data and higher-level business data. We
have then presented ARISTOTELE’s conceptual models used for representing
semantic-based information coming from the adopting organization’s domain of
interest, with special attention upon the Knowledge Model of the platform. And
finally, we have detailed one of its core component, the Linked Data Layer, which
is used to manage the knowledge thus represented and make it accessible by both
the internal components and external tools.
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Abstract. Collaboration is an important activity that is increasingly
using technology to improve the productivity of the participants. The
Integrated Collaboration Object Model (ICOM) is a proposed OASIS
standard for interoperation among collaboration services. ICOM is in-
tended to be a framework for integrating a broad range of domain models
for collaboration environments. The intention is to encourage indepen-
dent software vendors and open source communities to create common
collaboration clients that interoperate with integrated collaboration plat-
forms and standalone collaboration services across enterprise boundaries.
This paper provides an overview of ICOM that covers the high-level con-
cepts, directory, space, access control, metadata, content management,
and unified message models. ICOM is represented in several formats: the
Java Persistence API, XML Schema, RDF and OWL. We also describe
an example application based on ICOM.

Keywords: JPA, collaborative work environments, Semantic Web.

1 Introduction

The Integrated Collaboration Object Model (ICOM) for Interoperable Collab-
oration Services defines a framework for integrating a broad range of domain
models for collaboration activities in an integrated and interoperable collabora-
tive work environment. The framework is not intended to prescribe how appli-
cations or services conforming to its model implement, store, or transport the
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data for objects. It is intended as a basis for integrating a broad range of col-
laboration objects to enable seamless transitions across collaboration activities.
This enables applications to maintain a complete thread of conversations across
multiple collaboration activities. The model integrates a broad range of collab-
oration activities, by encompassing and improving on a range of models which
are part of existing standards and technologies. The model is modular to allow
extensibility. The fundamental concepts, metadata concepts, and their relations
are included in the core part of the model, while the specific concepts and rela-
tions for each area of collaboration activities are defined in separate extension
modules.

In the next section, we define the ICOM Core model. It defines the classes
that bring together the model of directory management, identity management,
and content management in a framework with a common access control model
and metadata model. We continue with the description of the extension modules,
which extend the core to define the specialized models for different collabora-
tion activities. The range of collaboration models include content sharing and
collaboration, asynchronous communication, instant communication, presence
awareness, moderated group discussion, time management, coordination, etc.
The core defines three distinctive branches of concepts, which complement each
other: Artifact, Subject, and Scope.

The Subject and Artifact branches support separation of concerns for user
administration and content management. The Subject branch includes the model
of actors, groups, and roles. These concepts typically appear as the subject in
the (subject, privilege, object) triples of an access control model. The Artifact
branch includes the model of content and metadata produced by actors.

The Scope branch defines the model of communities and spaces that contain
subjects and artifacts. Communities and spaces join the subjects and artifacts
in a role-based access control model where a role is assigned to an actor in a
specific scope. Thus Scope, Subject, and Artifact form a framework for applica-
tions to integrate and interoperate with directory, identity management, content
management, and collaboration services.

The model specified in ICOM is based on existing standards and technologies.
ICOM core model encompasses LDAP Directory Information Models [1]. The
extension modules integrate models from Content Management Interoperabil-
ity Services [2], Java Content Repository API [3], Web Distributed Authoring
and Versioning (WebDAV) [4], Internet Message Access Protocol (IMAP) [5],
Simple Mail Transfer Protocol (SMTP) [6], Extensible Messaging and Presence
Protocol (XMPP) [7], XMPP Instant Messaging and Presence [8], vCard MIME
Directory Profile [9], Internet Calendaring and Scheduling Core Object Specifi-
cation (iCalendar) [10], and Calendaring Extensions to WebDAV (CalDAV) [11].
ICOM is open for extensions with additional domain models to enable seamless
integration with business processes and social networks: for example in process
integration domain which includes Business Process Model and Notation [12],
Web Services Business Process Execution Language [13], WS-BPEL Extension
for People [14], and Web Services for Human Task [15]; in social networking
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domain, which includes Friend of a Friend (FOAF) [16], Semantically-Interlinked
Online Communities (SIOC) [17], Open Social1, and Facebook Platform Open
Graph2.

ICOM uses the Content Management Interoperability Services (CMIS) [2]
grammar to define classes and properties.

The OASIS ICOM TC Wiki3 provides supplemental information, including
overview, primer, extensions, use cases, and mappings to various standards and
proprietary data models. The integrated model can be the foundation for defin-
ing the application programming interfaces (API) for integrated collaboration
applications to interoperate with collaboration services. A service provider inter-
face (SPI) can be specified to support interchangeable and interoperable services
that conform to the ICOM application framework. ICOM does not prescribe how
applications or services conforming to its model implement, store, or transport
the data for objects.

ICOM is represented in several formats: the Java Persistence API, XML
Schema, RDF and OWL. The UML and XML Schema are derived from the
Java classes, while the other specifications are directly derived from the author-
itative specification.

2 ICOM Modular and Extensible Framework

ICOM specifies a set of concepts in a collaboration environment, in terms of
class and property definitions. An ICOM object may be composed of informa-
tion from multiple repositories or collaboration services. All objects in the ICOM
framework must be instances of at least one class. The class and property def-
initions correspond to the UML meta-model, which is an OMG Meta Object
Facility (MOF) M2-model. The UML diagrams for ICOM were generated from
Java classes, which were directly translated from the authoritative ICOM spec-
ification. Some of these diagrams are shown below. The full set of UML class
diagrams is in [18].

2.1 ICOM Core

The ICOM Core model has three branches in its class hierarchy: Scope, Subject,
and Artifact. The Scope branch includes the model of communities and spaces
which are containers of subjects and artifacts. This branch is concerned with
directory management, providing hierarchical classified listings of Role, Group,
and Actor for administration, search and indexing, and uniform reference. Com-
munity and space list the resources as directory entries [1]. Although spaces
contain both subjects and artifacts, the membership of subjects in a space is ad-
ministered separately from management of artifacts in the space. Discretionary

1 http://opensocial.org
2 https://developers.facebook.com/docs/opengraph
3 https://wiki.oasis-open.org/icom

http://opensocial.org
https://developers.facebook.com/docs/opengraph
https://wiki.oasis-open.org/icom


150 K. Baclawski et al.

Fig. 1. The Main Branches of the ICOM Core Model

access control (DAC) and role-based access control (RBAC) policies are defined
in terms of the subjects from the directory.

The Subject branch includes the model of actors, groups, and roles. This
branch is concerned with the identity of actors in collaboration. The Artifact
branch includes the model of folder, heterogeneous folder, and content produced
by actors.

The Core model also defines the Metadata and Access Control models in
separate namespaces. The Metadata is concerned with annotations. The Access
Control defines the discretionary access control (DAC) model for entity-level
granularity and role-based access control (RBAC) model for scope-level granu-
larity.

The Subject and Artifact branches support the separation of concerns of user
administration and content management. Typically subjects and artifacts are
joined in the (subject, privilege, artifact) triples of the access control model.
Some of the triples are derived from the scopes of the role assignments and the
artifacts contained by the scopes.

Figure 1 depicts the top-level abstract classes forming the main branch and
the Scope, Subject, and Artifact classes that represent the roots of the three
major sub-branches of the ICOM class hierarchy. To deal with the fact that
some programming languages, such as Java, do not support multiple inheri-
tance, the model defines two types of classes: ordinary and mixin. The mixin
classes are represented in Java as interfaces rather than classes. The mixin classes
are shown as circles rather than rectangles in the class diagram. It also shows
the core classes in the Scope, Subject, and Artifact branches. It only shows the
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Fig. 2. ICOM Entity Classes

subclass relationships, not the attributes or the associations. Figure 2 depicts
the Entity class in more detail, showing both its attributes and associations with
other classes.

2.2 ICOM Extensions

Each ICOM extension module defines a model of a collaboration activity. The
specification includes models for content creation, communication, coordination,
discussion forum, and conference. Most of the extension modules in this section
introduce specialized subclasses of Artifact and Folder of Artifact Branch. In
addition to the extension modules described here, the ICOM framework allows
additional extension modules. For example, applications can adopt a model for
the CMIS Policy base type as a new extension module, which can be used to
integrate with BPMN or BPEL processes outside the ICOM domain. An ICOM
space can provide a durable context for continuity of conversations and activi-
ties related to a business process type or process instance. Some new extension
modules may import the models from related standards.

ICOM defines containers that provide contexts and structures for specific
areas of collaborative activities. For example, a Space is a container that con-
tains HeterogeneousFolder, AddressBook, Calendar, TaskList, Forum, and Con-
ference. These subcontainers are briefly described below in the corresponding
extension modules. HeterogeneousFolder (defined in Core) is a general purpose
container that can list any type of artifacts, and therefore, can serve as a li-
brary of documents and wiki pages to support content sharing and co-creation,
an inbox or outbox for communication, or a trash folder to archive all types of
artifacts deleted from a space.
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The following modules are specified as extension modules of ICOM:

Content module defines classes for Content, MultiContent, and SimpleCon-
tent. Content represents a piece of data in a document or message. The
module uses the Composite design pattern to form objects. The module is
referenced by other extension modules, like the Document module and the
Message module.

Document module defines Document, WikiPage, and a model for version con-
trol. A document can contain a composite content. Documents are typically
contained by heterogeneous folders.

Message module defines Messages like emails or instant message, and related
classes. A message can contain a composite content. Messages are typically
contained by heterogeneous folders.

Presence module defines Presence, Activity, and ContactMethod. Presence
represents a watchable state of an actor. Presence state is derived using an
actor’s subscriptions.

AddressBook module defines AddressBook and PersonContact. AddressBook
is a specialized container to manage contact or personal information, such
as addresses, phone numbers, birthdays, anniversaries, and other entries. A
person contact can reference a person in an ICOM community as well as
information about a person who may not be in any ICOM community.

Calendar module defines Calendar, Occurrence, and OccurrenceSeries. Cal-
endar is a specialized container to support time management. Occurrence
artifacts are used to resolve the free-busy times of participants for schedul-
ing of meetings and booking of resources.

FreeBusy module defines the FreeBusy class. FreeBusy is a view derived from
occurrences in a calendar or a set of calendars using an actor’s privileges.

TaskList module defines TaskList and Task. TaskList is a specialized con-
tainer to support task coordination. Tasks are used to coordinate the assign-
ment and progress of work.

Forum module defines Forum, Topic, Announcement, and DiscussionMessage.
Topics, announcements, and discussions are used for threaded conversations.
Moderators of a forum can prune, merge, or fork the discussion threads.
Forum is a specialized container to support Topic sub-containers and An-
nouncement sub-containers for time-sensitive communication.

Conference module defines Conference and related classes. Conference is a
specialized container that provides a durable context for real-time interac-
tions. A conference can contain visual, audio, and chat transcripts of the
conference sessions. It also contains the current status, conference settings,
past sessions, active session, and activity logs.

3 Features of the Model

3.1 Persistence

Maintaining data persistently is a necessity for nearly all software applications.
Since the predominant storage technology is the relational model but the
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predominant software languages are object-oriented, it is necessary to have an
object-relational mapping. An increasing number of applications are using the
Java Persistence API (JPA) for this task. Accordingly, one of the first map-
pings for ICOM was a mapping to JPA. This mapping consists of Java annotat
ions added to the POJO classes. The java.net OpenICOM project [19] is in-
cubating a JPA framework which manages ICOM POJO objects. OpenICOM
framework emulates the JPA programming model but is not limited to object-
relational mapping. It supports pluggable data access connectors that can be
implemented using proprietary APIs for collaboration platforms, standard pro-
tocols such as LDAP, WebDAV, IMAP, SMTP, XMPP, CalDAV, etc., or NoSQL
databases.

The ICOM specification defines a class called Entity which is the superclass
of any class that supports a persistent identifier, a change token for optimistic
locking, and an access control list. The object identifier and change token are
annotated, respectively, by javax.persistence.Id and javax.persistence.Version,
matching the ICOM concept of Entity with the JPA concept of Entity. ICOM
Entity has another fundamental dimension for access control list, which together
with JPA Id and Version, defines a unit of persistent information for concur-
rency and access control. The generation of object identifiers is implementation
dependent; however, ICOM recommends that the object identifiers should be
globally unique to support permanent references to the entities that may mi-
grate amongst interoperable ICOM repositories. An object identifier is read-only
(immutable) once it is assigned and should never be duplicated or re-used for
more than one object. The UML diagram in Figure 2 depicts the Entity class,
properties, and cardinality of the properties. Entity’s properties include name,
created by, creation date, last modified by, last modification date, owner, par-
ent, attached markers, category applications, tag applications, and access control
list.

Figure 3 shows some of JPA annotations for the Entity class. For the sake of
brevity, the import statements were not shown.

3.2 Interoperability

One of the goals of ICOM is seamless interoperability between different collab-
orative work environments. This requires an interchange mechanism between
such environments. Since these environments may use different programming
languages, the interchange format must be language-independent. The most
commonly-used interchange format today is XML, and ICOM has been expressed
in terms of XML Schema. This allows one to exchange data via SOAP/REST
web services. The XML Schema specification was derived from the POJO classes
using the JAXB schemagen processor4. Figure 4 shows the XML Schema repre-
sentation of the Entity class.

4 http://docs.oracle.com/javase/7/docs/technotes/

tools/share/schemagen.html

http://docs.oracle.com/javase/7/docs/technotes/tools/share/schemagen.html
http://docs.oracle.com/javase/7/docs/technotes/tools/share/schemagen.html
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package icom;

@Entity
@XmlType(name="Entity", namespace="http://docs.oasis-open.org/ns/icom/core/201008")
@XmlRootElement(namespace="http://docs.oasis-open.org/ns/icom/core/201008")
@XmlAccessorType(FIELD)
public abstract class Entity implements Identifiable {
@EmbeddedId
protected Id objectId;
@Version
protected ChangeToken changeToken;
@ManyToOne
Actor createdBy;
@ManyToMany(targetEntity=Marker.class)
@XmlElement(name="attachedMarker",
namespace="http://docs.oasis-open.org/ns/icom/metadata/201008")

Set<Marker> attachedMarkers;
...

}

Fig. 3. Some of the fields and their JPA annotations for the Entity class

<xs:complexType name="Entity" abstract="true">
<xs:sequence>
<xs:element name="objectId" type="icom_core:Id" minOccurs="0" />
<xs:element name="changeToken" type="icom_core:ChangeToken" minOccurs="0" />
<xs:element name="name" type="xs:string" minOccurs="0" />
<xs:element name="creationDate" type="xs:dateTime" minOccurs="0" />
<xs:element name="createdBy" type="icom_core:Actor" minOccurs="0" />
<xs:element name="lastModificationDate" type="xs:dateTime" minOccurs="0" />
<xs:element name="lastModifiedBy" type="icom_core:Actor" minOccurs="0" />
<xs:element name="parent" type="xs:anyType" minOccurs="0" />
<xs:element ref="icom_ac:owner" minOccurs="0" />
<xs:element ref="icom_ac:accessControlList" minOccurs="0" />
<xs:element ref="icom_meta:attachedMarker" minOccurs="0" maxOccurs="unbounded" />
<xs:element ref="icom_meta:categoryApplication" minOccurs="0" maxOccurs="unbounded" />
<xs:element ref="icom_meta:tagApplication" minOccurs="0" maxOccurs="unbounded" />

</xs:sequence>
</xs:complexType>

Fig. 4. XML Schema for the Entity class

3.3 Semantic Representation

ICOM also has representations in RDF and OWL. The semantic representation
is modular, reflecting the UML model, consisting of a core ontology, and exten-
sions. The ICOM ontologies were defined through a direct translation from the
authoritative specification.

Providing a semantic representation further accelerates the communication
and interconnection of data between different collaboration tools. Other benefits
include: access to the growing amount of Linked Data that is available, and infer-
ence. With inference, we can enrich the data, but also check for consistency when
using ICOM with other ontologies. ICOM data with a seamless programming
model like JPA and a concomitant RDF representation will lower the barrier for
applying inference engines. Figuratively speaking, a rich vocabulary of “nouns”
in ICOM makes up for the strong “verbs” in service interfaces. A well-defined
set of classes of ICOM makes the API amenable for rule-based applications and
declarative inference. ICOM containers are active or reactive entities, for exam-
ple conference and chat rooms are highly active while outbox, calendar, and task
list are reactive. Their behavior can be augmented by applications.
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Fig. 5. Example of a calendar module that integrates SMW and ICOM

4 A Use Case — Integration with Semantic Media Wiki

A wiki is a website which allows its users to collaborate to produce and edit
content via a web browser. The resulting content is easily understood by users,
but computers cannot understand or evaluate it. A semantic wiki allows a user
to add semantic annotations that allow the wiki to function as a knowledge base
which supports inference and semantic query capabilities. The most popular
wiki software is MediaWiki5, the underlying software for Wikipedia. The most
popular semantic wiki software is Semantic MediaWiki (SMW)6.

Unfortunately, just having semantic annotations does not mean that different
individuals or communities will specify annotations that are compatible with
other individuals or communities. Ontologies can provide standard terminolo-
gies for annotations that allow for semantic interoperability within an SMW
site as well as between sites. The ICOM ontology (available in both RDF and
OWL) is especially appropriate for SMW because both ICOM and SMW are

5 http://www.mediawiki.org/
6 http://semantic-mediawiki.org/

http://www.mediawiki.org/
http://semantic-mediawiki.org/
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Fig. 6. An example of a customized Form used for a meeting

concerned with supporting collaboration. We have developed a proof of concept
for the use of ICOM in a semantic wiki by developing SMW modules for calen-
dars, which make use of the powerful semantic search feature of SMW. Figure 5
illustrates one view of the calendar module. This module is publicly avalable at
http://psmw-test.cim3.net/w/index.php/ICOM_Calendar.

Other capabilities enabled by the integration of ICOM with SMW include the
ability to export data to different formats and to mash-up calendar data from
multiple sources. Our SMW modules illustrate how the ICOM RDF and OWL
ontologies can enhance interoperability of collaboration tools.

Our Calendar module is a customizable Template that is written in the cal-
endar format of the Semantic Result Formats[20]. This Template uses ICOM
properties. Instantiating the Template produces a reusable Form. If one clicks
on the meeting on August 15 in Figure 5, one can see an example of such a
Form, which is shown in Figure 6. This form shows the ICOM properties of the
meeting along with their values. The values can be modified by clicking on the

http://psmw-test.cim3.net/w/index.php/ICOM_Calendar
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“Edit with form” tab. The meetings to be included in a particular Form are
determined by a SPARQL[21] query. A user can either customize the Template
or reuse an existing Form to create their own Calendar.

5 Conclusion and Future Work

We have described the ICOM framework for Interoperable Collaboration Ser-
vices. Like most standards, the ICOM is specified in an authoritative document
using a specification language (CMIS) that is designed to be easily readable by
humans. However, ICOM is intended to be mainly used as an interoperability
framework within a collaborative work environment for such tasks as storing
data, sending data to other collaboration services as well as interacting with
human collaborators. As a result, the ICOM framework has been translated to a
number of other languages to facilitate these many purposes. Inasmuch as many
other kinds of applications have these same requirements, it would be useful for
their standards to be translated to other languages as well. Accordingly, we plan
to use our translation software with other standards.
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Abstract. The complexity of information in business environments is increas-
ing in rates that are difficult for companies to handle using traditional solutions. 
The diversity of information and communications that stem from remote and 
heterogeneous sources creates the need for information management in multi-
dimensional contexts and platforms, such as web sources, mobile devices and 
databases. As web technologies evolve, the volume, temporality and hetero-
geneity of available data exhibits a degree of dynamicity that is beyond manual 
control. Without these limitations, the aggregation of this information can pro-
vide new value-driving layers in business environments. Moreover, when this 
data is semantically structured, knowledge sharing and rule-based management 
allow for new ways of controlling the flow of information, both internally and 
externally. Focusing on the extraction of information about communications 
and its exploitation in platform-independent manners, we propose, design and 
implement a set of semantic components extending ERP systems in order to as-
sist semantic web interoperability, to provide a basis for intelligent knowledge 
management and to unify communication level platforms under shared sets of 
principles. 

Keywords: Semantic Web, Linked Open Data, Business Intelligence, Know-
ledge Management, Ontologies.  

1 Introduction 

Modern technologies and design approaches make the web an exceptionally dynamic 
environment, where data and information is created, consumed, edited and deleted 
within very small periods of time. This information can be in the form of communica-
tion between people and organizations, as in the example of social networking, or in 
the form of electronic publishing of facts and otherwise static data with varied time 
scopes. The dynamicity of these types of information makes it necessary for people 
and systems to be capable of being constantly up to date and ready to respond to chal-
lenges, problems and difficulties that result from change.  

In the web business world, when it comes to responsiveness such aspects are cru-
cial. Within business contexts, these types of information form a level that will be 
called the Business Communications Level. They can stem from both internal  
(e.g. databases, employee mobile phones etc.) and external (e.g. social media, web  
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repositories etc.) sources. In the traditional sense, such data is usually neither reusable 
nor easily interchangeable between heterogeneous and remote sources. It is even more 
difficult to take advantage of such data sources in cases where response times have to 
be minimal, as is the case in the business world. 

Aggregating these types of data and information and combining them through a uni-
fied schematic structure will become essential for business entities in order to survive 
and adapt to the required responsiveness. Moreover, the use of data that stems from 
mobile devices can provide and quantify contextual and operational information that 
was not taken into consideration before. For this reason, it is within our belief that 
providing platforms with the ability to support interoperability through interchanging 
diverse communicational data is a step toward an evolved business environment. We 
have designed and implemented a set of components that follow knowledge-based, 
semantic web and open data directives, as well as facilitate the extraction and reuse of 
mobile phone data under a shared ontological substrate, as an extension to traditional 
Enterprise Resource Planning (ERP) systems, in order to propose an ontology for 
communications and demonstrate how semantic extensions thrive in environments that 
are rich in diverse information.  

This paper is organized as follows: section (2) will provide the background, section 
(3) will describe the conceptual modelling, section (4) will describe the system imple-
mentation and sections (5) and (6) will provide an evaluation as well as present the 
results and a brief discussion of this work’s contribution. 

2 Background 

2.1 Knowledge Management and Business Intelligence 

Generally, Knowledge Management (KM) can be considered as a loosely defined set 
of methodologies and techniques that aim at externalizing what is considered as inter-
nal, or tacit knowledge. A particular subset of Knowledge Management, as is sug-
gested in [1] is Business Intelligence (BI), which is considered to be a knowledge level 
that provides analytical tools to support decision-making. With the incorporation of 
new technologies, classical BI functionality is extended to include context identifica-
tion and socially-aware components, this way taking advantage of the richness of in-
formation that stems from social web as well as mobile environments. 

Within corporate contexts, information can be found both internally and externally. 
Internal sources include databases, company knowledge, mobile communications and 
any other types of information that are directly controlled by the company. External 
sources include web 2.0 (social media, blogosphere etc.), semantic web services, open 
data repositories, the linked open data (LOD) cloud and so on. 

2.2 Internal Sources 

Databases and ERP Systems  
It is usual for companies to hold their data in local databases. More often than not, 
these are traditional relational databases that use schemata designed and created in 
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company-specific manners. In many cases, they are incorporated in Enterprise Re-
source Planning (ERP) or similar systems. ERP systems provide a framework for man-
aging business-related resources and assets (both human and non-human) with respect 
to projects, processes and specific tasks that need to be accomplished. This way, inter-
departmental cooperation and coordination can be achieved. Successful deployment of 
ERP systems reduces overall operating costs and improves enterprise data management 
and interdepartmental information exchange [2]. 

Smaizys & Vasilecas [3] argue that the absence of widely accepted standards and 
formalisms on business rules is what leads ERP system designers to time-consuming 
solutions which can often be both misleading and discouraging. It is therefore neces-
sary for this data to be structured in ways that allow for sharing and combining with 
external data under shared and loosely coupled principles. Furthermore, deploying 
semantic technologies on ERP systems is essential for the development of web ser-
vice oriented architectures in the semantic web [4]. 

Mobile Devices  
Diverse smartphone functionalities have led companies to incorporate them into their 
operation management models. Graf and Tellian [5] talk about the benefits of using 
smartphones as trackers in Supply Chain Management, through the use of data connec-
tions and GPS. Furthermore, the app market has led companies to develop applications 
for managing human resources. Modern smartphones permit context-aware application 
development. For instance, they include metadata such as geospatial and chronological 
usage data. Furthermore, in the case of open operating systems, data extraction is  
feasible, making usage contexts and communication patterns identifiable and tractable. 

Little work has been done to assess the use of mobile communication data, and it is 
within our hypothesis that its aggregation leads to a level of information, called the 
Communication Level, which makes possible the derivation of more complex infor-
mation regarding the user and the developing communicational contexts they  
participate in. We build communication profiles of users and assess the derived  
networks. 

2.3 External Sources 

External data can generally be considered as dynamic or static. Dynamic data origi-
nates from social media and otherwise dynamic sources, such as Google+, Twitter 
and Facebook, web 2.0 platforms in general and so on, whereas static data includes 
unchanging (or slowly changing) information, such as business registries and other 
repositories. Both are powerful sources of information, but must be handled  
differently. 

Social Media  
We consider social data to be of high business value, because, if interpreted correctly, 
they hold key information and knowledge about public sentiment. Social media pro-
vide added value in many ways. Two main value drivers associated with them are so-
cial media marketing and sentiment mining. Sentiment analysis can provide valuable 
insight on the public opinion, as well as provide useful results in e-commerce [6].  



162 M. Meimaris and M. Vafopoulos 

 

(Linked) Open Data  
Open Data refers to the notion of openness (i.e. free public access) in certain kinds of 
data which can range from crime reports to government decisions and from bus sched-
ules to registry information about corporate entities. Open datasets are often designed 
to be machine-understandable and for this reason it is common for them to be shared 
through open document formats such as JSON, RDF and CSV. A particular case of 
data openness is that of Linked Open Data, which refers to a set of methodologies and 
guidelines for interlinking data on the web. The advantages of using open datasets such 
as OpenCorporates.com are that there is no need to store data locally, or tend to the 
needed updates, since such larger data catalogues publish and curate updated data. 

The shift to semantic web technologies and (linked) open data paradigms in the 
business world is guided by the provision of unique descriptions of corporate entities 
as reference, publishing of information relevant to company-related affairs, such as 
accounting facts and figures, operating decisions and board changes and so on (e.g. 
OpenCorporates.com), as well as publishing offers for business transactions that in-
clude products and services (e.g. GoodRelations). For a discussion of the implications 
of an integration of linked open data in business environments, see [7]. 

3 Conceptual Design 

3.1 Test Scenario 

The domain of sales was considered as a test domain for the system. The graph-like 
nature of sales is based on people (actors in general) and their communications, thus 
making it a suitable test bed for our implementation. It is expandable, ranging from the 
presales to the after-sales service levels and many different tasks can be identified 
within it. The advantage of using semantic technologies in this approach is that a 
common substrate of meaning is employed in a context and platform independent way, 
for both incoming and outgoing data.  

Communication instances stem from diverse sources, such as mobile phones, com-
puters, landlines etc. Especially in large enterprise networks, this results in a highly 
interconnected graph of dynamic nature. Furthermore, the created network is not iso-
lated from the external world and sometimes the boundaries are not distinct. The sce-
nario is defined as follows: 

The implemented system is used by a sales company. The combination of external 
and internal information triggers sales threats regarding prices and offers of par-
ticular products/service. The system notifies with alerts when threats are triggered. 
These might be concerning the same goods offered by competitors, or similar 
goods with matching functionality (e.g. a competitor company issues a better offer 
about a particular product, thus threatening our company’s existing clientele). The 
implemented system handles the alerts in two ways:  
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a. Automatic suggestions for handling a threat. These include identification 
of a subset of employees that is suitable to handle the threat, assignment 
of particular clients/client sets to these employees, suggestion of suitable 
communication strategies and so on. 

b. Provision of related information and statistics for the particular threat for 
educated manual handling. 

Past information drawn from the system is shared among salespeople within the 
company. The system automatically uses a set of classifications on the market and 
clients in order to outline the conditions, the results of which are made available to 
the salesperson. Finally, the salesperson responds to the threat by adapting her op-
erational plan according to these. The results of her attempts are quantified and 
measured before they are made part of the shared knowledge, thus rebooting the 
cycle. 

The purpose of the system is to demonstrate how corporate decision making can be 
assisted. The system’s input is made up of the sources that were described in section 
II. The company’s salespeople handle both new and existing clients. The system 
builds communication profiles for both clients and employees, based on past data. 
Therefore, when an existing client needs to be approached, the salesperson can con-
sult the client’s profile in order to select a strategy of approach. In the case of new 
clients, the market profile shows what communication strategy has been successful 
product-wise in the past.  

3.2 Ontologies and Vocabularies 

The local or communications ontology was created mainly to represent the Communi-
cations domain, which forms a large part of our approach. This has been created from 
scratch, always having in mind the principle of minimal ontological commitment [8], 
which simply states that in ontology design, the representational claims should be ex-
actly as many as needed for the description of the domain of interest, in order to avoid 
knowledge redundancy. Classes can be seen in figure 1, with simplified names to assist 
readability. However, reusing existing ontologies is generally preferred over creating 
new ones. In our approach, parts of existing ontologies have been employed in order to 
describe high-level concepts and relationships such as people, organizations and com-
panies, products and services and so on. The reuse of existing ontologies is a default 
recommendation, as it is quicker, less expensive and drives information sharing be-
tween diverse sources. 

In our implementation, several external ontologies have been reused, such as the 
GoodRelations Ontology [9] and the Friend-of-a-Friend (FOAF) vocabulary. GoodRe-
lations provides a conceptual framework for representing e-commerce offers of goods 
in a way that can be processed by web services. It is adopted by large corporations 
such as Google, Yahoo! and BestBuy. FOAF [10] is an ontology for the description of 
individuals and organizations, and the relationships between them. It is widely ac-
cepted as a reference model for the description of people and groups. Class equiva-
lence between ontologies ensures the interlinking of these concepts in the structural 
level (e.g. lo cal:Agent is equivalent to foaf:Agent).  
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Fig. 1. Local and Communications Ontology 

4 System Implementation 

4.1 Technological Choices 

The implemented system and all associated methods and classes are written in Java. 
Semantic web and ontology integration are done with the use of the Jena Semantic 
Web Framework [11]. Demonstration is implemented in the form of JSP (JavaServer 
Pages) on top of simple HTML, resulting in a web environment capable of providing 
basic demonstrative functionality.  

We have chosen to expand on OpenERP [12], which has rounded capabilities and 
small size. Thomas Herzog [13] shows that OpenERP (cited as TinyERP at the time 
of writing) covers all necessary functionalities with a smaller set of database tables 
than the competing systems. For the mobile communications part, we use Android as 
the scenario's mobile environment. Android’s programming framework is built on top 
of Java classes, making the incorporation of external Java libraries natural.  

Data is converted and stored in the RDF format. Storing and linking data with se-
mantic (ontological) structure is particularly easy with the use of RDF, a w3c recom-
mendation. We have selected OpenLink Virtuoso to store RDF triples. The choice was 
based on the fact that it has rounded capabilities and good querying performance, as 
suggested by standardized benchmarking tests [14]. Furthermore, Virtuoso contains 
java libraries for connecting with the Jena Semantic Web Framework, making it less 
costly for the implemented system to perform RDF data transactions between the 
server and the various external platforms. 
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Fig. 2. Data extraction, RDF conversion and storing 

4.2 Information Retrieval and Semantification 

Various data sources are used for information retrieval in this scenario. Each of them 
is queried differently, according to the technologies it is subject to. They are con-
verted to RDF using the Jena framework, the system’s ontologies and a set of conver-
sion rules (figure 2). After the conversion, they are stored in the quad store. RDF data 
is then offered depending on the context, and the use of negotiation rules ensures that 
the availability of the data is limited and controlled accordingly. In practice, this 
would mean that different subsets of the data will be made available to different  
parties at different contexts.  

4.3 Information Aggregation and Utilization 

Content Aggregation  
As has already been established, ERP systems form the centre of the scenario, in the 
sense that the ERP is the main context driver. For this reason our implementation 
stands as an extension to its functionality, providing several layers, both structural and 
functional, around the domain of interest, mainly focusing on the benefits of the 
communicational approach. The structural layer is a consequence of the provision of 
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semantics, while the functional layers are the sum of all extra functionalities that are 
implemented on top of the system's current ones. This can be seen in figure 3.  

 

Fig. 3. Abstraction of the information layers 

Information is shared within the dashed layer throughout the extended system. 
Practically, the data that exists within the information layer is in RDF form, stored in 
the dedicated quad store. The mobile data is exchanged at the boundary of the seman-
tic layer. Finally, external information that stems from web sources such as social 
media and (linked) open data is exchanged through the boundaries of the semantic 
layer as well. Within these, data is stored in aggregation, under common semantic 
structure. 

Web Interface  
A web interface has been created for demonstration. This is a web environment where 
employees with managerial status are notified when price alerts are triggered. The 
implemented version includes a browsing environment of employees, clients and 
products/services, with respect to various sets of restrictions. Furthermore, the user 
can read descriptions and metadata of incoming alerts, get automatically-generated 
handling strategies, assign employees to clients and products, see communication 
profiles of employees and clients and read several data-centric analyses of  
cross-patterns between the variables.  
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a) Alert Notifications  
Upon request of this webpage, the server is queried in order to return a list of the un-
handled alerts, along with a subset of their non-functional properties. It is assumed 
that the alerts are created from external sources, mainly social media. However, the 
creation of such alerts lies beyond the scope of this paper. 

By selecting an incoming alert notification, the web environment shows the user 
the alert’s profile. As each price alert is created in reference to a particular product 
with a particular business function1, the alert profile page will go on to provide an 
initial analysis of the alert based on these constants. Based on this design, an alert 
profile page offers department, employee and client rankings with respect to the alert. 

b) Employee, Client and Product/Service profiles  
Employee and Client views provide insights to the associated agent, including their 
static as well as dynamic information profiles. Employee and Client profiles are simi-
lar for the most part, with the differences being in the types of associations that are 
produced. Their conjunction is made up of the following information: 

• Static information that defines the employee/client as an ERP entity, including 
contact details drawn from the Contacts Level. In the case of employees, their de-
partment associations are further provided. In the case of clients, a link to data 
drawn from OpenCorporates is also present. 

• Top products/services associated with the particular agent, along with processed 
information. This includes transaction statistics, rankings by business function, 
prominent communication strategies and communication type statistics, paired em-
ployee-client rankings and so on.  

• Rankings of communication types associated with the agent, including communi-
cation statistics by type or supertype, (e.g. email vs. text messaging in general), 
communication patterns that arise, preferred methods of communication by product 
or by client and so on. 

• Rankings of business functions independently of the product/service they refer to, 
including total number of transactions and total income. This highlights the top-
selling business functions for each employee/client/good. 

c) Threat handling  
Incoming threat alerts are ranked and classified based on their description. The system 
offers its users the possibility to assess the threat automatically, by suggesting the best 
means to handle it, based on predefined rule sets. Given that incoming threats are 
always in reference to a particular product/service, it is easy to identify the threatened 
clients and outline the context. This way we can evaluate historical data and suggest 
communication strategies based on the identified context. The overall alert resolution 
process can be seen in figure 4. 

Evaluation of incoming alerts is followed by resolution. The alert metadata helps 
classify and categorize it, and assign it to appropriate handlers. Technically this can 
                                                           
1 Business functions have to do with the different ways a product/service can be commercial-

ized, e.g. Sell, Repair, Maintain etc. They are formally represented with GoodRelations. 
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be achieved as follows: the web environment is user-dependent (controlled with dy-
namically triggered ontology rules based on the user and their profile/history) and 
identification of the user restricts the query results accordingly. 

 

Fig. 4. Alert handling process 

5 Evaluation 

The main purpose of this work is to highlight the richness of information that business 
communications have to offer, and this is shown through a corporate use-case scena-
rio. Furthermore, it is demonstrated how various components can be deployed both 
server-side (ERP extensions) and client-side (Android apps) in order to convert and 
publish data as RDF, with the use of ontologies. In this section we will focus on qua-
litative evaluation of the conceptual approach, as well as discuss implementation  
implications.  
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Fig. 5. Screenshots from demonstration interface 

5.1 Communications Ontology 

Our ontology captures the knowledge that is related to communications. These stem 
from mobile phones, landlines, the world wide web, and so on, but they all belong to 
the same communications taxonomy. As smartphones and modern computing solu-
tions are able to capture metadata of specific communication instances, we show how 
this can be performed on the fly and in an ontology-based manner. 
 



170 M. Meimaris and M. Vafopoulos 

 

Heterogeneous sources are aggregated under a common denomination, creating 
value as super-layers of information are brought forth as a result of this mash-up. For 
instance, combining the knowledge of how a particular employee usually handles 
(communication-wise) clients of a particular nature, along with the knowledge of how 
successful in terms of sales this employee has been, we outline market conditions and 
client behaviors on the fly. This is particularly useful in environments where em-
ployees need to handle threats with minimal response times, as in the scenario. Com-
bining this information helps companies in more than one ways. To name a few: 

• Improved HR management: the communication profiles of employees create an in-
house network of nodes and edges that show how employees communicate with 
each other. Sinks and sources can be identified, case-specific or overall. 

• Educated threat-handling: when clients are threatened, we can identify the best 
strategy to approach the case at hand, depending on their communication profiles.  

• Unknown market analysis: when entering new markets, communication patterns of 
goods in known markets are consulted and approach strategies are adapted  
accordingly. 

5.2 Semantic Business Information Management 

The added functionality from the superimposing of diverse data lies within the deriva-
tion of new information. The new information, because of the use of knowledge-
based technologies, creates dynamic and on-demand rule-driven derivations that help 
classify, categorize and annotate entities on custom classifications. Knowledge about 
communications becomes a manageable and tractable asset and ontology revisions 
can be performed without any downtime. 

Sharing and exchanging chunks of data within the company or with the outside 
world is subject to rules that trigger dynamically. For instance, depending on the sta-
tus and history of an employee, she can have access to past historical data concerning 
the threat at hand. The temporality of the access is dependent on the context under 
which she consumes the requested information. SPIN [15] is an example of how on-
tology rules can be managed and used programmatically. 

With the use of semantic web standards, the system is suited for integration with 
external semantic web resources. In the business environment, web services are 
emerging as ways of incorporating knowledge exchange in the markets, making the 
sharing of information, both inbound and outbound, a task that can be handled by 
automated software agents. 

5.3 Implementation 

Even though the implemented system serves to demonstrate some of the functionali-
ties of the conceptual approach, several of the limitations that were imposed during 
the development reflect issues that should arise in commercial design and  
development. We will focus on the extraction, conversion and storing of internal data.  
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Quad Store  
It was necessary to deploy a dedicated quad store that would act as the centralized 
store for all platforms. Being able to deploy such a store is a strong assumption and 
not a viable commercial solution. The need for two separate stores is a weakness, but 
necessary for platform-independent interoperation. Quad stores also offer ready-to-
deploy data endpoint functionality (e.g. SPARQL) that are customizable (security-
wise) and web-accessible. However, ERP systems that are designed to function on top 
of RDF databases will exhibit the benefits of this approach, and have built-in RDF 
creation without having to depend on conversion extensions. 

Mobile Data  
With this approach, mobile data extraction and conversion is inexpensive and decen-
tralized, as each corporate phone is responsible for converting and uploading its own 
data. Because android phones cannot yet act as quad stores with SPARQL endpoints, 
RDF are stored in files in the phone and deleted after uploading. However, a more 
proper mechanism for storing should be deployed, without having to rely on the 
phone’s file system. 

ERP Data 
The component for converting ERP data to RDF is deployed server-side, running in 
parallel to the ERP services and acting as a bridge between the ERP internal store and 
the central quad store. The conversion process is not costly and is triggered by SQL 
transactions with the use of event handlers at run-time. 

6 Conclusions 

This work provides a conceptual framework and a demonstrative implementation2 for 
taking advantage of the business communication layer of information, which has 
grown to be a diverse environment of heterogeneous sources and causality relation-
ships. Communications cover a large range of information flows from and to compa-
nies, both internal and external. 

The proposed extensions form a unification layer around the company's data core 
that can exchange data on demand and under rule-based control. The implications as 
far as business management improvements are concerned, have to do with the follow-
ing points. 

1. Minimization of response time 
2. Enrichment of internal context to that of an open business environment  
3. Shared meaning and data, creation of super-layers of information that create 

value bigger than the summation of their constituents 

                                                           
2 The code was part of the author’s MBA thesis and can be found in  
  https://github.com/mmeimaris/android-rdfizer.  
  It is our intention to keep it updated. 
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4. Exploitation of mobile information, as mobile devices provide an abundance 
of usage data and metadata, thus defining contexts (and sub-contexts) on their 
own. 
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Abstract. The proliferation of the Internet-of-Things, which is a part
of the envisioned future internet, is about to significantly enrich the in-
teractions between people and physical environments, making computing
pervasive in our daily lives. To deliver such ubiquitous data as services
over the internet, it is essential to describe their capabilities and enable
the discovery of the capabilities. However, current service descriptions
lack the ability to describe dynamic information, which is crucial for
ubiquitous device capabilities. Moreover, they do not provide explicit in-
formation on how services are related to each other. In this paper, we
propose a capability model for ubiquitous devices (sensors) based on the
capability meta-model to describe the dynamics and relevance of sensor
services. We also define a generic similarity metric for service capabilities
and develop a heuristic searching algorithm based on this metric to find
similar sensor services.

Keywords: ubiquitous service, capability model, service dynamics, ser-
vice relevance, heuristic search.

1 Introduction

Today computing does not just happen in labs, data centers or desktop com-
puters. The proliferation of sensor networks and mobile devices makes com-
puting pervasive in our daily lives. These techniques are key enablements of the
Internet-of-Things, which is a part of the envisioned future Internet that will sig-
nificantly enrich the interactions between internet users and the physical world.
To deliver such pervasive data over the Internet as services, it is required to uni-
formly describe their service capability, so that the device and data heterogene-
ity can be resolved. However, from our observations, current service description
mechanisms cannot address the following requirements for describing ubiquitous
services.

– Service Dynamics. Ubiquitous services are inherently dynamic. From the
functional perspective, the data observed by a sensing device can vary over
time. A sensor service providing a concrete observation value at real-time
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can be seen as an Service Offer (same as the concept introduced in [8]), and
users may have interests in such service offers while building applications on
top of them. On the other hand, unlike services such as online payment pro-
cedures, taking a sensor measurement does not imply a state change of the
real world. Therefore, it is safe to fetch sensor service offers for the users be-
fore they actually invoke the service and make use of the sensor data in their
applications [8]. From the non-functional perspective, it is also important
to model the service dynamics. Non-functional features of a sensing device
may vary depending on real-time conditions of physical environments. For
example, the accuracy of a thermal sensor could be lower under extreme
temperatures. Therefore, it is useful to describe such non-functional service
dynamics so that users find information on these non-functional properties
at run-time.

– Service Relevance. Current service description methods provide little in-
formation on how services with similar capabilities are related. Most ap-
proaches merely assign a category for a certain service. We argue that hi-
erarchical service categories based on “sub-class-of” relations are not suffi-
cient to describe service relevance. Providing details of service relevance is
particularly important for sensor applications. The number of sensors and
ubiquitous devices used in Situation Awareness applications such as cata-
clysm detections and homeland security programs can scale up to hundreds
of thousands. The users of such systems are interested in both reusing exist-
ing sensor capability models to create many functionally similar ones, as well
as finding a similar replacement sensor service in an affordable time period
among a huge amount of service descriptions, when, e.g., one of the sensor
services is mal-functional or offline.

In this paper, we present our solutions to address the above requirements. We
leverage the Capability Meta-Model described in [1] to define an upper level
sensor capability ontology. We then propose a generic metric to evaluate the
similarity of service capabilities and use this metric to develop an efficient capa-
bility discovery algorithm using heuristic search.

The remainder of the paper is organized as follows. Section 2 describes the ca-
pability meta-model briefly as a preliminary work to this paper, then it presents
our upper level ontology for sensor capability. Section 3 elaborates how capability
similarity is defined and how we use this similarity to find relevant capabilities.
Section 4 discuss the related work before we conclude in Section 5.

2 Sensor Service Capability Description

In this section we first introduce the service capability meta-model in [1] and
show how it captures service dynamics and relevance, and then we demonstrate
how we use this meta-model to describe sensor service capabilities.



Ubiquitous Service Capability Modeling and Searching 175

2.1 Service Capability Meta-model

A service capability is about what a service does. The concept of service capabil-
ity plays a central role in service description. We use the capability meta-model
described in [1] to create a capability model for sensor services using seman-
tic data. The meta-model is modeled with Resource Description Frameworks
(RDF). A capability is defined by an action verb a set of attribute and attribute-
value pairs. An action verb can be defined in a capability domain ontology, where
the required attributes and possible values are specified for this action verb, and
the fine grained semantics in terms of preconditions and effects are defined [2].
However in this paper, we do not further discuss the use of action verb, since
we consider sensor services have only one “sensing” action and there’s no pre-
conditions or effects for this action. Rather, we focus on modeling the service
dynamics and relevance within and between sensor service capabilities. We use
the human-readable Turtle1 format for the semantic representation throughout
the paper, Listing 1.1 represents the basic triples of the capability meta-model,
in which the terms Capability, Attribute, AttributeValue and their relations are
defined.

Listing 1.1. Snippet of Capability Meta-Model

@pre f ix rd f : <http ://www.w3 . org /1999/02/22− rdf−syntax−ns#>
@pref ix r d f s : <http ://www.w3 . org /2000/01/ rdf−schema#>
@pref ix owl : <http ://www.w3 . org /2002/07/ owl#>
@pref ix : <http : / / . . . / c a p ab i l i t y#>

: Capab i l i t y a r d f s : Class , owl : Class .
: At t r ibu te r d f s : subClassOf rd f : Property ;

r d f s : domain [ owl : unionOf : Attr ibuteValue , : Capab i l i t y ] ;
r d f s : range : Attr ibuteValue .

: Attr ibuteValue owl : equal owl : Thing .

Service Dynamics. As we discussed earlier, there are various reasons to have
dynamic attribute values in service descriptions, e.g.: attribute dependency,
inherent dynamicity, etc. Attribute values in the capability meta-model are
categorized into EnumerationValue, RangedValue, ConstrainedValue, Condition-
alValue and DynamicValue. Among which, we use ConditionalValue and Dynam-
icValue to model the values of dynamic attributes of sensor services. Basically,
what we can specify statically for service dynamics are: (i) how to compute/as-
sign concrete values based on real-time inputs/conditions using rules, or, (ii)
if there are no static rules or they cannot be specified, then where to retrieve
concrete values in real-time. The rules are defined with the Expression class,
and they are in the form of SPARQL segments. Input attribute values for the

1 Turtle format. http://www.w3.org/TeamSubmission/turtle/

http://www.w3.org/TeamSubmission/turtle/
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rules are specified with hasRequired property. Locations to retrieve concrete val-
ues are defined using ServiceEndpoints, along with a message mapping schema
to transform XML messages into RDF triples, if necessary. Exactly how these
rules expressions are reorganized into SPARQL queries and evaluated, or how
data-fetching is performed using service endpoints are determined by a discovery
engine that makes use of such static information.

Service Relevance. The capability meta-model is able to capture parental
relationships between capabilities, so that they can be modeled on different ab-
straction levels and abstract capabilities can be reused to create concrete ones.
In particular, three kinds of relationships are defined, including is-variant-of,
specify and extend. For 2 attribute values v1 and v2, v1 isVariantOf v2 iff v1 is
more concrete (a sub-class or an instance of) than v2. For 2 capabilities C1 and
C2, C1 specify C2 iff C1 and C2 has the same set of attributes but C1 has more
concrete attribute values; C1 extend C2 iff C1 has more attributes than C1 and
their shared attributes have the same values.

More formally, given two Capabilities C1 and C2, we denote A1 and A2 as
the sets of attributes of C1 and C2 (including attributes for attribute values),
respectively. For any attribute a in Capability C, we denote C(a) as the attribue-
value of a in C. We provide the following definitions using these notions.

C1 extend C2 ⇐⇒ A1 ⊃ A2 ∧ ∀a ∈ A2[C1(a) = C2(a)] (1)

C1 specify C2 ⇐⇒ ∀a1 ∈ A1, a2 ∈ A2

[a1 ∈ A2 ∧ a2 ∈ A1 ∧ ∃a′ ∈ A1[C1(a
′
) isVariantOf C2(a

′
)]]

(2)

C1(a) isVariantOf C2(a) ⇐⇒
C1(a) rdfs:subClassOf C2(a) ∨ C1(a) rdf:type C2(a)

(3)

Using the above mentioned relations we can construct a hierarchy of capabilities.
We denote C1 is a parent of C2 (and C2 is a child of C1) iff C2 specify C1 ∨
C2 extend C1. However, this is not sufficient to directly compare two arbitrary
capabilities unless one of them is a direct parent of another. We define more com-
plicated relations based to compare arbitrary capabilities. This will be discussed
in details later in this paper.

2.2 Sensor Service Capability Ontology

Using the capability meta-model described above, we are able to create an ontol-
ogy for sensor capabilities. Our ontology reuses some terms and relations from
the Semantic Sensor Network (SSN) ontology2. Classes and properties for the

2 SSN ontology. http://www.w3.org/2005/Incubator/
ssn/wiki/Semantic Sensor Net Ontology

http://www.w3.org/2005/Incubator/ssn/wiki/Semantic_Sensor_Net_Ontology
http://www.w3.org/2005/Incubator/ssn/wiki/Semantic_Sensor_Net_Ontology
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sensor capability ontology is shown in Figure 1. In the sensor capability ontol-
ogy the namespace “cap:” refers to the capability meta-model ontology, “ssn:”
refers to the SSN ontology, “sc:” is the target namespaces, which is the sensor
capability ontology.

Cap:Capability

sc:SensingCapability

1

1 sc:hasMeasurementCapability

sc:MeasurementCapability

ssn:MeasurementProperty

ssn:OperationalProperty

ssn:SurvivalProperty

1

*

sc:hasMeasurementProperty

1

*

sc:hasOperationalProperty

1

*

sc:hasSurvivalProperty

owl:unionOf

rdfs:Class

owl:unionOf

rdfs:Class
owl:unionOf

rdfs:Class

owl:unionOf

rdfs:Class

ssn:Property

sc:Thermal sc:Acoustic

sc:Electromagnetic ssn:Accuracy

ssn:MaintanceSchedule

ssn:BatteryLife

ssn:Observation

owl:unionOf

rdfs:Class

1

*

sc:hasObservation

Fig. 1. Sensor Capability Ontology

As shown in the UML diagram, the sc:SensingCapability is a sub-class of ca-
pability. Five attributes (sub-properties of cap:Attribute) are used to describe a
sensor capability: hasMeasurementCapability, hasMeasurementProperty, hasOp-
erationalProperty, hasSurvivalProperty and hasObservation. Listing 1.2 shows a
snippet of the upper ontology for sensor capability. Note that the domains and
ranges of these attributes are unioned with rdfs:Class to allow both instances
and sub-classes as domains and ranges so that we can identify the refining rela-
tions we previously defined. Attribute values of these attributes are sub-classes
of ssn:Property. Measurement, operational, survival properties and observations
are reused from SSN ontology and represent the same aspects of sensors as
they do in the original SSN ontology, and these 4 attributes are “many-to-one”
relations.

sc:MeasurementCapability is similar to the original ssn:MeasurementCapa-
bility which describes the functional properties of a sensor, i.e., what does a
sensor observe. However the hasMeasurementCapability attribute is a bijective
relation between a sensor and its measurement capability in our ontology, as op-
posed to the “many-one” relation defined in the SSN ontology. The reason that
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Listing 1.2. Snippet of Upper Sensor Capability

sc : TopSensorCapabi l i ty a sc : S en s i ngCapab i l i ty ;
sc : hasMeasurementCapabili ty sc : MeasurementCapability ;
sc : hasMeasurementProperty ssn : MeasurementProperty ;
sc : hasOperat iona lProperty ssn : Operat iona lProperty ;
sc : hasSurv iva lProperty ssn : Surv iva lProperty ;
sc : hasObservation ssn : Observation .

SSN ontology needs multiple capabilities for a sensor is that there is a one-to-one
mapping between instances of MeasurementCapability and MeasurementProp-
erty, and a MeasurementProperty can vary depending on environmental condi-
tions. For example, the accuracy of a temperature sensor can be influenced by air
temperature. To model the conditional values SSN ontology uses ranged values
with upper and lower bounds to create several divisions of the air temperature,
and create multiple instances of the accuracy property. Then, each accuracy in-
stance is assigned to a temperature division. However no general approach is
described in SSN ontology for modeling more complex conditions. It is also im-
possible to describe more dynamic properties which are not constrained by static
rules and requires data-fetching. Such need for modeling dynamic non-functional
properties can be easily fulfilled by using the mechanism we introduced in the
capability meta-model. An example of describing the dynamic accuracy for a
temperature sensor is shown in Listing 1.3.

In the above example, a temperature sensor is modeled as a variant of the top
sensor capability by extending and specifying some attributes. The attribute
value of sc:hasObservation is, and always will be, a dynamic value. A service
endpoint is specified for performing the datafetching task and a lifting schema
is used for data transformation. The accuracy of the measurement is defined
with a conditional value. The accuracy has a required parameter, which is the
air temperature measured by the sensor. Two conditions are specified for the
accuracy value, if it is between 0 and 10 degrees the accuracy will be 80%, if it is
above 10 the accuracy will be 90%. Note that multiple conditions can be used to
assign different values to a condition attribute value, but these conditions must
be disjoint. When the discovery engine encounters a query on the accuracy, it
will recognize the accuracy as a conditional value and checks if there are any
required attributes for evaluating the condition. If there is a dynamic required
attribute the engine will perform the datafetching task to retrieve the concrete
value for the dynamic attribute as well as create a query for the conditional
value. The cap:asVariable property will specify a variable for the data fetched
from the dynamic value, the cap:hasValue in the condition indicates the value
to be bound for the accuracy, the cap:hasExpression specifies the filter for the
query and the triple pattern for the WHERE clause is derived from the lifting
schema. Multiple queries will be created and evaluated for multiple conditions.
There will be at most one positive result since all conditions are disjoint. A
sample query for the real-time sensor accuracy is shown in Listing 1.4.
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Listing 1.3. Snippet of A Specific Sensor Capability

sc : Sensor1 a ssn : SensingDevice , sc : S en s ingCapab i l i t y ;
sc : hasMeasurementCapabil ity sc : Thermal ;
sc : hasMeasurementProperty sc :Mp 1 ;
sc : hasOperat ingProperty sc : Op 1 ;
sc : hasSurv ivalProperty sc : Sp 1 ;
sc : hasObservation

[ r d f s : subClassOf ssn : Observat ion , cap : DynamicValue ;
sc : hasEndpoint ”www. d e r i . org / sen sor1 ”ˆˆ xsd :URI ;
sc : h a sL i f t i n g ”www. d e r i . org / l i f t i n g . xsd ”ˆˆxsd :URI ] .

sc :Mp 1 a sc : Accuracy , cap : Condit ionalValue ;
cap : hasRequired [ cap : hasAt t r ibu te sc : hasObservat ion ;

cap : a sVar iab l e ”?temp ” ] .
cap : hasCondit ion [ cap : hasValue ”0.8”ˆˆ xsd : decimal ;

sc : hasExpress ion ” F i l t e r (? temp<10&&?temp>0)”ˆˆcap :SPARQL] ;
[ cap : hasValue ”0.9”ˆˆ xsd : decimal ;
sc : hasExpress ion ” F i l t e r (? temp>10)”ˆˆ cap :SPARQL] .

sc : Sp 1 a ssn : Bat t e ryL i f e ;
cap : hasValue ”1”ˆˆ xsd : decimal ;
cap : hasUnit dbpedia :Month .

Listing 1.4. Sample Query for Accuracy

SELECT ? acc
WHERE { x a ssn : Observation ;

cap : hasValue ?temp
BIND(0 . 8 , ? acc )
FILTER(?temp<10&&?temp>0)}

3 Capability Similarity and Heuristic Search

In this section we first introduce the relations we define for service capabilities
and how similarity is calculated based on these relations, then, we present our
heuristic search algorithm using the similarity metric.

3.1 Enriched Capability Relations

The specify and extend relation discussed earlier in the capability meta-model
were binary relations (specify , extend ⊂ (C × C) where C is the set of capa-
bilities) defined on the capability level to capture parenting relations between
capabilities. To discover more detailed relations between capabilities, we need
to define relations on the attribute level. To fully compare two capabilities, we
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first need to compare their sets of attributes and distinguish between shared
attributes and different attributes. Then we compare the attribute values of the
shared attributes, the attribute values for a shared attribute can be same, differ-
ent or one of them is a variant of the other. Thus, we define the following 3-ary
relations: ShareSame, ShareDiffer, Specify, Generalize, DifferMore and Differ-
Less ⊂ (C × C ×A) where C is the set of all capabilities and A is the set of all
attributes.

Given two Capabilities C1 and C2, we denote A1 and A2 as their set of at-
tributes, respectively; and for any attribute a in Capability C, we denote C(a)
as the attribue-value of a in C. A relation from C1 to C2 is denoted R(C1, C2),
which is composed of several atomic relations Ra(C1, C2). A complete relation
Rc(C1, C2) contains all atomic relations bettwen C1 and C2. We define six types
of atomic relations, i.e., Specify, Generalize, ShareSame, ShareDiffer, Differ-
More, DifferLess based on the following definitions.

– ShareSame: we say C1 ShareSame C2 on a iff :
1. the attribute a is an attribute of both C2 and C1,
2. the attribute-value of a in C1 is equal to that in C2,
Or more formally:

C1 ShareSame C2 on a ⇐⇒ a ∈ A1 ∧ a ∈ A2 ∧ (C1(a) = C2(a)). (4)

– ShareDiffer: we say C1 ShareDiffer C2 on a iff :
1. the attribute a is an attribute of both C1 and C2,
2. the attribute-value of a in C1 is different to that in C2,
Or more formally:

C1 ShareDiffer C2 on a ⇐⇒
(a ∈ A1 ∧ a ∈ A2) ∧ (C1(a) �= C2(a)∧
¬(C1(a) isVariantOf C2(a)) ∧ ¬(C2(a) isVariantOf C1(a)).

(5)

– Specify: we say C1 Specify C2 on a iff :
1. the attribute a is an attribute of both C1 and C2,
2. the attribute-value of a in C1 is variantOf the one in C2

Or more formally:

S1 Specify S2 on a ⇐⇒
(a ∈ A1 ∧ a ∈ A2) ∧ (C1(a) isVariantOf C2(a))

(6)

– Generalize: we say C1 Generalizes C2 on a iff : C2 specifies C1 on a. Gen-
eralize is a reverse relation of specify.

– DifferMore: we say C1 DifferMore C2 on a iff : the attribute a is an at-
tribute of C1 but not of C2. Or more formally:

C1 DifferMore C2 on a ⇐⇒ a ∈ A1 ∧ a /∈ A2 (7)

– DifferLess: we say C1 DifferLess C2 on a iff : C2 differMore C1 on a. Dif-
ferLess is a reverse relation of DifferMore.
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When capability engineers reuse existing capabilities to create new ones, the
above relations can be derived between the newly created capabilities and exist-
ing ones. It is safe to assume that the new capabilities are functionally simliar
to the old ones used as templates, i.e., they will have many (or at least a portion
of) shared attributes and values. This assumption is important for the efficiency
of our searching algorithm, which we will discuss in Section 3.3.

3.2 Capability Distance

To give an heuristic to the searching algorithm, we borrow the concept of distance
from the prototype theory [5] to denote the difference/similarity between two
capabilities. However, it is not trivial to accurately define the quality dimensions
for the attribute-value featured concepts [4]. Therefore, it is hard to build the
conceptual space and define convex regions for categorizing natural concepts. In
such conceptual space (e.g., RGB color space), distance between capabilities can
represent their semantic similarity. In our approach, categorizing concepts based
on semantic distance is not our main purpose. Instead, we define “approximate”
quality dimensions with the number of shared/different attributes and values to
compute their distance and guide the search algorithm.

Given a complete relation between 2 capabilities, we denote DL, DM, SS, SD,
SP and GE as the number of attributes in DifferLess, DifferMore, ShareSame,
ShareDifferent, SPecify and GEneralize relations, respectively. A distance in
attribute dA is the quotient of the number of the different attributes divided by
the number of the same attributes, formally:

dA =
(DL+DM)

(SS + SD + SP +GE)
(8)

Similarly, A distance in value dV is defined as:3

dV =
(SD + 0.5 ∗ SP + 0.5 ∗GE)

SS
(9)

Both dA and dV are symmetric distances and have a range of [0,∞). Appar-
ently 2 capabilities can be considered as identical when both distances are 0.
Furthermore we define the distance of two capabilties d as: d2 = d2V + d2A.

3.3 Heuristic Searching on the Capability Cloud

Our heuristic searching algorithm is a variation of the Simulated Annealing (SA)
[6]. Simulated annealing is a generic probabilistic meta-heuristic for the global
optimization problem of applied mathematics, namely locating a good approxi-
mation to the global optimum of a given function in a large search space. Sim-
ulated annealing may be more effective than exhaustive enumeration provided

3 Relations of SP and GE are given a weight of 0.5 just to indicate that they are less
“far” from SS than those of SD, but not necessarily to be exactly half the distance.
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that the goal is merely to find an acceptably good solution in a fixed amount of
time, rather than all the best possible solution.

The heuristic searching algorithm takes as inputs (i) a capability cloud with
descriptions of sensor capabilities and the relations between them, (ii) an arbi-
trary node in the graph that indicates the current capability that the user is
looking at (but not satisfied or no longer available) as the starting point, and
(iii) a description for the target capability that the user is looking for. In our ap-
proach, we use the distance d as the time-varying temperature and the change of
distance Δd as the Δt in the original SA. The distance between two capabilities
can be derived by either examing all attributes and values directly or computing
a relation path that exists between them in the capability cloud. We describe
the steps in our algorithm as follows:

1. Evaluate the initial node. set the initial “Temperature” d as the distance
from the target to the initial state. Add the initial state to the current node
set (CNS for short).

2. For each node in CNS, check if it is the target node (with a distance of 0).
If yes, add it to the CNS and result set.

3. Get all the unvisited neighbors of the current state, compute their distance to
the target, deriveΔd = (distance−of−neighbor)−(distance−of−current).

4. If theΔd is negative, accept; otherwise accept the neighbor with a probability
of EXP (−Δd/d).

5. Replace the current node with the set of accepted neighbors in the CNS.
Label the current node and all the evaluated neighbors as visited.

6. Repeat 3-5 for all the nodes in the CNS for a predefined L iterations.

7. Update “temperature” d, according to the annealing schedule.

8. Repeat 3-7 until temperature is 0.

The idea of the SA algorithm come from the analogy of the manner in which liq-
uids freeze or metals recrystallize in the process of annealing. Comparing with a
greedy search, the crucial improvement is the possibility p of accepting a “worse”
state than the current state: when it is “hot”, i.e., the temperature is high at
the starting phase, p is relatively large, and it is likely that the algorithm will
wander randomly and avoid being stuck. When the temperature falls down, p
will get smaller, in particular, when it hits the freezing point of 0, the algorithm
becomes a greedy search. Notice that even the original algorithm is an anal-
ogy to the physical system, the p given by the EXP function is unrelated to
the specific problem in annealing domain and is often hard-coded in many SA
implementations.

The cooling procedure is controlled by a user defined function that will update
the temperature according to the time, namely Annealing Schedule, normally the
Annealing Schedule will be a decreasing mathematical function that reaches 0
when the maximum allowed time has expired. However in our case, as the start
node is arbitrary and we cannot ensure a high initial temperature for the sake of
result completeness, we propose to use a decreasing function that the absolute
value of its first derivative is increasing, e.g.: d = log(−x + 1 + t), in which d



Ubiquitous Service Capability Modeling and Searching 183

is the time-varying temperature, t is the total time allowed. Therefore, we can
have more time to have the high acceptance possibility.

To improve the efficiency of the algorithm, it is also required that neighbors
are quite similar. So that Δd tends to be quite small in each iteration. The
rationale behind this is that it will avoid exploring “very good” states as well
as “very bad” states, however, there are much more bad states than the good
ones, thus the algorithm will achieve better efficiency in general. This is related
to the assumption that we made earlier, which indicates neighboring nodes have
a relatively small distance.

4 Related Work

In this section, we discuss some related work in semantic service description and
similarity-based search.

Service description is essential to enable service discovery, invocation and
composition. Existing semantic service descriptions, e.g., OWL-S4, SA-WSDL5,
WSMO6 describe service functionalities as a set of inputs, outputs, precondi-
tions and effects (IOPE) but not as attribute-featured capabilities. Using such
IOPE based service description, it is possible to automatically compose web ser-
vices and achieve a goal when there’s no direct matching service. However, these
approaches cannot express the dynamic aspects of services nor do they provide
explicit information on how similar web services are related. In our approach, we
can capture such service dynamics using the capability models, we are also able
to facilitate the creation of new service capabilities by specifying the relations
explicitly between the new capabilities and the old ones used as templates.

Similarity-based service discovery has been studied extensively for various
kinds of services. In [3], multiple evidences are considered to evaluate similarity
for service operations and inputs/outputs based on clustered concepts extracted
from WSDL documents. In [7], a hybrid service matchmaking is proposed for
OWL-S services. Among the hybrid filters presented in [7], the subsumed-by and
nearest-neighbor filter leverage different Information Retrieval (IR) similarity
metrics. In [9], a replacement degree is computed for two service protocols based
on how their sub-protocols can replace each other in the context of mediated
service interactions. Comparing to the above approaches, (i) we are more focused
on providing an easy way for the users to specify their requirements to find a
replacement for an unsatisfiable service capability using explicit description on
their relevance and (ii) we do not use the similarity metric to “recommend”
semantically similar substitutes but to guide our heuristic searching algorithm
to find exact (and potentially plug-in).

4 OWL-S. http://www.w3.org/Submission/OWL-S/
5 SA-WSDL. http://www.w3.org/2002/ws/sawsdl/
6 WSMO. http://www.wsmo.org/

http://www.w3.org/Submission/OWL-S/
http://www.w3.org/2002/ws/sawsdl/
http://www.wsmo.org/
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5 Conclusions and Future Work

In this paper, we elaborate the need of capturing the dynamics and relevance
in ubiquitous service capabilities. We discuss how capability meta-model can
be used to fulfill such need. We adopt the capability meta-model and create an
upper level ontology for sensor capabilities. The upper sensor capability is aligned
with Semantic Sensor Network (SSN) ontology created by W3C SSN incubator
group. Then, we derive a concrete sensor service capability from the upper level
sensor capability, which is able to express the service dynamics that cannot be
captured using the original SSN ontology. We also enriched the relations defined
for capabilities to give details on how two capabilities are related to each other
regarding to their attributes and values. A capability cloud can be constructed
using these relations and we propose an efficient searching algorithm to find
functionally similar replacement for a certain node in the cloud. The algorithm
is based on Simulated Annealing and it uses the distance we define between
capabilities as a heuristic.

As an on-going research, there are still a lot of work to do such as evaluating
the searching algorithm. Also, our current searching mechanism requires a full
description on the target capability. We expect to handle with partially described
targets as well to enable a plug-in match in the future.

Acknowledgments. This work is supported by the Science Foundation Ireland
under Grant No. SFI/08/CE/I1380 (Lion-2).

References

[1] Bhiri, S., Derguech, W., Zaremba, M.: Web service capability meta model. In:
Krempels, K.H., Cordeiro, J. (eds.) WEBIST, pp. 47–57. SciTePress (2012)

[2] Derguech, W., Bhiri, S.: Capability modelling - case of logistics capabilities. In:
PALS (2012)

[3] Dong, X., Halevy, A., Madhavan, J., Nemes, E., Zhang, J.: Similarity search for
web services. In: Proceedings of the Thirtieth International Conference on Very
Large Data Bases, VLDB 2004. VLDB Endowment, vol. 30, pp. 372–383 (2004)

[4] Gardenfors, P.: Conceptual spaces as a framework for knowledge representation.
Mind and Matter 2, 9–27 (2004)

[5] Johnson, R.: Prototype Theory, Cognitive Linguistics and Pedagogical Grammar.
In: Working Papers in Linguistics and Language Training (8), pp. 12–24 (1982)

[6] Kirkpatrick, S., Gelatt, C.D., Vecchi, M.P.: Optimization by simulated annealing.
Science 220, 671–680 (1983)

[7] Klusch, M., Fries, B., Sycara, K.: Automated semantic web service discovery with
owls-mx. In: Proceedings of the Fifth International Joint Conference on Autonomous
Agents and Multiagent Systems, AAMAS 2006, pp. 915–922. ACM (2006)

[8] Zaremba, M., Vitvar, T., Moran, M.: Towards optimized data fetching for service dis-
covery. In: Fifth European Conference on Web Services, ECOWS 2007, pp. 191–200
(2007)

[9] Zhou, Z., Gao, F., Shu, L.: Service protocol replaceability assessment in mediated
service interactions. In: 2011 IEEE International Conference on Communications
(ICC), pp. 1–5 (June 2011)



 

 

Introduction to the Proceedings  
of the Workshop on Social Web Analytics  
for Trend Detection (SoWeTrend) 2012 

Athena Vakali1 and Hakim Hacid2 

1 Department of Informatics, Aristotle University, Greece  
avakali@csd.auth.gr 

2 Bell Labs France  
hakim.hacid@alcatel-lucent.com 

Introduction 

Social networks on the Web are growing rapidly and offer a fertile ground for data 
mining and analysis. So many social networks flourish in an unforeseen manner and 
social data are evolving from various social streams. Such data embed human interac-
tions and interests and their analysis is valuable for detecting trends, events and  
phenomena on today’s Web reality. Methodologies and techniques of information 
retrieval, databases, preference modeling, graph theory, etc. have been leveraged and 
adapted into the social web dynamic environment but still open questions remain in 
terms of introducing new methodologies which will facilitate trend detection. SoWe-
Trend workshop has addressed such issues by providing a forum for researchers and 
practitioners to discuss the social data analytics relevant topics with emphasis on the 
critical actors in emerging online social networks.  

The workshop attracted interested work in the areas of social networks mining, 
analysis, topic and trend detection. The accepted papers placed emphasis in the areas 
of predictive social networks analysis and clustering with respect to social networks 
recommending along with work focusing on the data itself from the perspective of 
querying but also from the view of crowdsourcing. An invited presentation on “Aid-
ing the Detection of Fake Accounts in Large Scale Social Online Services” enhanced 
Workshop’s focus with emphasis on the issues of privacy and security. SoWeTrend 
has promoted a fruitful discussion among participants in order to capture major topics 
raised and to trigger conclusions and future work roadmaps. 

Invited talk given by prof. Michael Sirivianos (from the Cyprus University of 
Technology) was on the fake accounts detection in large social online services and the 
presenter has attracted a live discussion with the audience. The topic has major impact 
in trends formation since false opinions and malicious activities can be generated 
from such fake accounts and this is a major issue for both online social networks users 
and online social services operators. The invited speaker indicated a rather important 
methodology and implemented framework to tackle with such fake accounts detection 
and future topics of research were identified and summarized. 

The paper entitled “Associating items with scenes identified in social Q&A data” 
has focused on content and items associations in order to identify scenes via utilizing  
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characteristic items on social query and answer systems. The proposed scene mining 
and document clustering has been shown to be quite effective for such content asso-
ciations. Such an approach is important for social networks trends detection.  

The paper entitled “An Epistemic Equivalence for Predictive Social Networks 
Analysis” presented a semantic and dynamic model for predictive recommendations 
and trend predictions.  This work utilizes a social graph along with knowledge engi-
neering practices and its results have been highlighted in accordance to a particular 
ongoing research project. 

The paper entitled “Dynamic clustering process to calculate affinity degree of users 
as basis of a social network recommender” has presented a recommender which util-
izes a graph model to extract knowledge on users interactions and information trends 
in a social network setup. Performance issues were also raised and future work ideas 
were summarized and highlighted. 

The paper entitled “Data Leak Aware Crowdsourcing in Social Network” proposed 
a particular clustering based approach for discovering collaborative and competitive 
team and trends formation in social networks. Specific implicit social network inter-
actions were identified via a probabilistic approach and its future work ideas are im-
portant for qualitative trends detection. 

In summary SoWeTrend has promoted discussion on recent and significant devel-
opments in the area of social networks trend detection via cross-fertilization of  
techniques in the areas of mining, graph and probabilistic modeling as well as on 
crowdsourcing and content associations. Methodologies and techniques identified 
enabled participant researchers to understand how trends in social networks and social 
media, can be detected and predicted. Such an understanding of  trends capturing and 
mining in social networks is rather important for several areas such as marketing, 
security, and Web search. 

We sincerely appreciate and thank the SoWeTrend 2012Program Committee 
Members for their valuable contribution in paper reviewing, selection and evaluation 
and we also thank WISE 2012 Conference chairs and organizers for their continuous 
support to our SoWeTrend 2012 workshop. 

 
Athena Vakali, 

Hakim Hacid 

SoWeTrend 2012 Workshop Chairs 
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Abstract. We discuss the problem of discovering associations between
typical situations (scenes) in our daily lives and their characteristic items,
which refer to anything from real objects to imaginary beings or abstract
concepts. Once scenes are associated with items, the scenes can be further
computationally analyzed (e.g., compared, tracked) on the basis of their
associated items. In our approach for mining such associations, a list L of
items and a set D of Web documents, in which scenes are identified, are
first prepared. Next, D is divided using latent Dirichlet allocation (LDA)
into clusters, each of which can be regarded as corresponding to a distinct
characteristic scene. Then, the relevance between the scenes and items
in L is estimated on the basis of the statistical significance of occurrence
of items in the clusters. We developed two simple techniques for improv-
ing the quality (consistency) of the clustering result obtained using LDA
with the expectation that the improved clustering result yields better
performance in revealing item-scene associations. The most effective of
the two techniques, PACA, purifies original clusters (i.e., eliminates un-
wanted elements in each cluster) created using a clustering algorithm by
using the outcome from another clustering algorithm. Through an ex-
periment using pages in a social Q&A site, we verified the effectiveness
of the cluster purification techniques and the total effectiveness of our
approach of associating items with scenes.

Keywords: social Q&A, scene mining, document clustering, agglomer-
ative clustering, K-means, community detection, LDA.

1 Introduction

The Web has long been considered an important source of information. With the
growth of social media, which do not only bring people together but also data
representing the ways people behave and interact with each other, the value of
the Web as an information/knowledge source has become much more significant.

We propose an approach for analyzing textual data generated by social media
for determining typical context in the data, which is more appropriately called
“scenes”. The goal of our analysis is to find a set of items that characterize
each scene, where an item refers to anything from a real object to an imagi-
nary being or abstract concept. Taking the scene of Halloween as an example,
characteristic items include pumpkin and witch. Once scenes are associated with
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items, they can be compared on the basis of their associated items. For exam-
ple, the more items two scenes share, the more likely they are similar to each
other. Furthermore, the differences between two scenes can be explained by the
differences in their associated items. The proposed approach takes a set of doc-
uments and a list of items as inputs. It first identifies scenes in the document
set. Next, the document set is divided into clusters so that each cluster can be
regarded as corresponding to a distinct characteristic scene. Then, the relevance
between the scenes and items in L is estimated on the basis of the statistical
significance of occurrence of items in the clusters. We developed two simple tech-
niques for improving the quality (consistency) of the clustering result obtained
using LDA with the expectation that the improved clustering result yields better
performance in revealing item-scene associations. The most effective of the two
techniques, PACA (purification by auxiliary clustering algorithms), purifies orig-
inal clusters (i.e., eliminates unwanted elements in each cluster) created using a
clustering algorithm by using the outcome from another clustering algorithm.

We conducted an experiment to confirm if the proposed approach works using
data (pages) of social Q&A, where each page contains answers to a problem that
a questioner is facing in her/his life. Thus, in this case, scenes to be identified
in the data are situations where people are facing typical problems. For items,
we prepared a list of places, which includes names for locations, buildings, insti-
tutions, shops, and different types rooms. It can be said that associating these
items with scenes is equivalent to finding places related to each problem (e.g.,
places where the problem will likely occur).

This paper is organized as follows. First, we review related work in Section 2.
Then, we describe our approach for solving the problem of discovering scene-item
association in Section 3. We devote Section 4 to explaining our techniques of clus-
ter purification. We present the results of an experiment using data of a Q&A site
for verifying the effectiveness of our approach.

2 Related work

2.1 Topic/Trend Detection

One of the fundamental objectives of trend detection is to determine associa-
tions between a topic and periods of time during which the topic has significant
meaning. Conceptually, the problem of topic-item association discussed in this
paper can be thought of as a transformation of trend detection: items in our
problem corresponds to time in trend detection.

In a previous study by Swan et al. on trend detection, a statistical measure
is used to find a time period that has a statistically significant association with
the occurrence of a given term [1]. Although a term can be one of the elements
for explaining a topic, a single term is not sufficient for understanding the en-
tire topic. For handling the complicated concept (and data) of a topic, latent
Dirichlet allocation (LDA) has recently been introduced [2]. LDA is an effective
unsupervised learning methodology for finding topics in document collections,
which is also used in trend detection for identifying topics in a document set.
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For example, Wang et al., proposed “Topics over Time”, an LDA-style learning
method for detecting trends [3]. It captures not only topics but also how the
topics change over time. We also use LDA for identifying topics in a collection
of documents. We then associate items with each identified topic.

2.2 Information Extraction/Semantic Relation Extraction

Our approach can also be thought of as falling under the category of information
extraction or semantic relation extraction because it can be regarded as a method
for discovering meaningful relationships between scenes and items. There have
been many studies for extracting semantic relations between entities from a
corpus. The relations include basic ones, such as is-a and part-of, as well as more
complicated ones such as reaction-of and trouble-of [4,5,6]. In these studies, prior
to extracting the target relation from documents, methods of identifying the
target relation in the documents are formulated. Identification usually requires
knowledge about the target relation such as particular patterns between entities,
taxonomy, and positive examples of entities that will be used for supervised
machine learning. Unlike the studies mentioned above, our approach does not
rely on such knowledge prepared for a particular target because we would like
to discover a wider variety of relationships between items and scenes, including
ones that are difficult to formulate.

2.3 Cluster Ensembles

One of the contributions of this paper is presenting the technique for improving
the quality of clustering results called PACA. The concept of the technique is to
produce a set of clusters of higher quality by combining results of two different
types of clustering algorithms.

There is a widely used technique called cluster ensembles that combines mul-
tiple clustering results generated by different algorithms into a single clustering
result [7,8]. It produces a consolidated result without accessing the features or
algorithms that determined the original partitions. PACA differs from cluster
ensembles on two points. First, it improves the clustering quality by removing
misplaced elements, not by relocating them. Second, it uses the characteristics
of original clustering algorithms in producing a new partition, while cluster en-
sembles do not use such information.

3 Proposed Approach

Our approach for discovering scene-item associations is outlined as follows:

Step 1: Prepare a set of documents D and a list of items L.
Step 2: Identify scenes in D using LDA.
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Step 3: Partition D into clusters, i.e., D =
⋃

i Ci so that Ci respectively
correspond to identified scenes.
Step 4: Associate x ∈ L with Ci if occurrence of x in Ci is significant.

In step 1, documents in D are selected so that D becomes topically consistent to
some degree. This is because it is empirically known that LDA works poorly in
identifying scenes in step 2 when D covers a broad range of topics. To meet this
requirement, the condition to contain a predefined keyword q is set on documents
in D. As a result, what are identified in step 2 are scenes naturally related to q.
For items, any term can be chosen for elements of L as desired (which can even
be all the terms appearing in D).

In step 3, we used the relationships between documents and topics estimated
using LDA to partition D into clusters. LDA takes a set of documents and the
number k of topics as inputs, and produces the distribution (θij) (j = 1, 2, .., k)
of topics in a document di (as well as the distribution of words in each topic),
where θij is the probability of the j-th latent topic occurring in di. Based on
the distribution, the set of documents can be divided into clusters by grouping
those documents, dm and dn, satisfying the following condition:

argmax
j

θmj = argmax
j

θnj .

Let this clustering method be denoted as LDA(k).
In step 4, the χ2 test on the contingency table below was used to determine

whether occurrence of x in Ci is significant, where each number in the cells
indicates the number of documents satisfying each combination of conditions
(e.g., c is the number of documents in which x occurs but does not belong to
Ci). In the test, we set the significance level to 0.05. That is, we associated x
with Ci if the p-value was less than or equal to 0.05.

x ¬x
Ci a b

¬Ci c d

It is expected that Cis consist of positive instances of the identified scenes.
That is, we expect that Ci mostly consists of documents writing about the same
identified scene. However, we found that there is a non-negligible amount of
irrelevant documents in each cluster, as shown in section 5.2. We devote the next
section to discussing our two techniques for improving the quality of clustering.

4 Improving Quality of Clustering

In this section, we discuss ways to improve the quality of clustering results
obtained by LDA(k). After introducing indices for measuring the quality of the
clustering results, we describe our idea for improving clustering quality. Our
proposed techniques are based on this idea.
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4.1 Evaluation Indices

We evaluated the quality of a clustering result C = {Cj} based on widely used
metrics: purity P , inverse purity IP , and F-value (harmonic mean of P and IP ),
which are defined as follows:

P (C) = 1

N

∑
j

max
i

|Cj ∩ Si|, IP (C) = 1

N

∑
i

max
j

|Cj ∩ Si|, F (C) = 2
1
P + 1

IP

,

where N =
∑

i |Ci|[9]. Purity is used to evaluate the coherence of Cis, i.e., the
degree to which each Ci consists of documents belonging to a single scene. On
the other hand, IP measures the degree to which documents about a scene are
concentrated in a single Ci.

4.2 Eliminating Misplaced Elements

Our idea for improving clustering quality is to simply remove misplaced elements,
not relocate them. Let us explain the idea in more detail using an example.

Suppose that D consists of 18 documents, d1,.., d18, which should be classified
into four groups S = {S1, S2, S3, S4} from the viewpoint of the scenes they are
about. The document symbols (e.g., d1) are colored so that document-scene
correspondence can be easily recognized:

S1 = {d1, d2, d3, d4, d5}
S2 = {d6, d7, d8, d9, d10, d11}
S3 = {d12, d13, d14, d15, d16, d17}
S4 = {d18}.

Assume also that we obtained the following partition C = {Ci} of D by using
LDA(k):

C1 = {d1, d2, d3, d9, d10, d15},
C2 = {d4, d6, d7, d8, d16, d17},
C3 = {d5, d11, d12, d13, d14, d18}.

Then, P (C) = 1/2, IP (C) = 5/9, and F (C) = 10/19. We believe that finding the
perfect solution S is ideal (and difficult at the same time) but not the only one
to the problem of improving the quality of the clustering result. Our idea is to
improve the quality of clustering by removing elements that compromise purity.
We call this process purification of C. Formally, purification can be achieved by

Ĉi = Ci ∩ Sk, k = argmax
j

|Ci ∩ Sj |. (1)

Based on this formula, we obtain purified clusters:

Ĉ1 = {d1, d2, d3}, Ĉ2 = {d6, d7, d8}, Ĉ3 = {d12, d13, d14}.
In fact, we need to find ways other than using Equation (1) because we do not
exactly know S.
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4.3 Use of Auxiliary Clustering Algorithms

One of our purification techniques uses clusters generated using another cluster-
ing algorithm. By replacing S in Equation (1) with a set of clusters Q = {Qi}
obtained using another clustering algorithm, which can be thought of as an ap-
proximation of S, we have

I(Ci,Q) = Ci ∩Qk, k = argmax
j

|Ci ∩Qj|.

We call this technique purification of C with Q, or purification of C by using
an auxiliary clustering algorithm. For convenience, let us use a simpler expres-
sion, I({Ci},Q) = I(C,Q) instead of {I(Ci,Q)}. Let us also write #I(C,Q)
to indicate the number of documents retained after purification, i.e., documents
contained in any I(Ci,Q)s.

For a better understanding of this technique, we present an example where
we have the following clusters generated using an auxiliary algorithm:

Q1 = {d1, d2, d3, d9}, Q2 = {d4, d5}, Q3 = {d10, d12, d13, d14},
Q4 = {d6, d7, d8, d16, d18}, Q5 = {d11, d15}, Q6 = {d17}

Then, each I(Ci,Q) can be easily calculated as follows:

I(C1,Q) = C1 ∩Q1 = {d1, d2, d3, d9}
I(C2,Q) = C2 ∩Q4 = {d6, d7, d8, d16}
I(C3,Q) = C3 ∩Q3 = {d12, d13, d14}

Now, we have P (I(C,Q)) = IP (I(C,Q)) = F (I(C,Q)) = 9/11 ≈ 0.818, which
is clearly larger than the original value F (C) = 10/19 ≈ 0.526. Note that this is
also greater than the F-value of the auxiliary clustering algorithm F (Q) = 35/54
≈ 0.648.

By definition, this purification may fail, i.e., F (I(C,Q)) ≤ F (C), if the perfor-
mance of the auxiliary clustering algorithm is poor. Although we have not yet
fully clarified the requirements for the auxiliary clustering algorithm to improve
clustering quality, we verified that all those introduced below work effectively.

Agglomerative Clustering. Agglomerative hierarchical clustering is a com-
mon classical data clustering technique [10]. An agglomerative clustering algo-
rithm initially lets each element of D form its own cluster. Then, two clusters
are greedily merged into a larger one step by step. That is, at each step, two
clusters with the shortest distance between them are selected to be merged into
one larger cluster. The distance between clusters, which is called the linkage
criterion, can be defined in multiple ways. Each criterion is calculated based on
the distance among elements belonging to the clusters. Commonly used linkage
criteria include single-linkage and average-linkage and are respectively defined
as

Lsingle(C1, C2) = min
d1∈C1,d2∈C2

dist(d1, d2)and
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Laverage(C1, C2) =
1

|C1||C2|
∑

d1∈C1

∑
d2∈C2

dist(d1, d2),

where dist(d1, d2) denotes the distance between d1 and d2.
At each step k of agglomerative clustering, we obtain a set of clusters. Let

ACS(k) and ACA(k) denote the methods for obtaining such document clusters
respectively using the single-linkage and average-linkage criteria. For dist(d1, d2),
we use the standard distance function using the cosine measure [11].

K-means. The K-means algorithm divides data (i.e., documents) into k clusters
so that each datum belongs to the cluster with the nearest mean [12]. Since this
problem is NP-hard, heuristic algorithms are commonly used to obtain local
optimal solutions. We refer to partitioning a document set into k clusters using
a heuristic K-means algorithm as KM(k).

Community Detection. A set of documents can also be partitioned into clus-
ters by using an algorithm developed from research on complex networks [13] for
solving the community detection problem. Community detection is a research
theme aimed at finding communities in a network, where a community is defined
as a group of nodes that are more densely connected to each other than to the
rest of the network [14]. By using a community detection algorithm, the node
set V of a network can be divided into groups of nodes, which yield a partition
of V . Community detection algorithms can be used for clustering documents as
follows. (1) Extract k feature words from each document. (2) Create a network
of documents where a link is generated between two documents if they share one
or more words. (3) Apply a community detection algorithm to the network for
obtaining document clusters. It is worth noting that a document network be-
comes denser as k increases because the number of links in the network increases
along with the increase in k.

There have been a number of algorithms developed for solving the community
detection problem [14]. We tried some of these algorithms, and compared their
performances. We then found that the walktrap algorithm [15] outperformed
the other algorithms, which is consistent with the results of a preceding study
[16]. Let CD(k) denote the document clustering method using the walktrap
community detection algorithm.

4.4 Use of Topic Distribution of LDA

Our other prospective purification technique uses the topic distribution of LDA
as follows. For each Ci, let the documents in Ci be ranked in descending order
according to the topic probability:

Ci = {dj1 , dj2 , ..., djn}, θj1i ≥ θj2i ≥ ... ≥ θjni

where θjki is the probability of the i-th latent topic occurring in document djk .
Then, intuitively, it can be said that dik focuses more clearly on the topic than
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dim if k < m. Therefore, it is expected that we can increase the purity of Ci

by removing documents in the latter part of this sequence. In practice, we tried
improving the purity of LDA(k) by removing half the documents based on our
idea. This is because its purity was around 0.5 as shown in the next section. Let
LDA∗(k) denote the above-described procedure of purifying clusters obtained
using LDA(k).

5 Experiment

In this section, we describe and present the results of an experiment of associating
items with scenes.

5.1 Data Set

We used data (pages) of social Q&A as the collection of documents for the experi-
ment because they have the following advantageous characteristics for identifying
scenes.

(a) Content. The content of each page is about a problem a questioner is facing
in her/his life, and the page can further be associated with the scene in which
the problem will likely occur.

(b) Granularity. A single scene is associated with each document.
(c) Quality. Few noise pages (e.g., spam pages, affiliate advertising pages) are

mixed in the data.

We thought that a set of blog entries would be another candidate for the data.
However, we found that there are more cases in blogs than in Q&A in which
conditions (b) and (c) are not satisfied. People sometimes include various events
that happened in a day into a single entry. There are also cases where shops
introduce their products in their blogs.

For actually obtaining Q&A pages, we first searched the Web using a query of
q (cf. section 3) together with the option for specifying the target of the search
within the Q&A website. Then, we retrieved pages listed on the search results.
For this experiment, we used oshiete.goo.ne.jp and “pumpkin” respectively
for the Q&A site and q. We then obtained 728 relevant documents. It should be
noted that all the documents used for the experiment were written in Japanese.

For items, we prepared a list of places made up of names for locations (e.g.,
park, crossing), buildings and institutions (theater, school), shops (bookstore,
butcher), and types of rooms (living, kitchen). We gathered these items from
relevant lists and tables on the Web.

5.2 Verifying Quality of Document Clusters

Manually Identified Scenes. For quantitatively evaluating the quality of the
clustering result obtained in step 3 of Section 3, we manually associated each
document in D with a scene that document was about. In the association task,
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two situations were distinguished as different scenes if we could find differences
in characteristic attributes and elements of the situations, such as time, place,
objects, people, actions of people, and the ways people interact with each other.
As a result, we identified 43 different scenes associated with one or more doc-
uments in D. Ten of the 43 scenes are listed in Table 1. For convenience, we
sequentially assigned numbers to the identified scenes. Let Si denote the set of
documents that were associated with the i-th scene.

Table 1. Examples of identified scenes related to “pumpkin”

Scene Role/Characteristics of pumpkin in scene

Cinderella Pumpkin is turned into coach in story

Barbecue Ingredient often used in barbecue

Breeding small animals Pumpkin seeds as feed for small animals

Growing pumpkins Agricultural crops

Halloween Carved into Jack O’Lanterns

Having trouble cutting
pumpkins

Pumpkins are not easily cut with knives since they
have very hard skin

Overcoming stage fright “Imagine you are talking to pumpkins” is commonly
used Japanese phrase to calm someone’s nerves

Preparing baby foods Common ingredient in baby food

Preparing health-conscious
foods

High-fiber and highly nutritious ingredient

Removing stain Pumpkins stain clothes

Quality of Clusters by Using LDA. We measured the quality of clustering
results of LDA(k) as a function of parameter k. As shown in Figure 1, LDA
constantly yielded an F-value around 0.55, independently of the choice of pa-
rameter k. It was also confirmed that LDA(k) successfully generated clusters
that correspond to each of the scenes listed in Table 1. However, it should be
noted that purity was not so high, i.e., positive instances (relevant documents)
barely retained a majority in each Ci on average.

Evaluation of Purification Techniques. We verified the two cluster purifica-
tion techniques explained in Section 4 for improving quality of document clusters
obtained using LDA(k). As shown in Fig. 1, the value of parameter k has little
effect on the performance of LDA(k); therefore, we arbitrarily chose k = 400.
We denote LDA(400) as L.

First, we compared two implementations of the technique using an auxiliary
clustering algorithm: we tried purifying L by using the auxiliary clustering algo-
rithms ACS(k) and ACA(k). The results are shown in Figure 2 (a). The graphs
indicate changes in F-values of I(L,ACS(k)) and I(L,ACA(k)) (left Y axis) as
well as the number of retained documents #I(L,ACS(k)), and #I(L,ACA(k))
(rightY axis) along with the increase in k. Note that we can determine the
amount of documents lost by using each purification technique by calculating
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Fig. 1. Purity, inverse purity, and F-value of clustering results obtained with LDA(k)

the difference between |D| = 728 and the number of retained documents. The
open and filled points (rectangles and circles) are respectively plots of ACS(k)
and ACA(k). In both ACS(k) and ACA(k), considerably high F-values, even
close to 0.9, could be achieved by purification for small k. On the other hand,
we could obtain only a limited number of documents . This is because the size
of each cluster is mostly small in the early stage of agglomerative clustering.
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Fig. 2. (a) Effects of purification by using ACS(k) and ACA(k). (b) Changes in purity
of ACS(k) and ACA(k) along with k.

In Figure 2 (a), although ACS(k) and ACA(k) basically share similar changing
trends, they differ from each other in the rate of changes. For example, the F-
value of ACS(k) decreases more quickly than that of ACA(k) as k increases. We
found that this difference comes from the difference in the style of changes in
the purity of the auxiliary clustering algorithms. Figure 2 (b) compares changes
in purity of ACS(k) and ACA(k). It shows that the purity of ACA(k) decreases
more slowly than that of ACS(k) until around k = 500. This explains the slower
decline in the F-value of ACA(k) in (a).
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We have seen in ACA(k) and ACS(k) that there is a trade-off between the
resulting quality of purification and the number of retained documents, which is
also true for other implementations of the purification techniques. This situation
is clarified in Figure 3, where the number of retained documents are plotted
against the F-values for each implementation. For example, each � in the figure
corresponds to a pair (F (I(L,CD(k))),#I(L,CD(k)) for some k. In ACS(k) and
ACA(k), the F-value and number of retained documents monotonically change
as k increases, as shown in Figure 2. For visualizing the overall trend in these
changes, neighboring points are connected with lines in the plotting data of
ACS(k) and ACA(k).
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Fig. 3. Number of retained documents against F-value for purification techniques

The point corresponding to L = LDA(400) is located at the upper-left corner
of the figure. The ideal improvement in the quality of L, which increases the
F-value but does not lose the number of documents, corresponds to the positive
horizontal translation of the point in the graph. In fact, points are distributed
from upper-left to lower-right in the graph. This is a reasonable (and expected)
result because our idea of cluster purification is to intentionally discard improp-
erly classified documents to achieve better quality. This graph shows that we
can successfully gain quality at the expense of losing the amount of data with
the proposed approach.

Suppose that there are two implementations of the purification techniques that
yield similar quality improvement. It can be said that one is superior to the other
if one loses less documents than the other. More generally, an implementation is
superior if plots in Figure 3 are distributed closer to the upper-right corner. From
this viewpoint, LDA∗(k) is inferior to CD(k) and ACA(k), and KM(k) is inferior
to ACS(k) and ACA(k). This implies that we should use auxiliary clustering
algorithms rather than topic distribution of LDA for cluster purification. It is
also implies that we should use ACA(k) or ACS(k) instead of KM(k) for the
auxiliary clustering algorithm.
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5.3 Associating Items with Scenes

In this section, we present associations between scenes and items obtained in the
experiment. We evaluated two ways of making associations in the experiment:
one is to associate items with the original document clusters obtained using LDA.
The other is to use purified clusters obtained with PACA using CD(k) as the
auxiliary clustering algorithm. In other words, the former involves conducting
the χ2 test on the contingency table introduced in 3. The latter involves using
the table below:

x ¬x
I(Ci, CD(k)) a b

¬I(Ci, CD(k)) c d

We tried associating items with scenes listed in Table 1. Remember that L is a
list of places, and making associations in the experiment is equivalent to finding
places related to each scene. Therefore, scenes that are location independent may
fail to be associated with items. In fact, 4 out of 10 scenes could not be associated
with any of the items in L. Table 2 lists some of associated items respectively
using original clusters and purified clusters. In the rightmost column, items that
were associated with the scenes by the purified clusters but not by original
clusters are listed.

Table 2. Items associated with identified topics

Items associated based on
Scene original clusters purified clusters

Barbecue park, butcher shop 100-yen shop
Growing pumpkins field, garden —
Halloween church, toy store parking lot
Preparing baby foods bookstore nursery
Preparing diet foods hospital, pharmacy stairway
Breeding small animals toilet, hospital —

The results indicate that the proposed approach is effective. The items in the
tables are mostly of places where the problem (posed by questioners) will likely
occur as well as places where we can find solutions to the problem. It should be
noted that we could find interesting items — seemingly unrelated but actually
related to the scenes — by using purified clusters. For example, although “bar-
becue” would not usually bring “100-yen shop” (one dollar shop in Japan) to our
mind, it was associated from the proposed method. This is because some people
would suggest a questioner to buy basic items for barbecue, which is usually
available at 100-yen shops. Therefore, “100-yen shop” is practical information
for those who are planning to have a barbecue. Associations with these interest-
ing items were often difficult to find without the purification technique because
the occurrence frequency of those items in the document set were fairly low: the
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number of documents related to “barbecue” that contained “100-yen shop” was
less than 1/6 of those containing “park”.

Additionally, we would like to briefly introduce the results showing that we can
discover different types of information by selecting different types of items for L.
We conducted another experiment using a list of items consisting of commodities.
With the list, we could find necessary or useful commodities in each scene. For
example, items that were associated with the scene of barbecue included match,
lighter, hat, plastic bag, glove, uchiwa (Japanese fans), chopsticks, umbrella, and
mobile phone.

6 Conclusion

We discussed the problem of discovering associations between scenes in our daily
lives and their characteristic items. For solving this problem, we developed an
approach that first prepares a list L of items and a set of Web documents D
relevant to a keyword q. Then, D is divided into clusters using the distribution of
topics in documents estimated using LDA. The obtained clusters can be regarded
as corresponding to characteristic scenes. We found that consistency of the ob-
tained clusters were not so high (the degree of consistency was around 60%).
To improve consistency, we developed two simple techniques that purify original
clusters (i.e., eliminates unwanted elements in each cluster). The most effective
of the two, PACA, purifies original clusters created using a cluster algorithm by
using the outcome from another clustering algorithm.

We conducted an experiment to evaluate the proposed approach. For the
experiment, we used data (pages) of a social Q&A site in which scenes were
identified. For items, we prepared a list of places. We confirmed that situations
where people are facing typical problems were successfully identified as scenes.
Furthermore, places where the problems are likely to occur, or places where we
can often find the solutions to the problems were associated with the relevant
scenes. We also verified that PACA could discover associations between scenes
with items that were seemingly unrelated to but in fact practically useful in the
scenes.

With the outcome of the proposed approach, scenes can be compared on the
basis of their associated items. The similarity and difference of two scenes can be
understood by analyzing the similarity and difference between their associated
items. We believe that associated items would also be useful for trend analysis
of scenes by tracking changes of the associated items.
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Abstract. The paper presents a semantic and dynamic model providing
predictive recommendations and trend predictions, based on the analy-
sis of social networks and social media. It introduces a significant comple-
tion of the interdisciplinary paradigm based on the analogy of information
flows and current, commonly used in social networks analysis. It defines a
social graph structure entailing knowledge engineering, which contributes
to semantic clustering and classification of the Social Web and partici-
pates in a model of predictive recommendations based on natural laws in
electro-physics. These multidisciplinary contributions are applied to team
performance and social climate optimization, within collaborative organi-
zations (patented model). Outcomes are presented in line with the Socio-
prise project, funded by the French State Secretariat at the prospective
and development of the digital economy.

1 Introduction

Human capital is a quality proper to individuals. Social capital is a
quality created between actors [3].

Sociology studies the behaviour of individuals and groups in society. Social Net-
works Analysis (SNA) is a an approach of graph-mining based on sociology and
applied to social graphs, initially represented by sociograms [12]. It commonly
uses dynamic models based on the analogy of information flows and electric cur-
rent flows [13] [2], in order to improve topological measures such as the standard
betweenness centrality defined in [6]. We observe the recent integration in SNA
models, of the semantics intrinsic to the shared content related to social networks
(i.e., the endogenous content), resulting in semantic SNA models. Semantic SNA
attempts are sustained since a few years, with contributions such as [11] and [7].

Dynamic SNA associates the elemental notions of graph theory, such as de-
gree and geodesic distance1, with the study of interdependent behaviours, so as to

1 The degree of a vertex v is the quantity of edges connected to v, and the geodesic
distance between a pair of vertices (x, y) is the number of edges in the shortest chain
[x, y].

A. Haller et al. (Eds.): WISE 2011 and 2012 Combined Workshops, LNCS 7652, pp. 201–214, 2013.
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define and foresee the structures and flows evolutions within social networks. Se-
mantic SNA focuses on the conceptual aspects of social graphs. It is based on the
semantics contained in themedia exchanged by the actors, within social networks.

The semantic, electrodynamic and predictive model we advocate improves the
epistemic paradigm introduced with the standard centrality measures defined in
[13] and [2]. These interdisciplinary SNA measures are based on the analogy
between information flows in SNA and current flows in electro-physics. Their
outcomes are recognized and currently implemented in most of the SNA software
applications - e.g., Pajek, NetMiner, Gephi.

First, we define an improvement of the current epistemic paradigm in SNA,
based on Kripke’s semantics2 [10]. Then, we define (1) a semantic structure
of social networks within which relationships between individuals are based on
the endogenous information they share, (2) a socio-physical metric of tension of
a social network, within a professional social network, and (3) a semantic and
predictive model of dynamic SNA, dedicated to Enterprises Social Networks
Analysis (ESNA - patented model).

Our work is applied to economic performance and social climate optimiza-
tion, and is experimented and approved by a community of experts in human
capital management, in line with the Socioprise project [1]. Socioprise was
funded by the French State Secretariat at the prospective and development of the
digital economy, and was realized in partnership with the OpenPortal Software
company, which provides French leading software solutions for human capital
management - http://www.openportal.fr.

In this paper, the section 2 presents the principles and methods related to our
contributions, encountered in SNA. Section 3 defines our theoretical and epis-
temic contribution. Section 4 sums up the purpose of the Socioprise project
and defines a skills network structure as a base for the experimentation of our
theoretical contribution. Section 5 presents the predictive model of recommen-
dations we define, based on knowledge engineering and on the natural balance
of electronic flows. Section 6 sums up results obtained with a real dataset in
the context of Socioprise. Finally, the section 7 presents the conclusions and
perspectives of our work.

2 Dynamic and Semantic Models

The section sums up the main dynamic and/or semantic principles and methods
encountered in SNA models, from the sociograms presented in [12], to the latest
outcomes in SNA for the Semantic Web presented in [5].

2.1 Dynamics and Multidisciplinarity

In [12], social graphs named sociograms were introduced for the analysis of dy-
namic behaviour in people groups. Our approach of SNA is interested in works

2 Kripke’s semantics is a metaphysic approach using modal logic and intuitionist logic
in restricted conceptual worlds, named possible worlds, for reasoning on assertions
and ontological contexts.

http://www.openportal.fr
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involving connate disciplines in dynamics and networks study. For instance,
Kirchhoff’s point rule and graph theory evoke an epistemic equivalence, and
their multidisciplinary study leads to results such as the demonstration of cur-
rent flows unity and continuity in large graphs, established in [18].

The betweenness centrality defined in [6] is a “standard” SNA measure. [6]
has probably inspired the definition of a set of centrality measures based on the
comparison of information flows with electronic flows, in [13] and [2], so as to
cope with the need of more relevant SNA metrics. Looking for a way to take real
information flows into account, Newman introduced a significant contribution
in SNA, comparing arcs to electric resistances in a dynamic model based on the
Kirchhoff’s point rule [13].

Metaphysic bridge-building between SNA and electromagnetic force3 is useful
to SNA models, but also to physics. For instance, in [20] physicians have recourse
to centrality measures so as to prevent defaults in electric power grids. Our work
defines and experiments a semantic completion of the electro-physic metaphor
commonly employed in SNA.

2.2 Semantics in Social Networks Analysis

An ontology is an explicit specification of a shared formalisation. It represents
the concepts, objects and other entities supposed to exist in an interest area,
with their relationships [8]. Semantic SNA studies the conceptual aspects of so-
cial networks. It is based on knowledge and ontology engineering coupled with
SNA principles, and concerns the Social and Semantic Web [7]. Since [11], more
and more works are published in the domain and various markets are waiting
for innovative applications resorting to semantic SNA - e.g., collaborative enter-
prises, marketing, mobile and social apps.

Basically, text analysis and mining produce a set of statistical models which
provide a gateway between syntactic and semantic levels in natural language pro-
cessing. The Jaccard index refinement defined in [15], improves the
Jaccard’s measure of semantic similarity between terms and corpora. The
standard Term Frequency (TF) measure introduced in [16], and the Inverse
Document Frequency (IDF) defined in [17] are frequently improved as TF.IDF
measures, such as in [14]. Semantic SNA and ontology-building benefit each
other, as defined in [9] with a three-dimensional model crossing social graphs,
annotations (tags) and consensual ontologies. The latest works in semantic SNA
aim at making operational the outlines of SNA using ontologies and Semantic
Web languages, and pave the way for statistical and semantic analysis of the
Social Web [5] [19].

3 In modern physics, the electromagnetic force is one of the 4 forces enabling the
creation of Universe. The three other forces are: gravitation, weak nuclear force and
strong nuclear force.
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3 An Epistemic Equivalence in Dynamic SNA

Based on the Kripke’s semantic [10], we have detected and resolved a semantic
incoherence due to an incompleteness of the electro-physic metaphor introduced
in SNA to represent the information behaviour in social networks [13] [2]4.

Definition 1. In a Kripke’s model M = {W,R, h}, W is a set of worlds w, R
is a binary relationship of accessibility in W , and h is a function representing all
the propositions p such as h(p) = true in all worlds w. The formalism M, w � p
means p is true in the world w of the model M.

Definition 2. Some propositions are Kripke-satisfiable if it exists at least one
world of a model in which they are true. A proposition is Kripke-valid if it is
true in every world of every Kripke’s model, or in every world of a unique
Kripke’s model.

Definition 3. A proposition p is Kripke-equivalent to p′ if p ⇔ p′ in every world
of every Kripke’s model, or in every world of a unique Kripke’s model.

Let a proposition Ω : Ohm’s law = true and a proposition κ : Kirchhoff’s
laws = true ∧ Kirchhoff’s laws ⇒ Ω. Ω means Ohm’s law is respected and
κ means Kirchhoff’s laws are respected and imply Ohm’s law is respected. In
the common world as in electro-physics, κ is true because Kirchhoff’s laws are
based on the Ohm’s law5.

Let e, possible world restricted to electro-physics and g, possible world re-
stricted to graph theory. We define the Kripke’s model based on the electro-
physic metaphor employed in SNA [13], such as M = W,R, h with W = {e, g},
R = {(e; g), (g; e)}. In this model, the propositions Ω and κ are true in the world
e, because Ohm’s law and Kirchhoff’s laws are respected and dependant in
electro-physics.

In the world g, Ω is false because Ohm’s law is not respected in graph theory
with M based on [13], and κ is false because it implies Ω.
We obtain the equations (1) and (2):

M, e � Ω, κ. (1)

M, g � Ω, κ. (2)

Rightfully observing the Kripke’s semantic, Ω and κ are Kripke-satisfiable
thanks to (1), but they are not Kripke-valid because of (2). Furthermore, re-
leasing constraints by replacing κ with κ : Kirchhoff’s laws = true is not
sufficient to make it Kripke-valid, as long as Ω remains false in g (M, g � Ω).

4 Our findings concern all graph analysis models entailing the Kirchhoff’s laws (not
only SNA models).

5 Ohm’s law defines the tension U as the product of electric intensity and resistance.
Kirchhoff’s laws define the sum of outgoing intensities as a value equal to the
sum of incoming intensities in a point of a solid circuit, and the sum of potential
differences (i.e., the sum of tensions) along a mesh as a null constant.
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Therefore, according to Kripke’s semantic, the demonstration of a semantic
incoherence within the electro-physic metaphor commonly employed in SNA is
established.

Finally, we introduce an epistemic completion resolving the semantic incoher-
ence we have demonstrated. Making κ Kripke-valid comes to modify h = � in
M = W,R, h such as h = {h(Ω), h(κ)}. Pragmatically, making κ Kripke-valid
only needs Ω to be true in g. Once we have h = {h(Ω), h(κ)} in our Kripke’s
model, we have a Kripke-equivalence with Ω ⇔ κ, when Ω ⇒ κ is true6.

3.1 Stress at Work and Shared Knowledge

The linguistic Term Frequency metric TF is defined in [16] as the number of
occurrences of a term divided by the number of terms, for a document D.

TF = |term| ⊂ D/|Terms| ⊂ D

Regarding people within a social network platform/database, TF quantifies the
relative pregnancy of consumed and/or produced knowledge, based on the writ-
ten and/or read terms denoting knowledge in documents7. It provides a knowl-
edge use intensity weighing the relationship(s) of people with knowledge. We
name it semantic intensity.

The rarity of a term denoting knowledge is usually given by the linguistic
Inverse Document Frequency metric IDF . TF and IDF are generally combined
as a standard TF.IDF metric. IDF is defined in [17] as the number of documents
divided by the number of documents containing a given term, in a corpus8.

IDF = |Doc| ⊂ Corpus/|Doc ⊃ term| ⊂ Corpus

We use IDF to calculate the rarity of the terms denoting knowledge within the
endogenous content of social networks. In our model of SNA, IDF is coupled to
TF in order to weigh the connections between individuals and knowledge within
social networks.

In the context of the Socioprise project, we are interested in Enterprises So-
cial Networks Analysis (ESNA). For a person in an ESN, we state stress at work
increases in proportion to the knowledge use intensity and to the knowledge rar-
ity. In other words, the semantic intensity metric combined to the rarity metric
IDF in a TF.IDF factor provides an indicator of stress at work for ESNA. We
are conscious of the triviality of such a simple factor compared to all the quan-
tifiable or undefined causes of stress at work. However, it represents a plausible
stress metric in the context of models respecting the epistemic equivalence that
we have defined in section 3. Therefore, our model integrates an implementation
of the BM25 formula defined in [14], considered as a state-of-the-art refinement
of the TF.IDF based formulas according to [21].

6 The Kripke’s model entails Ω ⇒ κ when Ω is true in g.
7 We compare a digital resource within the social network to a document.
8 We don’t consider noise words and stop words as terms denoting knowledge.



206 C. Thovex and F. Trichet

3.2 Interdisciplinary Analogy as Epistemic Equivalence

Respecting our epistemic equivalence, we introduce the Ohm’s law9 in M =
W,R, h. The semantic intensity we have defined in the world g, based on TF and
representing information/knowledge flows intensity, is equivalent to electronic
flows intensity in the world e.

Theorem 1. Let Ω ⇒ κ, Ω : U = I.R � e, stress ≡ TF.IDF � g, then

TF ≡ I ⇔ (IDF ≡ R)∧(U ≡ TF.R ≡ I.IDF ) � g

and

TF.IDF ≡ I.R ⇔ stress ≡ U (3)

Based on modal logic and on Kripke’s semantics, theorem 1 defines knowledge
use intensity (i.e., the semantic intensity) coupled to knowledge rarity as a factor
of stress in g (possible world restricted to graph theory), and defines tension in
e (possible world restricted to electro-physics) as an equivalence to stress in g.
Equation (3) represents the semantic equivalence between stress and electro-
physic tension for interdisciplinary graph analysis.

Proof. Introducing equation 3 in M = W,R, h as a new proposition Υ :
TF.IDF ≡ I.R ⇔ stress ≡ U , with M, g � Υ , we implicitly define M, g � Ω
(i.e., Ω becomes true in g).
h = {h(Υ ), h(Ω), h(κ)} and equations (1) and (2) respectively turn into (4) and
(5)10.

M, e � Υ,Ω, κ (4)

M, g � Υ,Ω, κ (5)

Υ , Ω and κ are Kripke-satisfiable and Kripke-valid in M thanks to h. Ω and κ
are Kripke-equivalent.

Introducing the Ohm’s law in the world g thanks to Υ , our theoretical approach
defines (1) an epistemic equivalence resolving the semantic incoherence found in
the electro-physic metaphor commonly employed in SNA; (2) a demonstration
based on modal logic, of the semantic equivalence between tension/intensity as
electro-physic flows metrics, and stress related to information/knowledge flows in
ESNs. Introducing the Ohm’s law prior to the Kirchhoff’s point law in SNA,
our epistemic paradigm improves the interdisciplinary bridge-building between
information flows behaviour and electronic flows behaviour previously introduced
in [13] and [2]. This theoretical contribution paves the way for graph-based ap-
plications taking advantage of electronic flow-based rules in graph theory, so as
to discover further heuristics merging knowledge engineering and electro-physics
in SNA.

9 U = I.R, meaning tension = Intensity.Resistance.
10 We don’t study the possible uses of equation (4), which semantics is coherent in e.
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4 Skills Network, Socio-Semantic Graph Structure

Our theoretical approach is applicable to various social graph structures. We ap-
ply it to a socio-semantic structure of social network named skills network, which
facilitates the applicative approach and makes our theoretical contributions eas-
ier to perceive. It is defined below, after the presentation of our applicative
purpose.

Our applicative objective is to define an innovative and decisional model based
on dynamic and semantic SNA, which purpose is to foster social performance
and social climate within workgroups. This model produces some visual indica-
tions and predictive recommendations for the performance optimization and the
reduction of psychosocial risk, fostering the agile and skills-based work organi-
zation defined in [4].

Our experimentations aim at the discovery of multidimensional synergies be-
tween knowledge engineering and physical aspects of the analysis of Collabora-
tive Enterprises Social Networks (CESN). We define a CESN as a heterogeneous
graphic structure, based on the numerical marks and contents available in enter-
prises information systems and representing various collaborative relationships
within enterprises.

We define a hybrid graph structure, named skills network, which represents
the studied CESN and the semantic network induced by its endogenous dataset.
The nodes of the semantic network represent the meaningful terms found in the
endogenous content and indexed. The arcs of the semantic network represent
some semantic relationships, such as synonymy and/or hyponymy, defined in a
thesaurus or an ontology. In the context of the Socioprise project, we solely
represent synonyms found in a predefined thesaurus, for each term denoting
knowledge found in the endogenous content. Our theoretical findings provides a
new heuristic for defining coherent semantic weighs within skills networks, which
is going to be presented in section 5.

We have developed a skills network research system enabling the automatic
building of skills networks based on keywords researches. These restricted net-
works are named skills networks on demand. They make knowledge communi-
ties and noticeable individuals accurately identifiable regarding seized keywords,
with the help of SNA metrics. The figure 1 shows an example of skills network
on demand.

In our current experimentations as in figure 1, a skills graph on demand
comprises three types of nodes and four types of relationships11. The nodes
are either of a type (1) keyword - Key knowledge (Kk), (2) term associated to
keyword - Relative knowledge (Rk) or (3) People (Pkr). The relationships are
either of a type (1) Key knowledge/Key knowledge, (2) Key knowledge/Relative
knowledge, (3) People/Key knowledge or (4) People/Relative knowledge. The set
of arcs akk(Kki, Kkj), making a unique circuit is named aKk. The relative
knowledge makes a star-network around the nodes Kki (Key knowledge), by

11 Types and number of relationships can change depending on the semantic referential
used for skills graph automatic building.
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the set of arcs aRk ∀ ark (Rki, Kkj) ∈ aRk, Rki ∈ Rk, Kkj ∈ Kk.
An individual is associated to the key and/or relative knowledge present in the
endogenous content with which he interacts - i.e., any predefined role, such
as “client” or “consultant”. These interactions are classified accordingly with
the role types, role of a type production (P) and of a type consumption (C).
An individual Pkr is associated to a knowledge Kki ∨ Rkj if he produces or
consumes a resource indexed by Kki∨Rkj - e.g., document, annotation. Figure 1

Fig. 1. Basic structure of skills network on demand

illustrates the result of a query on “Configuration, Server, Database”. It returns
a skills networks entailing 31 individuals producing and/or consuming the 3
keywords and/or their respective related knowledge. For instance, John produces
and/or consumes content in the domain “database configuration and settings”,
while Mary produces and/or consumes content in the domain of “parametrizing
server”. The graphic structure illustrated represents the part of the competencies
of John and Mary related to the knowledge domain denoted by the keywords.

5 Dynamic Weighing of Skills Network on Demand

Our keywords-based and automatic process of skills networks building stands
on a lexico-semantic indexation of the enterprise content associated to people -
i.e., the digital resources produced and/or consumed within enterprise software.
First, we apply our theoretical approach thanks to a process propagating initial
values calculated by the BM25 formula, in respect to the Ohm’s law and Kirch-
hoff’s laws. Our process enables to calculate values of semantic tension/stress,
semantic intensity and resistance for each element of a skills network, respecting
the epistemic paradigm we introduce. Then, we define a predictive recommen-
dation model based on a retro-propagation process and on the natural balance
of electronic flows.



Predictive and Semantic Social Networks Analysis 209

5.1 Lexico-Semantic Research of Skills Networks

Skills networks on demand are automatically built depending on keywords. They
use a lexico-semantic research service requiring indexation of the endogenous
content. The enterprises corpora being usually consequent, for their semantic
indexing, we momentarily reject the hypothesis of rich (and time-consuming)
ontologies built by the experts. The software architecture deployed in the con-
text of Socioprise comprises (1) lexical analysers for French and English lan-
guage, (2) noise words lists, (3) French and/or English thesaurus, and (4) some
multilingual full-text indexing-search services. It supports about 50 languages
and remains quickly adaptable to various datasets.

In our main experimentation with a French corpus, the noise words list and the
thesaurus are simply built using French lexicons and synonyms dictionaries. This
part of our indexation and research process could be improved with specialized
dictionaries, ontologies and/or domain-specific thesauri such as SKOS thesauri12,
in order to provide more relevant skills networks on demand.

Thanks to the BM25 formula integrated in our experimental architecture,
we are in measure to calculate values of production Pv and/or consumption
Cv for each triplet (term; document; individual) within a skills network. Each
pair (term; individual) is represented by a pair of symmetric arcs within skills
networks, which are respectively weighed with the sum of Pv and the sum or Cv
calculated for all the documents produced and/or consumed by the individual.
Costs and execution times are distributed between indexation phase and research
phase, in order to meet the general performance and scalability requirements
imposed in the context of the Socioprise project.

5.2 Integrated Rules of Electronic Flows Distribution

The Kripke’s model defined in section 3 provides an epistemic equivalence be-
tween graph theory and electro-physics, based on the coherence of Ohm’s law
and the Kirchhoff’s point law and represented in equation 3. It introduces a
rational improvement of the interdisciplinary paradigm defined in [13] [2] and
commonly accepted in SNA.

Within skills networks, a person Pkrk produces and/or consumes knowledge
in several documents. For a same term, each relation of the person to a single
document owns a TF.IDF value, calculated with the BM25 formula [14] [21].
The sum of all the TF.IDF values gives the production and consumption weighs
respectively to the pair of symmetric arcs connecting an individual to a term,
denoting produced/consumed knowledge. According to our epistemic paradigm,
this weigh is named semantic tension Ts.

For a same term denoting knowledge, the IDF part of the semantic tension
Ts is constant in the endogenous content, due to the definition of Inverse Docu-
ment Frequency. According to equation 3, IDF is equivalent to R that we name

12 Simple Knowledge Organization System (SKOS) is a request for comments (W3C)
specific to multilingual thesaurus management.
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semantic resistance, and TF is equivalent to the semantic intensity Is introduced
in section 3.1.

Based on the values Ts ≡ U , Is ≡ I and IDF ≡ R weighing the arcs con-
necting individuals to knowledge, we define a propagation process respecting the
Ohm’s law and the Kirchhoff’s point law. Pragmatically, our process respects
the rules corresponding to current distribution in parallel and/or serial group of
resistances.

For instance, the total resistance TR of a group of n parallel resistances R
is formalised by the equation (6). Equation (7) formalises the generic equation
(6) applied to the arcs connecting individuals (Pkrk . . . Pkrn) to a single term
denoting relative knowledge Rkj (cf. section 4):

TRpa =
1∑n

k=1 1/Rk
(6)

TR (Pkrk, Rkj) =
1∑n

k=1 1/Rapkrk (Pkrk, Rkj)
(7)

Let Iapkrk (Pkrk, Rkj), semantic intensity in an arc connecting an individual
Pkrk to a term denoting relative knowledge Rkj . Resistances in serial groups
add each others, hence the local tension LT (akr(Rkj ,Kki)) in an arc connecting
Rkj to a keyword Kki is defined by the formula (8).

n∑
k=1

Iapkrk (Pkrk, Rkj). (TR (Pkrk, Rkj) +Rakr(Rkj ,Kki)) (8)

Formula (8) defines how the intensity produced and/or consumed in a group
of parallel resistances is collected and converted to tension in a serial-parallel
component.

I(Kki), total intensity collected by a keyword, depends on the distribution of
intensity in a hierarchy of groups of serial-parallel resistances which hierarchical
depth is basically 1 or 2. For m arcs ark(Rkj...m,Kki), I(Kki) is defined by the
formula 9. Let TI =

∑n
k=1 Iapkrk (Pkrk,Kki):

m∑
j=1

(
LT (Rkj,Kki)/

TR(Rkj...m,Kki)

R(Rkj,Kki)

)
+ TI (9)

In the formula 9, all the arcs connected to a node Kki are processed as a group
of parallel resistances, in which the intensity of an arc depends on the inverse
proportion of its resistance compared to the total resistance of the group. For-
mulas 8 and 9 enable to weigh skills networks on demand based on semantic
hierarchies endowed with varying depth.

5.3 Balanced Tension Core Values

In an electric mesh defined by the points (A,B,C), U(AB)+U(BC)+U(CA) = 0
- Kirchhoff’s mesh law.
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In skills networks on demand resulting from multiple keywords queries, we
note GC(Kki, aKk) the unique mesh at the core of skills networks on demand,
where aKk represents the set of arcs connecting the nodes Kki by symmetric
pairs - cf. figures 1 and 2. In order to verify the mathematical validity of our
model, we calculate the semantic tension within a mesh GC(Kki, aKk) of n
nodes. With n > 1, based on the produced and consumed tension of each node,
U(AB) is the difference of potential between the produced tension Tps and the
consumed tension Tcs of the pair of nodes (A,B). We state the arcs in aKk
have the same resistance so as to simplify the calculus and to define U(AB) =
(Tps(A)/n−1)−(Tcs(B)/n−1)+(Tps(B)/n−1)−(Tcs(A)/n−1). During our
experimentations, we have noticed that all the experimented meshes, comprising
up to 5 nodes, rightfully observe the Kirchhoff’s mesh law and confirm the
accuracy of our propagation process.

5.4 Balanced Intensity Core Values

The sum of incoming current intensities in a node is equal to the sum of outgoing
current intensities - Kirchhoff’s point law.

Each node Kki of the mesh GC(Kki, aKk) verifies the Kirchhoff’s laws by
the produced flow or the consumed flow it collects. However, produced flows are
not necessarily equal to consumed flows. Regarding our epistemic paradigm, the
balance between produced and consumed tension within skills networks repre-
sents an optimal state, in terms of performance and stress at work. Smoothing
the difference between produced and consumed tension without changing the
total intensity (i.e., the collaborative activity) within skills networks comes to
optimize the stress and activity distribution, in respect to individual knowledge
and knowledge communities. In the paradigm we define, tension value depends
on knowledge use intensity (i.e., semantic intensity) and on knowledge rarity
(i.e., semantic resistance). Respecting our paradigm, we don’t act on semantic
resistance, because it represents a factor difficult to control and to manage in an
enterprise. Semantic resistance is constant for each arc of a given skills network.
Therefore, semantic intensity enables to indirectly act on tension (i.e., on stress
at work, in respect to our paradigm). Semantic intensity represents a factor easy
to manage in an enterprise.

Thus, we define a principle for smoothing tension, based on the average in-
tensity value within GC(Kk, aKk). It produces Ip = Tc, where Ip is the total
produced intensity and Ic is the total consumed tension. In figure 2, we present
a simulation of produced/consumed tension balanced in a three-keywords mesh.
Figure 2 shows how balanced values Ip and Ic are calculated, thanks to the
average intensity deduced from the initial values Ipsi and Icsi. The balance
conserves the total intensity within the mesh (i.e., 1450 + 1380 = 1415 ∗ 2) and
still respects the Kirchhoff’s mesh law. We use the balanced values to ini-
tialize a process of retro-propagation rightfully respecting the theoretical model
implemented for propagation.
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Fig. 2. Balance of a three-keywords mesh in a skills network on demand

5.5 A Natural Load-Balancing Recommendation

Semantic values are collected by the keywords at the core of skills networks
and production/consumption flows are balanced depending on a simple aver-
age value, in respect to our epistemic constraints. The retro-propagation of the
balanced values from the core of the the skills network to its extremities pro-
duces balanced semantic values to be compared to the initial values, for each
element of the network. Theoretically, the balanced values represent the optimal
stress and activity distribution, in respect to individual knowledge and knowl-
edge communities - i.e., a natural and predictive recommendation. We use a
retro-propagation process respecting the model defined in section 5.2.

6 Predictive Recommendation with a Real Dataset

The corpus we use in line with the Socioprise project stems from a real business
process, supported by a workflow application running over a relational database.
The studied dataset comprises about 250 000 commented steps, regarding 33
000 entries - i.e., some initial actions of entry in the workflow. These entries
comes from about 540 persons and are carried through issues by 80 collaborators.
Entries and steps comprise various textual metadata and comments.

We generate a skills network on demand, automatically built from a research
with the French keywords “validation, message, erreur”. Then, we apply our
propagation / retro-propagation model and compare the initial and the predic-
tive recommended values. We observe the following results: (a) intensities are
stronger than tensions, for both the initial and the balanced values; (b) the
initial values are more sparse than the balanced ones, regarding mean values;
(c) the balanced tension values make hot spots absorbed by new small groups
appearing in the nearest knowledge domain; (e) average values are lower for
the balanced values than for the initial values - about 2,5 times lesser for the
intensity values and 14 times lesser for the tension values, according to our ob-
servations. We also observe an unexpected particularity, concerning the main
hot spot of semantic tension, which corresponds with a generic account shared
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by various collaborators. Appearing with initial values, this hot spot disappears
in the predictive recommendation and a new group appears. This new group
partially comprises the individuals who use the shared account, although there
is no explicit information associating these individuals to the shared account in
the studied database. We have not yet determined if it results from coincidence
or from the regular behaviour of the model. We also have noticed terms exhibited
as recommendations for social capital management, within the studied networks.

The experts in human capital management involved in the Socioprise project
are specialised consultants of the company OpenPortal Software, managing large
client relationships. According to the experts, the dynamic model of predictive
SNA we have defined produces (1) a principle of reduction of the tension/stress
at work, (2) some precise indications for training management (training plan),
and (3) some recommendations for social capital management - e.g., employs
and careers management and development. Results of the Socioprise project
have been presented in a large professional event (Human Resources 2012, Paris
- France) and a new project is currently funded by the OpenPortal Software,
aiming at the production of innovative end-user software and services.

7 Conclusion and Perspectives

Based on the Kripke’s semantic [10], we have detected and resolved a semantic
incoherence due to an incompleteness of the electro-physic metaphor commonly
employed in Social Network Analysis. Our theoretical approach defines an epis-
temic paradigm applicable to various social graph structures. We apply it to
a socio-semantic structure of social network named skills network on demand,
which represents a contribution to semantic and dynamic SNA and makes our
theoretical contributions easier to perceive.

From an applicative standpoint, our epistemic paradigm produces first a
metric of stress at work based on individual/collective knowledge and on spon-
taneous numerical activity, which bias might be lower than questions-based sur-
veys. Comparison remains to experiment. Still based on our epistemic paradigm,
we define a semantic and predictive model of dynamic SNA (patented model),
dedicated to Enterprises Social Networks and experimented with a professional
dataset. Its application to social capital management helps in fostering psychoso-
cial risk reduction, professional well-being and overall, peaceful social climate.

From a theoretical standpoint, the metaphysic approach we develop paves
the way for electrodynamics and thermodynamics metaphors in graph models,
possibly resulting in future dynamic SNA measures. The applicative perspective
of such attempts, in case of success, might be wider than the domain of SNA,
extending to various applications based on graph theory.
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Abstract. Social networking has become a reality: links, activities, and recom-
mendations are proposed by networked friends every moment. There is a need to
filter such information to make user enjoy such an experience. In the same way
recommender systems where proposed to ease the browsing experience of naviga-
tors, nowadays recommenders are required to help users in sharing and obtaining
the appropriate information on the social networks. The challenges behind are
not only related to the continuous evolution of information being shared, but also
by the fact that ubiquity is today a reality. Consequently recommender should
take into account the context of the user to whom recommendations are being
done. In this paper we present a recommender for social networks that is able
to update recommendations as information evolves. The recommender is based
on a graph build on basis of a data mining component that extract knowledge on
relations and information exchanged by users. The mining component can run
autonomously so recommendations can be updated if required. The paper also
presents preliminary analysis on the performance of the proposed recommender.

1 Introduction

In recent years, people have increasingly been using social networks to share experi-
ences and content, interact with others, learn and disseminate knowledge. Social net-
working is now supported by mobile devices. Another aspect of mobile devices is that
they can access sensor information to provide reliable and relevant services to people.

The analysis of on-the-move interactions in social networks is now gaining further
attention from researchers. In particular, this topic poses new challenges for the data
mining community. As such, there is a need for flexible and robust community discov-
ery technologies to characterize patterns in the community and develop personalized
recommendations for users that can be updated as their behavior changes.

By endowing mobile/ubiquitous devices with the capability to generate data mining
models, it may be possible to create a new smart world in which computational in-
telligence is distributed throughout the physical environment. In particular, these data-
mining models could provide the mobile users of social networks with recommendation
services. One important issue to take into account though is the way in which models
will have to be recalculated to keep them updated as user behavior changes.

Social network users generate and share incredibly high quantities of information
regarding news, groups, events, and social interactions that are turning difficult to be
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managed. Thus, social network data focus on actors and relationships, which means
that the features of an actor are represented by relationships with other actors in that
network. A graph is a natural way to represent actors and relationships among them;
the nodes represent the actors, and the edges represent the relationships [5].

In [8], a social mobile system for recommending activities is presented. The recom-
mendations made are based on a static graph, this is to say, once the graph is calculated
it is not updated to reflect changes on users and their behaviors. Consequently, this paper
proposes a hybrid dynamic recommender which is able to dynamically update the en-
gine for the recommendations. In [7], the EE-Model dynamically update a data mining
model, so here we propose to integrate SOMAR with the EE-Model. In our approach
we propose to use the algorithm presented in [7] to update the clustering in which the
graph computation is made.

The rest of the paper has been organized as follows. In Section 2, we firstly present
the basic ideas behind the EE-Model computation and later we present the architec-
ture of SOMAR. Section 3 presents our approach. Thus the process concerning the
re-computation of the social graph is presented. In section 4 experimental results of the
computation of the EE-Model for a clustering algorithm with synthetic social network
data data are presented. To end with, section 5 summarizes the main conclusions of the
research conducted so far together with the discussion of the future work.

1.1 Related Work

SocialFusion, which is described in [2] , combines information from three sources (SN,
sensor data and mobile data) to provide recommendations, whereas WhozThat, which
is described in [1], provides context-aware audio by combining Facebook and mobile
phones. However, both of these tools generate recommendations by sending sensitive
information to a third party. Besides user personalization and assistance, privacy preser-
vation is also necessary in social networking.

In [8] SOMAR, a social recommender was presented. SOMAR uses social network
information and local data from a user of a mobile device to recommend activities on
the basis of the users social relationships, which are made explicit by a social graph
that is built with data mining clustering techniques. The social graph is a representation
of the users social relationships with two key characteristics: (i) the nodes of the graph
can be friends or groups of friends (depending on the clustering process), and (ii) the
graph is based on mutual friendship and the quantity of relationships among users. An
analysis of the social graph used as basis for the social recommender can be found in
[6]. Further, several types of social graphs can be found in literature, differentiating in
the structure as well in the representing information, in [4] a review of social graphs for
Web 2.0 with focus on social tagging can be found as an example.

In order to make SOMAR dynamic, we integrate a mechanism presented in [7].
The mechanism makes it possible to automatically decide the proper configuration of a
mining algorithm. The mentioned method is based on a cost model (EE-Model) which is
able to predict the resource consumption of the mining algorithm execution (efficiency)
and the quality of the mining model (efficacy). Based on this model the most appropriate
configuration of a data mining algorithm can be chosen depending on the available
resources and performance required. It is important to note that the process to generate
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the EE-model is calculated off-line as it requires to analyze historical executions of
the algorithm under different scenarios for which the best configuration wants to be
predicted. Once the model is calculated, it can be efficiency applied on a mobile device.

2 Preliminaries

2.1 Automatic Configuration Based on the EE-Model

The EE-model was firstly proposed in [7] to face the problem of autonomous config-
uration of data mining algorithms. In fact the EE-model makes it possible to estimate
the efficiency and efficacy of a certain configuration of an algorithm what is later used
to be able to establish a suitable configuration of an algorithm under certain context
constrains facilitating the autonomous execution of algorithms in mobile devices.

The EE-Model is a predictor of algorithm’s behavior. The inputs of this modules are:
(1) an algorithm configuration, (2) dataset information. The outputs will be the quantity
of memory, CPU and other measures associated to the resource consumption as well as
the accuracy on the mining model.

The steps to build the EE-Model are the following:

1. Selecting the data mining algorithm. Any data mining algorithm is possible, also a
measure associated to the quality of the results has to be chosen.

2. Selecting the datasets. A number of dataset are needed to test the data mining algo-
rithm performances with different datasets.

3. Selecting features. The feature are the one associated to the problem description, as
for example dataset information and algorithm’s configuration, and also the infor-
mation we want to predict (i.e. CPU, memory, battery of the device).

4. Generating a set of configurations. Here, a representative set of algorithm’s config-
urations is chosen to test the data mining algorithm.

5. Collect data. In this step the data mining algorithm is executed with different
datasets and different configuration and the results are stored.

6. Applying machine learning techniques. The data of the previous step are analyzed
with machine learning techniques (i.e. linear regression) to discover the relations
between the features describing the problem and the results.

Once the cost model is built, the author proposes another component called configu-
rator, whose aim is to find the optimum configuration. For this aim the algorithm is
able to select an algorithm configuration from a fixed set of configurations on the basis
of the predictions. It is a multi-objective decision problem, in which the constraining
functions are the resource consumption and the quality of the model.

It is worth mentioning that the process behind computing the EE-model of an algo-
rithm and the configurator are time and resource consuming but these processes are not
required to be executed in the mobile device. What will be executed in the mobile is the
result of the configurator what as we will see is a light process.
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2.2 SOMAR Recommender

SOMAR is a social network-based recommender for mobile devices ([8]). SOMAR
accesses information from three sources: (1) mobile data in terms of call history or
contacts, (2) sensor data in terms of sensor location and (3) Facebook data. In Figure 1,
it is shown how these inputs are used to first generate the recommender and the modules
required for its later application.

Fig. 1. Recommendation input, process and output. The process can be divided into two phases:
the generation of the recommender and the application of the recommender.

Once the recommender is generated to provide the user with a correct recommenda-
tion, the following process must be followed in SOMAR:

– Gather information from the available sources and manipulate it so that it can be
analyzed in the following steps.

– Detect the activities that are shared on the social network. Then, information can
be processed and analyzed.

– Detect the degree of affinity of each activity for a certain user to choose the most
appropriate activity from those identified in the above steps.

– Gather information on user context to refine the recommendations.

The generation of the recommender is based on a social graph that is built with cluster-
ing techniques and it is composed by two modules:

– Social graph generator: the graph is built based on the the degree of affinity of the
users that is calculated based on clustering techniques.

– Change detector and updater (CDU)
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Fig. 2. A social network of users with a mobile phone and Facebook access. On the right, the
zoom shows the SOMAR architecture.

Figure 2 shows the architecture with the two modules (in blue) described above that
generate the recommender; the rest of the modules are responsible for providing an
appropriate recommendation when solicited to do so (the reader can find a deeper de-
scription of SOMAR modules in [8])

3 Change Detector and Updater

The users change their interests as well their social relations during time, so a static
social graph is not suitable to represent the evolving nature of user relations. Therefore,
the social graph should evolve as the user social interactions evolve over time. In SO-
MAR, the CDU module is the responsible of detecting the changes and then updating
the graph. Nevertheless it is not presented the way in which the update process is carried
out.

In this paper we focus on the latter process and propose to use the mechanism pre-
sented in [7] to calculate the best configuration required for the clustering algorithm in
charge of calculating the degree of affinity of users in which the social graph is based
on.

There are two variables affecting the definition of a social graph, on one hand the
interests of the users that might converge even if two users are not close friends and on
the other hand the degree of friendship among friends. Consequently, the social graph
needs to be updated whenever either there is a substantial change of degree of friendship
with friends or the user for some reason changes interests. Each time this happens, the
clustering of users has to be recomputed and to be able to known. Here is where the
EE-model based mechanism plays its role to predict the most appropriate configuration
of the clustering process that is suitable and feasible at each point.
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4 Proposed Approach for Dynamically Updating the Social Graph

In this section we focus on the process to generate a EE-Model for the clustering algo-
rithm supporting users clustering prior to social graph computation in SOMAR. Note
that the generation of the EE-Model is done offline, then the models are imported and
applied in the mobile platform.

For the purpose of this paper we will assume the following scenario:

– The system has a 2.16 GHz Core 2 processor and 2.5GB 667 MHz DDR2 SDRAM
memory.

– The clustering algorithm used for generating the social graph is the the K-medoids,
in particular the implementation of the C Clustering Library [3]. Given the k (num-
ber of clusters) parameter and a similarity matrix n ∗ n, where n is the number
of items in the dataset, the K-Medoids algorithm outputs a clustering model. K-
Medoids has complexity O((K(N −K))2).

– We have data of a previous clustering model. In particular, the data we have used
to run the experiments shown in the paper have been synthetic data that have been
generated by a random function. The similarity matrix of each dataset contains the
distances among the items, where the distance in this specific case is the number of
mutual friends between two users. So, realistically means that we have generated
dataset according to Facebook constraints on user’s friendship. In particular, the
distance between the user i and j is defined by:

Distancei, j = Random(0,Max),where

Max = Min(N f riendsi,N f riends j)∗ 0.3
(1)

Random(MIN,MAX) is a system function which returns a random value between
MIN and MAX , while N f riendsx is the number of friends of the user x.

In this scenario if we want to generate the EE-Model according to the steps reviewed in
3, the steps would be as follows:

(1) Selecting the Data Mining Algorithm. As we have said the algorithm for which
the EE-Model is being calculated is the K-Medoids.
(2) Selecting the Datasets. We have generated 8 different datasets according to the
random function for the similarity matrix defined below.
(3)Selecting Features. We distinguish between:

– Input features: related to the two input elements: 1) dataset 2) algorithm parameters.
– Output features describe the output of the executions, they regard to two main as-

pects: 1) the efficiency of the algorithm in terms of consumed resources, and 2)
the efficacy of the mining model as quality of the results. The output variables can
be several, here we focus on persistent memory and CPU cycles for efficiency and
sum of error of each item to its centroid for the efficacy.

Table 1 shows a description of the features used for the experiments.
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Table 1. Input and output features

Items Number of items Integer
k Number of clusters Integer

Memory Memory used Integer
CPU Number of CPU cycles Integer
Error Error of the clustering model Real

(4) Generating a Set of Configurations. This step consists on defining the set of con-
figuration for executing the algorithm. As the algorithm parameter is only one, the
number of elements k, we define a number of configuration n equal to the number of
elements between 2 and number of items divided by 3 (2 < k > number items/0.33).

(5) Collecting Data. The system used for the executions has a 2.16 GHz Core 2 pro-
cessor and 2.5GB 667 MHz DDR2 SDRAM memory. In order to collect data about
the performance of the execution a script running in parallel and controlling the thread
has been developed. Even if the complete capabilities of the machine were available to
execute the algorithm, some library has been used to discard all the overhead charge the
operative system could generate.

(6) Applying Machine Learning Techniques. The collected data on executions is the
input of a data mining algorithm, the objective is to build a model for each of the out-
put variables. We used Linear Regression and REPTree as the techniques to build the
models.

4.1 Analysis of the Results

First, we explore the collected data and in the following figures we see how the single
output variables are correlated with the input variables.

In Figure 3, on the left we can see how the CPU cycles variable changes according the
number of clusters, for lower number of clusters the computational cost of the algorithm
decreases. In the same figure, on the right, we can see that the number of clusters does
not affect the memory as the CPU cycles.

In Figure 3, on the left figure we see how CPU cycles and memory are correlated,
when memory grows, the CPU cycles also grows, but faster. In the same figure, on
the right figure, the sum of error of the clustering model decreases when the number of
clusters increases. In fact, more clusters means to have more centroids and consequently
the distance of every single item to a centroid is supposed to be smaller.

In Figure 5, we can notice the correlation between the number of items of the dataset
and the output variables: CPU cycles and memory. On one hand (right) we can see how
CPU cycles grows when the number of items grows as it is required more computation
for the algorithm, on the other hand the memory also grows because the algorithm has
to allocate more memory for the items.
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Fig. 3. The correlation between the number of clusters and CPU cycles (left), and memory (right)

Fig. 4. The correlation between CPU cycles and memory on the the left, and the correlation
between the number of clusters and the error of the model

Fig. 5. The correlation between the number of items and CPU cycles (left), and memory (right)



Dynamic Clustering Process to Calculate Affinity Degree of Users 223

After the exploration, we apply data mining algorithms to that dataset; we used Lin-
ear Regression and REPTree as the techniques to build the models. The result is a min-
ing model for each of the output variables: memory, CPU cycles, error. Table 2 shows
the information on the modes.

Table 2. Mining models obtained

Error (REPTree) CPU (REPTree) Memory (LR)
Correlation coefficient 0.9331 0.9795 1
Mean absolute error 40.0489 235026.7556 0.1553
Root mean squared error 115.6515 618605.0428 0.2062
Relative absolute error 25.3224 % 10.6392 % 0.0124 %
Root relative squared error 42.022 % 20.5169 % 0.0147 %

We analyze the data mining models obtained for the tree output variables. The model
for predicting the CPU cycles has been obtained from the REPTree algorithm, its cor-
relation coefficient is close to 98%, while the relative absolute error is about 10.5%. By
looking at Figure 4.1, we can see that the error (bigger Xs) is focused on small values of
k, in particular when the number of items is big and 2 < k > 5. Regarding to this error,
we can underline that the generation of the social graph for a standard user will rarely
use small values of k.

The model predicting the error (quality of the clustering model) has correlation co-
efficient equal to 93%, while the relative absolute error is equal to 25%. In Figure 4.1,
we can see where the error grows. As the previous case, the models has lower accuracy
when predicting low vales of k - the assumptions regarding the standard SOMAR users
here are also valid.

The linear regression model for predicting the persistent memory is able to predict
accurately, in fact the correlation coefficient is equal to 1 and the relative absolute error
is equal to 0.01. From a close look to Figure 4.1, we can see that the error is concen-
trate for number of items equal to 300, nevertheless we can discharge is as the error is
statistically non significant.
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5 Conclusion

The use of social networks is widespread and the amount of both users and information
being shared is growing at a dizzying pace. At the same time technological advances
have made ubiquity a reality and users connect to share experiences from any mobile
device. In order to to make the social network experience pleasant some mechanisms are
required to help the user to manage, filter, and find the most appropriate information in
each particular situation. In this paper, we have focused on the problem of recommend-
ing the user the most relevant information depending on his behavior and his interests
in each moment. Based on previous results for autonomous configuration of a data min-
ing algorithm, we have proposed to enhance the recommender SOMAR to provide the
user with recommendations based on a dynamically updated social graph. In particular
we have proposed to apply the EE-Model to obtain a model to be able to configure the
K-medoids algorithm in which the social graph computation is based in SOMAR. With-
out any loss of generality, the process can be used for any other algorithm. It is worth
noting that the EE-Model uses past configurations of the algorithm and data regarding
its executions to be able to estimate the most appropriate configuration. As the process
is resource and time consuming, we have shown how the EE-Model can be computed
offline. Once the model to estimate the most appropriate configuration is obtained, this
model can be executed on the mobile device and we have shown how to integrate it in
SOMAR. Nevertheless, in this work we focus on the re-generation of the data mining
model, a mechanism to detect changes and check the degradation of the mining model
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is left to future work. Promising results have encourage to continue working on the in-
tegration on SOMAR of other data mining algorithms to analyze the best option to help
recommendations depending on the user, context and device being used.
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Abstract. Harnessing human computation for solving complex prob-
lems call spawns the issue of finding the unknown competitive group
of solvers. In this paper, we propose an approach called Friendlysourc-
ing to build up teams from social network answering a business call, all
the while avoiding partial solution disclosure to competitive groups. The
contributions of this paper include (i) a clustering based approach for
discovering collaborative and competitive team in social network (ii) a
Markov-chain based algorithm for discovering implicit interactions in the
social network.

Keywords: Social network, outsourcing human-computation,privacy.

1 Introduction

A new tend of teamwork has been emerged unconstrained by local geography,
available skill set, networking and deep relationships the crowdsouring. It is the
action of outsourcing tasks, traditionally performed by an employee or contrac-
tor, to an undefined group of people through an open call [1]. Crowdsourcing
applications should be enable to seek for people crowd on demand to perform
a wide range of complex and difficult tasks. Thousands human actors will pro-
vide their skills and capabilities in response to the call. We introduce a type of
crowdsourcing called Friendlysouring based on the efficiency of social network
to outsource a task to be performed by people on demand instead of an open
world as Mechanical Turk is doing. In fact, the interactions between people in-
volved to answer a query become complex more and more and the collaboration
leads to the emergence of social relations and a social network can be weaved
for human-task environment.

Challenges. The goal of Friendlysouring system is to let people collaborating
on a joint task in the crowd environment where they may seek for other mem-
bers towards social crowd relationships for achieving a business goal. Thus, many
competitive teams can provide a set of answers to the call. However, as the crowd

A. Haller et al. (Eds.): WISE 2011 and 2012 Combined Workshops, LNCS 7652, pp. 226–236, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



Data Leak Aware Crowdsourcing in Social Network 227

task is competitive between teams, it is important to group people in a man-
ner there is no inter-teams leaking. Such mechanism will avoid the information
leak between crowd people in different teams. Hence, the issues and challenges
considered in our system, include, (i) how to build up and discover teams an-
swering the query towards the social relationships, (ii) how to avoid the solution
disclosure of the problem during the teams construction between competitive
groups. In fact, people on demand collaborating to a task may share sensitive
information (part of the problem solution)that may be propagated or forwarded
to other crowd members in the social network.

Few works dealing with crowdousourcing are provided. In [2], the Trivia
Masster system generates a very large Database of facts in a variety of top-
ics, cleans it towards a game mechanism and uses it for question answering. In
[7] is proposed a novel approach for integrating human capabilities in crowd pro-
cess flows. In [6], the CrowdDB system uses human input via crowdsourcing to
process queries that neither database systems nor search engines can adequately
answer. Privacy and data leaking are not at all discussed in these works. More-
over, privacy have been introduced in social network as in [3] to design a wizard
that may automatically configure a user’s privacy settings with minimal effort
from the user to aim policy preferences learning. [8], the authors introduced
privacy protection tool that measures the amount of sensitive information leak-
age in a user profile and suggest self-sanitizing action to regulate the amount of
leakage. The primovoter tools is unable to estimate the leakage based on a pri-
vate data propagation, so it settle for a direct user connections and an installed
applications on friend profiles.

Contributions. We address the aforementioned challenges by proposing the
Friendlysourcing system to discover data leaking aware competitive teams an-
swering the query through a social network. The discovering method is based on
a k-means like algorithm to cluster the potential crowd people from the social
network that are close to collaborate in the same team. The system will not
group them in the clusters that are competitive, thus, avoid inter-teams data
leaking. To handle such leak, a Markov chain-based algorithm is proposed to
discover the implicit social relationships between crowd people. It knows exactly
to whom the user data can be propagated in the social network and hence avoid
to let crowd people grouped in different clusters. The approach is based on dy-
namic model that deals with effective rates of shared data and not only on static
friend relationship between crowd members.

The rest of the paper is organized as follows: section 2 provides an overview of
our Friendlysourcing system. The propagation process is described in section 3. In
section 4 is discussed the clustering based approach to discover competitive clusters
in the social network answering a business call. Finally, conclusion and futureworks
are given in the section 5.
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2 Overview of Friendlysourcing Framework

We devise a crowdsourcing architecture for discovering data leak aware collab-
orative and competitive teams. It incorporates two main components discussed
in this paper, they are depicted in Figure1 and are namely Data propagation
process, clustering process. Beforehand, the person responsible of company call
may register to the friendlysourcing platform using the user interface. He de-
scribes the company activities and submits a query. Once the call is launched,
it will be visible in our platform. Every social network member is authorized to
register for a call using the user interface. The registered member can examine
the details of the call and make comments.

Data Propagation 
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Social 
network

Clustering
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Teams
Constitution

Data leak
aware

Identitied Teams

Clustering

Query
Clustering model

Propagation model
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Fig. 1. Friendlysourcing architecture

– Data Propagation Process: When the registration is closed, the friendlysourc-
ing system computes the data based on the information collected from the
different social networks in order to data leak aware while discovering the
teams. In the first step, the request is achieved by the propagation process,
thus identifying the direct relationships between the social network mem-
bers. After that, the process will discover implicit interactions in the social
network and the maximum of data propagation between members. The ap-
proach is based on Markov chain model. The details are provided in the next
section.

– Clustering Process
In a second phase, starting from the whole data propagation calculated in the
propagation process DPP, the Clustering process CP will group the crowd
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users in the same clusters having strong propagation. That means, more
the relationship probability is higher more the users need to be in the same
cluster for the collaboration and not in competitive clusters.

– Team Constitution: The module will constitute the different team based on
the provided result from the clustering process CP. It will use the user profile
information provided from the social network. It will notify the users about
the team discovering results.

3 A Markov Chain-Based Approach for Data Propagation

The social networks is a set of direct relationships between members. These direct
relationships allow to compute the probability of data propagation between only
direct friends. However, discovering competitive teams aware of data leak, needs
to know all possible interactions. For handling the implicit/indirect relations
between members we propose a Markov chain-based approach.

We present in this section a model and an algorithm of data propagation
across the entire social network. This allows to compute all indirect interactions
between all members and to know to whom the user data can be propagated to.

3.1 A Graph-Based Model of Data Sharing Relationships

Our model of the social network is a labeled directed graph G 〈M, A, P 〉 where,
– M = {mi}: set of nodes where each node represents a member of social

network.
– A = {aij = (mi, mj)/(mi, mj) ∈ M}: set of edges where each edge represents

a direct friend relationship between two members.
– P = {pij/∀i, j pij ∈ [0, 1]}: is set of labels where each label pij of the edge

aij represents the rate/probability of data shared by the member mi ∈ M
with his friend member mj ∈ M .

In the given graph model, friend relationship is represented using edge A labeled
with the real probability of shared data P .

The probability pij that the member mi shares owned data with member mj

is computed in real time using the following formula:

pij =
quantity of data that mi shared with mj

quantity of data held by mi

Let’s consider the example of a social network depicted in Figure 2:

– the arc (m1, m3) indicates that m1 has friend relationship with m3, and
shares with him 90% of his data.

– the arc (m1, m2) indicates that m1 has friend relationship with m2 but he
never shares with him any data.

The presented graph-based model is a set of direct relationships between mem-
bers. These direct relationships provide the probability of data propagation be-
tween only direct friends. We present in the following the Markov propagation
model to compute the probability of data propagation between indirect friends
(such as propagation rate from m1 to m6 in Figure 2 ).
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Fig. 2. Example of interactions between crowd members in the social networks

3.2 Markov Chain-Based Model for Data Propagation

Given an owned data of a member, we propose a Markov chain-based model to
compute the propagation probability of this data in the entire social newtork.

In social networks, data is propagated from friend to friend following a Markov
chain model [4]. That is, a social network member shares owned data only with
his friends and, then, each friend shares the data with only their friends and so
on.

Definition 1. A Markov chain is a sequence of random variables X1, ..., Xn

with the Markov property, namely that, the future state depends only on the the
present state, and not on the past states. Formally,

P (Xn+1 = x|X1 = x1, X2 = x2, . . . , Xn = xn) = P (Xn+1 = x|Xn = xn)

From this formal definition, the probability that a given member get a data
depends on probability to get it from only his direct friends (and not from
indirect friends).

The probability of data propagation between direct friends may be represented
with Propagation Matrix defined as follows:

Definition 2. Propagation Matrix of a social network is matrix that gives prob-
ability pij of propagating data between each couple of members (mi, mj):

⎛
⎜⎜⎜⎜⎝

m1 m2 m3 ... mn

m1 p11 p12 p13 ... p1n

m2 p21 p22 p23 ... p2n

m3 p31 p32 p33 ... p3n

... ... ... ... ... ...
mn pn1 pn2 pn3 ... pnn

⎞
⎟⎟⎟⎟⎠

where
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pij =

⎧⎨
⎩

quantity of data that mi shared with mj

quantity of data held by mi
if (mi, mj) ∈ A

1 for i = j
0 else

This propagation matrix has the following properties:

– pii = 1, which means that member mi does not lost owned data when he
shares it.

–
∑

k∈[1,n] (pik) �= 1, because data may be propagated to several members at
the same time.

– pij �= pji, which means that a member mi may share with a friend mj a
quantity of data different his friend mj may share with him.

– ∃(i, j)|(mi, mj) ∈ A ∧ pij = 0, which means that members do not share
necessarily data with their friends.

– if mi and mj are not direct friends then pij = 0 .

The propagation matrix of the social network of figure 2 is given as follows:

⎛
⎜⎜⎜⎜⎜⎜⎝

m1 m2 m3 m4 m5 m6

m1 1 0 0.9 0 0 0
m2 0.8 1 0.8 1 0 0.7
m3 0.7 1 1 0 0.1 0.3
m4 0 0.2 0.9 1 1 0.6
m5 0 0 0 0 1 1
m6 0 0 0 0 0.4 1

⎞
⎟⎟⎟⎟⎟⎟⎠

3.3 A Markov Chain-Based Algorithm of Data Propagation

The propagation matrix of section 3.1 gives only probability of data propagation
between direct friends.

But it is not sufficient to compute the probability that data is propagated
from member to indirect-friend because:

1. Propagation matrix defined in Definition 2 does not give the real propa-
gation probabilities between members. In Figure 2, the direct propagation
probability from m1 to m2 is zero (p12 = 0). However, through m3, data of
m1 may be propagated to m2 with probability 0.9 × 1 = 0.9.

2. The Propagation matrix does not provide the data propagation to indirect-
friends. It’s indicate a zero value of sharing data with indirect friends, be-
cause members share their data only with direct friends. In the propagation
matrix of figure 2, probability that data of member m1 may be propagated
to his indirect-friends m5 and m6 is zero because m1 is no direct friend
relationship with them. However, data may be propagated from m1 to m5

through m3 with probability 0.9 × 0.1 = 0.09.
3. Propagation to indirect-friends is hard to calculate: as example, what is the

probability that data of m1 may be propagated to m6 (probability of dotted
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red arrow in figure 2)? To calculate this probability, we have to explore all
the paths allowing propagation of data from m1 to m6. Each one allows to
calculate a propagation probability. The final propagation probability is the
maximum of propagation probability of all the possible paths, wihich corre-
sponds to the propagation risk. The path (m1, m3, m2, m4, m5, m6) indicated
with dotted green arrows in figure 2 allows propagation of data from m1 to
m6 with the maximum probability 0.9 × 1 × 1 × 1 × 1 = 0.9. However, it is
hard to calculate this probability because real social networks are complex.

For this reasons, we need to design an efficient algorithm that calculates the
optimal data propagation probability from the owner to all the members of the
social network. This algorithm is based on energy function we define as follows:

Definition 3. The energy function pi of member mi is the probability that data
is propagated to member mi. In our model, data is propagated following Markov
chain. That is:

pi = Max
mk∈Nmi

(pk × pki) (1)

where,

– Nmi is a set of direct friends of mi,
– pk is the energy function of mk,
– pki is the probability of propagating data from mk to mi.

To compute the energy function pi for all members mi of the social network, we
have to use an iterative algorithm [9]. We design our simple algorithm Algorithm
1..

The algorithm processes as follows:

1. Initialisations: pow = 1, ∀i �= ow pi = 0. That is, only the owner mow has
the data.

2. Iterations: At each iteration, the algorithm computes pi for mi ∈ Nmi using
formula (1).

3. Stop: The algorithm stops when the probability maximum of each member
is reached.

Applying this algorithm on the propagation matrix of section 3.2, we get the
following matrix completed with indirect-friend propagation probabilities:

⎛
⎜⎜⎜⎜⎜⎜⎝

m1 m2 m3 m4 m5 m6

m1 1 0.9 0.9 0.9 0.9 0.9
m2 0.8 1 0.8 1 1 1
m3 0.8 1 1 1 1 1
m4 0.7 0.9 0.9 1 1 1
m5 0 0 0 0 1 1
m6 0 0 0 0 0.4 1

⎞
⎟⎟⎟⎟⎟⎟⎠
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Algorithm 1. Propagation probability computing algorithm

Require: G 〈M, A, PM〉 – labeled directed graph of the social network where PM in
the propagation matrix

mow – owner of the data
mr – recipient member of data that we want calculate the propagation

probability
Ensure: pr – probability that owned data is propagated to mr

1: print P = (p1, . . . , pow, . . . , pr, . . . , pn): Energy function at the previous step.
2: print PS = (ps1, . . . , psow, . . . , psr, . . . , psn): Energy function at the current step.
3: print continue: boolean value indicating if the optimum values of all members

are reached.
{I}nitializations

4: pow = 1 and ∀mi �= mow, pi = 0
5: continue ← true

{I}terations
6: while continue do
7: for each members mi �= mow do
8: psi = Maxmk∈Nmi

(pk × pki))
9: end for

10: if P �= PS then
11: P ← PS
12: else
13: continue ← false
14: end if
15: end while
16: return pr

4 Data Disclosure Aware Clustering Process

Based on data propagation calculated in the previous section, the clustering
process groups of crowd members into free data leak clusters.

Definition 4. A cluster C is set of crowd members having or no strong propa-
gation:

C = {mi} such that ∀mi, mj ∈ C, pij ∈ [0, 1], pji ∈ [0, 1]

Definition 5. Two clusters Ck and Cs are free data leak iff:

∀mi ∈ Ck, ∀mj ∈ Cs, pij ≤ η ∧ pji ≤ η

From the definition 5, we consider there is a risk of data leak between two
clusters Ck and Cs if the propagation rate between all the members of the two
clusters is less than a threshold η. The later is proposed as a value for which
the data propagation of a crowd member is acceptable in a social network. The
dynamacity of social member profil impactes the value of η, but it is out of the
scope of the paper.
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The propagationmatrix calculated by the algorithm 1. is be updated as folllows:

∀i, j, pij = Max(pij , pji)

The propagation matrix of our example is updated as follows:

⎛
⎜⎜⎜⎜⎜⎜⎝

m1 m2 m3 m4 m5 m6

m1 1 0.9 0.9 0.9 0.9 0.9
m2 0.9 1 1 1 1 1
m3 0.9 1 1 1 1 1
m4 0.9 1 1 1 1 1
m5 0.9 0 1 1 1 1
m6 0.9 0 1 1 1 1

⎞
⎟⎟⎟⎟⎟⎟⎠

Based on this updated propagation matrix, the members are classified into free
leak clusters using a clustering algorithm.

Algorithm 2. D-Max discovering teams algorithm

print Clusters = (Clust1, Clust2, ..., ClustCluster): Teams constitution
{I}nitializations

2: Distances, Centroid, MaxDistancesMax = 0
ClustNB = −1

4: Threshold = η
for each ClustersinCluster do

6: Clustersi = membermi

Distancesi = 0
8: Centroidi = 0

end for
{I}terations

10: for each members mi in G do
for each members mi in Clusters do

12: Distancesi ← Pmember,memberi

if Distancesi � Centroidi then
14: Centroidi ← Distancesi

end if
16: end for

for each Centroidi do
18: if Centroidi � MaxDistancesMaxi then

MaxDistancesMaxi ← Centroidi

20: if MaxDistancesMaxi � η AND ClustNB �= −1 then
Clustersi = FUSION(Clustersi, ClustersNB)

22: end if
ClustNB = i

24: ClustersClustNB ← memberi

end if
26: end for

end for
28: return Clusters



Data Leak Aware Crowdsourcing in Social Network 235

Our clustering algorithm is a k-means algorithm [5]. The principle of the
algorithm is that for each cluster Ck and each member mi, the member mi is
calssified to the cluster Ck if there is high data propagation between the member
mi and at least one of the members of Ck. The algorithm uses the following
specific distance called Dmax:

Dmax(Ck, mj) = Max
mi∈Ck

pij

where Max is the maximum function, Ck a cluster to be built, mj is member
that can be clustered into the cluster Ck, and mi is a crowd member in Ck, pij

is the propagation value between mi and mj given in te propagation matrix.
The clustering algorithm prossess as follows:

– Inputs: the data disclosure threshold η, number of clusters.
– Initialization: The initialization of the clusters is done by assigning arbitrarily

a member to each cluster.
– Iterations: For each candidate member mi and a cluster Cj , if Dmax(Cj , mi) ≥

η then mi is added to Ck

– Stop: The algorithm is deemed to have converged when the assignments of
members to clusters no longer change.

Moreover, in the case that a candidate member has a strong communication
with more than one cluster, we will merge the clusters with whom the candidate
member has a high data propagation and assign it to the new merged cluster.
Because it may probably disclosure the data of the cluster to the other clusters.
For instance if d(C1, mk) = 0, 8 and d(C2, mk) = 0, 7, then we will merge the
cluster C1 and C2 and K will integrate the cluster C12 result of the C1 and C2

fusion. The algorithm is presented as Algorithm 2.

5 Conclusion and Future Work

In this paper, we proposed a Friendlysourcing framework as a clustering based
approach for data leak aware discovering competitive teams during the crowd-
sourcing process in social network. First, the Markov model is used to estimate
the hidden relationships between crowd members in the social network. Given
the results of the previous step, then, the clustering approach groups the crowd
members into data leak aware competitive teams.

In the future works, we plan to evaluate efficiency of the proposed approach
by means of data leakage and time consumption. Regarding the social network
complexity, the current approach provides several classifications of competitive
teams but not easy to choose the best one. Then, we will study how to take into
consideration more constraints specifically user preferences.
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The rise of multimedia, social media, sensor networks and the Internet of Things will 
fan the flames of data explosion in many application domains. These emerging Big 
Data applications present enterprises with very high data-to-compute ratio. For exam-
ple, in Square Kilometre Array (SKA), a telescope generates more data than the 
whole Internet with a single file often reaching multiple terabytes in size. As data 
volumes continue to increase exponentially, the challenge is not only how to store and 
manage data but also to effectively analyse the data to gain insight knowledge to 
make smarter decisions. One of the key challenges is transforming the raw data avail-
able to your business into business value and strategic advantage. The better 
management and analysis of Big Data will become the next frontier of innovation, 
competition and productivity. For example, according to a McKinsey Global Institute 
study, a retailer exploiting the full potential of big data could increase its operating 
margin by more than 60 percent; efficient and effective use of big data could save 
more than $300 billion dollars for US government in healthcare alone. Therefore, 
there is a need of effective and efficient management and analysis of big data.   

Recently, Cloud computing has emerged as a promising technology towards han-
dling Big Data. The driving forces behind cloud computing are: (a) significantly 
reduced Total Cost of Ownership (TCO) of the required IT infrastructure and soft-
ware including (but not limited to) purchasing, operating, maintaining and updating 
costs; (b) high Quality of Service (QoS) provided by cloud service providers such as 
availability, reliability and Pay-As-You-Go (PAYG) based low prices; and (c) easy 
access to organizational information and services anytime anywhere. In a nutshell, 
cloud computing provides a new paradigm for delivering computing resources (e.g., 
infrastructure, platform, software, etc.) to customers such as utilities (e.g., water,  
electricity, gas, etc.) on demand. Despite its own shortcomings, cloud becomes an 
attractive technology platform for developing and deploying Big Data analytics. 

The international workshop on Big Data and Cloud (BDC 2012) held in conjunc-
tion with WISE 2012 provided the scientific community a dedicated forum for  
discussing state-of-the-art research, development, and deployment efforts of Big Data 
in Cloud. We have selected two papers to be presented at the workshop. The first 
paper “A Service Oriented Framework for Animating Big Spatiotemporal Datasets” 
proposes a service oriented distributed system framework for annimating big spatio-
temporal vector datasets. The second paper “Searching frequent itemsets by clustering 
data: towards a parallel approach using MapReduce” proposes a new algorithm for 
searching frequent itemsets in large data bases. 
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Abstract. We propose a service oriented distributed system framework for 
animating big spatiotemporal vector datasets. The aim is exploiting the patterns 
in spatial data dynamically changing over time. Animation consists of succes-
sively played and temporally related still map images. Each map image in the 
animation is a satellite map enriched with (or plotted over) spatiotemporal data-
sets. The system components are designed as web services. We also extend 
open standards’ GIS web services definitions with topic-based publish-
subscribe paradigm, which best suits to the animation requirements. 

Keywords: Distributed Systems, animation, GIS, animated map, spatiotempor-
al data. 

1 Introduction 

Vast amounts of data related to earth are time-series and spatial in nature. Spatial data 
are preferably represented and displayed as map layers. When you have the same 
layer in several different moments along the time, it is better to display them as part of 
a movie. This is called time-series animation, which is a visualization technique ideal-
ly suited for the display and analysis of spatiotemporal and geographic data sets. Map 
animations enable scientific analysis and results to be understood not only by the 
scientist but also the public and policymakers from different domains and education 
level. Animated maps can be interpreted more easily than their static representations 
by the users. 

We propose a service oriented distributed system framework [1] for map anima-
tions. Maps are created from spatiotemporal datasets. Services in the system are de-
fined with standard bodies (Open Geospatial Consortium (OGC) [2] and ISO-TC211). 
Standardization offers advantages for data sharing, for combining software compo-
nents and for overlaying graphical outputs from different sources. However, standar-
dization comes with its costs. Costs mostly come from the fact that web services are 
based on XML based SOAP over HTTP protocol and data to be processed are en-
coded in Geographic Markup language (GML) [3] which is an XML-based format. To 
overcome such problems in a distributed system framework requiring large scale 
XML-encoded geographic feature sets, we have investigated the possibilities of using 
topic-based publish-subscribe paradigms (which is mostly used in P2P systems) for 
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exchanging data payload between web services. To do so, we have integrated  
NaradaBrokering [4] to the communication between OGC compatible standard GIS 
(Geographic Information Systems) Web Services. Web Services are well-known and 
widely used RPC (Remote Procedure Call) systems. In basic RPCs, services 
(client/server) tightly coupled in terms of space and time. This is an example of syn-
chronous communication in which client and server must be active at the same time. 
The proposed system has a couple of advantages over using pure Web Services. It 
enables map creation from the partially retuned data and gets rid of SOAP (Simple 
Object Access Protocol) message creation overheads. Moreover, by using Narada-
Brokering (event and topic-based publish/subscribe system) we utilize network level 
quality of services provided in it. 

After developing an efficient data transfer protocol between standard GIS [5] web 
services, we propose an animation web service extended from Web Map Services 
(WMS) [6]. WMS have capabilities of animating temporally related map images one 
by one dated in a vertical frame as a film. Images are created from the spatiotemporal 
data provided by Web Feature Services (WFS) [7]. 

2 Related Work 

In the last decade renewed interest in animation has emerged due to technological 
developments. Because of these developments it is nowadays relatively easy and in-
expensive to construct animations. This has led to an increase in the number, variety 
and complexity of animations produced. One of the areas that animations have been 
successfully applied is map animations.  

Map animations have been studied by various disciplines such as computer 
sciences, remote sensing and pattern recognition. Most of the applications [8-12] are 
central (i.e. desktop) in which data and services are physically located in the same 
machine and the analyses are carried out in the same place. These early works are on 
recognition of temporal changes in spatial datasets through animation, but our focus is 
creating animating web services enabling sharing and collaboration of animated spa-
tial data among the virtual organizations through the distributed systems.  

After the invent of the internet and advancements in distributed systems there has 
been great dissemination possibilities, and it has become easier to access data and 
processing services and coupling them for the application purposes. In this context, 
there some client-centric and server-centric solution approaches. MathWorks’s 
mapping toolbox [13] and GeoServer’s animator toolbox [14] can be given as ex-
amples of client-centric approaches. They connect to remote WMS (OGC compati-
ble) and fetch the map images to create an animation. They build animations as a 
set of frames, and each frame is a separate WMS getMap call, similar to the others 
in the set, but with a different value in one of the parameters.  Map images are 
stored into local file system at client side, and animations are created as animated 
GIF or movies in AVI format. Köbben [15], Becker [16] and Esri’s ArcGIS [17] 
can be given as examples of server-centric map animation approaches, but they do 
not develop their services in accordance with the service oriented architectures. 
Furthermore, they do not consider the issues of large scale data transfer over the 
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network for the real time animations.The animations they produce are mostly in the 
form of moving window (bounding box) or zooming in and out. 

Compared to the related works, our solution approach is considered as server-
centric. The proposed system not only supports zooming or moving animations but 
also animates spatiotemporal changes in large scale feature collections for a specific 
bounding box. To do that we take data rendering and overlaying issues into considera-
tions, and propose a distributed system framework for collaborating and sharing the 
animated maps as streaming data through Real-time Transfer Protocol (RTP). This 
enables animations to be played in collaborative and Grid [18] environments. 

For the efficiency and applicability, we adopted publish-subscribe system to the 
communication between OGC compatible standard GIS Web Services. This removes 
the deficiencies of synchronous RPC communications in GIS Web Services. We 
could also use some other alternative paradigms such as shared spaces approach and 
message queuing approach [1] for the same purposes. In shared space approach, pro-
ducers insert messages asynchronously into a container, and consumers pulls (i.e. 
reads synchronously) from the container. In this approach services (client/server) 
tightly coupled in terms of space and time. In case of basic message queuing systems, 
producers insert messages asynchronously into FIFO and consumers reads synchron-
ously (pull) from FIFO. This approach also provides time and space decoupling. 

As you realize shared spaces and message queuing approaches are time and space 
decoupled. On the other hand, publish/subscribe is an event-based system and pro-
vides decoupling in terms of time, space and synchronization as well. 

3 Architecture: Streaming Map Movies 

This paper proposes a distributed service oriented architectural framework for bind-
ing map based geo-data animations to the distributed services by adopting and im-
plementing OGC’s WFS and WMS services in accordance with the publicly availa-
ble standards. OGC also has a discussion paper [19] on animations as an extension 
to WMS. It discusses how WMS specifications can be extended to allow animations 
that move in space over time. In this case, the only parameter changing is the 
bounding box in successive map images. On the other hand, we focus on overlay 
layers which are rendered from feature data collections represented as GML and 
provided by WFS. We take both geometrical and non-geometrical attributes of spa-
tiotemporal data sets into account and animate their changing values over time. We 
produce map animations in the form of streaming map videos similar to ones you 
see in the weather cast web sites. 

The work presented here looks into the possibilities of extending the web based 
map services with time-series data as animated maps, and provide a framework enabl-
ing integration of animation services to the distributed systems. In the proposed 
framework, for the service level interoperability, in terms of request and response 
types, and definition of animated layer descriptions we use OGC defined standards 
[6,7], but for the data transfer we propose a novel approach based on integration of 
OGC specifications with web services [18] and topic-based publish-subscribe para-
digms. 
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This section starts with explaining topic-based publish/subscribe system and then 
present the system components to create a map image from spatiotemporal datasets 
and illustrates the extension (Fig. 2) to OGC standards by using Naradabrokering, and 
then elaborates on WMS and its capabilities of being an animation service, and finally 
presents a service oriented framework for animating spatiotemporal datasets (Fig. 5). 

3.1 Publish/Subscribe Paradigm 

Publish/subscribe systems provide a useful paradigm for selective data dissemination 
and most of the complexity related to addressing and routing is encapsulated within 
the network infrastructure. Publish/subscribe systems utilize multicast networking 
facilities (also at data link level). It is actually a broker layer overlay network, which 
is based on transport level connections between nodes.  

Subscribers register their interest in an event and are subsequently asynchronously 
notified of events generated by publishers. Publishers are generators of events and 
subscribers are consumers of events [20]. 

Publish/subscribe systems enable loosely coupled form of computer communica-
tion and interaction. Information generation and consumption is independent from 
each other. This feature is also called decoupling in terms of time, space and synchro-
nization. Parties don't need to be active at the same time. Publisher can generate 
events when a subscriber is disconnected. Subscriber can be notified when publisher 
is disconnected (see Fig. 1).  

 

 
 

Fig. 1. Event-based Publish/Subscribe paradigm 

There are three types of publish/subscribe paradigm, topic-based, content-based 
and type-based. In a topic-based system, messages are published to "topics" or named 
logical channels. Subscribers in a topic-based system will receive all messages pub-
lished to the topics to which they subscribe, and all subscribers to a topic will receive 
the same messages. The publisher is responsible for defining the classes of messages 
to which subscribers can subscribe. Topics are usually expressed in a URL-like nota-
tion. It is similar to creating a group. When subscriber subscribe to a topic it becomes 
a member of an event group. Topic is a pre-defined criterion and does not say any-
thing about the specific content of an event. Example topic is “course2012”. 

In a content-based system, messages are only delivered to a subscriber if the 
attributes or content of those messages match constraints defined by the subscriber. 
The subscriber is responsible for classifying the messages. Topics are formed by  
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considering content of events, e.g. internal attributes of data structures. Application 
developers might use SQL, XPath and some other string API tools to handle complex 
topic strings. Example topic is “Course=DSMWare and Grade>10”. 

Type-based system is an extension to content-based system. It ensures type safety 
at compile time. It does not filter according to a string topic but type as in the notion 
of programming languages.  

Selecting different variant of publish/subscribe system depends on expressiveness 
and performance criteria. Content-based approach has higher expressiveness than 
topic-based approach and topic-based approach has higher performance than content-
based approach. Application developers need to consider tradeoffs in scalability,  
expressiveness and quality of services depending on used architecture and implemen-
tation/protocols. In our implementation domain, which is GIS, we use topic-based 
approach. WFS are publishers and WMS are subscribers. We use NaradaBrokering as 
publish/subscribe system. The proposed system is explained in the following chapters.  

There are some examples of publish subscribe systems. Among these are SIFT 
(Stanford –  Stanford Information Filtering Tool) [21], Microsoft ‘s Herald [22], 
SCRIBE [23] and IBM’s Gryphon [24]. Scribe is example of topic-based pub-
lish/subscribe systems. Gryphon is a content-based publish/subscribe system. Many 
applications such as stock quotes, network management systems, RSS feed monitor-
ing, already benefit from this paradigm. 

3.2 Systems Components to Create a Map 

WMS and WFS are the fundamental services to create a still map images from geoda-
ta sets according to the open standards. Our earlier works on developing Web Service 
based WMS and WFS are presented in [25-27]. Geodata sets are served by WFS and 
rendered as map images at WMS. They have standard service interfaces and commu-
nication protocols. Here, we extend their communications with streaming data trans-
fer capabilities, which is illustrated in Fig. 2. 

Fig. 2 illustrates how the proposed architecture works to produce a map image 
from geographic features. The final outcome of the system (Fig. 2) is a map image. 
WMS clients request that image through WMS’s getMap service interface. Once 
WMS get this request, they create corresponding getFeature requests to WFS to get 
the feature data in GML format. After getting the data, WMS check and extract all the 
geometry elements such as points, line-strings, polygons etc., and converts them into 
appropriate image formats. WMS developers use any kind of graphics tools to create 
map images from those geometric features of data. 

Developing WMS and WFS as web services enables them to be discoverable and used 
in third party distributed systems. However, efficient data transportation capability still 
remains as a challenge, because of the fact that web services are based on XML based 
SOAP over HTTP protocol. In order to overcome such problem in the proposed distri-
buted system framework requiring large scale XML-encoded geographic feature sets, 
we have investigated the possibilities of using topic-based publish-subscribe paradigms 
(which is mostly used in P2P systems) for exchanging data payload between web servic-
es. WFS using NaradaBrokering are called streaming WFS. When the NaradaBrokering 
is used, WFS are still queried with standard SOAP messages (requests) (arrow 1 in  
Fig. 2). However, the responses are published (i.e. streamed) to an NB topic as they  
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<Dimension name="time" units="ISO8601" default="2000-08-22"> 
2001-04-10/2010-10-11/P1D 
1990-01-01/1998-08-22/P1Y 

</Dimension> 
 
Since we developed WMS as web services, we created XML schema for getMap  

requests in accordance with the standard definitions (see Fig. 2). The requests created 
according to this schema are inserted into SOAP messages to invoke animation web 
services.  Fig. 4 is an instance of the standard getMap request created over the schema. 

Table 1 shows a sample parameter set and their values for getMap request created 
with the standard schema given in Fig. 2. 

Table 1. Parameter Values for Sample Animation Request 

Parameters and sample values
VERSION = 1.3.1
REQUEST = GetMap
LAYERS = earth
CRS = CRS:64
BBOX = -90,-45,90,45
WIDTH = 800
HEIGHT = 400
TIME=2008-6-01/2010-6-01/P1Y
FORMAT= video / mpeg

 

The remainder of this section explains what a WMS does when it gets an animation 
(or map movie) request as given in Fig. 4. 

In the values of time parameter given as examples above, first date defines the 
starting date and second date defines the end date of the available data collection.  
 

The last value (ex. “P1D”) defines the periodicity of data collection. According to 
last value in parameter time, WMS cut the time into multiple values and for each time 
interval it makes a request to WFS to get feature data in GML. See the successive 
requests (reqi) in Fig. 5, gmli represent corresponding responses from WFS for the 
requests reqi. imgi are images created from corresponding gmli. 

User interaction with the system is achieved through browser based WMS clients. 
MapClient predefines the animation format in a particular style, define in what date 
ranges and in what time slices animation is needed. The appropriate query is created 
(e.g. Fig) and sent to WMS thorough its getMap web service interface. Once WMS 
get this query, it creates successive queries (req1, req2, .., reqn) based on the time pa-
rameter in getMap request. Each of those queries is responded with gml (gml1, 
gml2,…, gmln). For each gml a still map is created. Every still map corresponding to a 
time slice is stored in memory as a part of an image-array and displayed in a vertical 
sub-window simulating a camera film. 
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Fig. 4. Sample GetMap request for WMS to create streaming map movies 

3.4 Publishing Animated Map Images 

After having the temporally related still map images created, we need to publish them 
as movie streams. WMS are access points for the distributed systems or any client to 
use map animation services. The first step in an animation is the creation of series of 
temporally related successive map image, which is explained in the previous chapter. 
The second step is playing these still map images as an animation, which is explained 
in this chapter.  

WMS need successive map images for a period of time, in order to be able to 
create an animation. The time period and the periodicity of the movie frames are de-
fined by parameter called “time” in GetMap request (Fig. 4). The number of frames to 
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be played depends on the time period and periodicity of the time intervals. To assem-
ble the individual frames into an animation, there are different approaches according 
to application requirements. In the Internet world, widely used and well-known ap-
proach is using animated GIF89a files. The browser will be enough to open the ani-
mation, but the users do not have any control on the image such as stopping, pausing 
or play-backing the animation. The animated gif will play only in one direction. There 
is no way to make it play backward. PROC GMAP [28] is an example of gif anima-
tions.  The Java Media Framework (JMF) [29] and Quicktime [30] provide with other 
approaches to assemble individual frames into an animation. JMF uses RTP sessions 
and need Java virtual machine installed on the client machines. That is used on Java 
based applications. OGC standards do not specifically and clearly define how to trans-
fer and display animation. It only specifies the interfaces in terms of standard queries 
and output formats. In the proposed framework, we preferred to use IP multicast ap-
proach with JMF technologies. 

 

 

Fig. 5. Detailed Streaming Map Movies architecture 
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An animation is produced as video streams. Map images are converted into se-
quence of video streams and published to an RTP session [31]. RTP sessions are for-
malized as <IPAddress, PortNumber> pairs. There are various video stream formats. 
The framework uses H.263 and H.261, which are well-known and widely used for-
mats. Those animated video streams can be played and displayed on video-
conferencing systems and collaborative environments such as AccessGrid 
(http://www.accessgrid.org/), but they are supposed to support H.263 and H.261 for-
mats. The produced streams are published to multicast or unicast RTP sessions. Video 
streams can be delivered to a variety of platforms such as RealPlayer, Polycom and 
Access Grid [32]. The published video streams can also be displayed by any client 
building his own custom system and services to display the map video streams. The 
easiest way to display the map movie stream is connecting to RTP sessions by using a 
JMF Client. 

The quality of streams depends on some configurable parameters such as video 
format, frame rate and update rate. These parameters are set at the creation time, de-
pending on the data and the application specific requirements. 

4 Conclusion and Future Work 

The work presented here has looked into the possibilities of extending the web based 
map services with time-series data as animated maps, and introduced a framework 
enabling integration of animation services to the distributed systems. At the core of 
the framework there is a WMS. It is actually an access point for the distributed sys-
tems to use map animation services. We have also extended the standard GIS web 
service communications with the topic based publish-subscribe communication ap-
proach. In the framework, GIS web services uses standard interfaces for the hand-
shake, the actual data is transferred over the P2P overlay network provided by Nara-
dabrokering. After the handshake, communicating peers start transferring the data 
through the agreed upon broker (IP) and topic (any string). This approach enables us 
to create map images for partially returned data and get rid of the SOAP message 
creation overheads. 

In the traditional tightly coupled client–server paradigm, the client cannot post 
messages to the server while the server process is not running, nor can the server re-
ceive messages unless the client is running. In case of transferring and rendering big 
spatial data through RPC messaging and web services, blocking IO and session time 
outs degrades the usability of web based applications. The proposed system gets rid of 
such communication latencies by using asynchronous communication. 

The proposed framework is developed with open standards and Java technologies. 
Therefore, it can easily be enhanced and extended for application specific purposes, 
deployed on any platforms and integrated to the third party distributed system appli-
cations. 

In the proposed system, movie streams (for map animations) are created on  
demand from the archived data sets. In the future we plan to enhance the system with 
the capability of archiving map animations. In that case, each archived map animation 
needs to be annotated with some parameters enabling them to be searched.  
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These parameters might be “temporal data layers from which movie streams are 
created”, “frame rates”, “starting-ending time/dates of the animation” and “periodicity 
of the data frames”. 
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Abstract. We propose a new algorithm for searching frequent itemsets
in large data bases. The idea is to start searching from a set of repre-
sentative examples instead of testing the 1-itemset,the k-itemset and so
on. A clustering algorithm is firstly applied in order to cluster the trans-
actions into k clusters. The set of the k representative examples will be
used as the starting point for searching frequent itemsets. Each cluster
is represented by the most representative example. We show some pre-
liminary results and we then propose a parallel version of this algorithm
based on the MapReduce Framework.

Keywords: Data Mining, large transaction bases, frequent itemsets,
clustering algorithm, MapReduce.

1 Introduction

Association rules mining is a very known data mining techniques that aims to
find relationships between items in large data bases that contain transactions.
The problem of frequent itemsets has been introduced by Agrawal in 1993 and
the well known Apriori algorithm has been proposed in 1994 [1]. This algorithm
is based on the downward closure propriety: if an itemset is not frequent, any
superset of it will not be frequent. The Aprioiri algorithm performs a breadth-
first search in the search space by generating candidates of length K+1 from
frequent k-itemsets. This algorithm is based on storing database in the memory.
Unfortunately, when the dataset size is huge, both the memory use and the
computational cost still be expensive.

In 2000, The FP-growth algorithm has been proposed [3], the idea is to use
a frequent pattern tree data structure to achieve a condensed representation of
the data transactions. This algorithm is based on a divide-and-conquer algorithm
approach in order to decompose the problem into a set of smaller problems. The
performance study shows that the FP-growth method is efficient and scalable
for mining both long and short frequent patterns and faster than the Apriori
algorithm.

In [5], authors discuss a depth first implementation of Apriori, the algorithm
builds a tree in memory that contains all frequent itemsets: all sets that contained
in at least minsup transactions from the original database, by adding one item
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at a time. Every path corresponds to a unique frequent itemset. Authors study
the theoretical complexity of this algorithm and show encouraging experiment
results.

In [8] Authors propose an novel algorithm for mining complete frequent item-
sets. In this algorithm transactions ”ids” are mapped and compressed to contin-
uous transaction intervals in a difference space and the counting of itemsets is
performed by intersecting these interval lists in a depth-order along the lexico-
graphic tree. Authors shows interesting experiment results in comparison with
FP-Growth algorithm.

In [6] a massively parallel FP-Growth algorithm is presented, the proposed
algorithm allows to eliminate virtually communication among computers. the
algorithm is expressed with the MapReduce framework. Authors demonstrate
that through empirical study on a large dataset of web pages and tags the
algorithm can achieve virtually linear speedup.

In this paper, we propose a new algorithm for searching frequent itemsets. The
idea is to start searching from a set of representative examples instead of testing
the 1-itemset,the k-itemset and so on. A clustering algorithm is firstly applied in
order to cluster the transactions into k clusters. Each cluster is represented by
the most representative example. We show some preliminary results and we then
propose a parallel version of this algorithm based on the MapReduce Framework.

2 A New Algorithm for Frequent Itemsets Searching:
Sequential Version

We propose a novel algorithm for searching frequent itemsets. The idea is to
start searching from a set of representative examples instead of testing the 1-
itemset,the k-itemset and so on. A clustering algorithm is firstly applied in order
to cluster the transactions into k clusters. Each cluster is represented by the most
representative example. We currently use the k-medoids algorithm in order to
cluster the transactions [4].

The set of the k representative examples will be used as the starting point for
searching frequent itemsets. We present in the next two versions of our algorithm:
the sequential version and the parallel one implemented using the MapReduce
framework. The idea of the algorithm is to test firstly a representative example
e of length l, if this example is found frequent then all examples included in e
whose length values are lower than l will be frequent; otherwise all examples
that include e will be no-frequent.

2.1 Algorithm Parameters, Structures and Definition

The proposed algorithm takes as an input a set of transactions called D, two
lists of itemsets are computed:

A list named accepted that contains the retained frequent itemsets.
A list named excluded that contains the retained no-frequent itemsets.
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The algorithm parameters are the same ones as the k-medoids and the Apriori
algorithms:

K is the initial number of clusters.
minSupp is the threshold used for computing frequent itemsets.

We need an intermediate list that we call candidates containing the itemsets to
test. These itemsets will be sorted by their decreasing lengths.

We have to differentiate between a local frequent itemset and a global one.
Here are the two definitions:

Global Frequent Itemsets. Let D be a set of transactions. Let Li be an i-
itemset of length i, Li is a global frequent itemset iff it is frequent in
D.

Local Frequent Itemsets. Let D is a set of transaction segmented on k dis-
joints clusters. Let Li be an i-itemset of length i, Li is a local frequent
itemset iff it is frequent in the cluster to whose it belongs.

The algorithm tests firstly if a given example e is a local frequent itemset, if yes
the list called accepted is updated, otherwise the algorithm tests if e is a global
frequent itemsest, if yes the list accepted is updated, otherwise the list excluded
is updated.

2.2 Algorithm Description: Sequential Version

– Apply the k-medoids on D (the transactions base) and stock the k represen-
tative examples as well as the K clusters.

– Let C1, C2, .., Ck be the k representative examples sorted by their decreasing
lengths, If two examples have the same length, then they will be ordered by
their occurrence values (their supports) in D. The list candidates is initialized
to C1, C2, .., Ck.

– While the list candidates �= Φ do
• Let Ci be the first element of candidates:
• If Ci �∈ accepted et Ci �∈ excluded then

1. If Ci is a local frequent itemset then update-accepted(Ci), exit.
2. If Ci is a global frequent itemset then update-accepeted(Ci), exit.
3. else, update-excluded (Ci), and add frequent itemsets included in Ci

to the candidates list.

Update-Accepted(Ci) : Add to the list accepted, the itemset Ci and all the
itemsets included in it.

Update-Excluded(Ci) : Add to the list excluded, the itemset Ci and all the
itemsets that include Ci.

We note that this algorithm as described above, does not guarantee the obtention
of all the frequent itemsets. The algorithm needs to be completed. We will discuss
this idea later.
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3 Preliminary Results

The data set is composed of a set of navigation logs extracted from the Microsoft
site. The site is composed of 17 pages with some links between each others that
we present by the set of the characters : {A, B, C, .., P, Q}. The initial data logs
file contained navigations paths of 388445 users. By keeping only users who have
sufficient paths length the users number is reduced to 36014. Next, we call this
set of transactions D.

Table 1 shows the application of k-medoids with different value of K. We
notice that from k=5, we obtain a small cluster (whose cardinality is 5% of the
cardinality of D). We aim now to compute the support of the representative
examples in order to construct the two lists accepted and excluded.

Table 2 shows the frequent itemset of length higher than 4 that are obtained by
applying only the Apriori algorithm. Notice that 8 frequent itemsets are found,
among them 4 have been found as the representative examples by the k-medoids
when k=5.

As we mentioned above this part of algorithm is not complete. It does not
guarantee the obtention of all frequent itemsets but only those whose are related
to the results of the k-medoids by the relations of inclusion.

The figure on the left in table3 shows the cardinality of each cluster when
k=4 and the frequency of the representative example in the cluster which varies
between 7% and 39%. The figure on the right in table 3 shows the global and
local support of the k representative examples, notice that the local support
varies from 51% to 74%.

This explains the fact that representative example are frequent and shows
that the local support computation can be enough to determine if this example
is frequent or not in this case.

Table 1. This table shows the results of applying k-medoid on the transactions base
D, k is the given number of cluster, we report for each value of k the representative
example Ei of each cluster Ci as well as the cardinality of the cluster.

K C1 C2 C3 C4 C5

E1 | C1 | E2 | C2 | E3 | C3 | E4 | C4 | E5 | C5 |
k=2 ABFG 55% ABDLK 45%

k=3 ABFFG 46% ABDKL 23% ABCF 31%

k=4 AFG 35% ABDKL 34% ABCFJ 17% ABDFG 14%

k=5 AFGJ 11% ABDKL 42% ABCFJ 19% ABDFG 23% BDFGN 5%

Figure 1 shows the number of frequent itemsets found locally in function of
k, we note that when k=4 most of the found frequent itemsets are locally found.
The above experiment helps us to determine the better value of k that allows
the obtention of the maximal number of locally frequent itemsets. We show next
in the parallel version of our algorithm, that members of the same cluster are
stocked at the same worker. this is why we aim to maximise the number of local
computations in clusters in order to minimise also communication costs.
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Table 2. This tables shows all frequent itemsets whose supports are higher than 1576
and whose length is 4 or 5. Four of the eight itemsets have been found by the novel
algorithm.

Itemset support found by the novel algorithm

AFGJ 2406 yes
ABCJL 2406 no
ABCFJ 1576 yes
ABCKL 1922 no
ABDFG 2628 yes
ABDGL 1813 no
ABDKJ 1735 yes
ABFGJ 1834 no

Table 3. This figure shows the number of transactions in each cluster when k=4, and
for each k the frequency rate of the found representative example. This figures shows
the local and global supports for representative examples when k=4.

Finally, figure 2 shows the execution time evolution(micro seconds) in function
of K.

4 Towards a Parallel Version Using MapReduce

MapReduce is a framework for parallel and distributed computing that has been
introduced by Google [2] in order to handle huge data sets using a large number
of computers (nodes), collectively referred to as a cluster.

MapReduce is based on two stages:

1. The Map step: the master node takes the input, divides it into smaller sub-
problems, and distributes them to worker nodes. The worker node processes
the smaller problem, and passes the answer back to its master node in the
form of list of key-values couples.
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Fig. 1. The red curve shows the number of frequent itemsets found locally in function
of the k value, the green one shows the number of frequent itemsets found globally,
and the orange one shows all the found frequent itemsets. Note that when k=4 most
of the found frequent itemsets are locally found.

2. The Reduce step: the master node then collects the answers to all the sub-
problems and combines for a given key the intermediates values computed
by the different mappers in order to form the output or the answer to the
problem it was originally trying to solve.

MapReduce can be applied to significantly larger data sets than servers can
handle. The parallelism also offers some possibility of recovering from partial
failure of servers or storage during the operation.

Several implementations of the k-means algorithm in the framework MarReduce
have been proposed [7] [9]. The master takes the input data set divides it into
smaller sub-sets, and distributes them to mapper nodes. A list containing k rep-
resentative exemples which are randomly chosen is sent to all mappers. The
master launches then a MapReduce job for each iteration until the algorithm
convergence (until stabilization of representative examples). A MapReduce job
consists of the following two steps:

1. The Mapper function computes for each example the closer representative
example, the example is then assigned to the associated cluster.

2. The reducer function: for each representative example, the reducer collects
the partial sum of the computed distances from all mappers, and then re-
compute the new representative examples list.

We propose a parallel implementation of our new algorithm as follows:

– Apply the above parallel version of the k-means algorithm (or the k-medoid
one) in order to obtain the the data set segmented into k clusters.

– Initialize the list of candidates to the k representative exemples.
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Fig. 2. This figure shows the execution time evolution(micro seconds) in function of K

– Re-distribute the k obtained clusters on k mappers,
– repeat

1. Send the list of candidates to the k mappers.
2. Each mapper computes the local support of each candidate.
3. The reducer collects all local supports for each candidate and compute

for some candidates the global supports if necessary.
4. The master updates accepted, excluded and candidates lists.

– until the list of candidates is empty.

We are now implementing this version and comparing performances with other
parallel implementation like the massively parallel FP-Growth algorithm pre-
sented in [6].

5 Conclusion

In this paper, we propose a new algorithm for searching frequent itemsets in
large data bases. The idea is to start searching from a set of representative
examples instead of testing the 1-itemset, and so on. The k-medoid clustering
algorithm is firstly applied in order to cluster the transactions into k clusters.
Each cluster is represented by the most representative example. We have shown
according to experimental results that beginning the search of frequent itemsets
from these representative examples leads to find a significant number of them
in a short time. We have then presented a parallel version of this algorithm
based on the MapReduce Framework in order to optimise performance. We are
now implementing this version and comparing performances with other parallel
implementations.



258 M. Malek and H. Kadima

References

1. Agrawal, R., Srikant, R.: Fast algorithms for mining association rules in large
databases. In: VLDB, pp. 487–499 (1994)

2. Dean, J., Ghemawat, S.: Mapreduce: Simplified data processing on large clusters.
In: OSDI, pp. 137–150 (2004)

3. Han, J., Pei, J., Yin, Y.: Mining frequent patterns without candidate generation.
SIGMOD Rec. 29(2), 1–12 (2000)

4. Kaufman, L., Rousseeuw, P.J.: Clustering by means of medoids. In: Dodge, Y. (ed.)
Statistical Data Analysis Based on the Norm and Related Methods, pp. 405–416.
North-Holland (1987)

5. Kosters, W.A., Pijls, W.: Apriori, a depth first implementation. In: Proc. of the
Workshop on Frequent Itemset Mining Implementations (2003)

6. Li, H., Wang, Y., Zhang, D., Zhang, M., Chang, E.Y.: Pfp: parallel fp-growth for
query recommendation. In: Proceedings of the 2008 ACM Conference on Recom-
mender Systems, RecSys 2008, pp. 107–114. ACM, New York (2008)

7. Owen, S., Anil, R., Dunning, T., Friedman, E.: Mahout in Action, 1st edn. Manning
Publications (January 2011)

8. Song, M., Rajasekaran, S.: A transaction mapping algorithm for frequent itemsets
mining. IEEE Transactions on Knowledge and Data Engineering 18, 472–481 (2006)

9. Zhao, W., Ma, H., He, Q.: Parallel k-means clustering based on mapreduce. In:
Jaatun, M.G., Zhao, G., Rong, C. (eds.) Cloud Computing. LNCS, vol. 5931,
pp. 674–679. Springer, Heidelberg (2009)



Introduction to the Proceedings of the 5th

International Workshop on Personalization
in Cloud and Service Computing (PCS) 2011

Jian Yu1, Hong-Linh Truong2, and Yanbo Han3

1 Faculty of ICT, Swinburne University of Technology, Melbourne, Australia
2 Distributed Systems Group, Vienna University of Technology, Vienna, Austria
3 Research Center for Cloud Computing, North China University of Technology,

Beijing, China
jianyu@swin.edu.au, truong@infosys.tuwien.ac.at, hanyanbo@ncut.edu.cn

Introduction

Following the success of the International Workshop on Personalization in Grid
and Service Computing (PGSC. Inaugural: Urumchi, Xinjiang, China; 2nd: Shen-
zhen, China; 3rd: Lanzhou, Gansu, China; 4th: Nanjing, Jiangsu, China), the
5th International Workshop on Personalization in Cloud and Service Computing
(PCS) in 2011 was held in conjunction with the WISE 2011 conference in Syd-
ney, Australia. This year, we engineered a brand new name for the workshop and
expanded the initial research areas in service and grid computing to embrace the
rapidly growing cloud computing research community.

Personalization and context-awareness researches in the area of service, grid
and cloud computing are emerging as an important topic with the transforma-
tion of Internet and Web from traditional linking and sharing of computers and
documents (i.e., “Web of Data”) to current connecting of people and things
(i.e., “Web of People”, “Web of Things”, and “Web of People and Thing”).
Adopting Service-Oriented Computing as a basic paradigm, the Grid and Cloud
Computing approach focuses on the virtualization and transparent provision-
ing of software and people resources. Under such paradigm, information and
service supply faces a number of new challenges. For example, how to smartly
deal with large amounts of services based on user’s personalized needs, how to
handle personalized service composition in a dynamic environment, and how to
customize business processes according to stakeholder’s preferences. Personal-
ization for processes and services in such a dynamic environment is one of the
most exciting trends in Grid/Cloud Computing today that holds the potential
to enrich user experiences and make our daily life more productive, convenient,
and enjoyable.

We hope that this workshop will promote the discussion around the person-
alization and context-awareness issues in the service, grid, and cloud computing
fields, ranging from theoretical foundations, supporting infrastructures, engineer-
ing approaches, to applications and case studies, and lead to new solutions to
smarter services for the future ubiquitous world.
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The three full papers chosen for PCS 2011 represent a range of relevant topics.
The papers were selected after a rigorous peer-review by the workshop Program
Committee members and external reviewers.

The paper “Towards A Taxonomy Framework of Evolution for SOA Solution:
From a Practical Point of View” proposes a taxonomy framework for evolution-
ary SOA solution changes. A case study on a SOA-based configurable logistics
management system by using this taxonomy has been conducted with a conclu-
sion that the configurable urban logistics delivery management system is posi-
tioned as a SOA solution that supports for design-time, process schema layer,
and automatic evolution.

The paper “An Auxiliary Storage Subsystem of Storage Space Hidden for User
Data to Distributed Computing Systems” proposes a new model of remote stor-
age hidden to a cloud-based system following the iSCSI standard and evaluates
the improved user data transmission rate.

The paper “A Hierarchical Representation for Indexing Data Condensed Se-
mantically from Physically Massive Data out of Sensor Networks on the Rove”
presents a new data abbreviation approach to reducing the amount of data to
be transmitted in sensor data aggregation and integration.

We sincerely thank the PCS 2011 Program Committee members and external
reviewers for their time in providing valuable reviews for the workshop.

Jian Yu,
Hong-Linh Truong,

Yanbo Han

PCS 2011 Workshop Chairs
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Abstract. Presently, the research on evolution of SOA solution is becoming 
more and more important in industry. It is necessary to extract a taxonomy 
framework for evolution of SOA solution because by using it, evolution of 
SOA-based systems can be analyzed and compared comprehensively and 
objectively. In this paper, a taxonomy framework for evolution of SOA solution 
is proposed that is illustrated from four perspectives: (a) motivations for 
evolutionary changes (why), (b) locations where evolutionary changes happen 
(where), (c) times when evolutionary changes happen (when), and (d) support 
mechanisms in the process of evolutionary changes (how). Furthermore, the 
taxonomy framework is applied on analyzing a SOA-based configurable system 
for urban logistics delivery management, as an application of taxonomy 
framework.  

Keywords: Taxonomy, Service Oriented Architecture (SOA), Change 
Management. 

1 Introduction 

Services are subject to constant change and variation. Change, after all, focuses 
businesses on realizing the benefits of Service-Oriented Architecture (SOA), because 
the primary reason for embarking on a SOA project is to improve business agility 
while reducing IT costs in the face of today’s brittle, inflexible, and tightly coupled 
system [19].  

SOA is an Information Technology (IT) architectural approach that supports the 
creation of business processes from functional units defined as services. It is noted 
that the business process itself is a service that is named process service, which is 
regarded as the process description encapsulated within a final Web service provided 
for the service consumer [12]. Service-Oriented Modeling and Architecture Modeling 
Environment (SOME-ME) is the first framework for the model-driven design of SOA 
solution that is proposed by IBM Corporation [17]. 
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Around ten years ago, Chapin et al. [15] propose the classification for software 
evolution and maintenance from perspective of change motivation. Afterwards, 
Buckley et al. [4] complement taxonomy from other perspectives, i.e. how, when, 
what and where, of software change. Comparing to Chapin et al.’s taxonomy, 
Buckley’ taxonomy focuses on characteristics of software change mechanisms and 
the factors that influence these mechanisms. As one of application for software 
change taxonomy, Simmonds et al. apply taxonomy on analyzing different types of 
versioning tools or refactoring tools [20]. But, Chapin and Buckley’s taxonomy is 
towards the context of traditional software paradigm, like object-oriented software.  

Existing software engineering techniques do not support development of SOA 
solution entirely due to lack of comprehensive understanding service activities in 
networked computing system. The significant differences between conventional 
software solution and SOA solution has been summarized by Yau et al. [8], like 
uncontrollable service components provides by the third-party, across organizations, 
and multiple candidate service resource. Therefore, it is necessary to give taxonomy 
for changes of SOA solution.  

In this paper, we will propose a taxonomy framework for SOA solution changes, 
which is illustrated from four perspectives: (a) motivations of SOA solution changes 
(why), (b) locations of SOA solution changes (where), (c) times of SOA solution 
changes (when) (d) support mechanisms in the process of SOA solution changes 
(how)? Furthermore, as an application the taxonomy, we will apply the framework 
into a configurable SOA-based urban logistics delivery management system to 
evaluate system the degree of support for change.  

The remaining of paper is described as follow. The framework of proposed 
taxonomy is introduced in Section 2. The concrete descriptions of taxonomy are 
presented in Section 3. A case study is described in Section 4. The related works is 
analyzed in Section 5. Finally, the conclusions and future work are drawn in Section 6. 

2 Framework of Taxonomy 

Four angles are considered for SOA solution changes, which includes why, where, 
when and how changes of service. The first angle for SOA solution change is the 
motivation of changes (why). We summarize four motivations that is perfective 
motivation, corrective motivation, performance motivation and cost motivation.  

The second angle for SOA solution change is the location that changes happen 
(where). We can further consider location of changes from three properties that are 
artifact, transparency, and abstraction degree.  

The third angle for SOA solution change is the time that changes happen (when). 
We can further consider time of changes from two properties that are happening time 
of change and frequency.  

The last angle for SOA solution change is the support mechanism for changes 
(how). We can further consider the support mechanism for changes from two 
properties that are degree of automation and degree of change impact. Figure 1 is the 
taxonomy framework for SOA solution evolves.  
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3 Taxonomy of Evolution for SOA Solution 

In this section, detailed descriptions for the taxonomy framework of SOA solution 
change are proposed from perspective of why, where, when and how. 

3.1 Motivations of SOA Solution Evolution 

Motivations of evolution answer the question of why SOA solution changes. We think 
that service change is mainly caused by four aspects. I.e. perfective motivation, 
corrective motivation, performance motivation and cost motivation. They are 
described below. 

1) Perfective Motivation 
In SOA, service is designed to meet business demands. Change of business demands 
is regarded as the perfective motivation of service, which include the following 
scenarios:  

• Enhance capability of SOA solution: In this type, a new service will be inserted 
into the original service compositions before or after an existing service.  

• Reduce capability of SOA solution: In this type, an existing service will be 
deleted from the original service workflow before or after another service.  

Another perfective motivation is the compliance to regulations change. Business rules 
often need to change to cope with change of regulations. Business rules are usually 
expressed either as constraints or in the form of “if condition then action”. Different 
types of constraints of business rules include static, dynamic and hybrid [33]. Change 
of business rules will bring change of judgment condition in the form of condition 
then action. 

2) Corrective Motivation 
Sometimes service is composed of finer-granularity services that are orchestrated via 
business processes. These finer-granularity services is called service component in 
this paper. Service components may be open to public and their versioning cannot be 
controlled by service designer. Coping with it, we have to redesign services, search 
for another substitutable service component, or fix the interface mismatches via 
adaptors [21]. Those motivations that refer to service component versioning are 
regarded as corrective motivation of service change. Corrective motivation consists of 
several scenarios: 

• Service components interface versioning: It refers to the WSDL document of 
service components changes that is not backward compatible. These versioning 
mainly consists of operation name change, inline types, and change input/output 
parameter types.  

• Service components policy versioning: A policy is a set of rules that apply to any 
number of services. Policy typically governs under what conditions consumers 
are entitled to access service functionality [14]. These scenarios of policy 
versioning consist of security/reliability message policy changes or value domain 
mapping to input/output message changes. 
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Fig. 1.  Taxonomy Framework for SOA solution changes 

 

3) Performance Motivation 
As we know service is often composed of loosely coupled and Internet based service 
components, thereby affecting adaptability and robustness. Moreover, service 
consumers always hope service better quality. To enhance performance, we can 
replace service components with better performance like response time or security 
such as the work at [6].  

4) Cost Motivation 
Cost of service is due to cost of service components. We prefer to search for lower-
price service with the same functionality to replace old service components. 
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3.2 Location of SOA Solution Evolution 

This dimension in our taxonomy addresses the where question. We will discuss the 
location where evolution of SOA solution happens. 

1) Artifact 
Similar to the evolution of software of conventional paradigm, many kinds of 
software artifacts are inclined to change in the process of SOA solution evolution, 
which includes design of abstract business processes, service requirements 
documents, executable codes or client code [5] and so forth. Changes of one of these 
artifacts maybe affect some others.  

2) Transparency 
A service, which represents a unit of logical computing, is published in a service 
registry. Logical computing can be represented as business process. Business Process 
Execution Language (BPEL) is often used to code this business process. Service can 
be not only regarded as a function box that has interface consumed by the consumer, 
but also can be viewed as a business process that orchestrates services into a 
composite one. Service, which is represented as either service interface or internal 
business process, depends on transparency we see it.  

When we see service change from perspective of service interface, those change 
scenarios are often equal to modifications of WSDL document. Fokaefs et al. 
summarize some change scenarios for changes of WSDL documents via observing 18 
historical versions of the Amazon Elastic Compute Cloud (Amazon EC2) Web 
service [31].  

When we see service change from perspective of internal business process, the 
actions of change often refer to change patterns of business process. Process change is 
defined that a change operation modifies the initial process model by altering the set 
of activities and their order relations [23]. Weber et al. summarize a set of 18 change 
patterns for process-aware information system [35].  

3) Abstraction Degree 
Change of SOA solution can be divided into change of business process schema and 
change of business process instance in terms of abstraction degree. In SOA, the 
information system is seen as a set of connected services. A Process-Aware 
Information System (PAIS) can be realized using such architecture. The integration of 
SOA and PAIS is illustrated by emerging standards such as BEPL and Business 
Process Modeling Notation (BPMN) [25].  

Substantial work has been done in the related areas in supporting change of 
business process schema. One distinguished way is so called business process 
configuration. Configurable process models enable the sharing of common processes 
among different organizations in a controlled manner [37]. Given a configurable 
process model, analysts are able to define a configuration of this model by assigning 
values to its variation points based on a set of requirements. Once a configuration is 
defined, the model can be individualized [18].  

Summed up and said, there are two means for business process instance change. 
One is process instance migration. Process schema allows for the creation of multiple 
process instances during run-time. One of the most challenging issues for business 
process evolution is the handling of running instances when their schema is modified. 
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Process instance migration [32, 26] is regarded as the mainstream technique that deals 
with the dynamic business process evolution. By using the technique of process 
instance migration, active process instances are migrated to the modified process 
model, so that they can benefit from the optimized process model.  

Another means of process instance change is that process instance sometimes 
needs to deviate from the standard way of working which is defined by process 
schema. Xu et al. focus a framework for handling runtime ad hoc execution 
modifications based on an artifact-centric business process model. With the support of 
rules and declarative constructs such as retract, skip, add and replace ad-hoc changes 
can be applied to execution at anytime depending on runtime data and the instance 
status gathered through the use of artifacts. Run-time execution variations can be 
specified as execution modification rules, which lead to deviations to the normal 
business process model [36].  

3.3 Time of SOA Solution Evolution 

This dimension answers the when questions when the evolution of SOA solution 
happens. 

1) Happening time of change 
Change of SOA solution can be divided into design-time change, run-time change 
and compiling-time change in terms of happening time of change.  

Business designer will change process schema generally by using some SOA 
development tools when business demands or rules changes. This change or 
restructuring is aiming to static process schema, which we name design-time change.  

The features of loose-coupling and late-binding of SOA solution make it possible 
for activities of business process to dynamically (re)bind real Web service in the run-
time of process execution, which we name run-time change. Run-time change is often 
related to change of process instance. System supporting for run-time change is 
shown in [7, 8, 9].  

Evolution of SOA solution can also happen at compiling-time. For example, 
configurable process fragments are weaved into the BPEL-based process at 
compiling-time via weaving technique of Aspect-Oriented Programming (AOP) [13].  

2) Change Frequency  
We divide service change into infrequent change, frequent change and continuous 
change in terms of change frequency. Service change frequency refers to the ratio of 
numbers of service versioning to a span of time.  
• Infrequent change 

Some enterprise Web services address itself to a stable service for the public so 
that those services changes infrequently. Amazon Elastic Compute Cloud1 (Amazon 
EC2) is a Web service that provides resizable compute capacity in the cloud. Fokaefs 
et al. observe that the total number of versioning from 6/26/2006 to 8/31/2010 is only 
about 18 [31].  

 

                                                           
1 http://aws.amazon.com/ec2/ 
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• Frequent change 
Flexibility is an important and desirable property for service because of dynamic 

business environments. In order to realize this agile solution people often use business 
process language to describe the logic order within the service and a group of finer-
granularity services are orchestrated in terms of this business process. Some open-
sourcing or enterprise modeling tools like activiebpel Vos, Eclipse bpel designer, 
Netbean SOA designer etc. can help us to design and redesign the business process. 
This change is often on-demand and frequent. Therefore we insist that this type of 
change is frequent change of service.  
• Continuous change 

Rapid change of dynamic business environments sometimes need that service shall 
react to change of business quickly. Some variation points in services can be enabled 
through the use of a BPEL constructs such as flows with a transition condition based 
on a configuration parameter. Koning et al. propose VxBPEL that supports dynamic 
variability for Web Services in BPEL [22]. Comparing to BPEL, the advantage of 
VxBPEL is that the choices for the variation point are dynamic and extensible so that 
new variants can be introduced at run-time. 

3.4 Support Mechanisms of SOA Solution Evolution 

The dimension answers how service change happens. Change supports for service are 
analyzed in this section.  

1) Degree of automation 
Degree of automation refers to the degree that machine can support for change of 

service. We express this degree with automated and manual.  
Automatic service change refers that machine can completely support service of 

change without any manual intervention. That is to say, process of service change is 
transparent to the user of service. Automatic service change techniques can be used to 
support Quality of Service (QoS) assurance by use of late-binding. The principle of 
automated late-binding framework is to search and recommend appropriate service 
component automatically and then automatically substitute old one to realize local or 
optimal performance optimization of SOA solution [8, 9]. Automated business 
process reconfiguration often happens in the context of exception handler of service-
based application, such as [11]. It supports the detection of various web service faults 
and their automatic recovery based on well-prepared self-healing policies. 

Manual change support refers to human interference during changes, such as 
modifying the invoking code in BPEL document or redesigns business process 
manually.  

2) Degree of Change impact 
There are two types of service changes shallow versus deep service changes 

proposed by Papazoglou in terms of degree of change impact [3]. With shallow 
changes the change effects are localized to a service or are strictly restricted to the 
clients of that service. Deep changes cause cascading types of changes which extend 
beyond the clients of a service possibly to entire value-chain.  

A change support mechanism can either be for shallow change or deep change of 
services. Shallow changes characterize both singular services and business processes. 
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Therefore we need a robust versioning strategy to support service compatibility, 
compliance, conformance and substitutability. Andrikopoulos et al. propose a formal 
framework, type safety criteria and algorithms which control and delimit the 
evolution of services to assist service developers in controlling and managing service 
changes in a uniform and consistent manner [34]. Ryn et al. identify properties that 
can be used as requirements in determining which conversations can be migrated to a 
new protocol when an old one has been changed [16].  

Deep changes of services rely on the assistance of a change-oriented service life 
cycle methodology to respond appropriately to changes [3]. The initial phase focuses 
on identifying the need for change and scoping its extent. The second phase focuses 
on the actual analysis, redesign or improvement of the existing services. Some works 
have been done, for example, Wang et al. developed the graph-based service 
dependency matrix and inter service relation matrix to calculate the service cohesions 
and impact effects [24]. The third phase is to assess the impact of changes. Deep 
changes are a challenging and open research problem in the context of service 
engineering. 

4 Implementation and Experiment 

In this section we illustrate our prototype configurable urban logistics delivery 
management system. This management system is SOA-based and process-awareness. 
We describe the architecture of our configurable logistics management system. Given 
a usage scenario of the system, we will apply our taxonomy framework on the system. 
We expect that the taxonomy will help the developer of system to find flaw or 
deficiency of the configurable urban logistics delivery management system.  

4.1 Prototype Implementation 

In order to demonstrate configurable service evolution, we performed a proof-of-
concept implementation. Using this implementation, we can configure service 
composition to realize scalable business requirements. The architecture of 
configurable service evolution platform is depicted in Figure 2.  

System Management Interface. The system management interface offers registration 
and log in interface for system user.  

Business Process Model Editor. Business process model editor provides user a panel 
on which the business process model stored in the logistics domain knowledge 
repository can be loaded and shown.  

Business Process Evolution Editor. Business process evolution editor offers a 
configuration interface for adding, deleting, and modifying the original business 
process model.  

Business Process Evolution Manager. Business process evolution manager can 
modify the original business process model in terms of the configurable requestor. 

Business Process Model in Logistics Domain. By using BPEL, we set up two 
business process model for logistics delivery and warehousing management. The 
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basic process model for logistics delivery consists of 11 Web services. The basic 
process model for warehousing management consists of 9 Web services.  

Business Process Execution Engine. The business process execution engine is 
responsible for executing business process. We select ActiveBPEL engine2 as our 
business process execution engine. 

 

 

Fig. 2. Configurable SOA Evolution Platform 

4.2 A Usage Scenario of the System 

Let us apply urban logistics delivery management as our usage scenario of the 
system. With the problem of urban traffic jam, it becomes important on how to 
deliver cargo on time. Our SOA-based management system offers logistics delivery 
management service.  

The main process for urban logistics delivery management consists of 11 
activities. These 11 tasks are realized by Web services. As the inputs of urban 
logistics delivery service, cargo_name, delivery_location and delivery_time are firstly 
provided by the users. The system will integrate the orders in terms of delivery 
location, search for all the routes between warehouse and the delivery location, and 
inquiry drivers who have spare time. After that, the delivery routes are arranged and 
orders are re-sorted for car loading plan. Next, the system will select the vacant 
sorting area and give car loading plan. Finally, sorting form, car loading form and 
delivery form are produced, which is the outputs of urban logistics delivery service.  

Sometimes we need to evolve the functionalities of urban logistics delivery 
service. For example, we need to have password authentication before integrating 
orders. Also, we need to send a mobile message to the driver after the delivery form 
has been produced. We can configure the urban logistics delivery process model to 
evolve the functionalities of the urban logistics delivery service. For it, we add a new 
                                                           
2 http:// www.activevos.com/ 
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activity named password authentication to the original business process model. After 
that, when user invokes the urban logistics delivery service, he/she has to input 
password to complete authentication.  

4.3 Application of Taxonomy 

In this section we will apply this taxonomy on configurable urban logistics delivery 
management system for illustration. The purpose of that application is to evaluate the 
efficiency of system to support change of service. 

4.3.1 Motivation of Change 
Perfective Motivation. The system supports changes that caused by perfective 
motivation. For example, the new business demand will be proposed, for example, 
that send mobile message to the driver after delivery form has been produced. The 
new activity that takes on send mobile message will be inserted into the original 
business process to support realization of perfective motivation.  
Corrective Motivation. The system does not support changes that caused by corrective 
motivation. The system cannot recovery if service components interface or policy 
versioning happen.  
Performance Motivation. The system does not support changes that caused by 
performance motivation. The system cannot realize hot-swapping between 
semantically equivalent Web services based on QoS.  
Cost Motivation. The system does not support changes that caused by cost motivation. 
The system cannot realize hot-swapping between semantically equivalent Web 
services based on cost of service. 

4.3.2 Location of Change 
Artifact. The artifacts for changes of system are the execution codes of business 
process and the client code.  
Transparency. It can be observed that the system interface changes in the process of 
system evolution from perspective of close world. Moreover, the internal business 
process changes can also be observed when we see the system from perspective of 
open world. 
Abstraction. Up to now the system change can only happen in the process schema 
layer. Process instance changes are not realized since instance migration and run-time 
modification techniques are not available in the system now.  

4.3.3 Time of Change 
Happening time of change. The system now supports design-time change as 
developer can configure the business process via Graphic User Interface (GUI). The 
system does not support run-time change so that it needs to re-deploy the modified 
process schema before executing the new process. 
Frequent change. The system support frequent change since business process of 
system can be configured to meet dynamic business environments. But the variation 
analysis of business process have not realized yet.  
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4.3.4 Support Mechanism of Change 
Degree of automation. The system supports automated change since the new activities 
can be automatically added to the proper location of the original business process with 
help of the domain rules.  
Degree of change impact. Up to now the system only supports for shallow change. 
The system has not yet considered the new added/deleted/modified activity has 
impact on other activities when process is changed.  

4.3.5 Discussion  
Using the taxonomy, the configurable urban logistics delivery management system is 
positioned as a SOA solution that supports for design-time, process schema layer, and 
automatic evolution. The positive side of the system is that it can provide automatic 
configuration in terms of configurable demands. From the negative side, the system is 
short of capability for process instance evolution. It is difficult for the system to 
response to individualized change demands for each instance. Missing the capability 
of late-binding makes it difficult to deal with exception when service component 
versioning and policy versioning happens.  

5 Related Works 

Related works are discusses from two angles: (i) taxonomy of SOA solution 
evolution, (ii) Change support mechanisms and change types for evolution of SOA 
solution.  

To our best knowledge, we have not found the systematic and elaborate typology 
for evolution of SOA solution. The works shown in [4, 15] are classic typologies for 
software evolution. Both do not cover the SOA-based software paradigm. The works 
shown in [15] proposed a classification for software changes based on change 
motivation. As a complementary of [15], the works shown in [4] focus more on 
technical aspects on software evolution such as taxonomy of characteristics of 
software change mechanisms and the factors that influence these mechanisms. The 
works shown in [10] give us taxonomy for flexible business process. But SOA 
solution changes are not limited to change of business process. Different from the 
above, the taxonomy of this paper is aiming to change of SOA solution.  

Some literatures discussed how to adapt service component to make sure the 
whole quality of SOA solution such as [8, 9, 21], which can be viewed as support 
mechanisms at service level. Some works shown in [7, 11, 13] realize business 
process change with the help of AOP technique. From the viewpoint of enterprise, the 
works shown in [29, 30] give some solutions coping with service or business process 
versioning. The works shown in [2, 22] are the variation analysis for business process. 
The works shown in [1, 27, 28] describe some types of SOA versioning. These works 
above are the theoretical base for describing our taxonomy framework for SOA 
solution evolution.  
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6 Conclusions and Future Work 

In this paper, we have proposed a taxonomy framework for evolutionary SOA 
solution changes. Then, as a case study, we do analysis on a SOA-based configurable 
logistics management system by using this taxonomy. The experiment result shows 
that the configurable urban logistics delivery management system is positioned as a 
SOA solution that supports for design-time, process schema layer, and automatic 
evolution. Its capability for changing is limited on not supporting late-binding and 
process instance evolution.  

The future work will be carried from the following points. First, we will apply the 
taxonomy framework to evaluate more SOA solutions, SOA solution development 
tools and versioning management tools to evaluate their capability of supporting 
changes. Moreover, we will improve continuously our taxonomy framework in terms 
of the feedbacks of evaluation.  

Second, we will do a research topic on the logic rules for these four perspectives of 
the framework. For example, this human-based evolution is caused by this reason 
(why) so that the person (who) have to conduct this change at this place (where) at 
what time (when) by which method (how). We think that these logic rules will be 
transformed to change analysis template, and can be used for analyzing kinds of 
change scenarios of SOA solutions.  
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Abstract. Many of conveniences are nowadays on the way to be smart; mobile 
phones, cars and power stations. Among them, mobile conveniences generate 
much of sensor data in company with the persons. Some of sensor data are 
required for processing at distant places in which the sensor data are 
aggregated, for capabilities of smartness. In the case of vehicles the sensor data 
are transmitted for malfunction detection and health monitoring of the vehicle 
in near future. The sensor data are substantially large in the amount of one 
vehicle’s data by multiple kinds of sensors, and the amount of a number of 
vehicles’ data gathered is huge to be received concurrently at some server. 
Further when the gathered data are to be aggregated in one system the 
management of the enormous data could determine the functionality of the 
system. In this work, a data abbreviation diminishes the amount to be 
transmitted, and the data negating a valid extent consist the majority of data to 
be aggregated exploiting the semantics of the sensor data gathered. This method 
is far different from the conventional compressions. The aggregated data are 
managed and displayed when necessary in one system tracing faulty cars in a 
region. Although the aggregated data are in a condensed form, complete ones 
are retrievable from the original server. 

Keywords: Internet of Things, Sensor Data Integration, Cyber-physical system. 

1 Introduction 

The smart devices are evolving to help human life much comfortable. The smart 
phone seems to become a smart assistant with its computation capability. The vehicle 
is being equipped with the computation capability to be a smart car in near future. For 
the smart car, the safety in driving is one importance in the capability of smartness. 
As cars share the road in driving, a faulty car is liable to cause traffic accident. This 
car should be early found and need be assisted, apart from the road. It is not 
appropriate solutions either notifying a problem by the driver or detecting most of all 
sort of the faultiness within the car. Notification by the driver might be too late and 
detecting most of the faultiness should be too heavy and expensive functionality in 
one car. In this work the sensor data a vehicle generated are transmitted to a system of 
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distributed databases for malfunction detection and health monitoring of the vehicle. 
As the data are aggregated in the system, reducing the amount of the enormous data is 
processed in two methods aggregating the data. The topmost server becomes the head 
index to the sensor data of a faulty car. 

A platform named BeTelGeuse is proposed for gathering and processing situational 
data[1]. BeTelGeuse is an extensible data collection platform for mobile devices that 
automatically infers higher-level context from sensor data. The system is able to 
provide context data of mobile phones. This work is similar in system organization 
for Internet of Things to, but different by the perspective toward Cyber-physical 
System from, BeTelGeuse. For reduction of amount of data in the system, GAMPS[2] 
was proposed. It is a general framework that addresses reduction of data so that the 
data is efficiently reconstructed within a given maximum error. While GAMPS aims 
for the system suchlike BeTelGeuse and the proposed system of this work, the 
complete data required are delivered between databases in the proposed system, and 
polynomial time approximation schemes of GAMPS is not adequate for timely 
processing of the sensor data. 

2 Distributed Databases of Sensor Data from Vehicles 

The vehicle traverses a number of areas to arrive at its destination. Monitoring and 
detecting an abnormal state of the vehicle could be designed by tracking the vehicles 
however the privacy would be easily violated. Thus the servers covering their areas 
gathers sensor data from individual vehicles identifying each one by only IDs 
registered to the system in this work. The traversal is not traced unless someone 
collects the recorded data from all the area servers. The system organization is shown 
in Fig.1. 

Once the vehicle at its time slot transmits a dataset of a set of sensors in a reduced 
form by a data abbreviation[3], the area server receives the abbreviated data and 
restores the complete data and records the dataset. The area server calculates with the 
dataset to find out the data out of the boundary value meaning a sensor detected the 
abnormal state in the vehicle. The complete data are condensed semantically 
according to a predefined classification[4] and then the classificatory data in a 
reduced amount is transmitted, with the data indicating the abnormal state if found, to 
a server covering the region constituted with areas. The region server aggregates the 
condensed data of the vehicle from the area servers. The procedure with the abnormal 
state found is described in the next section in detail. 

Data generated at a vehicle are transmitted to the server of the area, and data 
abbreviation reduces their amount to be transmitted. RPM of the engine, for instance, 
is digitized into RPM data. The RPM is checked several times within one collection 
period in the vehicle, and thus the values of RPM data changes discretely. Before the 
next data collection, the values are split into two groups, one group of the 
displacements above the average and the other group of displacements below the 
average. Merely differences from previous displacements are recorded in either group 
spilt by the average of RPM, together with the average of RPM in that period. 
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Fig. 1. The system organization with the process and flow of the sensor data originated from 
the vehicle. The rightmost console can access the data at either server of its coverage. 

This technique reduces the data in bits and called Scale among abbreviation 
techniques[3]. The condensed data are recovered into the complete data, the digitized 
RPM data, at an area server. 

From the area servers to the nation server, the complete data are condensed to be 
aggregated in the server at a higher level. Fig. 2 shows the hierarchy of servers 
managing (condensed) datasets. The essence of semantic condensing is to change data 
with wider bits into data with narrower bits, exploiting the semantic meaning of the 
value. Suppose the original RPM data ranges from 0 to 110 (8-bits) in an area server 
of the congregational level. To be aggregated in a region server of the regional level, 
the data are changed into one of {Under the Extent, Near the Low-
boundary, Low, Below the Average, Above the Average, High, Near 
the High-boundary, Over the Extent} (3-bits). If the vehicle of this data 
is found to be noticeable, the condensed data are further condensed into one of 
{Normal, Abnormal} (1-bit). The condensed dataset are aggregated in the nation 
server of the central level, together with an appended complete datum(8-bit) relayed 
from the area server to record the abnormal state with the original data. A client could 
trace a vehicle noticeable from the central level as servers of the central level and the 
regional level maintains indexes to the complete data at the congregational level. 
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Fig. 2. A hierarchical representation of sensor datasets; another hierarchy could be built for 
malfunction detection with the sensor dataset at the congregational level at which the complete 
data are stored. 

3 Discordant Pairs in the Sensor Dataset 

The abnormal state of a vehicle could be monitored and detected in the dataset 
received from the vehicle. The dataset gathered may have discordant pairs; in 
deceleration of a vehicle, for example, above-average pressure on the brake pedal but 
not-corresponding decrease of velocity should be discordant pairs in their values. For 
another case, above-average pressure on the brake pedal together with high RPM of 
the engine should mean a strange event with accelerating and decelerating 
simultaneously. These data are discordant in their values and even contradictory. 
Comparing pairs of relevant data would find out those pairs discordant in the values 
and they are discordant in semantics. 

Data series of a single sensor could indicate an abnormal state in the dataset; the 
temperature of a tyre as an example, a drastic escalation of the internal temperature 
intimates imminent explosion of the tyre. In this case, the drastic escalation is 
discordant in semantics. Detecting the abnormal state with series of a single property 
(sensor) is relatively simple. The internal temperature should have a steady escalation 
and a limit predefined, far ahead its explosion in the example. The gradient is simply 
calculated with data previously recorded. 

For detecting the abnormal state with pairs of properties (sensors), a boundary is 
applied to one property according to the other property directly related. In the 
acceleration of a vehicle, there are direct relations in the pairs of properties: degree of 
the acceleration pedal to RPM of the engine, for example. RPM is raised up to a 
reasonable boundary according to the degree of the acceleration pedal. The RPM over 
or under the boundary with the current degree indicates an abnormal state. This range 
is called a valid extent, from the low boundary to the high boundary. The boundary 
values are equal among the vehicles of the identical model for the pairs of properties 
the vehicle internal. 

The data negating its valid extent is appended to the condensed data transmitted 
from the area servers. This appended data is named the noticeable data. The region 
server received the noticeable data marks the vehicle noticeable and starts collecting 
the data of those properties. As the route tracking is not conducted for the privacy 
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reason, the region server requests the recorded data of the vehicle to all the area 
servers under the region server as depicted in Fig. 3. The collected recorded data is 
reported to the monitor person and the person responds to this report; i.e. informs the 
cars on the same road of the vehicle noticeable. The region server transmits further 
condensed dataset with the noticeable data to the nation server. 

Discordant pair in 
the complete data

Complete Data

Data restored from the
abbreviated data

Classificatory Data

Aggregate data composed
of semantic classes with

noticeable data appended

 
(a) The classificatory data is transmitted with discordant pairs found. 

Complete Data

Data restored from the
abbreviated data

Classificatory Data

Aggregate data composed
of semantic classes with

noticeable data appended
The recorded data of 
the vehicle noticeable

 
(b) The recorded data are collected from the area servers the vehicle passed by. 

Fig. 3. The region server collects data to decide whether the vehicle noticeable is a faulty car 

4 Summary with Future Work 

As a faulty car is liable to become the cause of any traffic accident possible, the 
objective of the system is distinct; keeping cars with normal states safe by taking the 
faulty car apart from the road, and then let the faulty car be served with a professional 
support. Although not explained in this work, the system could trace the car probably 
noticeable. For RPM in the example, if the classificatory value of Near the 
High-boundary is continuous for some duration, the vehicle could be sorted into 
‘probably noticeable’. Yet much of work should be conducted for this. 

There are pairs of properties that complicate to clarify direct (or indirect) relations. 
For the relation of RPM of the engine to the velocity of the vehicle, the velocity 
increases according to RPM in proportion to the level of the automatic transmission. 
The level of the automatic transmission is changed according to the velocity. The 
level of the automatic transmission intervenes however, the circumstance conditions 
such as the slope of the road should also intervene between RPM and the velocity. For 
this reason, the area server compares the pair of the properties to the data recorded 
previously with other vehicle of the identical vehicle model, in the case the 
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circumstance condition is also related, such like RPM and the velocity; the same pair 
of other vehicle passed by this location on that road recently, with a similar RPM. 
Since the comparison is to find out pairs discordant in the values, historically 
averaged values could be used for a selection from the candidates for a valid extent. 
This would be our future work. 
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Abstract. The handheld computing device demonstrates its mobility nowadays, 
being furnished by distributed computing resources in a form similar to the thin 
client. The distributed computing systems such as Cloud supports user data with 
their storages implying that the users let their data be under control of the Cloud 
system. However it is not an acceptable premise to many users. For these users, an 
auxiliary storage subsystem is proposed in a new model of remote storage to 
mobilize the user data of external storages in this work. The iSCSI devices could 
be connected to the distributed computing system through the storage subsystem 
as needed. iSCSI is a recent, standard, and widely deployed protocol for storage 
networking, and the subsystem is able to accommodate many types of storages 
outside of the distributed computing system. The proposed subsystem could 
supply the user data at places near the distributed computing systems and showed 
an improved transmission of user data in the experimentation. 

Keywords: Distributed Computing System, Storage Subsystem, Shadow 
Storage, iSCSI, External Storage. 

1 Introduction 

Hardware for computing are developing in their capability and capacity. Processing 
speed is getting faster and storage space is getting larger. In the case of mobile 
devices, the tablet computer is the emerging de facto standard in the handheld 
computing. The flash memory is already de facto standard of personal handheld 
storage. While these mobile devices play a handheld-assistant role, most of heavy 
tasks are requested to distributed computing systems in large scale. The heavy tasks 
accompanied with a large amount of data require enough storage space for the data 
and computing power corresponding to the storage space. 

Those large amounts of data do not have mobility by various reasons. Among the 
reasons the security concerns are difficult to deal with, and this reason of security 
restrains the mobilization of the large amount of data although the data are necessary 
for processing at distant places. For a small amount of data, it would be a viable 
alternative that encrypting the data before transmission to a distant place, decrypting 
them when initializing the processes at the distant place, following encrypting when 
finalizing the processing at the distant place and decrypting after transmission to its 
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primary place. However, this coupled encrypting and decrypting should harass the 
system and consumes essential computing resources including processor and main 
memory, and the additional resource consumption would persist for the duration in 
proportion to the amount of data. In this work, a storage subsystem for the large 
amount of data is proposed to make the data mobile without additional consumption 
of the essential resources. The storage could become functional only with storage 
information provide by a new model of storage with mobility. 

The user data of large amount is necessarily moved to some location near the 
application is running at. The concept of Cloud or Grid assumes that the distributed 
computing system possesses user data for processing but it is not an acceptable 
premise to many users. The architecture of an auxiliary storage subsystem is proposed 
for the problem in the previous work [1]. However the user’s approval was required 
for storing the user data in the architecture and a new model of remote storage would 
replace the user’s approval. 

2 Auxiliary Storage Subsystem to Distributed Computing 
Systems 

Almost all organizations have data to be secured in their organizational storage. The 
organizational storage contains massive data collected since the establishment of the 
organization. Scientific researches often have massive data generated during their 
experiments. Grid computing provides computing power to process those data and the 
storage subsystems containing the experiment data are consolidated into the Grid in 
their specific manner, for an example in [2]. Cloud computing would require the user 
data transmitted into the Cloud for processing. However it is not the case the data 
owner and the owner of the processing facility are special groups such as scientific 
research teams and professional computing teams. Further, all the owners do not like 
to let their data under control of the Cloud system. For this reason an auxiliary storage 
is required to the distributed computing systems including Cloud and Grid for general 
purposes, analogous to the removable devices of personal computers. 

Since the storages to be attached or detached are outside of the distributed 
computing system, only a registered user should be able to attach an external storage 
to the distributed computing system. An auxiliary storage subsystem would take the 
trustworthiness part on the side of the distributed computing system. The storage 
subsystem should also play a manager role on the external storages. The storage 
subsystem is depicted in Fig. 1. 

The storage subsystem is an additional trustworthiness part and the owner should 
register an external storage in which the user data located, as a registrant of the 
distributed computing system. It has also a manager role on the external storage 
including connection, disconnection, and loading data, which is an additional one to 
the basic storage management of the distributed computing system. The procedure to 
access user data is shown in Fig. 2. 
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Fig. 1. Massive data is to move to other computing site for processing 

(1) Application Login to the distributed computing system
    Client

(2) Application Login to the auxiliary storage subsystem
Client

(3) Replicating Connect to the external storage
Server

(4) Application Load data from the external storage or
Server Preloaded data from the replicating server

(5) Replicating Disconnect from the external storage
Server

(6) Replicating Logout from the auxiliary storage subsystem
    Server

(7) Application Logout from the distributed computing system
Client

 

Fig. 2. An application client log-ins the auxiliary storage subsystem for its external storage 

The user data is transmitted as files to the replicating server for processing in the 
application server. The application server opens files required in processing from the 
replicating server. Note that the user data is stored in the replicating server only. 
Necessary blocks are transferred into the main memory or virtual memory of the 
application server and those blocks does not constitute a regular file in the application 
server. When there are updated blocks in the files open, the blocks are first stored in 
the replicating server and relayed to the external storage of the owner later in Fig. 3. 
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Original Data Original Data
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Storage
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Application
Server
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Fig. 3. The replicating server supplies the original data to the application, and relays the 
updated data to the external storage 
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3 A New Model of Remote Storage 

The user data is located at an external storage, and the user carries a handheld 
computing device to place an order for data processing in the application server 
distant from the external storage. The replicating server near to the application server 
is placed to supply a remote storage of new model based on a recent, standard, and 
widely deployed protocol for storage networking. 

3.1 Partitions Locally Unknown 

iSCSI[3] has founded on the idea of a remote storage that the storage is located away 
and the access to that storage is conducted remotely. The remote storage becomes 
accessible through a login process with ID and password admitted to the storage. This 
primitive lockup method is for the security of user data. Without proper login to the 
storage, the storage is locally a partition (or file) of unknown type or an iSCSI type, 
and the data of the files in the remote storage is not accessible. 

Volume management would be exploited to reinforce the security, as the pairs of 
ID and password have not proved it the ultimate security method. The storage space 
could be divided into partitions and/or integrated into one partition (or volume) by the 
volume management. The storage space consists of divided partitions is addressable 
after integration of those partitions. 

The basic operation of iSCSI storage. Once an authenticated user login to the remote 
storage, a list of files stored in the storage is provided. When a file is opened and 
loaded into an application of the authenticated user, blocks are transmitted to the 
application from the file of the remote storage. In this transmission, those blocks are 
loaded into the main memory (or virtual memory) in which the application resides but 
not stored as a regular file. Modified blocks are transmitted to remote storage and the 
file is updated. 

The accessibility to the storage and the address-ability to the space of the storage 
constitute a new model of hidden storage space, named shadow storage in this work. 
As shadow shows only its silhouette, the shadow storage doesn’t show its data to the 
unauthenticated. The Fig. 4 illustrates the process of the shadow storage working. The 
location the user’s original data is stored is called Storage Home. The user data is 
required for any processing in an application at some location, to say, an application 
server on which the application is running. The location the user data should visit for 
any processing is called Storage Visiting. Since the shadow storage would be mounted 
to be used, a device or server should be placed near to storage visiting. A storage 
server called Replicating Server intervenes between storage home and storage visiting 
to be the shadow storage of storage home. The replicating server supplies the 
application with the user data far from storage visiting, at a location near to storage 
visiting. The user data is preloaded into the shadow storage of the replicating server. 
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Fig. 4. Shadow storage model         Fig. 5. Displacement of partial files 

Preloading procedure of the shadow storage is described in Fig. 6. A partition 
should be prepared for user data to be stored, and this partition is called partition of 
shadow. This partition of shadow is constructed by commands from storage visiting 
and the partition information is placed in the main memory of storage visiting. Once 
constructed, the partition information is transmitted to and written in the operation 
device, application client. Note that the partition information is a specific one in this 
work, different from the generic information for an iSCSI partition, and not written at 
storage visiting. All the partition spaces are addressed via a specific storage 
management when data is stored, and the storage space is not addressable by a mere 
log-in to a single iSCSI partition without the partition information. The file opened at 
storage visiting is transmitted from storage home, stored in the partition of shadow 
and forwarded to storage visiting. When the connection to the replicating server is  
re-established, the partition information could be read from the operation device. 
Without the partition information, nobody could address the storage space. 

For the security of user data being stored at some location, the partition space 
could be managed by dividing and integrating in the form of horizontal displacement 
 

 

Fig. 6. Procedure of constructing a new partition of shadow or mounting a partition of shadow 
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or vertical displacement, which is recorded in the partition information. Striping of 
the partition yields displacement of partial files. The file of user data is split into 
partial files and separated to multiples of divided partitions. Fig. 5 depicts this 
horizontal displacement of the partition space by striping, as each divided partition 
contains the partial files of other files. In the case the user data is one long file such as 
a binary file, vertical displacement of the partition space by spanning would be the 
alternative. For a higher level of security, the user could decide the destruction of the 
partition on the replicating server leaving storage visiting. 

3.2 Structural Support for Shadow Storage in the System Organization 

The iSCSI protocol can make clients access the SCSI I/O devices over IP network, 
and a client can use the remote storage transparently[4]. The owner’s personal storage 
is recognized as a part of the storage server’s local storage by a particular network 
device driver[5]. Once the software requests a file to the network device driver, iSCSI 
Initiator, it relays the request to the other network device driver, iSCSI Target, of the 
storage or the iSCSI device itself. The target storage starts to transfer the file to the 
storage server via the network device drivers. 

When the target storage transfers data to the storage server, data blocks are 
delivered via iSCSI Target/Initiator or iSCSI device/iSCSI Initiator. For the 
performance reason, block I/O was adopted[6] that provides necessary blocks of an 
opened file to the storage server and updates corresponding blocks when modification 
occurs. Block I/O outperforms file I/O and does not adhere to a certain file system. 
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Fig. 7. The replicating server connects to an external storage by iSCSI protocol 

The system modules for shadow storage are shown in Fig. 7. The storage server 
plays the role of replicating server. Identifier module monitors connections with the 
external storage and with the application server, and maintains each connection, i.e. 
connection re-establishment and transfer recovery. It also manages user login/logout 
from/to the auxiliary storage subsystem and from/to the distributed computing system. 
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The authenticated user would have the partition information in the operation device 
and could mount the partition of shadow for the application server. Storage 
Management module integrates its disk spaces and makes up volumes for preloading. 
The disk spaces may be integrated into one volume, in effect of striping. The user 
among the registrant of the distributed computing system is allowed to transmit data 
by the auxiliary storage subsystem. Preloader module caches the user data from the 
external storage for the application server. On arrival a new job invokes its 
application but waits for data to process, while other jobs are processing their data. 
Pre-loader loads data from an external storage and stores it in the shadow storage of 
replicating server once the job has started and becomes asleep waiting for the data to 
be loaded. Further on the Preloader is detailed in our previous work[7]. 

4 Performance Evaluation with the External Storage 

A pair of iSCSI initiator and target comprises the storage networking between a 
storage client and a storage server. The replicating server, a storage server for shadow 
storage, is a storage client against an external storage, and also a storage server 
against an application server. The file transmission over IP network is performed 
using the implemented replicating server. Since there are two network connections, 
transmission rates of both connections are evaluated. The former connection is 
between the external storage and the replicating server. The latter connection is 
between the replicating server and the application server. For the equivalent level of 
hardware performance, two workstations are in places of the external storage and the 
application server. Hardware specifications are summarized in Table 1. HDDs listed 
are ones engaged only in the experimentation and OSs are installed on distinct HDDs 
not listed. 

Table 1. Two workstations are connected to the replicating server in the experimentation 

 Replicating Server ‘Acting’ External Storage ‘Acting’ Application Server 
OS RedHat-Linux 

kernel 2.6 
Windows Server2003 R2 Windows 7 

CPU Xeon 3.0GHz 
 1 core/ 
 Dual Processors 

Pentium4 3.4GHz 
 1 core/ 
 Single Processor 

Xeon 2.8GHz 
 1 core/ 
 Single Processor 

RAM 2GB 2 GB 1 GB 
HDD Ultra320 SCSI 

 10,000RPM 
 2 drives 

Ultra320 SCSI 
 10,000RPM 
 2 drives 

SATA 
 7,200RPM 
 1 drive 

NIC Gigabit Ethernet Gigabit Ethernet Gigabit Ethernet 

 
Either connection was established on the network with other traffic. The former 

connection is geographically about 8.5km away outside the site of the replicating 
server. The latter connection is geographically about 0.5km apart from the replicating 
server in the site. A file of 100MB is received through the former connection and 
cached in the replicating server, and then the cached file is transmitted through the 



288 M. Ok 

 

latter connection. The two transmissions are performed separately for comparison 
shown in Fig. 8. A netbook takes the part of an operation device in the 
experimentation. 

The experimentation scenario is as follows: the user logs in the acting application 
server first and the replicating server second with the operation device. The user 
partitions are mounted in the acting external storage by the commands of an initiator at 
the replicating server. The user constructs partitions of shadow connected to the external 
storage in the replicating server by the commands of an initiator at the application 
server, and this partition information is saved as a local file of the operation device. The 
user makes an application running and opens a file of the external storage with the 
application, and the file is preloaded into the partition of shadow in the replicating 
server. For the comparison purpose in the experimentation, the preloaded file is 
transmitted to the application server but this transmission of a whole file is unnecessary 
in practice. Requested blocks are transmitted into the main memory for the use of an 
application running. 
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       (a) From an external storage outside the site       (b) To an application server inside the site 

Fig. 8. Transmission rates of the two connections in MB/s 

There are 3 transmission types according to the number of partitions containing the 
file to be transmitted. One partition could constitute the partition of shadow without 
any displacement of the partition space. Two or four partitions could constitute the 
partition of shadow to be integrated at the application server. Each partition generates 
its transmission of a partial file. Serialized transmissions got lower transmission rates 
in receiving the striped partitions of shadow in effect. In the transmissions of long 
distance, the serialization affected much and resulted in much lower transmission 
rates, as shown in Fig. 8(a). In the transmissions of short distance, the random-write 
was less effective in a block size of 4kB with the queue-depth of 32 in Fig. 8(b). The 
horizontal displacement of storage space is unnecessary in the external storage, in 
reality. One partition of shadow should be sufficient in the external storage and would 
be efficient for the transmission of long distance. In the experimentation, preloading 
into the partition of shadow improves the transmission of requested blocks hence the 
essential computing resources including processor and main memory could be 
efficiently used in the distributed computing system, with the shadow storage hidden 
to other users. 
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5 Related Works 

Despite many decades of research in distributed file systems, none are well suited for 
deployment on a computational Grid. Even those file systems designed to be "global" 
are not appropriate for use in Grid computing systems, because they cannot be 
deployed without intervention by the administrator at both client and server, and do 
not provide consistency semantics or security models needed by Grid applications. 
Chirp[8] distributed file system allows an ordinary user to easily deploy, configure, 
and harness distributed storage without requiring any kernel changes, special 
privileges, or attention from the system administrator at either client or server. The 
desired properties of file or storage system are well listed up in [8] for Grid 
computing; rapid unprivileged deployment, support for unmodified applications, 
support for both large and small I/O, flexible security policies, and tunable 
performance tradeoffs. Chirp could be used as a personal file bridge, the shared Grid 
file server, or a cluster file system. The functionality of a personal file bridge is the 
most similarity to this work, excepting Chirp only supports the file systems based on 
Unix file system. Further the capacity and performance of a Chirp server is 
constrained by the properties of the underlying kernel-level file system. The storage 
subsystem of this work is founded on iSCSI technology. The storage space prepared 
by iSCSI is not adherent to a specific file system, but the owner of the storage space 
determines which file system at the time the storage space is prepared. 

The availability and the integrity of user data are supported by data replication 
including fault tolerance in the Cloud storage. Data replication is more complicated 
and expensive than that of this work as the magnitude of data or the multitude of users 
scales that should be managed by the system. Since the user data are stored in the 
storages in Cloud, an approach such as HAIL (High-Availability and Integrity 
Layer)[9] is necessitated for remote file-integrity assurance in a system. It is a 
distributed cryptographic system that allows a set of servers to prove to a client that a 
stored file is intact and retrievable. The cost for the assurance of remote file-integrity 
is the redundancy of user data, and this cost reveals an intrinsic defect of the Cloud 
storage from the situation that independent users’ data are coerced to be stored in a 
shared place. While the approach claimed the larger storage than the storage required 
in storing the exact user data, SKUTE (Scattered Key-valUe sTorE)[10] is an 
approach designed to provide low response time on read and write operations, to 
ensure replicas’ geographical dispersion in a cost-efficient way and to offer 
differentiated availability guarantees per data item to multiple applications, while 
minimizing bandwidth and storage consumption. The approach dynamically finds the 
optimal resource allocation that balances the query processing overhead and satisfies 
the availability objectives in a cost-efficient way for different query rates and storage 
requirements. The approach omits maintaining data consistency among replicas and 
thus not so cost-effective since it is a cost requisite to data replication in a shared 
place, the Cloud storage. 
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6 Conclusion 

All the users do not like to let their data under control of the distributed computing 
system such as Cloud. The concept of Cloud or Grid would not appeal to these users 
since possessing their data is not an acceptable premise. This is a big blockage in the 
developments of applications for the distributed computing system.  A new model of 
remote storage hidden to the system is proposed and evaluated for the improved 
transmission of user data stored at a distant place. Without the operation device in 
which the partition information is written, the partition of shadow does not be 
mounted by the unauthenticated, and he cannot even login to the shadow storage 
without ID and password in the iSCSI protocol. 

The part of disk drives allotted to the partition of shadow should be under storage 
space management of the replicating server. The partition of shadow could be 
constructed as a file instead of a partition in iSCSI protocol, and this special file 
would be manageable in the server management, for efficient space utilization, for 
instance. The special files are also not accessible without ID/Password nor 
addressable without the partition information of the operation device. The new model 
of remote storage, shadow storage, could be an alternative to the unacceptable 
premise stated. 

As the amount of user data grows the total capacity of storages should expand in 
the distributed computing system, even though all the users accept letting their data be 
under control of the distributed computing system such as Cloud. This expansion 
should be troublesome in the system administration. Further all the data stored are not 
continuously used in the distributed computing system and in this sense the Grid or 
the Cloud is not efficient on storage. The shadow storage is also the alternative for 
efficient storage utilization. The operation device might be a tablet computer in the 
future. 
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Introduction

The first User-Focused Service Engineering, Consumption and Aggregation work-
shop (USECA) in 2011 was held in conjunction with the WISE 2011 conference
in Sydney, Australia. Web services and related technology are a widely accepted
standard architectural paradigm for application development. The idea of reusing
existing software components to build new applications has been well docu-
mented and supported for the world of enterprise computing and professional
developers. However, this powerful idea has not been transferred to end-users
who have limited or no computing knowledge. The current methodologies, mod-
els, languages and tools developed for Web service composition are suited to IT
professionals and people with years of training in computing technologies. It is
still hard to imagine any of these technologies being used by business profession-
als, as opposed to computing professionals.

There are three areas of focus of the workshop: service engineering, service
consumption, and service aggregation. In the space of service engineering, the
issues are in creating and deploying services from the point of view of non-
technical end users. When service consumption is considered, aspects such as user
experience, multimodal interaction, multitude of possible consumption devices,
operating systems, and user interaction styles need to be addressed. Service
aggregation can be understood in multiple ways. Here, we want to address not
only the issue of getting various services together for the purpose of building more
advanced applications, but also for the purpose of personalising, customising and
sharing these applications and services.

We hope that the workshop will contribute towards promoting discussions for
the problems mentioned above, leading to solutions that are more consumer-
centric, and ultimately successful on the market.

The four full papers chosen for USECA 2011 represent a range of relevant
topics. The papers were selected after a thorough peer-review by the workshop
Program Committee members and external reviewers.
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The paper titled “Data Visualisation Techniques for Exploratory Analysis
Processes” by Riley Perry and Fethi Rabhi (UNSW, Australia). is concerned
with the design of user-centered environments for supporting the exploration of
large datasets through the concept of visualisation instances (VI). A visualisation
instance offers an interactive way for the data to be dynamically generated while
exploring the datasets.

The paper “Form Annotation Framework for Form-based Process Automa-
tion” by Sungwook Kim (UNSW, Australia) proposes simple annotations, such
as tagging, to help end users organise and manage business forms/documents.
Furthermore, the annotations are used to automate form-based business pro-
cesses and the supporting framework is designed with little or no technical
background knowledge workers in mind.

The paper “A Web Services Variability Description Language (WSVL) for
Business USers Oriented Service Customization” by Tuan Nguyen, Alan Colman
and Jun Han (Swinburne Univ. of Technology, Australia) presents an extension
of WSDL to facilitate flexible representations of Web service customisation op-
tions. The language does not require people who perform customisation to have
knowledge of Web service technologies.

The paper “Towards a Service Framework for Remote Sales Support via Aug-
mented Reality” by Ross Brown and Alistair Barros (QUT, Australia) offers a
solution to remote online sales services via Augmented Reality services in which
a customer is allowed to project 3D images of products onto his own physical
space at home (e.g., lounge room) to perform in-situ analysis of purchases.

We sincerely thank the USECA 2011 workshop Program Committee members
for their time and support throughout the reviewing period.

Hye-young (Helen),
Ingo,

Marek
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Data Visualisation Techniques  
for Exploratory Analysis Processes 

Riley Perry and Fethi Rabhi 

School of Computer Science and Engineering 
The University of New South Wales, Sydney 2052, Australia 
riley.perry@gmail.com, f.rabhi@unsw.edu.au 

Abstract. The paper is concerned with the design of user-centered 
environments for the exploration of large datasets. The specific focus is on high 
frequency financial news and market data. In previous work, the ADAGE SOA 
based framework which allows users to model and execute analysis processes 
has been proposed. One disadvantage is that although much of a business 
process may be automated, there still remain many steps that are user driven, 
particularly at the visualization stage. This paper examines this problem in more 
detail and proposes the concept of a visualization instance (VI) that captures the 
four essential elements of most analysis processes: data sources, business 
processes, UI controls and display types. VIs offer an interactive way for the 
data to be dynamically generated while exploring the datasets. By providing  
the ability to compose several VIs, complex visualizations can be generated. 
The paper describes an implementation that allows the processing of Thomson 
Reuters news data based on an existing ADAGE platform. 

Keywords: Visualisation, ADAGE, SOA, User Interface. 

1 Introduction 

eResearch is being adopted worldwide across all research disciplines, harnessing 
high-capacity and collaborative information and communications technology to 
improve and enable research that cannot be conducted otherwise. eResearch is mainly 
driven by non-IT specialists analyzing vast amounts of ad-hoc data from different 
sources such as Web logs, network traffic messages, periodic sampling of data from 
sensors and financial reports. Whilst there are many tools to support particular aspects 
of the analysis process (e.g. accessing data, data mining, text processing), there are 
few approaches that support all analysis activities in an integrated way. The main 
difficulty in providing integrated tools is dealing with different types of datasets and 
varying requirements between different communities of users. One promising 
approach has been to leverage concepts of a Service-Oriented Architecture (SOA) that 
acts as an intermediate layer between data and computing resources (at the 
infrastructure layer) and analysis processes (at the business process layer). An SOA 
has many advantages: it enables different technologies (e.g. Web services) to provide 
facilities such as run time messaging, service composition and choreography, process 
modeling, discovery, semantic support and run time management. In addition,  
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the functionality provided by existing software programs (e.g. legacy systems or 
application packages) need not be redeveloped; the software program’s functionality 
can be exposed as a service through some wrapper code. 

Despite such advantages, the SOA approach still presents many challenges when 
dealing with eResearch analysis processes. Unlike enterprise processes which are 
predictable and repetitive, such processes often represent the exploration of a complex 
data space. A traditional BPM-style of development would not be adequate as the user 
would need to frequently modify such processes as a result of each exploration step. 
This paper investigates this problem further and describes a novel approach aimed at 
assisting the user in making effective use of an underlying SOA-based analysis 
platform via some visualization abstractions.  

The rest of the paper is structured as follows. Section 2 describes some related work 
in this area. Section 3 presents our approach followed by a case study and a description 
of our current implementation in Section 4. Section 5 concludes this paper. 

2 Related Work 

From a computer science perspective, conducting complex data analysis is in the field 
of knowledge discovery which has its roots in databases and data mining. Knowledge 
discovery describes the overall process of finding patterns in data or making sense of 
data [1]. It encompasses tasks such as understanding data, data acquisition, data 
cleaning, data integration, model development, verification and evaluation. The 
knowledge discovery process not only involves data manipulation tasks, but also 
focuses on the understanding of business objectives and the deployment of any 
knowledge gained (e.g. see the process model of CRISP-DM: http://www.crisp-
dm.org/). Our work is mostly concerned with the analysis of ad-hoc data, hence this 
paper centers on the analysis process, which is that part of the knowledge discovery 
process where data is involved. 

eResearch brings about its own challenges in addition to those we find in 
knowledge discovery. eResearch encompasses collaboration between distributed 
research teams, managing and sharing of huge quantities of distributed data, access to 
shared computation resources, middleware that provide infrastructure support and 
networking, and dissemination of research via the Internet [2]. eResearch is primarily 
driven by non-IT experts from different application domains (e.g. biology, physics, 
health) who mostly use libraries and packages from a variety of sources and manage 
the analysis process by themselves. Due to the wide choice of libraries available, 
navigating this large design space has become its own challenge. For example, 
finance analysts use software packages like S-PLUS, RATS, SAS, and MATLAB. 
For complex analysis tasks, they have to use “macros” which involves learning 
scripting or programming languages. It has been long argued that many do not have 
the programming skills nor do they wish to acquire the programming skills just to use 
these packages effectively. Most researchers agree that the level of problem solving 
abstraction should be raised so that users can concentrate on specifying problems 
using terms and constructs from their domain of expertise, thereby enabling them to 
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solve problems and perform analysis with higher efficiency [3]. The problem is then 
how to achieve this goal given the vast scope of application domains and types of 
users. Instead of adding more features to existing tools (which brings about more 
complexity), we believe that more attention should be devoted to assisting users in 
bringing together distributed data, integrating the tools they already use and allowing 
user communities to easily share storage and computational resources. In other words, 
more work should be done in assisting users in the process of data analysis for 
complex application domains. 

“Problem-Solving Environments” (PSEs) [3] in computational science are seen as 
a mechanism to integrate different software construction and management tools, and 
application specific libraries, within a particular problem domain. One can therefore 
have a PSE for financial markets [3], for gas turbine engines [4], etc. Focus on 
implementing PSEs is based on the observation that scientists who used 
computational methods have to write and manage all of their own computer programs. 
However, PSEs suffer from the lack of flexibility and adaptability to problems beyond 
their original purpose.  

There have been efforts at adapting workflow technology to control the interaction of 
computational components and provide a means to represent and reproduce these 
interactions in scientific workflow systems for grid computing such as Triana [5] and 
Taverna [6, 10]. Weber Reichert and Rinderle-Ma [7] have surveyed many scientific 
workflow systems and note they lack standardization in workflow specification syntax 
and semantics. On the other hand, due to the iterative and interactive nature of the 
analysis process, any workflow-like system needs to be flexible and support process 
change at run time. There has been much research on flexible Process-Aware 
Information Systems (PAIS). The term PAIS covers systems that allow for separating 
process logic and application code such as Workflow Management Systems and 
Business Process Management Systems (BPMS) [10]. Despite providing users with the 
flexibility to develop their own processes, users still have to manage and handle different 
data formats as well as find ways of integrating existing software packages and tools. 

Earlier work has produced the Ad-hoc Data Grid Environment (ADAGE) 
framework which a general framework that can be adapted to many different types of 
analysis [9]. Its central idea is using a Service Oriented Architecture (SOA) as the 
underlying platform upon which user-defined analysis processes can be constructed. 
ADAGE consists of three components: the system architecture, a reference data 
model for managing ad-hoc data, and a set of services that performs the analysis. 
However, ADAGE does not specify how service composition should be performed by 
application users in the context of analyzing and exploring large datasets. In addition, 
modifying an existing service composition (for example to change a visualization 
output) is no trivial task. 

3 Proposed Approach 

In ADAGE, a typical analysis process is incrementally constructed until some dataset 
(called Event Set) of interest is created and visualized. The proposed work is 
motivated by the fact many analysts modify their business processes interactively 
based on what is presented to them visually in order to create a different event set. 
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Some steps in the process are tied to a data source (usually exposed by a Web 
Service).  We now introduce some concepts aimed at capturing the essential 
characteristics of this type of analysis processes. 

3.1 Visualization Instance 

A Visualization Instance (VI) is a set of items which captures a visualisation case. 
This includes a Business Process, Data Sources, UI Controls and a Display Type 
defined as follows: 

 

Fig. 1. Controls are bound to services and can change the event set 

• Business Process: A series of services that either utilize data sources or process 
data. A business process eventually produces an event set.  

• Data Sources: Provide data to business process steps and controls. These will 
usually harness a Web Service based SOA. 

• UI Controls: Web interface controls like dials, radio buttons and sliders. These 
can be tied to the output of business process steps. 

• Display Type: A particular method of displaying event sets. Examples are a line 
graph or a pie chart. 

Currently, producing the right display is not an easy task for the user because a static 
business process must be defined beforehand with the right parameters to specify the 
desired output. It is proposed that the user can now control the visualization output in 
two ways: 

• Changing Display Type: Controls can be used to change, filter and generally 
manipulate the way the event set data produced by the last step in the business 
process is visualized. 

• Changing Event Set: Controls can be wired to the output of any step n of the 
business process causing service n+1 and all successive services to be 
executed with different or additional data. This causes the business process to 
re-execute from service n+1. A new event set is produced from the final 
service in the business process. This set of characteristics is called a 
Visualization Instance (VI). 



 Data Visualisation Techniques for Exploratory Analysis Processes 299 

 

 

Fig. 2. A visualisation instance 

3.2 Combining Visualization Instances 

An Exploratory Analysis Process (EAP) is an open ended, usually iterative analysis of 
data exploration. EAPs often involve steps that cannot be predicted before the 
analysis starts. The user may for example find a pattern or data in a visualization step 
and then wish to produce another visualization based on conclusions made from that 
step. One solution to this problem is to introduce a system that involves several 
visualization steps and allows the user to arbitrarily display information. For this an 
overlaying system is introduced. The system comprises: 

• Active Overlays (AOs): Traditional overlays are just graphical. They might for 
example, be a graph set to a certain opacity to augment another graph. An active 
overlay has a bound set of controls that work on the data for that particular VI. 
For instance, filtering out less relevant data or changing the input parameters to a 
service in a business process. 

• Interaction Panel: A storage area for active overlays. 

AOs can be categorized in two ways: 

• Instance Active Overlays (IAOs): The AO is an instance of a VI. All controls 
are bound to data sources within that VI. Users can change to display subsets of 
controls for a particular AO. Overlays could also be reorderable , resizable, 
draggable and have different levels of opacity. 

• Composite Active Overlays (CAOs): A CAO is a saved series of overlays. The 
user could for example combine several IAOs, adjust the control set and then 
save the entire set back into the interaction panel. IAOs (and CAOs) can be 
combined to produce a CAO. CAO data sources can be combined in several 
ways. For example data sources can be executed in the order they were originally 
overlaid. This paper only considers IAOs. 
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Fig. 3. Combined visualization instances 

4 Case Study and Implementation 

We now describe a case study in the area of processing large news datasets from 
Thomson Reuters, using the ADAGE-based News Processing Portal (N.PP) 

4.1 The News Processing Portal (N.PP) 

The News Processing Portal adopts the ADAGE approach [9] and takes a “service-
oriented” view on news processing [11]. Any complex news processing application 
can be tackled by composing a set of judiciously designed services. In other words, 
users are presented with a set of services (i.e. a Service Oriented Architecture or 
SOA), each of which can be used as a building block in their own analysis business 
processes (this is in line with established SOA practice).  

In the ADAGE approach, services are classified into these broad groups: 

• Import Services: allow data to be read from a primary news data source. This 
could be done in real-time, periodically, or as a one-off exercise. Import 
services produce news event datasets that are consumed by the processing 
services. 

• Processing Services perform a range of functions on news datasets e.g., 
o Text processing services: perform analysis on news content to 

extract meaningful information; 
o News aggregation services: reduce the size of datasets by 

performing some kind of aggregation on the news; 
• Export Services: convert datasets into forms (e.g., spreadsheets and graphs) 

that can be viewed or exported to other software tools. 
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The main source of data used in N.PP is from Thomson Reuters which was formed by 
the merger between Thomson Corporation and Reuters Group PLC in 2008. Thomson 
Reuters  commanded 33.4% of the global market share for market data providers [12]. 
The news archive concerned in this project consists of the Reuters NewsScope 
Archive (RNA) which includes every iteration of stories transmitted by Reuters 
journalists over Reuters Integrated Data Network (IDN) since 2003, with timestamps 
accurate to the millisecond when they were transmitted [11]. 

4.2 Visual Instance Technologies for News 

An example of how VI techniques can be harnessed for the N.PP platform is 
presented. 

Definitions 
The Thomson Reuters news archive contains a number of major categories of news. 
These are: 

─ Macroeconomic announcements: regular government financial press releases. 
─ Regulatory announcements:  regular listed company announcements. 
─ Press announcements:  non-regulatory listed company announcements. 
─ Analyst recommendations: ad hoc buy sell listed company recommendations by 

analysts, usually hired by investment banks. 
─ Journalistic commentary: various press releases by journalist related to listed 

companies. 

Some examples of kinds of analysis that can be performed on news data include: 

─ Keyword search: raw search for articles based on a combination of keywords. 
─ Topic search: a search for articles based on a combination of keywords and a 

semantic analysis of the meaning of those keywords. 
─ Sentiment analysis:  A semantic analysis of news stories aimed at gauging if the 

news is good or bad for profitability of a specific company. 
─ Impact analysis:  A semantic analysis of news stories aimed at determining the 

impact on profitability (or relevance) of a news story to a specific company. 
─ Hypothesis testing: Testing of a particular market related hypothesis may 

incorporate Thomson Reuters news data is some way. 
These can all be considered when deciding which display technique or controls to use. 

Existing Implementation 
End to end, the News Processing Portal implements a single VI. An example of this is 
using a merge processing service in the N.PP to combine the results of import services 
for news and price data (also available from Thomson Reuters) into an event set. The 
event set is then converted via an export service into a graph. The visualization 
instance concept also extends the ADAGE export service by introducing the concept 
of UI controls bound to data sources to dynamically change the display. 
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Problem: User Intervention Needed at Different Levels 
There are two different UI issues: 

─ There is no consistent , user friendly way to use visual information across VIs 
(e.g. overlaying a previous graph on to a new one) and 

─ Current visualization techniques are limited. There are many ways to increase 
flexibility of each step. 

The proposed solutions are presented in the following subsections. 

New Display Techniques 
Currently the visualization models just consider basic well known dimensions like 
price. A number of new dimensions could be used for news analysis, either directly or 
through combining/processing data. Impact for example, can be measured by an 
external service and could be represented as an opacity setting with the highest impact 
stories being the most solid. There could be two types of scale, one based on the 
highest current value and another on a preset value. A slider based filter control could 
also be used to filter out stories based on the position of the slider and the relative 
impact of the stories. Another dimension is sentiment. Tools for determining 
sentiment are the Harvard enquirer, SentiordNet, RapidSentilyzer, or a service 
provided by Thomson Reuters. These services could be integrated as data sources. 
Questions like “What are the ways to map a sentiment to changes in price?” could 
lead to new display techniques and control sets.  A simple example is choosing the 
highest impact story of the day and then coloring the story green or red depending on 
whether the story is positive or negative. 

Display Techniques for Grouping of News Items 
News stories are related to each other in a number of ways. A number of extensions to 
a basic line style graph have been suggested. These include: 

─ Topic codes. E.g. the number of topics for a day or the topics codes displayed as 
a column at the top of a graph. 

─ Related news stories could all be colored the same 
─ A slider could range from “Keep all duplicates” to “Remove all duplicates” to 

control the number of duplicate stories shown. 
─ News story start and end time could be linked by a line 
─ Related RICS could be colored similarly 
─ News types could be grouped together 
─ News frequency. E.g. the number of stories on a given day could be shown as a 

number 
─ The amount of news (news frequency) could be mapped to price 
─ Keyword searches on news items mapped against a graph (i.e. remove all data 

points that don’t contain that keyword) 

Display techniques involve using a base chart or graph and then augment it with 
decorations around a data point. An extensive library of charts and graphs would also 
be available to the user. These could include Area charts, Dot graphs, Bar charts, Heat 
maps, Chronoscopes and more. 
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Functions 
Applying functions where applicable is another possible extension. For example, 
using the price dimension we could apply a functional filter to a subset of the event 
set data and highlight “Abnormal returns” (prices that have moved abnormally) and 
“Volatility” (prices that are highly volatile). 

Instance financial overlays might include functions like resistance, trend lines, 
moving averages, pivot points, moving averages, etc. Another idea is to use overlays 
to show known patterns like a logarithmic line, sine wave and so forth. 
 

 

Fig. 4. Some new metrics 

Controls for News Data 
Examples of sets of controls for news stories that can integrate with existing data are: 

─ User defined filters. E.g. a series of radio buttons to filter out types of news  
─ UI sliders and dials. E.g. for the importance of a story 
─ Different sized circles on the y axis. E.g. showing relevance of story 
─ Search boxes that only display stories that match a certain string 

Some controls will be tightly coupled with certain metrics or display techniques (due 
to the tool they rely on, e.g. sentiment analysis) but some (like a chart opacity slider 
for example) would be independent of the data. 

Combining Visual Instances for News 
IAOs from previous instances could be used to add information to the current instance 
diagram. There are obvious issues that arise. Examples are scale (for viewing 
complex data analysis), change of dimension between different analysis tools or types 
of data and diagram clutter. There are definite advantages; an example of an analysis 
process which can benefit from IAOs follows: 

1) The user selects price vs number of related stories (for say BHP containing the 
name of a particular mine) via a merge, a graph is produced for iteration 1 
2) The user drags the number of related stories data to the overlay canvas (by clicking 
on the red line or description). The scale is wrong to see price fluctuations so the user 
decides to generate another graph in iteration 2 with price vs time, which is 
normalised to the price (iteration 2). 
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3) The user then drags the overlay from iteration 1 which clearly shows price 
fluctuations against number of stories. It looks like there might be a correlation 
between the first two peaks but the third (and beginning of 4th) peak seems to rule 
this out. 
4) The "slider" at the bottom of the graph is for sentiment and is instance based (acts 
on the overlay). When the user slides the slider to show just very positive stories the 
third and fourth peaks disappear, suggesting a correlation. 

Note the sliders in the canvas section could be for opacity, size, etc. also - but their 
true power is when they work on a "related metric" like sentiment for stories. 
 

 

Fig. 5. The interaction panel with an example 

4.3 Visual Instance Composer 

To facilitate the building of VIs and IAOs a graphical tool is being developed. This 
tool allows the user to: 

1. Build a business process (like a News/Pricing merge) 
2. Associate controls with business process parameters 
3. Allow the user to specify or automatically detect display and control types from 

event set data types 
4. Move VIs on to the canvas (creating IAOs) and allowing them to be overlaid on to 

each other 
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Event sets would need mapping rules for each display type and controls types would 
be mapped to web service result data types (for example a Boolean could be mapped 
to an on/off switch). 

4.4 Architecture and Implementation 

The overall architecture is summarized in Figure 6. At the core of the proposed 
system is the Display adaptor for Exploratory Analysis Processes (DEAP) component 
which is used to create, modify and compose Vis. DEAP also allows the overlaying of 
IAOs and handles binding of controls to data sources. All DEAP (Interaction panel 
settings, VI state, etc) data is stored in a database. 

 

Fig. 6. DEAP Architecture 

Two new interfaces link the DEAP framework to the existing Business Process 
layer and visualization system (N.PP). These interfaces are being built with HTML 
5.0 and JQuery which utilize the Google visualization API. 

5 Conclusion and Future Work 

Given the trend towards the use of services in the area of eResearch analysis, this 
paper proposes a number of abstractions to facilitate the definition and execution of 
Exploratory Analysis Processes (EAPs). The VI concept, IAOs, CAOs and the DEAP 
architecture are introduced and demonstrated on a case study in the area of news and 
financial data analysis. These concepts can also be applied to domains other than 
finance as long as there is an underlying SOA available. For example overlaying 
would be useful in any situation that benefits from a line graph with two axes. Visual 
instance display filters such as dials, slider, and radio buttons could be used on many 
types of event sets, as can grouping techniques such as node coloring. 
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Abstract. Simple form of annotations, such as tagging, are proven to be
helpful to end users in organising and managing large amount
of resources (e.g., photos, documents). In this paper, we take a first step
in applying annotation to forms to explore potential benefits of helping
people with little or no technical background to automate the form-based
processes. An analysis of real-world forms was conducted to design algo-
rithms for tag recommendations and our initial evaluation suggests that
useful tag recommendation can be generated based on the contents and
the metadata of the forms. We also briefly present EzyForms, a frame-
work for supporting form-based processes. The architecture supports an
end-to-end lifecycle of forms, starting from its creation, annotation, and
ultimately to its execution in a process.

1 Introduction

Adding metadata such as keywords or tags, is an effective way of categorising
a large pool of resource for both personal and public purposes [1, 2]. The act
of “tagging”, due to its informality and flexibility in use, has been widely ac-
cepted by users for future browsing or searching in web-based systems like Flickr,
Delicious, and Youtube . The motivations users have for sharing contents also
attributes to the popularity of annotation. These include organisation for gen-
eral public, communication with friends and family, and personal satisfaction
[1]. A large body of research exists in various aspects of annotation such as tag
usage [3, 4], tagging motivation [1, 4, 5] as well as tag recommendation strategies
[6] and tooling supports for annotation [7–10] of online contents such as photos
and social bookmarks. We leverage some of the lessons learned from the previ-
ous research work to design and implement a form annotation framework called
EzyForms which collects domain knowledge from the form owners into the sys-
tem’s Knowledge Base (KB) to help modelling and execution of the form-based
processes which are prevalent in every part of our daily life such as applying for
a drivers licence, opening a new bank account, or applying for a grant or travel
within an organisation. We envision that form annotations can ease many as-
pects of form-based process modelling (e.g., form selection, discovery, input field
� This work is supported by SDA Project, Smart Services CRC, Australia.

A. Haller et al. (Eds.): WISE 2011 and 2012 Combined Workshops, LNCS 7652, pp. 307–320, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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mapping, and etc) and execution. However, we recognise the fact that manual
tagging can be very time-consuming and tedious, and hence we present a list of
tag recommendations as a part of the tooling support to ease the burden on the
form owners.

EzyForms is an extension to our previous work called FormSys [11], in which
PDF forms1 are simply uploaded (like any other file-upload in a browser) to
FormSys repository to automatically generate matching Web Services. These
Web Services are then used by BPM designers to design and implement form-
based processes. When a form is uploaded by the user, FormSys can dynamically
generate two services:

– soap2pdf: receives data from an application, fills a form with it, and returns
the form via email or an URL where the filled form is available.

– pdf2soap: extracts the data from a filled form, assembles and sends a SOAP
message to an application.

The creation of Web Service is based on WSDL/SOAP standards and the proce-
dure is completely automated and hidden to the end users. The idea in FormSys
is that the end users can easily create Web Services out of forms used in their
daily tasks - and some of them can be utilised in automation with the help of
BPM professionals. Our current work aims to mature the tool further towards
the end users by supporting a form annotation so that the form owners can get
benefits of annotation in managing forms as well as process modelling.

Our contributions focus on supporting the tagging activities for forms.
Specifically, we:

– Perform analysis on the forms being used in real-world and use it to generate
tag recommendations.

– Design and implementation of tag recommendation strategy; specifically, for
input field and form description annotation.

– Design and implementation of form annotation framework.
– Design and implementation of form-based process execution environment.
– Evaluation of input field tag recommendation strategy.

The remainder of the paper is structured as follows. More in-depth discussion
on the form-based processes and why we are interested in automating the form-
based processes are presented with an illustrating scenario in Section 2, followed
by the analysis of the real-world forms in Section 3. In Section 4 we present tag
recommendation strategies for input field and form description annotation which
are based on the heuristics derived from the analysis results in Section 3. The
prototype implementation and the evaluation is described in Section 5 followed
by related work in Section 6. Finally, in Section 7 we come to the conclusions
and discuss possible future works.

1 To be precise, we use AcroForm, a sub-standard of PDF which contains editable and
interactive PDF form elements.
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2 Form-Based Processes

Forms enable cost effective and simple way of running and managing business
processes. However, the use of the forms requires the end users like employees
or students to do more manual work such as downloading the forms, typing in
same information repeatedly, and getting approvals from several people from
different organisation units. Moreover, the end users are often not familiar with
the process and this costs them a lot of time and energy just to figure out which
forms to fill in. The following real-world scenario outlines some of the drawbacks
of using a form-based process.

Illustrating Scenarios: Academics and research students in the School of
Computer Science and Engineering (CSE) at UNSW must complete a travel
request process for work-related travels (e.g., attending a conference). The pro-
cedures and policies are described in a web page2. There are up to five forms
involved in the process. Depending on the employment status or position held
in the school, people need to choose a different set of forms (e.g., students are
not required to fill in Teaching Arrangement Form) which are available from and
managed by different business organisations in CSE/UNSW.

Despite these drawbacks, forms are still prevalent due to the fact that it
requires heavy investment in IT and people in order to automate these pro-
cesses with BPMS solutions or by implementing customised solutions, and many
organisations do not see significant ROI in doing this [12].

Our current work aims to resolve this issue by supporting a Form Annota-
tion. - We introduce an annotation step where the form owners annotate the
forms with meaningful tags, and use this information to help the form owners
to easily model and deploy new form-based process that the end users can se-
lect and execute without a hassle. To help the form owners with annotating the
forms, we use various heuristics to generate tag recommendations which will be
presented in more detail in Section 4.

Form Annotation: The form services are represented by WSDL, and currently
there is no other mechanism to supplement how each form is described. From
our own experience with the earlier version of the system, we have learned that
there is a great need to enrich the form service description. For example, the text
field names obtained from the PDF processing library3 are not clean or complete
to generate meaningful input field names in the corresponding SOAP messages.
The rich business knowledge of the form owner about particularises about the
usage of the form (e.g., in which process the form is used, who should use it) are
not reflected in the automatically generated services.

To accommodate this, we designed a form annotation schema and the form
owners are asked to perform various tasks to support the annotation process.
Form owners are engaged in two separate levels of annotation activities for a
form: input fields and form directives.
2 CSE Travel Page, http://www.cse.unsw.edu.au/people/fipras/travel/
3 iText, www.itextpdf.com

http://www.cse.unsw.edu.au/people/fipras/travel/
www.itextpdf.com
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– Input Fields: the form owner chooses descriptive, human-readable names
for the form fields using tags. This information is used to provide possible
data mapping between different forms for input data sharing.

– Form Directives: the form owner chooses descriptive/representative tags
for the form, she also annotates the form with conditions and rules that may
apply to the usage of the form (e.g., approver, other forms that are used
together). This information is used in form discovery/selection, and process
execution.

In this paper, we focus on input field and form description annotation which are
used by EzyForms for input field mapping recommendations and form discoveries
respectively.

3 Analysis of Forms and Annotation Knowledge Base

For generating a tag recommendation list, we use the actual text appearing
in the forms, as they are the most likely terms the form owner is going to find
relevant for annotations. To understand the text extraction issue better, we stud-
ied 30 publicly available forms from 6 different organisations: UNSW FIPRAS4,
New South Wales Government Licence, Ohio State University Human Resources,
Government of Ontario, Bank of New Zealand, and Australian Research Council.

Input Field Annotation: We first observe that the input fields in forms can
be categorised as follows:

– Personal Details : Input fields that require personal information such as a
name, address, or phone number of the form user.

– Process Specific: Input fields that are relevant to the business process the
form is used for. For example, in a CSE travel form, this category includes
fields such as a location, name, or a date of the conference.

– Approval Related : Input fields reserved for approval steps of the process.
This includes the name of the approver and the date of approval.

For the input field annotation, we are interested in the first two categories.

Personal Details vs. Process Specific – The analysis showed (Table 1) that 56
out of 98 distinct input fields in the Personal Details category appear in other
forms 184 times, which means that each input field were reused 1.88 times on
average, compared to 0.11 times for the the input fields in the Process Specific
category. This tells us that personal detail fields are much more likely to be reused
when there are more than one form involved in a single process. Therefore the
heuristics for generating a tag recommendation list target input fields in the
Personal Details category in order to maximise the benefit.
4 The Finance, Procurement and Assets Unit within School of Computer Science and

Engineering.
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Table 1. Different Categories of Input Fields: Personal Details vs. Process Specific

Distinct ∼Reused Reused #Reused Average

Personal Details 98 42 56 184 1.88
Process Specific 909 870 39 101 0.11

∼: Not, #: Number of times

Table 2. Types of Reused Personal Details Input Fields

Forms Reused Textfield Checkbox

UNSW FIPRAS 6 8 8 0
NSW Licence 3 11 9 2
OSU HR 5 6 6 0
Ontario 3 14 14 0
BNZ 7 9 9 0
ARC 7 8 8 0

Different Input Types – There are various types of input fields in forms includ-
ing a textfield, checkbox, and radio button. Table 2 shows a number of times a
textfield and a checkbox were reused for personal details input fields. It shows
that majority of the input field being reused are of type textfield. This indi-
cates that we can narrow down the extraction candidates to textfields related to
personal details.
Positioning Text Labels – Next, we investigated where the relevant texts can be
found within the forms for the input fields we are interested in. For each form, we
analysed the positioning of the text we want to extract relative to each textfield
used to for personal details.

The result (Fig. 1) shows that some organisations tend to be consistent in
the label position they use. For example, reused personal input fields in UNSW
FIPRAS forms always had text labels on the left(Fig. 1(a)), and for the OSU
HR, majority of the input fields had a text label at the bottom (Fig. 1(b)).
Of course, it is not always true for every organisations. For example, the text
labels for NSW Licence department forms(Fig. 1(c)) were evenly placed on top,
bottom, and left of each input field.

Form Directives Annotation: The form directive annotation we focus on for
this paper is form description tag. There are two sources of information used to
generate the list of tag form description tag recommendation which are: i) the
words extracted from the form and the number of times the word appears in
the document, and ii) the meta-data associated with the forms which contains
information about the title and subject of the form.

Annotation Knowledge Base: Based on the observations, we first extract
vocabularies that will form our initial “tag library” for input field annotation
which are the labels related to personal details fields. This forms a part of KB
that EzyForms uses to select a list of input field tag recommendation. When
an input field is annotated with a new tag that did not exist previously in
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(a) UNSW FIPRAS (b) OSU HR (c) NSW Licence

Fig. 1. The position of texts relative to the text fields of personal details category

the tag library, it is added to the library so that they are available for tag
recommendation for future forms.

4 Recommending Annotation Tags

4.1 Input Field Annotation

Once we have the text extracted for each input fields, we need to select a list of
tags from the tag library to generate a tag recommendation list. The function
findTagRecommendation listed in Table 3 returns a tag recommendation list for
a given input field. The list is ranked using MS (Match Score).

Table 3. Overview of function findTagRecommendation

FUNCTION findTagRecommendation

INPUTS
ti ∈ T , woi ∈ W
where, T is the set of all tags in the tag library, T = {t1, t2, t3, . . . ,
tn} and W is the set of words extracted from the form by the text
extractor denoted by W = {wo1, wo2, wo3, . . . , wom}

OUTPUT
Ri = {(ti, MSi), (tj , MSj), (tk, MSk), . . . , (tl, MSl)}
where, Ri is the list of tag recommendation for input field i and
MSi is the Match Score calculated for the tag ti (MSi ∈ [0,1])

The MS is calculated based on three different measures: Label Match (Label-
Match), Position Match(PosMatch), and Id Match(IdMatch). LabelMatch pro-
vides linguistic similarity between the extracted texts and the tags in the tag
library, PosMatch takes into account the position of the extracted texts relative
to the input field, and IdMatch provides linguistic similarity between the PDF
Acroform ID of the input field and the tags in the tag library. The MS is calcu-
lated as the weighted average of these three measures as shown in Equation 1.

MSi =
w1 * LabelMatchi + w2 * PosMatchi + w3 * IdMatchi

w1 + w2 + w3

where, (0 ≤ w1 ≤ 1) (0 ≤ w2 ≤ 1) (0 ≤ w3 ≤ 1) (PosMatch ∈ [0,1]) (1)
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Weight w1, w2, w3 indicates the contribution of LabelMatch, PosMatch, and
IdMatch respectively. The field id does not always have a meaningful name, but
if the creator of the PDF form has assigned a meaningful id to the fields (e.g.
words describing the field instead of randomly generated alphanumerics), it is a
very useful source of information we can use. Therefore w3 is assigned twice as
much weight than w1 and w2 by default.

Table 4. Weight values for calculating MS

Condition w1 w2 w3

Default 0.25 0.25 0.5
Label Match == 1, PosMatch == 1 1 0 0
Label Match == 1, IdMatch == 1 1 0 0
Label Match == 1, PosMatch == 0, 0 < IdMatch < 1 0.5 0 0.5
Label Match == 0, PosMatch == 0, 0 < IdMatch 0 0 1
Label Match == 0, IdMatch == 0 0 0 0

LabelMatch : The extracted texts are first tokenised based on the new line
character. Then it removes unnecessary words from the list of string tokens, using
a stop-word list. After the extracted texts are tailored, EzyForms enumerates
all tags in the tag library and matches string tokens with the tags using Ngram
algorithm. The Ngram algorithm calculates the similarity by dividing number of
common N-grams by the total number of N-grams.

PosMatch : We take an advantage of the fact that some business units tends to
put the text label for personal information input fields in a consistent position
for the forms they manage (as shown in Fig. 1). This predominant position each
business units use to position the text label of the input field is referred to as
a regular position for a given organisation. For example, the UNSW FIPRAS
tends to put the text label on the left side of the textfield(Fig. 1(a)), therefore
its regular position would be left. The term irregular position is used to denote
the text labels that are not positioned in the regular position. For example,
input fields that have a text label on the left of the textfield in case of OSU
HR(Fig. 1(b)) are referred to as positioned in a irregular position. We assume
that KB has information about where the regular position is for each business
units so that we determine the regular position of each form by checking its form
owner’s business unit.

PosMatchi =

{
1 if (pos ∈ regular ∧ 0 < labelmatchi)
0 if pos �∈ regular

where, pos = position of text extracted

regular ∈ [left, top, bottom] (2)

The Equation 2 shows that for a given input field, PosMatch function returns
a score of 1 if the tag matches a text extracted from a regular position, and
returns 0 otherwise.
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IdMatch : The input field Id generated during the PDF form creation time
is used to provide extra information for tag recommendation since we expect
that many form developers will use reasonable Id that is proximate to the text
label. IdMatch function also takes same approach as LabelMatch function. The
mapper enumerates each textfield in the form and applies these rules to select
tag recommendation from the tag library.

4.2 Form Directives Annotation

The function findFormDescriptionTags listed in Table 5 returns the tag recom-
mendation list for form descriptions for a given form. It extracts words from
the form, and then excludes unnecessary words using a stop-word list. After the
extracted texts are tailored, EzyForms enumerates each word in the list and
calculates the MS (Match Score) for each word.

Table 5. Overview of function findFormDescriptionTags

FUNCTION findFormDescriptionTags

INPUTS
woi ∈ W
where, W is the set of words extracted from the form by the text
extractor denoted by W = {wo0, wo1, wo2, . . . , wom }

OUTPUT
R = {(woi, MSi), (woj , MSj), (wok, MSk), . . . , (wol, MSl)}
where, R is the tag recommendation list for form descriptions and
MSi is the Match Score calculated for the word woi

The MS for form description tag is calculated based on 3 different mea-
sures which are Subject Match(SubMatch), Title Match(TitleMatch), and Count
Score(CountScore). The SubMatch and TitleMatch matches the word set W with
the subject and title metadata of the form. A SubMatch score of 1 is given to the
word that is found in the subject metadata, and a TitleMatch score of 1 is given
to the word that is found in the title metadata. The CountScore is calculated
based on the number of times a word is found in the form. The MS is calculated
as the weighted average of these 3 measures as shown in Equation 3.

MSi =
w1 * SubMatchi + w2 * TitleMatchi + w3 * CountScorei

MaxCountScore
w1 + w2 + w3
where, w1 = 0.4, w2 = 0.4, w3 = 0.2

(SubMatch, TitleMatch ∈ [0,1]) (3)

Weight w1, w2, w3 indicates the contribution of SubMatch, TitleMatch, and
CountScore respectively. The subject and title metadata is not always present,
but if the form developer has assigned a meaningful metadata to the fields, it
is most significant source of information we can use. Therefore w1 and w2 is
assigned a bigger weight than w3 by default. The CountScore for each word
is divided by the maximum count score(MaxCountScore) obtained out of all
available words in order to normalise a score between 0 to 1.
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5 Implementation and Evaluation

The architecture we adopted is shown in Fig. 2. The forms uploaded to the Form
Repository(1) are subject to annotations before they are deployed. FormSys
Core Component(2) is responsible for the retrieval of forms and forms’ metadata
such as the position of the input fields for the Text Extractor(3) to extract the
basis information. The tags that are available in Tag Library(6) are used by the
Matcher(4) to generate the Tag Recommendation list(5). At form uploading and
process modelling phase, the FormSys Web Front-End(7) provides an interface
between the form owners and the system so that the forms are annotated and
deployed as a service. At process execution phase, the FormSys Web Front-
End interact with the Execution Engine(8) which relies on the process model
to determine the flow of execution, and fills in the forms with end-users input
data using soap2pdf(9) APIs. Upon the completion of the process execution, the
filled-in forms are either emailed to a designated person for an approval or the
URL is presented to the form user for downloading.

(2)
FormSys Core

Component Tag Library
Manager

(7)
FormSys Web Front-End

(4)
Matcher

(3)
Text Extractor

(5)
Tag list

New tags

(8)
Execution 

Engine

soap2pdf 1

soap2pdf 2

soap2pdf .

Annotation Process Model

Filled form URL

Email

Form User Form Owner

(9) ...

(6)
Tag Library

(1) 
Form Repository

KB

Fig. 2. EzyForms- Architecture

5.1 Case Study Implementation: CSE Travel Request Process

To demonstrate the applicability of our approaches to a real-world case, we took
an example of form-based process from our own school which was described
in Sect. 2. It can be demonstrated in two different perspectives. One from the
perspective of the form owners who upload the forms and deploy processes, and
from the perspective of the form user, in this case, to request a travel.

Figure 3(a) shows a tag recommendation list that is automatically generated
by EzyForms for a input field name in the Teaching Arrangement form. In this
case, the EzyForms came up with three tag recommendations which are name,
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(a) Tag recommendation for an input field (b) Same tag in another form

Fig. 3. Input field annotation performed by the form owner

first name, and last name. When a name tag is selected, it also show a list of
forms that contain a name tag. When the name of these forms is clicked, Ezy-
Forms opens the form image and shows the actual input field that is annotated
with this tag as shown in Fig. 3(b). This gives a visibility of how the tags are
being used within the system, hence helps the form owners to decide which tag
name to use for a particular process.

Figure 4 shows the process executed by the form user. When a process is
deployed successfully, EzyForms provides a link that the form user can click
to initiate the process. EzyForms provides an execution environment as if the
end-user is filling in the actual form document by displaying the form image in

1

2

34

5

6

8

7

Fig. 4. Process Executed by the End-users
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the background and overlaying textfields in appropriate positions for the form
user to input data. EzyForms displays a single page at a time and provides a
left and right button(2) to flip though the pages. When the first form of the
process is completed, the form user can move on to the next form document
by clicking next form button(3) or go back to the previous form by clicking the
previous form button(4). When the form user moves to the next form, the input
data entered in the previous form(5) is passed on to the next form and is used
to fill in the input field with same tag name(6). Once all forms are completed
(submit button(7)), the execution engine invokes each form service to fill in the
form. Once the process is completed successfully, a link(8) to the filled in form
documents is returned to the form user.

5.2 Evaluation of Text Extraction from Forms

For the evaluation of our text extraction approach, we focus on evaluating how
well our text extraction and matching score works in selecting a proper tag from
the tag library. We make an assumption that we have a populated tag library that
contains input field labels for personal information for every form we test, and
use common sense to decide whether we have a proper tag recommendations or
not. We adopted two metrics, that captures the accuracy of tag recommendation
at different aspects:

Success at rank k (S@k) represents the probability of finding a good de-
scriptive tag among the top k recommended tags. For this evaluation, we used
two values of k: S@1 and S@5.

Average Match Score(AMS) represents the match score of first relevant
tag returned by the system, averaged over all input fields that found a relevant
tag. An AMS value is calculated per organisation.

Table 6. Evaluation results for our tag recommendation strategy for personal details
input fields

Organisation Forms Input fields S@1 S@5 AMS

UNSW FIPRAS 6 31 90% 97% 0.81
NSW Licence 3 30 47% 73% 0.41
OSU HR 5 33 61% 84% 0.65
Ontario 3 42 64% 86% 0.66
BNZ 7 49 88% 98% 0.80
ARC 7 37 100% 100% 0.99
Average 76% 90% 0.68

Based on the evaluation result shown in Table 6, we observed that 76% of
the time, the proper tag for each personal details input field received the high-
est score amongst a list of recommended tags, and 90% of the time, the proper
tag was found amongst top 5 tag recommendations. The Average Match Score
for input fields in 30 forms from 6 different organisations were 0.68. In observ-
ing input fields that did not retrieve a proper tag, we have found three main
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reasons why EzyForms were not able to generate a proper tag recommendation.
First of all, it was due to irregular position of the text label. When it’s difficult to
determine which is the regular position for a certain organisation (i.e., positions
of the text labels are not consistent), it is difficult for EzyForms to decide which
tag is more relevant than the other when there are raw texts extracted from
more than one position. Second, some input fields have rather descriptive text
labels (e.g., Address (licence address must be within NSW )), and since input
field tag recommendation strategy relies on the Ngram algorithm to compare
the strings, more descriptive text label tends to hamper finding a proper tag
recommendation. The third reason is somewhat relevant to the previous point.
It is the size of the rectangle we use to extract raw texts. Since the length of the
text labels is all different, the size of the rectangle could be too small that it did
not extract enough information to determine a proper tag, or it could be too big
that the size of the raw texts extracted is too big for accurate recommendation.

6 Related Work

Annotation of resources and its tooling support has been an active field of re-
search. A recent study by Ames et al. [1] on the motivation for annotation in
Flickr and the role of tag suggestion in the system has provided number of
implications for the design of annotation system in general such as making the
annotation pervasive and multi-functional, and not forcing the users to annotate.
Their work also reveals that easy annotation features and relevant tag sugges-
tions encouraged the tagging and gave users direction as to the sort of tags they
should use. Marlow et al. [10] provides some insights for design decisions in ar-
chitecting new tagging systems. They point out the importance of studying the
incentives for driving participation, and the level of system support to embrace
or limit these motivations.

[13] seeks to extract domain ontologies for Web Services from textual content
attached to the services. Another work [14] proposes a large-scale annotation
framework that does not rely on existing ontologies, but builds its vocabulary
dynamically during the process. These are complementary to our work in that
our initial annotation knowledge base construction follows similar approaches
and these work can help during the initial bootstrapping phase of the EzyForms
lifecycle.

We see the commercial work in this area as an important and relevant work
we can learn from and contribute to. Microsoft SharePoint [15] suite provides
a rapid development environment for, among other things, custom design forms
and workflows. Its tool for managing forms allows the users to create forms and
apply conditional formatting, actions and validations. Its workflow design tool
is able to support creation and execution of sophisticated approval workflows.
Liferay suite (e.g., Social Office and Portal [16]) focuses on the synchronisation of
the work and communication between the team members. However, it has limited
support for process automation. For example, its workflow engine Kaleo is used
to control creation, approval and rejection by a person of one “asset” (e.g., a



Form Annotation Framework for Form-Based Process Automation 319

document), whereas a form-based process may involves multiple of such “asset”.
There are many other tools (e.g., Adobe LiveCycle ES2 [17], SAP Gravity [18])
in this category we can discuss, but the strong difference is that our focus is
in supporting form-based processes in its “AS-IS” state (i.e., low cost, time and
effort), which means we do not require the forms or user interfaces to be designed
and created from scratch. We use the forms that are in situ and the users will
always see them as the main interacting components for the processes.

7 Conclusions

EzyForms aims to improve the usability of form-based processes for both form
owners and form users without heavy investment in IT infrastructure or human
resource. In order to remove the complexity involved in the modelling of business
processes, we proposed a new approach using form annotation. However, man-
ual annotation is time-consuming and tedious. Therefore, in this paper, we first
presented the results of the real-world form analysis which forms the foundation
for the tag recommendation strategy presented in the second part of the paper.
We then presented a prototype implementation and evaluation, which showed
that the heuristics and algorithms incorporated in EzyForms works well in gen-
erating a tag recommendation for input fields, and lead us to believe that our
approach can significantly contribute to the automation of form-based processes.
We also presented the execution environment of EzyForms using an example of
CSE travel request process which reuses the input data across multiple forms in
a same process, and provides “AS-IS” look-and-feel environment to end-users by
using a form as an main interaction object in the user-interface.

Our main idea for EzyForms is that, it will become an environment where the
knowledge contributions from the users are reflected in the continual improve-
ment of the system to support the long-tail processes. Hence, as for future work,
we first plan to expand current KB by supporting additional form directives
such as conditions or rules that may apply to the usage of the form, and email
templates to support simplified email approval request. Secondly, we are inves-
tigating different types of matching relationship between the tags to improve
data matching between the forms. And we are also looking for ways to utilise
the annotations to semi-automate the form discovery/selection processes, and to
find possible data matchings between the forms.
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Abstract. To better facilitate business users in customizing Web services, 
customization options need to be described at a high level of abstraction. In 
contrast to related efforts that describe customization options at the technical 
level of service description, we propose a Web Services Variability description 
Language (WSVL) that facilitates the representation of such options at business 
level. The language has several advantages. Firstly, it does not require people, 
who perform customization, to have knowledge of Web service technologies. 
Thus, the language enables business users-friendly service customization. 
Secondly, the language captures not only what can be customized, but also how 
and where customization operations should happen in a service-oriented way. 
This self-described property removes the need for a separate procedure for 
governing service customization. Consequently, this property eases the 
adoption of the language. We elaborate the design of the language using a case 
study and describe its usages from both consumers and providers’ viewpoints. 

Keywords: Service variability, Service customization, Service description 
language, Feature model, Software Product Line (SPL). 

1 Introduction 

Services in Service Oriented Architecture (SOA) often contain many variants due to 
the variability in consumer requirements. In order to address such variability, service 
customization has proved to be an efficient approach [1-3]. Service customization 
refers to a consumer-driven process of deriving a service variant, which contains 
adequate service capability for a particular consumer, from a super-service, which 
contains a superset of all service capability required for all service variants. 

In order to support service customization, customizable services need to be 
described. However, related work in the literature proposes approaches which are 
oriented toward IT professionals [2, 3]. In particular, all these approaches are 
concerned with expressing variant service capabilities in the service interface 
description (i.e. messages, operations, and data types) and exposing those variant 
service capabilities to service consumers for selection. Customizing services in these 
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ways presumes that people who perform service customization have IT background 
and are very familiar with the technical description of services. And even for IT 
professionals, these approaches are still challenging because of the large number of 
variant service capabilities and dependencies among them [1]. 

In order to facilitate business professionals in customizing services, customization 
options need to be described at a high-level of abstraction. From business 
professionals’ viewpoint, it is more important to know about what it is that a service 
variant will achieve, rather than how to technically invoke its capability. In other 
words, it is more beneficial for business professionals to be able to customize services 
at the problem space (i.e. business level service variability), rather than the solution 
space (i.e. technical realization of such variability). To this end, we are developing a 
feature-based service customization framework that captures and represents service 
variability at the business level so that it is much easier to customize services [1]. 

In this paper, we propose a language, namely Web Services Variability description 
Language (WSVL), for describing customizable services. WSVL adds variability 
description capability into WSDL, a de facto standard for describing services. Further, 
a WSVL document is self-described and captures not only the information on what 
customization options are, but also the information on how and where to perform such 
customization (i.e. the exchange of customization requests and responses) in a 
service-oriented way. The self-described property removes the need of defining a 
separate, informal service customization procedure which is likely to vary from one 
provider to another. Thus, it eases the adoption of the language. In addition to 
enabling service consumers to customize and consume one service variant, the WSVL 
language also allows service consumers to manage variability inter-dependencies 
between their applications and customizable partner services in case there are more 
than two service variants from the same customizable partner service involves. 

The rest of the paper is structured as follows. Section 2 presents a case study that 
will be used throughout the paper to demonstrate the language. We elaborate 
motivations and designs of different aspects of WSVL in section 3. Section 4 presents 
the application of WSVL by demonstrating how consumers utilize WSVL documents 
in customizing services and how providers develop customizable services based on 
WSVL documents. Section 5 discusses related work and points to future work. We 
conclude the paper in section 6. 

2 Case Study 

Swinsure Insurance is an insurance company providing various types of building 
insurances to various consumers (e.g. insurance brokers, business users or personal 
users). In exposing its capability as a Web service (namely Swinsure WS), Swinsure 
Insurance has identified the following variations in its consumer requirements: 

• Some consumers only need to get a quote and others will go on to purchase 
policies. 

• Some consumers need to be able to view and update purchased policies. 
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• There are two policy types, namely residential insurance and business 
insurance, depending on the purpose of using a building. 

• Consumers are able to include extra cover (i.e. accidental damage, fusion 
cover and extended third party liability) in their policies. 

• When purchasing a policy, some consumers choose to use online credit card 
payment while others prefer to be issued a cover note and pay on invoice. 

Note that these variations cannot be arbitrarily combined. Instead, there are 
dependencies among them. These dependencies come from both consumers’ need and 
Swinsure Insurance’s business policies. In particular, Swinsure Insurance has 
identified the following constraints: 

• Those consumers who need to update policies also need to view policies. 
• The extended third party liability extra cover is only available to business 

insurance policies. 

In order to efficiently provide this Web service to consumers, Swinsure Insurance 
decides to develop a customizable service so that consumers can customize the 
service on their own while satisfying constraints imposed by the provider. In addition, 
Swinsure Insurance needs to describe its customizable service in a comprehensive and 
convenient way so that consumers can easily perform the customization. In the 
following section, we describe how to use WSVL for these purposes. 

3 Web Service Variability Description Language (WSVL) 

3.1 Overview 

A WSVL document contains 4 different sections: 

• Feature Description section describes the variability of the service by 
means of features.  

• Customization Description section describes information related to 
customization operations. 

• Capability Description section captures full service capability (i.e. 
superset of capability of all service variants).  

• Mapping Description denotes the mapping between variant features and 
variant service capabilities. 

Elements of the Feature Description section and the Mapping Description section 
are defined by our WSVL schema. Elements of the Customization Description 
extend the existing elements in WSDL due to semantic similarities. And elements 
of the Capability Description are existing WSDL elements. In the following 
subsections, we will describe each of these descriptions in detail. 

3.2 Feature Description 

One essential part of a service variability description is to express what can vary. This 
involves two types of information [5]. Firstly, what are variant service capabilities? 
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Secondly, what are dependencies among those variant service capabilities? 
Dependencies describe mutual inclusion and exclusion relationships among variant 
service capabilities. From consumers’ viewpoint, it is also important that such 
variability is described at an appropriate level of abstraction for better comprehension. 
Therefore, in contrast to all related work focusing on capturing variability at the 
technical level, we support the description of variability at the business level. 

To this end, the concepts of features and feature models from the Software Product 
Line (SPL) research domain well-suit our purpose [6]. SPL is a software engineering 
paradigm that aims to develop a family of software products from reusable core 
assets. In SPL, a feature model is used to capture the commonalities and differences 
among a family of software products [7]. Features are visible characteristics used to 
differentiate one family member from others. A feature model is a hierarchy of 
features with composed-by relationship between a parent feature and its child features. 
In addition, there are cross-tree constraints that typically describe inclusion or mutual 
exclusion relationships. A feature model is an efficient abstraction of variability and 
provides an effective means for communicating variability between different 
stakeholders. Therefore, the use of feature models in capturing business level service 
variability will provide an appropriate level of abstraction for service customization. 

While there are many manifestations of feature modeling techniques, e.g. [8-11], in 
our work we exploit the cardinality-based feature modeling technique [12, 13]. The 
main reason for this choice is that the concepts of feature cardinality and group 
cardinality well suit the needs of service customization. A feature cardinality, 
associated with a feature, determines the lower bound and the upper bound of the 
number of the feature that can be part of a product. A group cardinality, associated 
with a parent feature of a group of features, limits the number of child features that 
can be part of a product when the parent feature is selected. 

 
Swinsure Insurance Web Service

Create PolicyView Policy Update Policy

Quote Purchase

[1-1][0-1] [0-1]

[a-b]

Feature
Group

CardinalityComposed-of
relationship

Feature

Legend Constraints
“Update Policy” requires “View Policy”
“Residential” excludes “Extended Third Party 
Liability”

[1-1]

Policy Type Extra Cover

Residential Business

[1-1] [0-1]

[1-1] [0-1]

[1-3]

Accidental Damage Fusion Cover

Payment Method

[1-1]

[1-1]

Credit Card Cover Note

Extended Third Party Liability

 

Fig. 1. Feature-based variability representation for the case study 
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Figure 1 demonstrates a feature model capturing variability of the case study. In 
the figure, cardinality represented above a feature is feature cardinality, while the one 
represented below a feature is group cardinality. In this feature model, feature 
“Create Policy” is mandatory (i.e. this feature is required by all consumers) while 
feature “View Policy” and “Update Policy” are optional (i.e. the necessity of these 
features are decided by consumers). Feature “Create Policy” is composed by a 
mandatory feature “Quote” and an optional feature “Purchase”. “Policy Type” is a 
mandatory feature and is also a feature group with two grouped features, namely 
“Residential” and “Business”. The group cardinality of this feature group is [1-1] 
which implies that consumers have to select one of these two alternative features for 
their service variants. All other features are described in a similar fashion. 

Figure 1 also defines two constraints. These constraints represent dependencies 
between feature “Update Policy” and feature “View Policy”, as well as between 
feature “Residential” and feature “Extended Third Party Liability”. These constraints 
and the feature hierarchy precisely capture the variability of Swinsure WS. 

The Feature Description section in a WSVL document represents the feature 
model. In particular, it contains description of feature hierarchy and description of 
feature constraints. Based on the feature description, consumers can specify a feature 
configuration and request a particular service variant. A feature configuration is a 
specialized form of a feature model in which all variability is resolved, i.e. all variant 
features are selected or removed.  

Figure 2 presents an extracted XML from Swinsure WSVL for a partial feature 
hierarchy description, the feature constraint description, and a complete feature 
configuration. The feature configuration describes one consumer with minimum 
requirements. In this configuration, all optional features are not selected by the 
consumer when customizing the service. 

 
<featureDescription>

<featureHierarchy>
<feature name="SwinsureInsuranceWebService">

<feature name="CreatePolicy”>
<feature name="Quote”>

<feature name="PolicyType”>
<feature name="Residential"/>

</feature>
</feature>

</feature>
</feature>

</featureHierarchy>
</featureDescription>

<feature name="CreatePolicy" minCardinality="1" 
maxCardinality="1">

<feature name="Quote" minCardinality="1" 
maxCardinality="1">

<feature name="PolicyType" minCardinality="1" 
maxCardinality="1">

<featureGroup minCardinality="1" maxCardinality="1">
<feature name="Residential“/>
<feature name="Business“/>

</featureGroup>
</feature>

</feature>
</feature>

<featureConstraint>
<constraint>

<constraintDesc>if (//UpdatePolicy) then (//ViewPolicy) else true();</constraintDesc>
</constraint>
<constraint>

<constraintDesc>if (//Residential) then not (//ExtendedThirdPartyLiability) else true();</constraintDesc>
</constraint>

</featureConstraint>

Partial feature hierarchy description

A feature configuration

Feature constraint description
 

Fig. 2. Extracted XML for feature model and feature configuration 
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3.3 Customization Description 

In addition to the information about what can vary, a WSVL document needs to 
define how and where such variation can be requested. This is the information about 
how consumers should construct customization requests, where they should send 
those requests, and what should be expected as responses from service providers. The 
Customization Description section in a WSVL document is used for this purpose. 

The Customization Description defines a set of customization operations that 
consumers may use to customize the service. One typical operation is the one that 
accepts a feature configuration as the request and returns a reference to WSDL 
description of a service variant as the response. However, there are many other 
possible customization operations. For instance, a customization operation might 
accept an incomplete feature configuration and return a revised WSVL document. 
This usage enables multi-stage service customization. Or service providers can group 
resolutions of several variant features into predefined packages. A service consumer 
can send one package as the request and the provider responses with an updated 
WSVL. Because of this variety, we have made the Customization Description 
generic, rather than confining it to describing only typical operations. 

Customization operations can be described using conventional elements in WSDL 
due to the semantic similarity between the Customization Description and 
conventional service description. However, in order to clearly separate service 
operations for service customization and service operations for service consumption, 
we extend existing elements in WSDL to describe customization operations. Figure 3 
presents an extract of Swinsure WSVL for the customization description. The 
customization operation “swinsureCustomizationOperation” is specified using 
element <<wsvl:operation>> which inherit the element <<wsdl:operation>>. 
Similarly, <<wsvl:portType>> is used to enclose all customization operations. 
Further, <<wsvl:binding>> specifies the binding of customization operations to 
transport and messaging protocols which are HTTP and SOAP respectively in the 
example. Lastly, <<wsvl:port>> specifies the endpoint to which a consumer can 
exchange customization requests and responses. As can be seen from the example, the 
Customization Description section provides sufficient information for governing 
service customization. Consequently, it makes WSVL documents self-described. 

 
<wsvl:portType name=“swinsureCustomizationPortType">

<wsvl:operation name="swinsureCustomizationOperation“/>
</wsvl:portType>
<wsvl:binding name="swinsureBinding" type=“swinsureCustomizationPortType">

<soap:binding style="document“ transport="http://schemas.xmlsoap.org/soap/http" />
<wsvl:operation name=“swinsureCustomizationOperation“/>

</wsvl:binding>
<wsdl:service name="swinsureCustomizationFrontend">

<wsvl:port binding="swinsureBinding" name="swinsurePort">
<soap:address location="http://localhost:9000/swinsureCustomizationFrontend" />

</wsvl:port>
</wsdl:service>

 

Fig. 3. Extracted XML for customization description 
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3.4 Capability Description 

One typical usage of customizable service descriptions is allowing service consumers 
to customize services. In such situation, the combination of feature description and 
customization description is sufficient. However, we also consider an advanced use of 
a customizable service in which the service is used in another customizable service 
and there are dependencies among their variants. In particular, the derivation of one 
variant of a customizable composite service requires a particular variant of a 
customizable partner services. We call such dependency as variability  
inter-dependencies [15]. To support variability inter-dependencies, WSVL needs to 
incorporate additional information explained in this section and the next one. 

Let us consider an example in Figure 4. Swinbroker is building a customizable 
insurance quoting business process that reuses Swinsure WS. Depending on the type 
of policy its users request (i.e. residential or business), the Swinbroker will derive 
different business process variants that interact with different variants of Swinsure 
WS. In particular, for users requesting residential quoting, the Swinbroker will 
customize Swinsure WS with feature “Residential” enabled and feature 
“ExtraCover” disabled. The derived process variant will invoke the operation 
getQuoting4Residential() of the corresponding service variant. And for users 
requesting business quoting, the Swinbroker will customize Swinsure WS with 
feature “Business” enabled and feature “ExtraCover” disabled to be able to invoke 
the operation getQuoting4Business() of another service variant. 

In such situation, it is necessary that Swinbroker knows not only the feature model 
of Swinsure WS, but also the consequence of customizing the service based on the 
feature model. That is, how they should interact with service variants which are the 
result of service customization. And such information should be made available 
before the service is actually customized (e.g. while Swinbroker models its business 
process). To this end, the WSVL document needs to describe full capability of a 
customizable service [16]. This full capability is the superset of capability of all 
service variants. We reuse WSDL elements for this purpose. 

 

Quoting

getQuote4Residential

Swinbroker Swinsure WS

{“Residential”=true,
“ExtraCover”=false}

PostQuoteProcessing

PreQuoteProcessing

getQuote4Business
{“Business”=true ,
“ExtraCover”=false}

Sub-process Task
 

Fig. 4. Variability inter-dependencies between Swinbroker process and Swinsure WS  
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<wsdl:portType name="quotingPortType">
<wsdl:operation name="getQuote4Residential"/>
<wsdl:operation name="getQuote4Business"/>   

</wsdl:portType>
<wsdl:portType name="purchasingPortType“>

<wsdl:operation name=“purchasePolicyByCreditCard"/>
<wsdl:operation name=" purchasePolicyByCoverNote"/>

</wsdl:portType>
 

Fig. 5. Extracted XML for service capability description 

Figure 5 presents an excerpt of the capability description for Swinsure WS. There 
are two <<wsdl:portType>> of which the “quotingPortType” is available to all 
consumers while the “purchasingPortType” is only available if feature “Purchase” is 
selected. Among two operations of the “quotingPortType”, the operation 
“getQuote4Residential” (or “getQuote4Business”) is only available if the 
corresponding feature “Residential” (or “Business”) is selected and feature 
“ExtraCover” is disabled. Similarly, for two operations of the 
“purchasingPortType”, the operation “purchasePolicyByCreditCard” (or 
“purchasePolicyByCoverNote”) is only available if the corresponding feature 
“CreditCard” (or “CoverNote”) is selected. 

3.5 Mapping Description 

The full service capability description is the superset of the capability of all service 
variants. However, a WSVL document also needs to explicitly describe what 
capabilities are available if a feature is selected or disabled. We call a condition over a 
set of features from which we decide the existence of a variant service capability as 
presence condition. For example in Figure 4, the operation “getQuote4Residential” 
operation only exists in service variants if feature “Residential” is true (consequently 
feature “Business” is false because these two features are alternative) and feature 
“ExtraCover” is false. Or for the extracted XML in Figure 5, the portType 
“purchasingPortType” only exists in service variants if feature “Purchase” is true. 
Therefore, a presence condition can be expressed as a conjunction over a set of 
features involved.  

A presence condition needs to be associated with relevant variant service 
capabilities. To this end, we introduce the concept of links as a mapping between a 
feature and relevant elements [17]. Each link has an additional attribute specifying 
whether feature should be selected or disabled for the presence of the elements. Since 
a presence condition is a conjunction over a set of features, the association of a 
presence condition and elements can be expressed as a set of links mapping relevant 
features and the elements. This approach does not require the use of a certain 
condition expression language for representing the presence condition in a WSVL 
document. Thus, we can avoid imposing more constraints on consumers in order to 
interpret the WSVL document. 



 A WSVL for Business Users Oriented Service Customization 329 

 

 
<mappingInfo>

<link name="LResidential">
<featureRef ref="fd:Residential"  presence="true"/>
<serviceElementRef ref="tns:getQuote4Residential” target="operation" />

</link>
<link name="LExtraCover">

<featureRef ref="fd:ExtraCover"  presence=“false"/>
<serviceElementRef ref="tns:getQuote4Residential” target="operation" />

</link>
<link name="LPurchase">

<featureRef ref="fd:Purchase"  presence="true"/>
<serviceElementRef ref="tns:purchasingPortType” target="portType" />

</link>
</mappingInfo>

 

Fig. 6. Extracted XML for mapping description 

Figure 6 presents an extracted XML from the mapping description section of 
Swinsure WSVL. The first two links associates feature “Residential” and feature 
“ExtraCover” with the operation “getQuote4Residential” operation with the 
“presence” attribute of <<featureRef>> elements are “true” and “false” 
respectively. These two links together specifies above mentioned presence condition 
that the operation “getQuote4Residential” is available only if “Residential” is true 
and “ExtraCover” is false. Similarly, the third link specifies that the portType 
“purchasingPortType” only exists if feature “Purchase” is true. 

With regard to the types of element that will be objects of presence conditions, we 
consider only port types or operations. While there might be variants in message 
formats and data types that require presence conditions, we argue that those 
variabilities should be escalated to variabilities in operations (i.e. a separate operation 
for each variant message format/data types) and port types. This escalation enables 
simpler implementation of WSVL-based customizable services because in general 
each operation is transformed to a method in the service implementation [18]. As 
shown in Figure 6, types of elements are described using the attribute “target” of the 
corresponding <<serviceElementRef>>. 

4 Application of WSVL 

In order to illustrate the feasibility and applicability of WSVL we describe how 
service consumers and service providers utilize a WSVL document for service 
customization. While the mechanisms described in following subsections can be 
generalized, we just use them as one solution for validating the usefulness and the 
feasibility of the WSVL language. The explanation is based on Swinsure WSVL. 

4.1 WSVL for Service Consumers 

While WSVL uses XML which is a machine-readable format, many business 
professionals are not familiar with writing XML documents manually given an XML 
schema. Therefore, customizing services described in WSVL will be easier for 
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Fig. 7. Customizing services by business professionals 

business professionals with the use of appropriate tools. We describe one such tool in 
this subsection. The tool is compatible with the WSVL schema to demonstrate the 
language’s feasibility.  

Figure 7 presents a screenshot of how business professionals can customize 
Swinsure WS in an intuitive and simple way. We extend the open source feature 
modeling tool to implement this plugin [19]. Information from the variability 
description section in the WSVL document is used to reproduce feature model on the 
consumer side. Feature model is then rendered to the business professionals through 
an interactive interface so that they can select features they need and remove features 
they do not need. As there exist feature constraints in the feature model, such 
constraints are used to validate business professionals’ selection, as well as 
automatically propagate the selection through the feature configuration [14]. This 
helps to reduce the time and overhead during the customization process, as well as 
avoiding mistakes. For example, when a business professional selects feature 
“Residential”, feature “Extended Third Party Liability” is automatically disabled due 
to the constraint between the two features (cf. Figure 1). Once the business 
professional finishes the customization, he can send a request for a service variant 
based on the generated feature configuration. 

The feature configuration will be embedded in a SOAP message and be sent to the 
customization endpoint as specified in the customization description section of  
the WSVL document. As the result, the consumer will be issued an URL from which 
the consumer can retrieve the WSDL document of the generated service variant. 

4.2 WSVL for Service Providers 

We have implemented Swinsure WS as an atomic service. Figure 8 presents its 
software architecture. Swinsure WS has a customization Web service frontend that  
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Fig. 8. Architecture for Swinsure WS 

accepts a customization request (i.e. a feature configuration) from service consumers. 
The feature configuration is then passed to the Runtime customization engine which 
dynamically generates and deploys a service variant from an Annotated service 
implementor (described below). The reference to the WSDL of the generated service 
variant is returned to service consumers through the customization frontend. 
Consumers can then consume the service by invoking the service variant. 

The Customization frontend is the Web service implementation of the 
customization description in the WSVL document. The Annotated service 
implementor is the implementation of service capability description in the WSVL 
document. The implementation contains additional annotations that specify presence 
conditions of variant portTypes and variant operations. An example of these 
annotations is shown with italic underline font in Figure 9. Note that these additional 
annotations are based on the information on the mapping description section of the 
WSVL document. The interface PurchasingPortType which implements the portType 
“PurchasingPortType” in the WSVL document is only available in a service variant 
if all features in the enabledFeatureList are selected and all features in the 
disabledFeatureList are removed. In this case, the interface is only available if feature 
“Purchase” is true. Similarly, the operation “PurchasePolicyByCreditCard” (or 
“PurchasePolicyByCoverNote”) is only available in a service variant if feature 
“CreditCard” (or “CoverNote”) is true. Based on these additional annotations, the 
runtime customization engine can derive and deploy a particular service variant that 
exposes appropriate service capability. Note that the Service context component of a 

 
@WebService(name = "purchasingPortType")
@FeatureMapping(enabledFeatureList={"Purchase"}, disabledFeatureList={})
public interface PurchasingPortType {

@WebMethod
@FeatureMapping(enabledFeatureList={"CreditCard"}, disabledFeatureList={})
public PurchasePolicyByCreditCardResponse purchasePolicyByCreditCard(PurchasePolicyByCreditCard request);

@WebMethod
@FeatureMapping(enabledFeatureList={"CoverNote"}, disabledFeatureList={})
public purchasePolicyByCoverNoteResponse purchasePolicyByCoverNote(purchasePolicyByCoverNote request);

}
 

Fig. 9. Annotated service implementor 
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Publishing WSVL document

Generated WSDL document
for a particular service variant

 

Fig. 10. Snapshots for published WSVL and WSDL documents 

service variant stores information about what features are selected and what features 
are disabled for the service variant. The use of this component enables the correct 
business logic of the service variant during its execution in case dynamic switching 
between alternative behaviors for service variants is required. 

Figure 10 presents screenshots of how a WSVL document for a customizable 
service (cf. left panel) and how the generated WSDL document for a particular 
service variant (cf. right panel) are published. The demonstrated service variant is the 
response for the feature configuration shown in Figure 7. 

5 Discussion and Future Work 

Describing customizability of a Web service has been a focus in a number of 
approaches [2, 3, 20]. Stollberg [2] makes explicit variants of service description 
elements (e.g. operations or data types) as well as constraints among them so that end 
users can select the appropriate variant. In contrast, Liang [3] defines customization 
policies that express which elements in the service description can be changed and 
what kind of changes is allowed. These customization policies are then used by 
consumers in customizing the service description. Tosic [20] lists all possible service 
variants from which consumers can select the most appropriate one. While these 
approaches are different in the way they represent customization options, they all 
focus on capturing variability at the technical level of service description. 
Consequently, the approaches cannot be used by business professionals who have a 
little knowledge of the underlying Web service technologies. 
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The work on WSVL is strongly influenced by the ideas of feature models from the 
SPL research domain [7, 12, 21]. And there are many variability description 
languages for representing feature models, e.g. [22-25]. Since our service 
customization framework utilizes the cardinality-based feature modeling technique  
[1, 12], we have develop the feature description part in the WSVL schema based on 
concepts of this technique. However, our contribution in developing WSVL is not 
about the representation of feature models in the WSVL Schema. Instead, we design 
the language so that it is self-described, comprehensive, and business users-friendly.  

We have presented in the paper one way of developing a customizable service 
based on WSVL documents. We believe that such approach can be generalized to 
have a semi-automated process for developing customizable services using Model 
Driven Engineering (MDE) techniques. For example, additional annotations can be 
added as extension to JAX-WS [18] so that the skeleton of the service implementation 
(i.e. annotated service implementor) can be automatically generated from a WSVL 
document. Further, the software architecture for customizable services can be revised 
to have a middleware supporting customizable services. 

6 Conclusion 

In this paper, we define a Web Services Variability description Language (WSVL) that 
can be used to describe customizable services. The language facilitates business 
professionals to customize services on the consumer side by raising the level of 
abstraction at which customization options are described. To this end, we exploit the 
concept of feature models from SPL so that business professionals can reason about and 
customize services at the business level. The language is self-described because it 
describes not only what can be customized (i.e. feature description section), but also how 
and where such customization operations can be performed (i.e. customization 
description section). Furthermore, the language can be used to produce and consume one 
particular service variant, as well as support variability inter-dependencies between the 
service and other customizable service when more than one variant is involved (i.e. 
mapping description and capability description sections). The usage of the language is 
demonstrated thoroughly using a case study. We also describe how the language can be 
used by both consumers and providers with respect to service customization. As the 
future work, we plan to derive techniques for facilitating service providers in developing 
and deploying customizable services based on WSVL documents. 
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Abstract. Real-time sales assistant service is a problematic component of remote 
delivery of sales support for customers.  Solutions involving web pages, telephony 
and video support prove problematic when seeking to remotely guide customers 
in their sales processes, especially with transactions revolving around physically 
complex artefacts.  This process involves a number of services that are often  
complex in nature, ranging from physical compatibility and configuration factors, 
to availability and credit services.  We propose the application of a combination of 
virtual worlds and augmented reality to create synthetic environments suitable for 
remote sales of physical artefacts, right in the home of the purchaser.  A high level 
description of the service structure involved is shown, along with a use case  
involving the sale of electronic goods and services within an example augmented 
reality application. We expect this work to have application in many sales  
domains involving physical objects needing to be sold over the Internet. 

Keywords: Augmented Reality, Service User Interfaces, Customer Service 
Support. 

1 Introduction 

The explosion of online retail sales has brought with it much convenience for consum-
ers of goods, in particular, digital goods have benefited from their ability to be easily 
sampled and then purchased, especially in the case of music and video [6].  However, 
some items remain problematic to sell remotely, due to their inherently spatial nature, 
requiring physical interaction in order to be sold effectively (for example, cars, musical 
instruments, clothing, amongst many others).  Such physical qualities are difficult, if not 
impossible, to transmit with the level of immersion available on a flat screen home 
computer.  In such cases, the consumer is forced to visit an actual store to test the  
artefact they wish to purchase. 

Recently, the emergence of the computer game industry has driven the development 
of graphics and multi-core processing systems, to the extent that high end processing 
capabilities are available on mobile devices such as phones or tablets [16].  With such 
computing power comes the possibility to create more immersive environments using 
Augmented Reality (AR) in order to allow the customer to experience interactively, 
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convincing representations of physical products in their own home, where the products 
will be juxtaposed with their home environment in order to assist goods selection. Such 
an AR approach can be positioned as a Purchase Simulation Service, providing the user 
with the ability to perform in-situ analysis of purchases in their home. 

AR has been used to provide further synthetic information, overlaid on video feeds 
of real scenes in order to provide insight into the physical characteristics of informa-
tion [12], and to assist in remote collaboration [18, 9, 2].  Of particular interest is its 
ability to provide remote representations that are registered with the physical world, 
and so facilitate analysis of synthetic representations of objects at the location of the 
customer.  In addition, such environments can be augmented even further with repre-
sentations of remotely connected sales assistants, who can assist in the explanation 
and process of explaining the physical device and services needed in the process of 
the sales transaction [8, 9]. 

Fig. 1a. shows a typical web-page that displays electronics goods available for sale 
on the Internet, via an online shop front.  We note in this example, that the devices 
sold are large screen TVs with an online sales option. 

While such web page approaches are able to present large physical items via  
images, a number of limitations become evident.  Firstly, the customer is unable to  

 

 

Fig. 1. Image (a) shows a typical vendor website selling home electronics                                                  
and related services.  Image (b) shows our addition of a spatial context to these representations 
in order to facilitate decision making by purchasers at home using mobile devices. The image 
shows a preliminary prototype running an AR application, with a remotely connected avatar 
demonstrating the features of the TV in the home of the customer. 

(a) 

(b) 
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examine the product from any angle other than presented in the web page and is un-
able to see if the product complements the interior décor of their home.  In addition, 
they are unable to determine if it is compatible with other audio or computer devices 
by inspection; usually this process requires examination of manuals or the advice of a 
shop assistant in a store.  In addition, other services, while easily presented on the 
web page, may be quite complex to consume (for example insurance) and thus need 
advice to be presented by a sales assistant.  Typical web collaboration tools, such as 
audio and video environments [14], suffer from problems with a lack of insight into 
the actual context of actions by the remotely connected collaborator (in this case a 
sales assistant).  The customer may struggle with understanding the actual artefact 
that is being discussed by the sales assistant, and a lack of relevant gestures and  
spatial organisation makes the process of service provision by sales staff problematic. 

From this analysis we see two main problems with such service provision, the first 
is the lack of an inherently spatial representation of the product and services, the sec-
ond is the lack of ability for remote sales staff to adequately interact with customers in 
order to provide assistance with the product and other aligned services. 

In this paper, we present a potential solution to these problems as a novel augmented 
reality customer sales assistance service framework that provides additional information 
to a remotely connected customer to assist them with analysis and configuration of their 
purchase.  The key innovation in this paper is the use of a remote representation in a 
human-in-the-loop manner to assist with service discovery and aggregation for a  
customer engaged in a sales transaction. We show examples from a preliminary AR  
system we have developed to support these services.  We present the framework, the key 
services offered, interactions within a typical session and illustrate with a use case of a 
large screen television sale using such a framework.  We then conclude with discussion 
of how this preliminary work may be further developed. 

2 Virtual World and Augmented Reality for Sales Services 

In order to provide the functionality required for a remote sales service framework, 
we have built a test system to provide illustrations of the interface components, and to 
show how a remotely connected avatar can assist with provision of sales services of 
synthetic representations of physical products.  Two major components required are 
an AR component, to provide the product visualisations, and a Multi-User Virtual 
World (MUVE) to provide a remote avatar service to the consumer. 

The MUVE used in this work was Open Simulator1, which is an open-source 
server that allows users to create and deploy virtual worlds over a network.  Users are 
able to connect to Open Simulator servers using a client called a viewer. We use the 
Second Life viewer2, which is compatible with Open Simulator.  Once the viewer has 
established a connection with an Open Simulator server, the user receives a figure 
called an avatar, which the user can personalise and control (see Fig. 1). The avatar 
serves as a proxy for each user inside the MUVE. 

                                                           
1 Open Simulator - www.opensimulator.org 
2 Second Life – www.secondlife.com 
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Augmented Reality is an interface mode in which the user is immersed in a world 
that is real but contains computer generated augmentations. As such it falls in  
between reality, in which the surrounding environment is completely real, and virtual 
reality, in which the surrounding environment is completely computer generated [15]. 

AR systems aim to combine real and virtual world seamlessly in three dimensional 
space and allow for real-time interactions [1]. They provide information that is not 
readily available to human senses to facilitate tasks [1].  The video-see-through  
approach to AR, which we use in our prototype, works by capturing an image from 
real space then adding the virtual objects and displaying it on some kind of screen, 
often on a mobile device (refer to Fig. 1).  For this method a camera that is positioned 
and oriented approximately similar to the display in space captures an image of the 
real space as seen from the perspective of the user.  Virtual objects are then drawn 
into the image with 3D graphics rendering approaches.  

To enable the illusion of virtual objects existing in the real space, a consistent  
registration between virtual and real space is required [1]. Tracking is used to register 
the positions and orientations of the user and relevant real-world objects in the mixed 
reality space [24]. We use an icon based tracking approach, as shown in Fig. 5, to 
perform this registration. 

It has been found that AR can help to overcome many of the shortcomings of  
current user interfaces and allows for more natural interactions and communication  
between users. This happens because they merge the task, communication and work 
spaces into a whole communication channel.  The position of participants relative to each 
other is the same in the real and the virtual world.  Due to these spatial relationships, 
related communication behaviours, such as pointing and gazes, are supported [3]. Since 
AR includes images of the real world, users can see each other, which supports body-
language communication better [11, 19].  Kiyokawa [11] demonstrated the importance of 
users seeing each other for collaboration and the position of task space in relation to 
communication space for task performance. Support of these communication cues  
decreases interruptions and communication overlap.  

Since each user has his own view (7, 19) AR interfaces can also use space more  
efficiently to place service information around the user and allow private display of 
information to relevant people.  This also allows the use of peripheral senses to  
perceive information that may contribute to a task, without interrupting the user's 
focus through data overload, as described by Ishii and Ulmer [10]. In the MagicBook 
project Billinghurst, Kato and Poupyrev [4] demonstrated collaborative exploration of 
spaces in a story across multiple reality modes with similar results. All these features 
have shown benefits to computer supported collaboration in co-located work settings.   

In addition, such capabilities are beneficial to remote collaboration as well. Regen-
brecht et al. [19] and Uva, Cristiano, Fiorentino and Monno [23] have applied AR to 
augment co-located as well as remote product configuration and development. Lee, 
Rhee and Park [12] have applied it to prototyping and evaluation of product design. 
Billinghurst, Kato and Poupyrev [4] and Regenbrecht, Haller, Hauber and Billinghurst 
[20] demonstrated the merging of virtual and augmented reality to facilitate both  
co-located and remote collaboration.  
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Similar work has been carried out in the space of AR for use in related areas to 
sales, including sales recommendation systems [8], IT technical help desk systems [9] 
and ubiquitous house service simulations [13].  In each case, some services are prof-
fered within the application, but what is lacking is the ability of a remotely connected 
collaborator to discover, orchestrate and aggregate the digital services in real time. 
This has not been done before to our knowledge, and we believe the use of AR Ava-
tars will facilitate the ability of remote service aggregation by humans in a much more 
intuitive fashion than standard 2D interfaces in such a remote collaborative setting. 

Media Rich Theory promotes concepts of immersion and engagement [5] brought 
about by the closeness of the representations to objects required for the task at hand.  
We can then postulate that customer purchase intentions may increase in strength by 
use of immersive technology, due to the closeness of representation providing the 
ability to support remote decision making in purchases [22].  In addition, due to the 
digital nature of the presentation, other digital services can be presented in-situ, thus 
potentially motivating the customer to consume them, as the sense of immersion, on 
presentation of the service, is not broken. 

Therefore, there is a need to provide the ability to present synthetic versions of 
physical objects.  Digital sales of products such as music and magazines, are easily 
assimilated into online delivery channels (for example, iTunes).  Other physical ob-
ject, such as musical instruments, cars, houses, amongst others, do require, in part, a 
physical intimacy with the object in order to ascertain its suitability to the purchaser.  

However, it can be argued that some home products, such as TVs, sound systems, 
whitegoods, kitchen devices and furniture, fall into a category that may be readily 
supported by AR sales services. Each of these can be evaluated more for their appear-
ance and functionality in the home of the purchaser, and are less reliant on requiring a 
physical interaction to be sold.  Key to this presentation approach is a number of  
factors, first the presentation of the product in the home of the user, the explication of 
the product features and then aligned services to be presented to the consumer.  All of 
these have been utilised in person by other home sales companies (for example,  
Amway, Avon, Tupperware) but such methods can be expensive and require costly 
travel and the inconvenience of sales site setups. 

The product features can be presented via animations and videos, but the major 
contribution here is the use of a remotely connected sales assistant to answer ques-
tions and engage with the consumer to establish rapport and support the consumer in 
their purchasing decisions.  Our readings indicate that by applying an AR interface to 
remote services in a MUVE, it should be possible to create a tool that is intuitive to 
use and supports a high quality, immersive form of remote collaboration to provide 
services at the point of sale for physical artefacts.  We now show a preliminary ser-
vice framework and AR implementation to support this approach. 

3 Prototype AR Service Interaction and Aggregation 
Implementation 

The AR sales service framework consists of the following key components of ser-
vices, context management and major interactions involved in product configurations. 
We focus on the product configuration in this paper, as it is the most novel component 
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of our work, and we consider transactional components can be implemented using 
service structures that have already been developed [17] 

3.1 Service Manifest 

We have implemented a prototype using a MUVE with added Augmented Reality 
features in order to facilitate the in-situ discovery and aggregation of services in a 3D 
graphical manner for point of sale services. 
 

 

Fig. 2. Illustration of the major components of our AR Service Framework, all of these services 
are accessed from within the AR Sales System that is used by a customer 

The AR sales service framework contains four major high-level services: Avatar, 
Product, Context and Transactional, as illustrated in Fig. 2. 

• Avatar Service – chat bot or human controlled [21], providing a graphical  
representation of a sales assistant providing information about product  
capabilities, service interactions and compatibilities; 

• Product – product information, in particular, 3D representations to be sent to 
the AR application and compatibility information with other available  
products; 

• Context – management of customer account information, including physical 
location information, relative contexts at the customer location and stored 
product configurations in previous transactions. 

• Transactional – other allied services to the main sales transaction, such as, 
best price services, credit services, insurance, amongst others; 

These services can be offered as a human mediator via remote connected sales person-
nel, or an assisting chat bot.  Each of the services integrates to provide a simulation of 
purchase, which we believe may increase intent to purchase [22], and thus could be a 
potent remote sales delivery concept. 

Product 

Context 

Transactional 

AR Sales System 

Avatar 
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3.2 Context Management 

Absolute Context. The absolute context for data in this framework is derived from 
the customer location.  This is the main spatial point from where the transactions oc-
cur within the wider geospatial context (see Fig. 3).  In the context of our use case 
shown later, such an absolute context can be considered to be the home address of the 
person making the purchases, so we name it as a Customer Context.  This absolute 
context contains information regarding customer physical location and the set of cus-
tomer transaction histories and relative contexts within the house. 

 

 

Fig. 3. Illustration of the main components used in context management, viz. an Absolute  
Context (Customer) and Relative Context (Region).  Multiple customers can be allocated to 
physical locations, with multiple regions used within a house.  We control the generation of 
contexts, by providing a merging capability, to integrate similar relative contexts. 
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Relative Context. Our relative context approach is an adaptive spatial subdivision of 
the house, known as a Region Context.  This structuring is derived from the observa-
tion that the internals of the home of a customer are divided up into rooms and form a 
natural context for purchases within a house using an AR system.  Instantiation of this 
context occurs when the AR marker pattern is laid on the ground, wall or roof of the 
room and is annotated with a text tag, for example, “Lounge Room East Wall.”  Any 
finer subdivision of the house would be problematic, due to unnecessary redundancy, 
and follows the structure of other research work in this regards [12].   

In addition, there is no real way to identify the exact GPS location down to fine 
resolutions inside a typical house using present technology.   We show, however, that 
users may tag multiple registration events within a room via a text term, such as, 
“Lounge-TV-Wall,” “Lounge-Table-Centre” and that the high level model allows for 
merged regional contexts within a tag. The examples in this paper use marker-based 
AR.  Even with the adoption of marker less approaches [24], such a service frame-
work will still require some form of tagging by users to identify a session, so the  
information requirements remain consistent, no matter the technology used. 

The data stored in the region context includes the set of services for the configura-
tion, associations to other region contexts with regards to merging operations and a 
set of product configuration choices that have been previously created by customers. 

Such contexts are made available via a service to allow for a number of possible  
configuration modalities.  For example, a customer may have already enquired about a 
product using a mobile phone in a shop, but wishes to check the configuration in their 
home using the AR application.  The contexts are therefore available from other  
software modalities, such as web-systems and normal mobile applications that are not 
augmented reality in nature.  This allows for the user to load up previous enquiries in 
the AR application and then view them in-situ, to determine if they should be actually 
purchased.  Our use case will show an AR configuration example only, but it is in  
principle possible for other methods of enquiry to be integrated into this framework, 
providing a much more general solution to consumer services using this AR application. 

3.3 Service Interactions 

In previous work, [21] a five stage model has been developed for the interactions 
between virtual sales agents and customers.  However, their model does not include 
product configuration as a component, as only single items are sold.  Therefore, the 
interaction model in this framework has been developed to suit the emphasis on  
product configuration that we wish to describe.  The intention is to allow for both 
software and human agents to interact with customers in the environment to provide a 
general solution.  We illustrate this interaction model below, in Fig. 4. It has two  
major activities, the creation of the appropriate contexts, related to the marker pattern 
laid down by the customer in their home, and the process of configuring the product 
required by the customer, which may be a combination of a number of products in a 
spatial organization. 
 



 Towards a Service Framework for Remote Sales Support via Augmented Reality 343 

 

 

Fig. 4. Service activity diagrams for the use case illustrated, the diagrams illustrate the context 
creation step (left) and the configuration phase for our particular sales domain (right) 

In the above interactions, it should be noted that the avatar is able to support the 
key decision points in the interactions, either by being a live human directing the  
customer as a remotely logged in avatar, or by a chat bot service that provides  
feedback information from a product knowledge base, typically implemented as an 
expert system [21]. 

4 Use Case 

In this section we use the sale of audio goods to provide examples of the interactions 
and service aggregations used in guiding the user through a sales transaction, based 
upon the previously illustrated modelling. 

4.1 Scenario 

Our example customer is intending to purchase a large screen TV, potentially with 
related audio equipment and furniture.  We present the customer with a front-end 
selling environment for electrical goods as an application on their mobile device.  The 
customer is at home and places an augmented reality registration pattern onto the 
ground (see Fig. 5), where the actual television is to be installed.  A dialog appears 
requesting customer information (creating a new Customer Context if needed for the 
customer address) and then asks for a text tag to be applied to the marker location 
(creating a new Region Context if needed).  The user tags the marker with “Lounge 
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Floor East.”  A sales representative is alerted to the creation of a session, and logs in 
from the other end to assist with any questions. 

 

 

Fig. 5. Illustration of the coordinate system registration marker, which anchors the position of 
the objects to be sent to the viewer.  This marker is placed at a location in the home close to the 
location of the desired objects and is tagged by the user to identify a Region Context. 

The user requests to view large screen televisions from a specified brand available 
from this seller, along with appropriate entertainment furniture.  A large screen televi-
sion of a brand of interest is brought into the display, which the user can see in their 
room through the AR application.  The remotely connected avatar then demonstrates 
the features of the new television, see Fig. 6. 

 

 

Fig. 6. Illustration of an avatar showing the key features of a product; in this case showing the 
remote control features on a television set 
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The user then asks to see where the best prices are for this device, which is shown 
on the side of the view as a web page from a best price service (see Fig. 8).  In addi-
tion, credit services can be displayed displayed along with insurance tie-ins for this  
company.  The purchase is made via linked application for credit, and the session is 
the ended, with the information saved to a sales history for the Customer Context. 

5 Conclusion 

In this paper we have outlined a high-level framework for services in customer transac-
tions, mediated by AR technology.  A number of novel elements have been introduced 
and developed.  Firstly, the use of AR technology has been explored, with regards to 
assisting users to simulate their purchases in their own home.  Secondly, we have intro-
duced the concept of using an avatar to guide the user through the process of purchase 
remotely, assisting with interactions with other services that are required in the process.  
Finally, we have outlined the data requirements to support such an approach, providing 
high-level definitions for the services, absolute and relative context information and rele-
vant product configuration service interactions.  A preliminary implementation of the 
interface concept was shown to illustrate the service framework via a use case regarding 
the purchase of electronic entertainment goods. 

All the examples in this paper have been shown on a desktop system, linked to a 
tablet via VNC.  Future work will include the implementation of this framework with-
in an appropriate mobile tablet device or smartphone and the full integration of the 
sales support services.  Furthermore, we intend that this framework will be augmented 
with a purpose built scripting language, which will, in a similar vein to level editing 
systems in virtual worlds and games, enable the easy creation of sales service  
scenarios that can be embedded within AR applications. 
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