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Preface

Welcome to the proceedings of the Web Information Systems Engineering - Com-
bined WISE 2011 and WISE 2012 Workshops. The international conference series
on Web Information Systems Engineering (WISE) aims to provide an interna-
tional forum for researchers, professionals, and industrial practitioners to share
their knowledge in the rapidly growing area of Web technologies, methodologies
and applications. The 13th WISE (WISE 2012) was held in Paphos, Cyprus,
in November 2012. Previous WISE conferences were held in Hong Kong, China
(2000), Kyoto, Japan (2001), Singapore (2002), Rome, Italy (2003), Brisbane,
Australia (2004), New York, USA (2005), Wuhan, China (2006), Nancy, France
(2007), Auckland, New Zealand (2008), Poznan, Poland (2009), Hong Kong,
China (2010), and Sydney, Australia (2011).

The seven workshops of WISE 2011-2012 have reported the recent develop-
ments and advances in the related fields of: Advanced Reasoning Technology for
e-Science (ART 2012), Cloud-Enabled Business Process Management (CeBPM
2012), Engineering the Semantic Enterprise (ESE 2012), Social Web Analytics
for Trend Detection (SoWeTrend 2012), Big Data and Cloud (BDC 2012), Per-
sonalization in Cloud and Service Computing (PCS 2011), and User-Focused
Service Engineering, Consumption and Aggregation (USECA 2011).

Many colleagues helped toward the success of the above mentioned work-
shops. We would especially like to thank the Program Committee members and
reviewers for a conscientious reviewing process. We are also grateful to the WISE
Society for generously supporting our workshops. We greatly appreciate Springer
for publishing the WISE workshop proceedings in their LNCS series.

December 2012 Armin Haller
Guangyan Huang

Zhisheng Huang

Hye-young Paik

Quan Z. Sheng
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Preface to the Advance Reasoning Technology
for eScience (ART-2012) Workshop

Zhisheng Huang', Alexey Cheptsov’, and Jeff Z. Pan’

! Free University of Amsterdam, The Netherlands
huang.zhisheng.nl@gmail.com
2 High-Performance Computing Center Stuttgart, Germany
cheptsov@hlrs.de
3 University of Aberdeen, UK
jeff.z.pan@abdn.ac.uk

Reasoning is widely recognized as the most challenging application area of the
modern Semantic Web Technology in terms of performance and scalability demands,
involving exciting research on ontology languages, inference logic, data management,
scale-up techniques, etc. Reasoning is widely adopted by the social media,
bioinformatics, smart cities, and many other domains working at the leading edge of
the science and technology. The availability of the large-scale computing
infrastructures and software platforms targeting them (such as LarKC - the Large
Knowledge Collider, www.larkc.eu) has enabled the application of reasoning to
solving the emerging problems of the modern eScience, such as Big Data.

Following the discussions at the European and International Semantic Web
Conferences from 2009, 2010, and 2011, the main goal of the ART workshop was to
elaborate a strategy and a roadmap for the traditional reasoning approaches (e.g.
complete and deductive reasoning) to be advanced by the novel techniques (e.g.
automated and streaming reasoning) in order to take up the dominating position on the
Intelligent Information Management system market, leveraging the on-demand
infrastructures like Supercomputers and Cloud.

The workshop proved a successful event in terms of both the quality of
presentations and the interest attracted by the visitors. The presentations included in the
workshop spawned over a wide range of topics from the application of context-aware
systems to the tools facilitating porting the reasoning applications to supercomputing
infrastructures. To the workshop’s highlights can be referred the invited talks held by
Prof. Yanchun Zhang from the Victoria University on “Real-time and Self- Adaptive
Stream Data Analysis” and by Dr. Jeff Z. Pan from the University of Aberdeen on
“How Approximate Reasoning Helps in Centralised and Distributed OWL Reasoning”.

The ART workshop was a first standalone event organized on the reasoning
technology in the cooperation with the WISE conference. However, this first
experience was very successful, also in terms of enhancing the main conference value.
The good acceptance of the workshop will surely motivate us to continue the
collaboration with the WISE conference and organize similar events in the future.

We would like to acknowledge the work of the Program Committee, invited
speakers as well as the organizers of the hosting WISE’2012 conference. We would
also like to thank to the large audience of the workshop’s participants for their
involvement and participation.

The ART 2012 Workshop’s Organizing Committee



Real-Time and Self-Adaptive Stream Data Analysis
(Invited Talk)

Yanchun Zhang

Centre for Applied Informatics, Victoria University, Melbourne, Australia
yvanchun. zhang@vu.edu.au

In recent years, with the advances in hardware technology, abundant medical
surveillance data streams can be easily collected using various kinds of medical devices
and sensors. Accurate and timely detection of abnormalities from these physiological
data streams is in high demand for the benefit of the patients. However, the state-of-the-
art data analysis techniques face the following challenges: First, the raw data streams are
in sheer volume, which is attributed to both the number and the length of the data
streams. Massive data streams pose a challenge to storing, transmitting, and analysing
them. Second, multiple physiological streams are often heterogeneous in nature. These
data streams collected from different devices have different value ranges and meanings.
Domain knowledge is required for fully understanding them. Third, multiple
physiological data streams are not independent. As a matter of fact, they often exhibit
high correlations. Abnormalities can be evidenced not only in individual stream but also
in the correlation among multiple data streams.

Our work embraces the above challenges and aims at increasing the accuracy and
efficiency of abnormality detection via mining multiple correlated heterogeneous time
series. In this presentation, we put forward our recent work towards this direction.

1) We developed a novel abnormality detection framework for multiple
heterogeneous yet correlated time series. In this framework, we transform
heterogeneous data streams from various feature spaces into a uniform trend
space. A clustering based compression algorithm is proposed to reduce the
number of time series and summarize the information provided by original
time series. Consequently, the data size is significantly reduced. We
employed the eigenvalues of the correlation matrix of multiple time series to
characterize the data and detect emerging abnormalities. Experimental result
indicates that our framework is more effective and efficient than its peers.

2) A novel algorithm is proposed to detect abnormal period patterns from
multiple physiological streams. In our preliminary experiment, we observe
that physiological time series frequently exhibit periodic patterns. Thus, we
proposed a novel clustering algorithm to facilitate the extraction of periodic
features of these time series. Consequently, the original data streams can be
represented in a concise manner with much smaller size. Based on such
periodic feature, abnormalities can be efficiently detected. The efficiency and
effectiveness of our method is demonstrated by experiments on a real-world
massive physiological database which comprises 250 patients’ streams with
a total size of 28GB.

A. Haller et al. (Eds.): WISE 2011 and 2012 Combined Workshops, LNCS 7652, pp. 2-3, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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3) In addition, we present the current version of Victoria University Patient
Health Monitor (VUPHM) system, which is an accurate and efficient real-
time abnormality detection system over co-evolving stream data. The
proposed system can lower mortality and reduce the critical response time
during the surgical operation. Moreover, it provides a friendly use interface
and data visualization.



An Approach for Distributed Parallelization
of Large-Scale Semantic Web Reasoners Based on MPI

Alexey Cheptsov

High-Performance Computing Center Stuttgart, Nobelstr. 19,
70569 Stuttgart, Germany
cheptsov@hlrs.de

Abstract. High performance is a key requirement for a number of Semantic
Web applications. Reasoning over large and extra-large data is the most
challenging class of Semantic Web applications in terms of the performance
demands. For such problems, parallelization is a key technology for achieving
high performance and scalability. However. development of parallel application
is still a challenge for the majority of Semantic Web algorithms due to their
implementation in Java — a programming language whose design does not allow
the porting to the High Performance Computing Infrastructures to be trivially
achieved. The Message-Passing Interface (MPI) is a well-known programming
paradigm, applied beneficially for scientific applications written in the
“traditional” programming languages for High Performance Computing, such as
C, C++ and Fortran. We describe an MPI based approach for implementing
parallel Semantic Web applications and evaluate the performance of a pilot
Semantical Statistics application - random indexing over large text volumes.

Keywords: Semantic Web, Reasoning, Java, Parallelization, MPI.

1 Introduction

The tremendous amount of inter-connected and linked data annotated with expressive
ontology models, such as RDF, offers several challenging scenarios for their efficient
processing in large-scale reasoning engines, such as provided by OWLIM [1], or
LarKC [2]. Recent advantages in the Semantic Web require its Java applications to be
scaled up to the requirements of rapidly increasing amount of data, such as coming
from automated reasoning engines or sensor networks. Given the large problem sizes
that are addressed by the applications implemented on top of those engines, and given
the tremendous growth of the data sets addressed by the Semantic Web, it seems
natural to explore the benefits of applications parallelization and thus porting to High
Performance Computing (HPC) platforms for this domain as well.

Several forms of parallelism are recognized for reasoning applications, such as
inter-querying (running more than one query in parallel), intra-query (running
subqueries in parallel and pipelining operators), or intra-operation (distribution single
operations for concurrent execution). Moreover, parallelization can be applied for the
operational chains of application workflows (Fig. 1).

A. Haller et al. (Eds.): WISE 2011 and 2012 Combined Workshops, LNCS 7652, pp. 4-[12] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. Parallelization in LarKC application’s workflow

However, there are still certain difficulties presented that appear when applying
those approaches in practice; they are mainly related to considerable implementation
efforts of the parallel processing in the existing applications.

Whereas the thread-based strategies, such as Multi-Threading [3], are considered to
be very efficient and easy to implement, they don’t allow the application to achieve
high performance speed up due to resource limitation of the currently existing
compute architecture (the total number of CPU cores provided by such system is
usually not higher then 8). On the contrary, the process-based strategies, such as Map-
Reduce [4] or Message-Passing Interface [5] enable distributed compute architectures
for application execution, including clusters, HPC, or Grid systems.

Map-Reduce is a software framework for distributed computing on large data sets
on clusters of workstations. Although Map-Reduce has proved it efficiency for
processing large datasets on certain kinds of distributable problems, this technique
requires considerable re-think of the application algorithms in order to confirm to
Map and Reduce steps.

Opposite to Map-Reduce, MPI doesn’t require such considerable changes in the
application code as being a utility library supporting information exchange among the
parallel application instances and is thus much more attractive to be adopted by the
already existing applications. The main drawback of a wide-spread use of MPI in the
Semantic Web application community lies in the fact that the majority of applications
are written in Java programming language, that has prevented for a long time
implementation of distributed memory code parallelism.

In this paper we introduce and discuss solutions for implementation of Java
applications with MPI (Section 2). Then we introduce the case study application
which performs Semantic Random Indexing (Section 3) and propose a generic
parallelization algorithm for data intensive application (Section 4). We evaluate the
performance of the parallel implementation in Section 5. The conclusions as well as
consideration about further research objectives are collected in the end.
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2 Parallelization of Java Applications by Means of MPI

Java is an object-oriented, general-purpose, concurrent, class-based, and object-
oriented programming language, which was first introduced in 1995. Thanks to the
simpler object model and fewer low-level facilities as compared with C and C++ as
well as its platform-independent architectural design, Java has found a wide
application in many development communities. In Semantic Web, use of Java is
necessary to achieve the requested flexibility in processing and exploiting semantically
annotated data sets.

Whereas the multi-threading mechanism, which is relatively easy to implement for a
Java application, does not allow the application performance to scale well beyond the
number of cores available, the use of the distributed-memory approaches has been
beyond the scope of Java due to the design features pertained to this language, such as
garbage collection etc. However, since the emerge of Grid and Cloud technologies
offering a virtually unlimited resource pool for the execution of particular applications,
the interest in Java computing is shifting also towards distributed-memory
programming, which allows the use of high-performance resources.

Among the sustainable parallelization approaches, used over the last years in a wide
range of software projects, the Message-Passing Interface (MPI) has become de-facto a
standard in the area of parallel computing. MPI is a wide-spread implementation
standard for parallel applications, introduced in many programming languages. As the
acronym suggests, MPI is a process-based technique, whereby processes communicate
by means of messages transmitted between (a so called “point-to-point”
communication) or among (involving several or even all processes, a so called
“collective” communication) the nodes. Normally, one process is executed on a single
computing node, as shown in Fig. 2. If any of the processes needs to send/receive data
to/from other processes, it should call a corresponding MPI communication function.
Both point-to-point and collective communications available for MPI processes are
documented in the MPI standard [5,6].

|

a) Input (RDF) data
decomposition

} b) Parallel processing
with MP|

Compute Nade 1 Compute Nade 2

Fig. 2. Execution of MPI processes on HPC system’s distributed nodes
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There have been several initiatives striving to provide support for Java in HPC
environments. One of the most successful MPI implementations is considered to be
mpiJava' [6], which came out of the HPJava project and is being developed in the
frame of the Large Knowledge Collider (LarKC). The key feature of mpiJava is that it
wraps the calls of the native C library, which mpiJava is installed on top of (e.g.
MPICH or Open MPI). This allows mpiJava to substitute MPI operations with calls to
the native library (thanks to Java Native Interface - JNI), that ensures better
communication performance as in case of the “Java-only” realization, as was for
example done in MPJ-Express” [7] library (see Fig. 3).

12000 900
800
10000
700
. 8000 ——MPJ Express, Ethemet 600 ——MPJ Express, Ethomet
E / § 500 —MPJE) Wfiniband
% 6000 —— MPJ Express, Infiniband % xpress, Infinibar
H £ 400
H / — mpiJava over Open MP, € — mpiJava over Open MPI,
4000 Infiriband 300 nfiniband
/ 200
2000
100
o 0
16 256 4096 131072 1048576 16 256 4096 131072 1048576
Message length [Byte] Message length [Byte]
a) b)

Fig. 3. Comparison of time (a) and bandwidth (b) characteristics of MPI communication for
different Java MPI libraries

The applications implemented by means of MPI follow a process-oriented parallel
computing paradigm. Each process is identified by means of a rank, which is unique
within a group of processes involved in the execution (Listing 1). Among others, the
rank allows every process to identify a part of the data to be processed.

int my_rank = MPL.COMM_WORLD.Rank();

int comm_size =
MPIL.COMM_WORLD.Size();

System.out.println(“Hello from Process ” +
my_rank + “ out of 7 comm_size);

Listing 1. Requesting rank of the process and number of the involved processes, following the
Java specification of MPI

! https://sourceforge.net/projects/mpijava/
2 http://mpj-express.org/
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3 Application Use Case

In the recent years, a tremendous increase of structured data sets has been observed on
the Web, in particular in the government domain, as for example promoted by the
Linked Open Data’ project. The massive amount of data, in particular described by
RDF (Resource Description Framework) — a standard model for data interchange on
the Web, is a key challenge for many Semantic Web applications. As a reaction to this
challenge, a new technique — Random Indexing — has emerged, that is a vector-based
approach for extracting semantically similar words from the co-occurrence statistics of
the words in textual data [8]. The technique can be applied for data sets of very big
dimensionality, e.g. Linked Life Data’, Wikipedia®, and other global data repositories.
The high computational expense of finding similarities in such big data sets is thus of
great challenge for efficient utilization of high-performance computing resources. The
statistical semantics methods based on Random Indexing have found a wide
application within the tasks of searching and reasoning on a Web scale. Prominent
examples are query expansion and subsetting. Query expansion is extensively used in
Information Retrieval with the aim to expand the document collection, which is
returned as a result to a query thus covering the larger portion of the documents.
Subsetting (also known as selection), on the contrary, deprecates the unnecessary items
from a data set in order to achieve faster processing. Both presented problems are
complementary, as can change properties of a query process to best adapt it to the
search needs of the agent, and are quite computationally expensive.

The pilot use case considered in this paper is a random indexing application based
on the Airhead Semantic Spaces library [9]. The library is used for processing
text corpora and mapping of semantic representations for words onto high
dimensional vectors. The main challenge of the application is that the computation
time increases linearly with the size of the word base and is extremely high for the
real world data involving several billions of entries. Moreover, the requirements to
the hardware resources (e.g., RAM, disc space etc.) increase according to the data
set’s dimensionality as well. The latter mostly prevents the efficient processing of
large data sets on the currently available non-parallel computing architectures. For
example, search over the LLD repository, which consolidates over 4 billion RDF
statements for various sources covering the biomedical domain, can take up to months
of CPU time.

Application of distributed-memory parallelization techniques (such as MPI) is thus
straightforward for leveraging large data sources for Semantic Web applications
performing Random Indexing.

3http://linkeddata.org
4http://1linkedlifedata.com
shttp://wikipedia.org



An Approach for Distributed Parallelization of Large-Scale Semantic Web Reasoners 9

4 Parallelization Approach

The main idea of parallelization for Semantic Web Applications lies in decomposing
the data access and processing operations into fragments, each of them is executed in
parallel and concurrently. In case of MPI, each fragment is handled by a separate
process. The more computation intensive is the parallelized algorithm and the more
processes are involved, the higher is the application performance improvement thanks
to the parallelization.

In case of a Random Indexing application, its most computing intensive part is a
search, which is performed over all elements of the vector spaces. The search is
performed over the entries of the semantic vector space according to the schema
depicted in Figure 4a. All the vectors are processed independently and concurrently.
The trivial parallelization can be achieved by mapping the contiguous sets of vectors
in the vector space to a parallel block, each running on a compute node. The
execution on single nodes is followed then by a synchronization to wait for other
parallel blocks and gather the partial results of all the blocks. The division of the
vectors among the parallel blocks is specified by the domain decomposition
(Figure4b). The domain decomposition ensures the optimal load balancing among the
compute nodes and therefore the highest performance of the parallelized algorithm.

Problem domain (vector space) —sor Vool Problem domain (vector space) som veciol

DDDDDDDDDDDDI—jDDD .-..---.DDDDI—jDDD
O0000000000000000 EEEEEEEENOOOOOO00N0
OoO0Oo0oo0ooOooooooooo EEEEEEEEENOOOOOOO
] gresrereresn e e : PETTTTTTIIe T .
| Computation of the Cosine with the given vector | I:)omputation of the Cosine I:)ornputation of the Cosine
with the given vector with the given vector

i

| Selection of the vectors with max. Cosines |

Selection of the vectors
with max. cosines

Selection of the vectors
with max. cosines

i Parallel #j Parallelé

: block 1 block 2:

| Syncronisation |

a) b)

Fig. 4. The sequential (a) and parallelized by means of domain decomposition (b) search
algorithm

The results of the search in the part of the vector space, assigned to the parallel
block/process, are stored in the block’s memory space and can not be accessible from
another block. However, this is needed to perform the final selection among the
results of each of the blocks. For this purpose, all the partial outputs might be
gathered, in one of the blocks (the “root” one), where then the final selection is
performed. The necessity of passing the results (n selected words) from each block to
the root one as well as the following final selection prevents the parallelized
application performance from super-linear scalability. Nevertheless, the optimal
realization of the synchronization allows the parallel algorithm to minimize the
computation overhead of this operation in total execution time.
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In order to synchronize the data, MPI processes communicate by means of
messages transmitted between (a so called “point-to-point” communication) or among
(involving several or even all processes, a so called “collective” communication). In
case of Figure 4, a collective “gather” operation can be applied for gathering all the
partial outputs produced by each of the processes in one (the root) process, which then
performs the final selection over the gathered values. More detailed information about
point-to-point and collective communications available for MPI processes are
documented in the MPI standard for Java [10].

5 Performance Impact of Parallelization

The evaluation of the actual application performance was on the Intel Nehalem cluster®
of High Performance Computing Center Stuttgart. Configuration of 1, 2, 4, 8, and 16
distributed compute nodes were benchmarked to evaluate the scalability of the parallel
realization. We also varied the size of the analyzed data sets to evaluate the algorithmic
scalability as well as stability of the parallelized version (Table 1).

During the evaluation, we were concentrating on the total execution time, the time
of loading the vector space from the file on the disk, the duration of the search
operation as well as the overhead of the inter-node MPI communication. The
performance characteristics are collected in Table 2.

The evaluation reveals that the parallel version of the random indexing application,
suggested in this publication, scales well on the parallel architecture for the use cases
of any complexity, varying from the sparse term vectors (LLD1) to large data sets
containing millions of documents (Wiki2), despite the increasing communication
overhead. In the best case, the performance speed-up achieved was approximately 27
times. Similar results were obtained for other compute architectures, e.g. on Xeon
CPUs.

Table 1. Benchmarked data sets

Vector Nr. of Size on the Description
space entries disk, GB
LLDI1 0,064 M 0,082 A subset of Linked
Life Data
LLD2 0,5M 0,65 A subset of Linked
Life Data
Wikil (llenlgty(low 1.6 A . .tern} sgt from
’ Wikipedia articles
terms only)
Wiki2 1 M (high 16
density, A document set from
entire Wikipedia articles
documents)

6 http://www.hlrs.de/systems/platforms/nec-nehalem-cluster/
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Table 2. Performance characteristics for the parallelized algorithm

Vector Number of Time, s.
Space compute nodes | Loading Search MPI Total Speed-up
comm.

LLDI 1 - - - 2 1
2 0,75 0,5 0,04 1,61 |1,25
4 0,4 0,4 0,05 1,2 1,7
8 0,23 0,32 0,1 1,01 |1,98
16 0,17 0,29 0,16 0,94 |2,13

LLD2 1 12 6 - 19,5 |1
2 4 3,3 0,03 7,9 2,47
4 2.4 1,8 0,23 4,6 4,24
8 1,2 1 0,16 2,9 6,72
16 0,6 0,7 0,2 2 9,75

Wikil 1 18 4 - 22 1
2 8,9 3,8 1 13,3 |1,65
4 4,6 2 0,08 7.4 2,97
8 2,3 1,3 0,23 4.4 5
16 1,2 0,75 0,52 2,8 7,86

Wiki2 1 309 83 - 395 |1
2 59 27 0,58 88 4,5
4 35 13 16 59,1 |6,7
8 20 8 4 32,2 1123
16 10 3,7 0,16 14,6 |27

6 Conclusions

The Message-Passing Interface is the most efficient technique of implementation of
parallel applications, also introduced in Java. Nevertheless, for a long time this
technique was underestimated in use for Java developments due to many reasons;
perhaps main of them is complexity of applying process based programming model.
This paper is an attempt to close the gap between Java and MPI. Presenting a
common parallelization strategy, which is based on domain decomposition, we
implemented the parallel version of the search operation from the Airhead library
with MPI, based on the sequential code. The described technique allows any other
Java developer to apply parallelism to his/her application with the minimum
knowledge about MPI. For the tested application, we achieved a speed-up of almost
27 times already on 16 compute nodes, as compared with the sequential version.
Moreover, the parallel implementation allowed us to perform a complex experiment
on the resource, whose capacities were not enough to run the sequential version of the
application. With our experience we would like to encourage other researchers to
apply the MPI-based parallelization for their Java applications as well.
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Abstract. Reasoning is one of the essential application areas of the modern
Semantic Web. Nowadays, the semantic reasoning algorithms are facing
significant challenges when dealing with the emergence of the Internet-scale
knowledge bases, comprising extremely large amounts of data. The traditional
reasoning approaches have only been approved for small, closed, trustworthy,
consistent, coherent and static data domains. As such, they are not well-suited
to be applied in data-intensive applications aiming on the Internet scale. We
introduce the Large Knowledge Collider as a platform solution that leverages
the service-oriented approach to implement a new reasoning technique, capable
of dealing with exploding volumes of the rapidly growing data universe, in
order to be able to take advantages of the large-scale and on-demand elastic
infrastructures such as high performance computing or cloud technology.

Keywords: Semantic Web, Reasoning, Big Data, Distribution, Parallelization,
Performance.

1 Introduction

The large- and internet-scale data applications are the primary challenger for the
Semantic Web, and in particular for reasoning algorithms, used for processing
exploding volumes of data, exposed currently on the Web. Reasoning is the process of
making implicit logical inferences from the explicit set of facts or statements, which
constitute the core of any knowledge base. The key problem for most of the modern
reasoning engines such as Jena [1] or Pellet [2] is that they can not efficiently be
applied for the real-life data sets that consist of tens, sometimes of hundreds of
billions of triples (a unit of the semantically annotated information), which can
correspond to several petabytes of digital information. Whereas modern advances in
the Supercomputing domain allow this limitation to be overcome, the reasoning
algorithms and logic need to be adapted to the demands of rapidly growing data
universe, in order to be able to take advantages of the large-scale and on-demand
infrastructures such as high performance computing or cloud technology. On the other
hand, the algorithmic principals of the reasoning engines need to be reconsidered as
well in order to allow for very large volumes of data. Service-oriented architectures

A. Haller et al. (Eds.): WISE 2011 and 2012 Combined Workshops, LNCS 7652, pp. 13-26] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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(SOA) can greatly contribute to this goal, acting as the main enabler of the newly
proposed reasoning techniques such as incomplete reasoning [3]. This paper focuses
on a service-oriented solution for constructing Semantic Web applications of a new
generation, ensuring the drastic increase of the scalability for the existing reasoning
applications, as elaborated by the Large Knowledge Collider (LarKC)' EU project.

The paper is organized as follows. In Section 2, we collect our consideration
towards enabling the large-scale reasoning. In Section 3, we discuss LarKC - a
service-oriented platform for development of fundamentally new reasoning
application, with much higher scalability barriers as by the existing solutions. In
Section 4, we introduce some successful applications implemented with LarKC, such
as BOTTARI - the Semantic Challenge winner in 2011. In Section 5, we discuss our
conclusions and highlight the directions for future work in highly scalable semantic
reasoning.

2 Semantic Reasoning on the Web Scale

2.1 From Web to the Semantic Web

The Web as it is seen by the users “behind the browser” has traditionally been one of
the most successful examples of the SOA realization. The possibility to transform the
application’s business logic into a set of the linked services supplied with the
transparent access to those services over standardized protocols such as HTTP was a
key asset for tremendous wide-spread of the Internet worldwide. However the
possibility to organize business relationship between the data located on several hosts
had been extremely poor. The research seeking for a concept of applying a data model
on the Web scale resulted in the Semantic Web — the later advance of the Web, which
offers a possibility to extend the Web-enabled data with the annotation of their
semantics, thus making the context in which the data is used meaningful for the
applications [4]. Nowadays, there are several existing well-established standards for
annotation of data web-wide, such as for example Resource Description Framework
(RDF)? schema.

The practical value of the Semantic Web is that it enables development of
applications that can handle complex human queries based not only on the value of
the analyzed data, but also on its meaning. Promotion of such platforms as (Friends-
of-a-Friend) FOAF’ at the early stages of the Semantic Web has forced a lot of data
providers to actively expose and interlink their data on the Web, which resulted in
many problem-oriented data repositories, as for example Linked Life Data (LLD)",
which is a collection of the data for biomedical domain; alone the LLD dataset
comprises over one billion web resources presented in RDF. On the other hand, social
networks like Twitter or Facebook encourage people to upload there personal data as
well, thus drastically increasing the weight of the digital information on the Web.

1http://www.larkc.eu/
2http://Www.w3.Org/RDF/
3http://www.foaf—project.org/
4http://linkedlifedata.com/
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2.2  Semantic Reasoning

Thanks to the ability to offer the structured data as the Web content, the Semantic
Web has become de-facto an indispensable aspect of the human's everyday life. The
application areas of the modern Semantic Web spawn a wide range of domains, from
social networks to large-scale Smart Cities projects in the context of the future
internet However, data processing in such applications goes far beyond a simple
maintenance of the collection of facts; based on the explicit information, collected in
datasets, and simple rule sets, describing the possible relations, the implicit statements
and facts can be acquired from those datasets. For example, supposed that bulldogs
are dogs, and cats hate dogs, cats must also hate bulldogs, which is however not
explicitly stated but rather inferred from the content.

Many data collections as well as application built on top of them allow for rule-
based inferencing to obtain new, more important facts. The process of inferring
logical consequences from a set of asserted facts, specified by using some kinds of
logic description languages (e.g., RDF/RDFS and OWL), is in focus of semantic
reasoning. The goal is to provide a technical way to determine when inference
processes is valid, i.e., when it preserves truth. This is achieved by the procedure
which starts from a set of assertions that are regarded as true in a semantic model and
derives whether a new model contains provably true assertions.

2.3 Big Data Challenge and New Reasoning Approaches

The latest research on the Internet-scale Knowledge Base technologies, combined
with the proliferation of SOA infrastructures and cloud computing, has created a new
wave of data-intensive computing applications, and posed several challenges to the
Semantic Web community. As a reaction on these challenges, a variety of reasoning
methods have been suggested for the efficient processing and exploitation of the
semantically annotated data. However, most of those methods have only been
approved for small, closed, trustworthy, consistent, coherent and static domains, such
as synthetic LUBM sets. Still, there is a deep mismatch between the requirements on
the real-time reasoning on the Web scale and the existing efficient reasoning
algorithms over the restricted subsets.

Whereas unlocking the full value of the scientific data has been seen as a strategic
objective in the majority of ICT- related scientific activities in EU, USA, and Asia
[5], the “Big Data” problem has been recognized as the primary challenger in
semantic reasoning [6][7]. Indeed, the recent years have seen a tremendous increase
of the structured data on the Web with scientific, public, and even government sectors
involved. According to one of the recent IDC reports [8], the size of the digital data
universe has grown from about 800.000 Terabytes in 2009 to 1.2 Zettabytes in 2010,
i.e. an increase of 62%. Even more tremendous growth should be expected in the
future (up to several tens of Zettabytes already in 2012, according to the same IDC
report [8]).

Shttp: //www.w3.org/TR/owl-ref/
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The “big data” problem makes the conventional data processing techniques, also
including the traditional semantic reasoning, substantially inefficient when applied for
the large-scale data sets. On the other hand, the heterogeneous and streaming nature
of data, e.g. implying structure complexity [9], or dimensionality and size [10], makes
big data intractable on the conventional computing resource [11]. The problem
becomes even worse when data are inconsistent (there is no any semantic model to
interpret) or incoherent (contains some unclassifiable concepts) [12].

The broad availability of data coupled with increasing capabilities and decreasing
costs of both computing and storage facilities has led the semantic reasoning
community to rethink the approaches for large-scale inferencing [13]. Data-intensive
reasoning requires a fundamentally different set of principles than the traditional
mainstream Semantic Web offers. Some of the approaches allow for going far beyond
the traditional notion of absolute correctness and completeness in reasoning as
assumed by the standard techniques. An outstanding approach here is interleaving the
reasoning and selection [14]. The main idea of the interleaving approach (see Figure
la) is to introduce a selection phase so that the reasoning processing can focus on a
limited (but meaningful) part of the data, i.e. perform incomplete reasoning.
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s D ecider queue control system
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+Extract Information I
« Calculate Statistics P'“S in Manager Plug-in Manager Plug-in Manager Plug-in Manager
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Fig. 1. Incomplete reasoning, the overall schema (a) and a service-oriented vision (b)

2.4  SOA Aspect in Semantic Reasoning

As we have discussed before, the standard reasoning methods are not valid in the
existing configurations of the Semantic Web. Some approaches, such as incomplete
reasoning, offer a promising vision how a reasoning application can overcome the
“big data” limitation, e.g. by interleaving the selection with the reasoning in a single
“workflow”, as shown in Figure la. However the need of combining several
techniques within a single application introduces new challenges, for example related
to ensuring the proper collaboration of team of experts working on a concrete part of
the workflow, either it is identification, selection, or reasoning. Another challenge
might be the adoption of the already available solutions and reusing them in the newly



Making Web-Scale Semantic Reasoning More Service-Oriented 17

developed applications, as for example applying selection to the JENA reasoner [2],
whose original software design doesn’t allow for such functionality. The SOA
approach can help eliminate many of the drawbacks on the way towards creating new,
service-based reasoning applications. Supposed that each of the construction blocks
shown in Figure la is a service, with standard API that ensures easy interoperability
with the other similar services, quite a complex application can be developed by a
simple combination of those services in a common workflow (see Figure 1b).

Although the workflow concept is not new for the semantic reasoning [15], there
was quite a big gap in realizing the single steps of the reasoning algorithms
(Figure 1b) as a service. This was due to many reasons, among them complexity of
the data dependency management, ensuring interoperability of the services,
heterogeneity of the service’s functionality. Realizing a system where a massive
number of parties can expose and consume services via advanced Web technology
was also a research highlight for Semantic Web. An example of very successful
research on offering a part of the semantic reasoning logic as a service is the
SOA4ALL® project, whose main goal was to study the service abilities of
development platforms capable of offering semantic services. Several useful services
wrapping such successful reasoning engines as IRIS and several others had been
developed in the frame of this project. Nevertheless, the availability of such services
is only an intermediate step towards offering reasoning as a service, as a lot of efforts
were required to provide interoperability of those services in the context of a common
application. Among others, a common platform is needed that would allow the user
to seamlessly integrate the service by annotating their dependencies, manage the data
dependencies intelligently, being able to specify parts of the execution that should be
executed remotely, etc.

An outstanding effort to develop such a platform was performed in the LarKC
(Large Knowledge Collider) [16] project. In the following sections, we discuss the
main ideas, solutions, and outcomes of this project.

3 Large Knowledge Collider — Making the Semantic Reasoning
More Service Oriented

3.1  Objectives and Concepts

In order to facilitate the technology for creation of trend-new applications for large-
scale reasoning, several leading Semantic Web research organizations and
technological companies have joined their efforts around the project of the Large
Knowledge Collider (LarKC), supported by the European Commission. The mission
of the project was to set up a distributed reasoning infrastructure for the Semantic
Web community, which should enable application of reasoning far beyond the
currently recognized scalability limitations [17], by implementing the interleaving
reasoning approach. The current and future Web applications that deal with “big data”
are in focus of LarKC.

6http: //www.soadall.eu/
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To realize this mission, LarKC has created an infrastructure that allows
construction of plug-in-based reasoning applications, following the interleaving
approach, facilitated by incorporating interdisciplinary techniques such as inductive,
deductive, incomplete reasoning, in combination with the methods from other
knowledge representation domains such as information retrieval, machine learning,
cognitive and social psychology. The core of the infrastructure is a platform — a
software framework that facilitates design, testing, and exploitation of new reasoning
techniques for development of large-scale applications. The platform does this by
providing means for creating very lightweight, portable and unified services for data
sharing, accessing, transformation, aggregation, and inferencing, as well as means for
building Semantic Web applications on top of those services. The efficiency of the
services is ensured by providing a transparent access to the underlying resource layer,
served by the platform, involving high performance computing, storage, and cloud
resources, and in the other way around, providing performance analysis and
monitoring information back to the user. The platform is built in a distributed,
modular, and open source fashion. Moreover, the platform offers means for building
and running applications across those plug-ins, provide them a persistent data layer
for storing data, facilitate parallel execution of large-scale data operations on
distributed and high-performance resources [18].

The two main issues solved by LarKC are development of a reasoning application
combining solutions and techniques coming from diverse domains of the Semantic
Web and Computer Science disciplines (e.g. High Performance Computing), and
ensuring the requested QoS requirements, in particular by targeting the modern
e-Infrastructures such as grid and cloud environments.

Guided by the preliminary goal to facilitate incomplete reasoning, LarKC has
evolved in a unique platform, which can be used for development of a wide range of
semantic web applications, following the SOA paradigm. The sections below discuss
the main functional properties and features of the LarKC platform.

3.2  Architecture Overview

The LarKC’s design has been guided by the primarily goal to build a scalable
platform for distributed high performance reasoning. Figure 2 shows a conceptual
view of the LarKC platform’s architecture and the proposed development life-cycle.
The architecture was designed to holistically cover the needs of the three main
categories of users — semantic service (plug-in) developers, application (workflow)
designers, and end-users internet-wide. The platform’s design ensures a trade-off
between the flexibility and the performance of applications in order to achieve a good
balance between the generality and the usability of the platform by each of the
categories of users. In the following, we introduce some of the key concepts of the
LarKC architecture and discuss the most important platform’s services and tools for
them.
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1) Plug-ins

Plug-ins are standalone services implementing some specific parts of the reasoning
logic as discussed previously, whether it is selection, identification, transformation, or
reasoning algorithm, see more at [17]. In fact, plug-ins can implement much broader
functionality as foreseen by the incomplete reasoning schema (Figure 1), hence
enabling the LarKC platform to target much wider Semantic Web user community as
originally targeted, e.g. for machine learning or knowledge extraction. The services
are referred as plug-ins because of their flexibility and ability to be easily integrated,
i.e. plugged into a common workflow and hence constitute a reasoning application.
To ensure the interoperability of the plug-ins in the workflows, each plug-in should
implement a special plug-in API, based on the annotation language [19]. Most
essentially, the API defines the RDF schema (set of statements in the RDF format)
taken as input and produced as output by each of the plug-ins. The plug-in
development is facilitated by a number of special wizards, such as Eclipse IDE wizard
or Maven archetype for rapid plug-in prototyping. The ready-to-use plug-ins are
uploaded and published on the marketplace — a special web-enabled service offering a
centralized, web-enabled repository store for the plug-ins’.

2) Workflows

The workflow designers get access to the Marketplace in order to construct a
workflow from the available plug-ins, combined to solve a certain task. In terms of
LarKC, workflow is a reasoning application that is constructed of the (previously
developed and uploaded on the Marketplace) plug-ins. The workflow’s topology is

7 Visit the LarKC Plug-in Marketplace at
http://www.larkc.eu/plug-in-marketplace/
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characterised by the plug-ins included in the workflow as well as the data- and control
flow connections between these plug-ins.

The complexity of the workflow’s topology is determined by the number of
included plug-ins, data connections between the plug-ins (also including multiple
splits and joins, such as in Figure 3a, or several end-points, such as in Figure 3b), and
control flow events (such as instantiating, starting, stopping, and terminating single
plug-ins or even workflow branches comprising several plug-ins). Same as for plug-
ins, the input and output of the workflow is presented in RDF, which however can
cause compatibility issues with the user’s GUI, which are not obviously based on an
RDF-compliant representation. To confirm the internal (RDF) dataflow representation
with the external (user-defined) one, the LarKC architecture foresees special end-
points, which are the adapters facilitating the workflow usage in the tools outside of
the LarKC platform. Some typical examples of end-points, already provided by
LarKC, are e.g. SPARQL end-point (SPARQL query as input and set of RDF
statements as output) and HTML end-point (HTTP request without any parameters as
input and HTML page as output).
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Fig. 3. Examples of LarKC application workflows: a) with non-trivial branched dataflow
(containing multiple splits/joins), b) with multiple end-points

For the specification of the workflow configuration, a special RDF schema was
elaborated for LarKC, aiming at simplification of the annotation efforts for the
workflow designers. The schema also allows for specification of the additional
features, such as remote plug-in execution, and can be used for tuning the front-end
graphical interfaces of the applications to adapt them to the user needs. Listing 1
shows a simple example of the LarKC workflow annotation. The simple workflow
consists of one plug-in (plugin I), which is running on an external tomcat server
(hostl) and accessible over a SPARQL end-point (ep).
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Define plug-ins

:pluginl a <urn:eu.larkc.plugin.LLDReasoner > .

:pluginl a <urn:eu.larkc.FilteringPlugin.FilteringPlugin>
:pluginil larkc:runsOn _:hosti .

oW oe Wk o
[ B

-1

# Define hosts

_thostl a <urn:eu.larkc.host.Tomcat> .

_thostl larkc:hestType larkc:JEE .

_:hostl larkc:jeeUri <http://angelina.hlrs.de:8080> .

o o

Define a path to set the input and output of the workflow
:path a larkc:Path .

:path larkc:hasInput _:pluginil .

:path larkc:hasﬂntput -t‘pluginl .

o e R
[N I

9o
*

Connect an endpoint to the path
:ep a <urn:eu.larkc.endpoint.sparql .SparqlEndpoint> .
:ep larkc:links _:path .

© ™

Listing 1. Example of an RDF workflow annotation

Creation of the workflow specification is pretty much simplified by using intuitive
GUI’s developed for LarKC, which enable constructing and executing workflows,
such as Workflow Designer.

3) Applications

Workflows are already standalone applications that can be submitted to the platform
and executed by means of such tools as Workflow Designer discussed above.
Nevertheless, workflows can also be wrapped into much more powerful user
interfaces, adapted to the needs of the targeted end-user communities, e.g. Urban
Computing, and using LarKC as a back-end engine. The SO approach makes possible
hiding the complexity of the LarKC platform, by enabling its whole power to the end-
users through such interfaces. We discuss some of the most successful examples of
the LarKC applications in Section 4.

4) Platform services

All above-described activities related to plug-in creation, workflow design, and
application development are facilitated by an extensive set of the platform services, as
shown in Figure 2.

Execution Framework is the ‘“control centre" of the LarKC Platform. It is
responsible for the services related to the plug-in (Plug-in Registry, Plug-in
Managers), workflow (Workflow Support System, Workflow Designer), and
application (End-points) support. It also provides a set of fundamental services
indispensable for the organization of the data management (Data Layer), distributed
execution (Remote Invocation Framework), and performance monitoring (Monitoring
Services).

Plug-in Registry is a service that allows the platform to load the plug-ins as well as
the external libraries needed by them to the internal plug-in knowledge base, where
the plug-ins can be instantiated from when constructing and executing the workflow.

Plug-in Managers facilitate the integration of plug-ins within a workflow and the
management of their execution. The managers allow a plug-in to be executed either
locally or in a distributed fashion. The latter is facilitated by the remote invocation
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framework that is based on Grid Access Toolkit (GAT) and support several categories
of host, also in view of the Cloud paradigm.

Data Layer is a simplified realization of OWLIM - a high-performance RDF data
base that supports the plug-ins and applications with respect to storage, retrieval
(including streaming), and lightweight inference on top of large volumes of RDF data.
In particular, Data Layer is used for storing the data passed between the plug-ins, so
that only a reference is passed; this reveals the plug-ins from the need of handling the
RDF data and hence make them applicable for large data volumes stored in the Data
Layer.

5) Infrastructure

With regard to the infrastructure layer, LarKC acts as a middleware that facilitates the
successful application deployment and execution on the available resource base. The
LarKC platform offers the plug-ins an abstraction layer, facilitated by the plug-in
API, that allows applications based on those plug-ins to abstract from the specific
resource layer properties, such as operating system, number of compute cores (for
shared memory) or nodes (for distributed memory parallel systems), etc., hence
making the deployment process as transparent as possible. This is facilitated by
several know-how solutions for distributed execution, parallelization, and monitoring.

Distributed execution is the key feature of the LarKC execution model. It allows a
plug-in to be executed on the resource that is remote with regard to the one where the
platform is running. Standard cases where the applications can benefit from the
distributed execution include but not restrict shipping the execution closer to the data
being processed, running a part of the workflow on the resource that ensures better
performance but forbids the full deployment of the LarKC platform, e.g. production
high performance supercomputers, etc.

Monitoring is the essential feature of the LarKC platform that allows plug-ins to be
(automatically) instrumented to produce some important metrics about their
execution, e.g. execution time (performance), or size of the processed data
(throughput). Those characteristics can be collected from different execution
configurations and used for identifying possible bottlenecks or just collecting some
interesting for the user statistics. The visualization tools are provided by the
platform as well, so a very little efforts is needed to get the complete trace of the
application run.

4 Success Stories and Application Examples

LarKC is the technology that not only enables the large-scale reasoning approach for
the already existing applications, but also facilitates their rapid prototyping with low
initial investments, leveraging the SOA approach through the solutions discussed in
Section III. Furthermore, LarKC delivers a complete eco-system where the researches
from very different domains can team up in order to develop new challenging
mashup-applications, hence having a dramatic impact on a lot of problem domain.
Below we describe some of the most prominent pilot applications developed with
LarKC in 2010-2011.



Making Web-Scale Semantic Reasoning More Service-Oriented 23

41 BOTTARI

BOTTARI [20] is a location-based mobile application that leverages a place of
interest recommendation system to support people who find themselves in the new
place, which they are not familiar with. The application’s front-end is implemented at
Android tablets, whereas the back-end is served by LarKC. BOTTARI is collecting
relevant information from social media networks such as Twitter and blog posts,
elaborates it and provides contextualized suggestions. At the current stage, the
application was implemented for one of the most popular touristic districts in Seoul,
South Korea. The recommendations given by BOTTARI include places of interest
nearby the current location of the user, reputation ranking of the suggested places
according to the other users’ feedback, identification of the most interesting place
fitting well the user’s profile. To the main innovations of BOTTARI can be referred
offering a location-based service through a simple and intuitive interface, advanced
semantic features, and hiding the complexity of reasoning from the end-user.
BOTTARI become the winner of the International Semantic Web challenge 2011.

4.2 WebPIE

WebPIE (Web-scale Parallel Inference Engine) [21] is a MapReduce-based parallel
distributed RDFS/OWL inference engine. Being implemented as a LarKC plug-in,
WebPIE can be used for materialization of an RDF graph expressed in the OWL
Horst semantics, which is required by a lot of semantic reasoning workflows. The
workflows that use WebPIE can take advantages of the distributed and parallel
reasoning, facilitated by the underlying MapReduce implementation with Hadoop.
Thanks to the parallel implementation, WebPIE vastly outperforms all the existing
inference engines when comparing supported language expressivity, maximum data
size and inference speed. In LarKC, WebPIE can easily be integrated in any forward
chaining reasoning workflow and thus improve its scalability. The distributed
execution framework takes care of the execution of the WebPIE reasoner on a
machine that can take full advantages of the parallel realization, e.g. a cluster of
workstations or a parallel supercomputer. The WebPIE research won the first
scalability prize at the IEEE Scale Challenge in 2010.

4.3  Genode-Wide Association Study

Genome-wide association study (GWAS) is a research domain aiming to identify
common genetic factors that influence health and disease apparition. GWAS use bio-
probes (gene markers) to look for higher levels of association between genes in a
diseased subject as opposed to controls. The large numbers of markers mean that huge
numbers of samples are needed to achieve sufficient statistical power. Semantic Web
helps the GWAS researchers apply common statistical models to raw experimental
data to find the relevance of each marker, and then rank them in order of relevance to
the disease. Only the genes that are close to the top few markers are then studied in
more depth by conventional techniques, to narrow the problem and achieve better
results. This last bit is expensive, and improving rankings could improve both the
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efficiency and the economics of the technique. The WHO’s cancer research unit,
IARC, has chosen LarKC as the technology to combine prior knowledge about a gene
with experimental data, thus improving statistical power [22]. The modular nature of
LarKC plug-ins allowed for combination of those techniques with the modern
advances of the Statistical Semantics as random indexing, term frequency inverse
document frequency, or term expansion using UMLS. This allowed the researchers to
scale knowledge discovery across the large amounts of biomedical knowledge now
encoded in the data- and bibli-ome, and to apply it to the millions of data points in a
typical GWAS.

5 Conclusion

LarKC is very promising platform for creation of new-generation semantic reasoning
applications. The LarKC’s main value is twofold. On the one hand, it enables a new
approach for large-scale reasoning based on the technique for interleaving the
identification, the selection, and the reasoning phases. On the other hand, through
over the project’s life time (2008-2011), LarKC has evolved in an outstanding,
service-oriented platform for creating very flexible but extremely powerful
applications, based on the plug-in’s realization concept. The LarKC plug-in
marketplace has already comprised several tens of freely available plug-ins, which
implement new know-how solutions or wrap existing software components to offer
their functionality to a much wider range of applications as even originally envisioned
by their developers. Moreover, LarKC offers several additional features to improve
the performance and scalability of the applications, facilitated through the
parallelization, distributed execution, and monitoring platform. LarKC is an open
source development, which encourages collaborative application development for
Semantic Web. Despite being quite a young solution, LarKC has already established
itself as a very promising technology in the Semantic Web world. Some evidence of
its value was a series of Europe- and world-wide Semantic Web challenges won by
the LarKC applications. It is important to note that the creation of LarKC
applications, including the ones discussed in the paper, was also possible and without
LarKC, but would have required much more (in order of magnitude) development
efforts and financial investments.

We believe that the availability of such platform as LarKC will make a lot of
developers to rethink their current approaches for semantic reasoning towards much
wider adoption of the service-oriented paradigm. Another added value of LarKC is a
number of very promising future researches that will be done as LarKC’s spin-offs,
including streaming data support, decision making in large systems, and many others.
Among others, a lot of challenges are introduced by Smart Cities applications, which
provide static data pools of Petabyte size range as well as deliver Terabytes of new
dynamically-acquired data on the daily basis. We would be interested to apply LarKC
to such challenging application scenarios and evaluate its ability to meet the real-time
requirements of such large-scale systems.
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Abstract. Context-aware systems have traditionally employed a limited range
of contextual data. While research is addressing an increasingly broad range of
contextual data, the level of intelligence generated in context-aware systems is
restricted by the failure to effectively implement emotional response. This paper
considers emotion as it relates to context and the application of computational
intelligence in context-aware systems. Following an introduction, personaliza-
tion and the computational landscape is considered and context is introduced.
Computational intelligence and the relationship to the Semantic Web is dis-
cussed with consideration of the nature of knowledge and a brief overview of
knowledge engineering. Cognitive conceptual models and semiotics are intro-
duced with a comparative analysis and approaches to implementation. Ongoing
research with illustrative ‘next generation’ intelligent context-aware systems in-
corporating emotional responses are briefly considered. The paper concludes
with a discussion where the challenges and opportunities are addressed; there
are closing observations, consideration of future directions for research, and
identification of open research questions.

Keywords: Intelligent Context, Emotion, Knowledge, Conceptual Models,
Semiotics, Kansei Engineering, Computational Intelligence.

1 Background

Emotion represents an important element in an individual’s response mechanism to a
range of stimuli as emotional responses are fundamental to an individual’s reaction to
changing environments and social situations. Over time people develop an individual
view of the world viewed through their personal dynamic perceptual filter created
based on observation and experience; emotional response is the result of this individ-
ual view of the world. The factors that relate to emotional response form an important
component in an individual’s context which forms the basis upon which personaliza-
tion and targeted service provision is achieved.

This paper presents a discussion around emotion and emotional response as it re-
lates to the definition of context and its application in intelligent context-aware sys-
tems. Intelligence is a complex topic and can be viewed from two perspectives:
(1) Human intelligence; in computational terms this relates to the Open World
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Assumption (OWA), and (2) Computational intelligence (in computational terms this
relates to the Closed World Assumption (CWA). While in an ideal world the OWA
may be applied, in practice the CWA is the only currently realistic approach to
achieve [albeit limited] intelligence in context-aware systems. The challenge lies in
effective use of contextual information which includes emotional responses based on
the OWA; the opportunities lie in the results that may be achieved if the OWA can be
effectively implemented and computational intelligence which more closely approx-
imates to human intelligence realized.

The paper is structured as follows: section 2 sets out an overview of personaliza-
tion and the computational landscape with context and the nature of contextual infor-
mation considered in section 3. Computational intelligence and the relationship to the
Semantic Web is discussed in section 4. Section 5 presents a discussion on the nature
of knowledge with consideration of explicit and tacit knowledge with a brief over-
view of knowledge engineering. In section 5 there is a discussion around conceptual
models and Semiotics with a comparative analysis of the relationship between know-
ledge, conceptual models, and Semiotics. Implementation is addressed in section 6.
Current research projects which represent our view of the ‘next generation’ of intelli-
gent context-aware systems incorporating emotional responses are briefly considered
in section 7. The paper concludes with a discussion where the challenges and oppor-
tunities are addressed; there are closing observations, consideration of future direc-
tions for research, and identification of open research questions.

2 Personalization and the Computational Landscape

Personalization on demand has gained traction driven by the demands of computer
mediated P2P and B2B interactions. Concomitant with these developments is the
revolution in the capability and ubiquity of mobile technologies (generally imple-
mented in large scale distributed systems and ad-hoc wireless networks) and the
growing use of Web 2.0 technologies in data intensive systems [20].

The traditional paradigm of centralized ‘internet’ (also termed an Intranet) based
networks has been largely replaced by a new distributed ‘Internet’ based communica-
tions paradigm characterized by distributed ad-hoc wireless networks which are in-
creasingly accessing geospatial, temporal, and cloud-based systems [13][23]. These
developments have resulted in systems in which a user’s context may be static or, in
mobile systems highly dynamic. Mobile systems incorporate a diverse range of geo-
graphically diverse infrastructures with a potentially large user base and a broad range
of fixed and wearable mobile devices [20].

The ‘Internet’ systems paradigm is frequently characterized by Large Scale Distri-
buted Systems (LSDS) [13][14][23] in which interactions between infrastructure
components and individual users (more accurately the users devices) are inherently
complex; the complexity increasing exponentially as nodes are added to and removed
from in the system dynamically. This complexity places great strain on communica-
tion systems with issues in the management of the interactions and the ability to ena-
ble personalization on demand which requires both user and network infrastructure
knowledge to effectively target service provision.
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LSDS are inherently context-aware, context performing an increasingly important
role. The rule-based approach presented in this article is posited as an effective ap-
proach to enable: (1) targeted service provision in complex data intensive systems, (2)
the processing of data from a diverse range of geographically and technologically
divers sources in Wide Area Networks (WAN), Local Area Networks (LAN), and
Personal Area Networks (PAN, (3) the capability to handle the inherent complexity of
context, (4) the ability to manage CS, and (5) the capability to realize predictable
decision- support under uncertainty [18][20][21].

As discussed in this paper emotion (more accurately emotional response) can be
viewed in terms of contextual information if it can be codified, digitized, and imple-
mented in an intelligent context-aware system. Emotion is characterized by cognitive
response to changing states (contexts); such responses are characterized by an increa-
singly large range of contextual information in data intensive systems which may be
both large and highly dynamic incorporating temporal, spatial, infrastructure, envi-
ronmental, social, and personal data. There is a requirement for CS [20][21]; this,
along with the volume and dynamic nature of the data calls for an approach capable of
effectively handling both in geospatially diverse LSDS increasingly implemented in
cloud-based solutions. The approach as discussed in the following sections and in [21]
is designed to realize these aims.

3 Context

Context is central in realizing Personalization, context describing h/her prevailing
dynamic state, as such it is inherently complex and domain specific [17][18][20][21].
A context is created using contextual information (context properties) that combine to
describe an individual or entity, therefore a broad and diverse range of contextual
information combines to form a context definition [20]. In actuality, almost any in-
formation available at the time of an individual’s interaction with a context-aware
system can be viewed as contextual information [20] including:

e The variable tasks demanded by users with their beliefs, desires, interests, prefe-
rences, and constraints.

e The diverse range of mobile devices and the associated service infrastructure(s)
along with resource availability (connectivity, battery condition, display, network,
and bandwidth etc), and nearby resources (accessible devices and hosts including
I/0 devices.

e The physical (environmental) situation (temperature, air quality, light, and noise
level etc).

e The social situation (who you are with, people nearby - proximate information)

e Spatio-Temporal information (location, orientation, speed and acceleration, time of
the day, date, and season of the year, etc).

e Physiological measurements (blood pressure, heart function - Electrocardiography
(ECG or EKG from the German Elektrokardiogramm), cognitive functions related
to brain activity (EEG from Electroencephalography), respiration, galvanic skin
response, and motor functions including muscle activity).



30 P. Moore, C. Evans, and H.V. Pham

e Cognitive and abstract contextual information such as an individual’s emotional
responses, intuition, feelings, and sensibilities.

The potential contextual information identified demonstrates the diverse nature and
inherent complexity of context and context-aware systems. While the list includes
cognitive properties, research is generally restricted to EEG and Cognitive Behavioral
Therapies (CBT) [11][24]. Extending context to include the emotional factors is
addressed in subsequent sections of this paper.

4 Computational Intelligence and the Semantic Web

Intelligence is an extremely complex topic and can be viewed from two perspectives:
(1) Human intelligence (in computational terms this is analogous to the OWA), and
(2) Computational intelligence (in computational terms this analogous to the CWA).
The OWA is generally used where inference and reasoning is utilized; a function that
is generally easy (albeit with frequent errors) for humans but is difficult for computer
systems where sparse, brittle, and incomplete data results in the failure to reach a
decision or conclusion - an essential function in context-aware systems where deci-
sion-support forms a central function [20].

In formal logic, the OWA functions on the basis that facts not explicitly defined and
are not included in (or inferred from) knowledge recorded in a system are deemed to be
unknown (rather than incorrect or false). The CWA is however predicated on the prin-
ciple of negation as failure; i.e., if it is not provably true, then conclude that it is false
[20]. For example, a database functions on the basis of the unique names assumption [7],
this also holds true for ontologies [20][21]. The unique names assumption operates on the
basis that a name is unique with no duplicate; this allows efficient and predictable
searches of the database to be achieved. For ontology searching, merging, and matching
synonyms have been used to identify similar concepts [20]; this however arguably rein-
forces the unique names assumption upon which ontologies function.

There is an ongoing debate in Semantic Web circles surrounding the OWA versus the
CWA [25][32]. As observed, the CWA is predicated on negation-as-failure. While the
Semantic Web and Semantic Web languages such as OWL are based on the OWA
the CWA is also useful in certain applications [10]; a detailed exposition on the topic is
beyond the scope of this paper however a discussion with extensive references can be
found in [10][32]. In practical applications where context with predictable decision-
support forms a central function and the Semantic Web technologies and OWL are em-
ployed, as is the case for OBCM [16], the CWA forms the basis for such
applications.

5 The Nature of Knowledge

Having considered context and intelligence in computer systems we now turn to
knowledge and its relationship context. Knowledge (in general and computational
terms) falls into two general types: explicit and tacit knowledge. Conceptually, it is
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possible to distinguish between explicit and tacit knowledge however in actuality they
are not independent but are interdependent where the creation of knowledge usable by
individuals and computer systems is the aim.

Tacit
Knowledge

Enowledge and
Knowledge
Engineering

Explicit
Knowledge

Fig. 1. Knowledge Concepts and the Knowledge Engineering Model

Explicit knowledge is: knowledge that can be clearly articulated and codified; as such
it may be easily gathered and used in computer systems and applications. Tacit know-
ledge however represents a difficult challenge as it knowledge generated based on
experience and observation in “real-world” situations (generally) in practicing a dis-
cipline or profession. Tacit knowledge is generally sub-conscious in nature and indi-
viduals may not be aware of the (tacit) knowledge they possess; as such an expert
operates, makes judgments, and reaches conclusions without reference to explicit
rules or principles [29].

Knowledge in the form of contextual information is the foundation upon which in-
telligent context-aware systems function; Knowledge Engineering (KE) [9] is the
process which identifies and codifies the explicit and tacit knowledge (contextual
information) which characterizes a domain of interest. KE is a function in software
engineering and has been applied to the building, maintaining and development of
applications and systems including: knowledge-based systems, expert systems, and
decision support systems [9]. Additionally, KE has addressed cognitive science and
socio-cognitive engineering where knowledge is structured according to the under-
standing of how human reasoning and logic functions [12][22]. KE describes the
process of eliciting, and gathering knowledge from experts in a specific domain of
interest. KE is a discipline that involves codifying and integrating knowledge into
computer systems in order to solve complex problems normally requiring a high level
of human expertise [9][20].

Identifying the contextual information however fails to address codification of tacit
knowledge and its implementation in a context-aware system. An overview of the
implementation of intelligent context is discussed in subsequent sections of this paper.
For a detailed exposition on the implementation of intelligent context-aware systems
with an evaluation and proof-of-concept see [20][21].
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5.1 Conceptual Models and Semiotics

A model is (generally): (1) Physical Conceptual Models (PCM) which are representa-
tions of a process, state, or interaction with a physical object, device, or [for the
purpose of this paper] a computerized system (Figure 1 is a simple example of such
models), or (2) Cognitive Conceptual Models (CCM) which are cognitive conceptua-
lizations of a process or entity (as discussed later in this section such a model may for
example conceptualize color). The conceptualization process for a CCM manifests
itself based on observation and experience and can arguably form the basis upon
which humans view the world through an individual’s perception filter. As we discuss
later in this paper, such a perception filter may be an important component in
inducing intelligence in context-aware systems.

A PCM represents concepts (entities) and relationships that exist between them; an
ontology and OBCM may be viewed in these terms. In computer science a PCM,
(also termed a domain model), should not be confused with other approaches to the
conceptual modeling addressing for example: data and logical modeling. Such models
may be created using for example the Unified Modeling Language (UML). While
these models are useful in the design and implementation process for computer sys-
tems the focus of this paper is on CCM’s.

A CCM arguably has synergy with the concept of Semiotics. Semiotics (the
science of signs) has its genesis in the work the Swiss linguist Ferdinand de Saussure
(1857-1913) and the American Philosopher Charles Sanders Pierce (1839-1914) [3].
A discussion of their work is beyond the scope of this paper however a detailed expo-
sition with extensive references can be found in [3]. In summary semiotics is defined
as the study of signs and sign processes (Semiosis). Semiosis is a process in which
currently experienced phenomena are interpreted as referring to other, experientially
absent, phenomena, thereby becoming meaningful entities, or signs. The reference of
a sign is made possible by memories of past interactions with the components of the
environment.

Generally applied to the media (film and text) [3] Semiotics is often divided into
three branches: (1) Semantics: Relation between signs and the things to which they
refer (their meaning which may differ between individuals based on experience and
observation), (2) Syntactics: Relations among signs in formal structures, and (3)
Pragmatics: Relation between signs and the effects they have on the people who use
them (again this may reflect individuals experience and observation)

Computational semiotics has addressed a diverse range of topics including: (1) log-
ic, (2) mathematics, (3) theory and practice of computation, (4) formal and natural
language studies, (5) cognitive sciences generally, and (6) semiotics in a formal sense
with regard to cognition and signs. A common theme of this research is the adoption
of a “sign-theoretic” approach on issues related to artificial intelligence and know-
ledge representation [1]. Many applications of computational semiotics lie in research
addressing Human-Computer-Interaction (HCI) and the fundamental processes of
recognition [4]. For example, research in this field, termed ‘algebraic semiotics’,
combines aspects of algebraic specification and social semiotics [34]; this has been
applied to the design of user interfaces and to the representation of mathematical
proofs.
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Emotional response to stimuli and events are influenced by CCM’s and semiotic
responses generated over time. Additionally, tacit knowledge is generally generated
based on observation and experience over time. In considering CCM’s, semiotics, and
tacit knowledge as they apply to context (the focus of this paper); intuitively there is a
synergy between these concepts and an individual’s perceptual filter which as ob-
served has a relationship with an individual’s emotional response (emotion) to any
given situation.

In considering CCM’s, semiotic responses, and tacit knowledge: (1) they are gen-
erated over time based on experience and observation, and (2) effective description,
documentation, and articulation of these concepts to another individual represents a
challenging problem. For example, in computational terms, the color ‘red’ can be
described in the RGB (the additive primary colors ‘red’ ‘green’ ‘blue’) scale as: 255-
0-0 (or in Hexadecimal ff0000). This however fails to describe the color ‘red’ (or
more accurately the specific shade of ‘red’ in the spectrum) to another person to ena-
ble the color to be recognized; additionally, every person will interpret a specific
shade of ‘red’ differently.

In considering Semiosis and emotion an interesting phenomenon is Valence [6]. In
everyday life, humans interact with and react to a range of stimuli; in such conditions
(contexts) discrimination and categorization of “significant” stimuli forms a pivotal
cognitive function. [6]. According to the widely accepted dimensional view of emo-
tions [15], these “actions or action dispositions” are enabled using a valence categori-
zation process (along the unpleasant/pleasant spectrum) in relation to the intensity
(arousal) state that characterizes a situation. Based on this view, experimental data has
pointed to the valence of the on-going stimulus being accounted for at a number of
points in the information processing stream as indexed by the temporal aspects and
the topography of event-related potentials (ERP) [5][30][33]. On the basis that hu-
mans react to emotional stimuli, the reactions being individual, valence may have a
relevance and significance in context and the related issue of computational
intelligence.

6 Implementation

The previous sections have considered Explicit and Tacit knowledge, knowledge
engineering, Semiotics, and Conceptual Models; a synergistic relationship between
tacit knowledge, semiotics, and CCM’s has been drawn. This section addresses the
implementation of these concepts in intelligent context-aware systems where CP with
constraint satisfaction and preference compliance (CS) with decision-support form
pivotal design goals. Following an overview of Kansei Engineering [20][28] intelli-
gent context processing is addressed with an overview of the proposed approach to
the implementation based on the context processing algorithm (CPA) [20][21].
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6.1  Kansei Engineering

In semantic intelligent context-aware systems, contexts are dynamically influenced by
user intuition, preferences, and emotions. An appropriate method termed Kansei En-
gineering has been developed as a methodology to deal with human feelings, de-
mands, and impressions in context-aware applications.

Kansei is a Japanese term meaning sensibility, impression, and emotion [20].
Kansei words are given by adjectives describing human emotion, sensibility and im-
pression; there is no equivalent term in English, the nearest applicable word is possi-
bly intuition. Kansei evaluation is commonly used for evaluation methods to quantify
impressions. For Kansei Evaluation, we have determined adjective pairs called Kansei
words in pairs: (Synonym - Antonym) and (Synonym - Not Synonym). For instance,
the pairs of adjectives (good - bad) and (successful - unsuccessful) are Kansei words.

6.2  Intelligent Context Processing

Central in the proposed approach to CP is the Context Processing Algorithm (CPA)
[20] and the extended CPA [21] which employs context matching (CM) and provides
a basis upon which contextual information can be processed in an intelligent context-
aware system that enables CS with predictable decision support.

Prior to addressing the context-matching process it is necessary to briefly introduce
the data structure which forms a fundamental component in the proposed approach. A
detailed discussion on the topic can be found in [18][20] however in summary, the
data structure is based on the Semantic Context Modeling Ontology (SCMO) created
using the Web Ontology language (OWL) as discussed in [20].

The SCMO provides a generic, non-hierarchical, and readily extensible structure
capable of adaptation to suit the domain specific nature of context with the capability
to define the metadata, the context properties, and the literal values used in the con-
text-matching process [18][20]. Additionally, while the approach presented in this
paper does not currently use inference and reasoning (which generally applies sub-
sumption and entailment) the CPA, as discussed in [21], is designed to accommodate
this approach where required.

6.3  The Context-Matching Algorithm

The CPA approach is predicated on the processing of contextual information using
the CM process [20][21]; CM (an extension of the data fusion concept) is designed to
create the input context and access the output context(s) definitions to determine if the
output (solution) context is an acceptable match with the input (problem) context.
Essentially, the context-matching process is one of reaching a Boolean decision as to
the suitability of a specific individual based on context [20][21]. Given that a perfect
match is highly unlikely the CM algorithm must accommodate the PM issue along
with a number of related issues as discussed in [20][21]. In CM the probability of a
perfect match is remote therefore partial matching (PM) must be accommodated.
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The CPA is predicated on the Event:Condition:Action (ECA) rules concept, the
<condition> component employing the IF-THEN logic structure [20][21] which re-
lates to the notion of <action> where the IF component evaluates the rule <condition>
resulting in an <action>. The <action> in the proposed approach can be either: (1) a
Boolean decision, or (2) the firing of another rule.

To address the PM issue the CPA applies the principles identified in fuzzy logic
and fuzzy sets with a defined membership function which is predicated of the use of
decision boundary(s) [2] (thresholds) as discussed in [21]. The membership function
provides an effective basis upon which predictable decision support can be realized
using both single and multiple thresholds to increase the granularity of the autonom-
ous decision making process.

Conventional logic is generally characterized using notions based on a clear nu-
merical bound (the crisp case); i.e., an element is (or alternatively is not) defined as a
member of a set in binary terms according to a bivalent condition expressed as numer-
ical parameters {1, 0} [11]. Fuzzy set theory enables a continuous measure of mem-
bership of a set based on normalized values in the range [0, 1]. These mapping
assumptions are central to the CPA [20][21].

A system becomes a fuzzy system when its operations are: “entirely or partly go-
verned by fuzzy logic or are based on fuzzy sets” and “once fuzziness is characterized
at reasonable level, fuzzy systems can perform well within an expected precision
range” [2]. Consider a use-case where a matched context mapped to a normalized
value of, for example [0:80], has a defined degree of membership. This measure,
while interesting, is not in itself useful when used in a decision-support system; in the
CPA this is addressed using a distribution function (more generally referred to in the
literature as a membership function) to implement the essential process of defuzzifica-
tion as discussed in [2][21].

CM with PM imposes issues similar to those encountered in decision support under
uncertainty, which is possibly the most important category of decision problem [31]
and represents a fundamental issue for decision-support. For a detailed exploration of
fuzzy sets and fuzzy logic see [12], a discussion around decision theory can be found
in [31]. A comprehensive discussion on fuzzy system design principles can be found
in [2] where a number of classes of decision problem are identified and discussed. In
summary, Fuzzy Rule Based Systems have been shown to provide the ability to arrive
at decisions under uncertainty with high levels of predictability [2][15][16]. A discus-
sion on the CPA and rule strategies with the related conditional relationships for intel-
ligent context-aware systems with example implementations and a dataset evaluation
see [18][20][21].

7 Next Generation Intelligent Context-Aware Systems

It has been shown in [17][18][20][21] that context-aware systems are capable of rea-
lizing [albeit limited] intelligence in the processing of contextual information. This
paper has considered the issues and challenges implicit in providing for improved
levels of computational intelligence predicated on the integration of emotion
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(more accurately stated as emotional response) in the provision of personalized ser-
vices. Our research into personalization, intelligent context processing, and the nature
of computational intelligence has addressed the topic from a conceptual perspective
and also as it relates to implementation in ‘real-world’” scenarios. This work has con-
sidered use-cases in a range of domains including: the provision of tertiary education,
the delivery of intelligent mobile marketing services, and importantly e-health
monitoring.

In the case of tertiary education [35][19] the development of pedagogic systems us-
ing a range of sensors to capture data (contextual information) relating to students’
which is then intelligently processed to target resources and services has been investi-
gated. Whilst many issues and challenges have been addressed the issue of measuring
engagement in pedagogic systems, while partially solved (using principally atten-
dance records and similar data), remains a significant challenge and an open research
question. Emotional responses, if correctly measured and codified, may be used to
more accurately assess levels of engagement to the benefit of both students in the
learning experience and also to the university in improved outcomes.

We have identified in investigations around intelligent marketing solutions the po-
tential benefits to be gained for business and individuals in the targeting of promo-
tional advertisements in a mobile context predicated on a user’s context. This research
[8] has created and tested an intelligent mobile advertising system (iMAS). There is a
large body of research which has considered the use of semiotics and cognitive con-
ceptual models as they relate to the media (film and print); this work has included
advertising and marketing. In considering targeted marketing empirical investigations
have identified that, notwithstanding expressed preferences, individuals have differing
responses to specific adverts based on life experiences which are unknown to the
system. As with pedagogic systems, if emotional responses could be captured and
utilized the benefits are potentially great for: (1) business with improved targeting of
advertisements with an improved financial returns from the marketing and advertising
budgets, and (2) for individuals where increased relevance in terms of precision and
recall may result in reductions in irrelevant and therefore potentially annoying, demo-
tivating, and poorly targeted messages.

Possibly the most important potential use of emotional response in the domain of
e-health monitoring [36] in, for example, cognitive degenerative conditions on the
Alzheimer spectrum where emotional response has important implications for both
‘real-time’ monitoring of patients and interventions which may be graduated as meas-
ured against a patients current ‘state’. Such ‘states’ currently include a broad range of
contextual data [20] however there is a failure to capture emotional responses. Con-
sider the potentially huge benefits for patients and carers in terms of quality of life
and independent living for patients. Additionally, there are efficiency benefits to be
derived from implementing intelligent context-aware assisted living solutions for
healthcare professionals and the wider society where reductions in premature institu-
tionalization offer the potential for huge financial savings on a global scale.

The challenges in realizing the integration of emotional response to a range of sti-
muli is diverse domains are huge and are not underestimated. However, if the effec-
tive use of emotion can be achieved the returns in both financial and personalization
terms are very exciting.
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8 Discussion

This paper has considered personalization to enable targeted service provision. Con-
text has been addressed with a discussion around computational intelligence and the
nature of knowledge including consideration of tacit and explicit knowledge, concep-
tual models, and semiotics. An overview of the approach to implementation of
context in intelligent systems has been presented with examples of research where the
integration of emotion offers the potential for the ‘next generation’ of intelligent con-
text-aware systems. The focus of this paper is to consider how an increased range of
contextual information utilizing tacit and explicit knowledge with conceptual models
and semiotics can be used to improve computational intelligence in context-aware
decision-support systems.

In considering emotion and emotional response, as it relates to context imple-
mented in data intensive intelligent context-aware systems, we argue that: if the
creation of computational intelligence which more closely approximates to human
intelligence (which is characterized by sparse, brittle, and incomplete data) is to be
realized, then the application of emotion using codified CCM, and semiotics in com-
bination with tacit and explicit knowledge may provide a basis upon which this can be
achieved. It is argued that in an ideal world the OWA is used however in practice the
CWA is the only currently realistic approach to the realization of intelligence in con-
text-aware systems where CS with predictable decision support is a central design
requirement.

If computational intelligence which more closely resembles human intelligence can
be realized there are exciting opportunities to exploit this capability in a range of do-
mains including: e-Learning and e-Business applications. Perhaps the most interesting
opportunity lies in increasing sophistication in levels of e-Health monitoring which is
gaining traction in the field of assisted living in ‘Smart Spaces”. The challenges lie in
effective use of knowledge in a context-aware system based on the OWA concept.
We argue that addressing this challenge (at least in part) demands the codification of
emotional response using CCM and semiotics. From an implementation perspective
we postulate that the approach proposed in this paper using semantics and Kansei
Engineering implemented using the CPA with OBCM provides a basis upon the codi-
fication of emotional response can be achieved.

In addressing pervasive computing [27] it has been observed that: all the basic
component technologies exist today and in hardware, we have mobile systems and the
related infrastructures, sensors, and smart appliances. Thomas e al [35][36] concur
observing: components such as sensors, wireless mesh architectures, cloud services,
and data brokerage/processing are all currently available and widely researched. It is
argued in [20] that the challenges lie in the development of intelligent context mid-
dleware capable of processing the contextual information; this paper postulates that
emotion and emotional responses form a part of an individual’s response mechanism
and as such can be viewed as contextual information. While the posited approach
incorporates the ability to implement CP in LSDS the issues and challenges lie in the
identification of the data points (contextual data), data capture and representation,
addressing these questions represents the basis for future ongoing research.
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While the research discussed in this paper has begun to resolve a number of issues
relating to the processing of contextual information, including potentially the data that
relates to emotional response, a number of challenges identified remain as open re-
search questions. Such questions relate to: (1) the identification of the data (know-
ledge) that identifies emotional responses, (2) the development of a [non-invasive]
approach to data capture of such information, (3) the development of a suitable Semi-
otic grammar and valence measurement system for emotion, and (4) representing the
knowledge (data) in a suitable data structure; the OBCM currently utilized is recog-
nized as an effective but sub-optimal solution. For a detailed discussion on the issues
and challenges identified in the research with consideration of potential solutions

including issues with alternative approaches to context processing see
[11][18][20][21][24][37].
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Abstract. Context-aware recommender systems (CARS) use context data to
enhance their recommendation outcomes by providing more personalized
recommendations. Context modelling is a basic procedure towards this
direction since it models the contextual parameters to be used during the
recommendation process. Most literature works however build domain specific
contextual models that only represent information of a particular domain,
excluding the possibility of model sharing and reuse among other CARS. In this
paper we focus on this issue and study whether a more generic modelling
approach can be applied for CARS. We discuss a possible solution and show
through literature review on relevant systems that the proposed solution has not
yet been applied. Next, we present a novel generic contextual modelling
framework for CARS, discuss its advantages and evaluate it.

Keywords: Context Modelling, Context Modelling Framework, Context-Aware
Recommender systems, Context-Awareness, MDA.

1 Introduction

According to Adomavicius and colleagues [1, 2] important research issues related to
Context-Aware Recommender Systems (CARS) have to do with contextual
modelling, more important of which are how to model the context in order for a
CARS to be able to use contextual information directly in (or prior/after) the
recommendation process, and develop appropriate methods - or extend existing 2
dimensional ones (2D) to multidimensional (MD) - in order to include more
dimensions than the user and item (i.e. the context) in the recommendation process.
All aforementioned, as well as more challenges require that the context has been
appropriately modeled.

Another critical contextual modelling issue has to do with the most common
practice followed in recommender systems that model the context: developing domain
specific models that only represent information of the particular application domain
(e.g. music, restaurants nearby). Domain specific models cannot be applied in other
domains, while most of them are also application specific, meaning that they cannot
be applied to other recommenders even of the same application domain. By
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constructing application specific contextual models, many different and very specific
models are produced with no reuse and sharing capabilities. Moreover, developers
and researchers struggle to design their own models as they think appropriate and
according to their own knowledge and skills, with no reference model to use, no
guidance and strictly based on the application at hand, often resulting in the
production of overspecialized, inefficient and incomplete contextual models.

We argue that the above contextual modelling problems can be addressed to some
extent by defining a generic, abstracted contextual modelling framework for CARS: a
model template in essence that will be able to uniformly model the most important
contextual parameters for these systems and provide a good, solid reference to
developers who will be able to use the framework and extend it both at model level
and code level in order to build their own application driven models. Developers will
be guided by the modelling framework, and through its objects, properties and
relations, will be directed towards a more efficient, effective and correct selection and
usage of context properties for their own application model. Moreover, the framework
will introduce developers to modern concepts derived by CARS research that might
not be familiar with, such as the “context dependent rating data” [5], the “supposed
context” [3], the “static/dynamic context”, the “context weights”, etc., as well as the
role such concepts can play in a context model and a recommendation process.

Researchers will benefit as well from such a contextual modelling framework for
CARS. The framework will provide a spherical view of CARS research and its
concepts, assisting new researchers in understanding these concepts, as well as
research problems, issues and challenges. The modelling framework will inevitably
project any inconsistencies that might occur after an addition of a new concept, and
therefore model corrections after additions will be made easier. The most important
advantage though of using a generic contextual modelling framework is that
following research works can be based on this abstracted framework, enhance and
extend it in order to solve important contextual modelling problems in CARS
research, while avoiding the risk of being over-focused on a particular domain.

This work, through the bibliographic review of section 2, shows that a generic
contextual model, model template or modelling framework for CARS does not exist
in the bibliography, and proceeds with our first attempt towards this goal. In
particular, section 3 provides our first attempt to design and build a generic contextual
modelling framework for CARS. In section 4 we theoretically evaluate the proposed
framework by using existing works from the CARS literature, showing how the
framework can be used to model application specific CARS and novel research
modelling methods. Section 5 completes the paper with conclusions and future work.

2 Related Work

In order to infer whether any attempts towards a generic contextual model for CARS
exist in the bibliography, we have reviewed recommender systems that use contextual
and conceptual models. Towards this direction, a number of CARS have been
reviewed, as well as semantic recommender systems, since many semantic
recommenders use semantics to model information, including the context. The review
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was focused on whether the contextual or conceptual model used was application
specific or generic. To better define the terms “application specific” and “generic”, we
use the definition of Peis [18]. Peis and colleagues classify semantic recommenders as
generic recommender systems those that do not focus extensively on a particular
domain and as domain specific recommenders those that do. Examples of each class
of recommenders can be found at [18]. Peis’s categorization into generic and domain
specific can be applied to all semantic and context aware recommenders: such
systems either apply to some generic application area (generic systems), such as
recommendation of products, web services, etc. or apply to a particular domain
(domain specific systems) such as recommendation of movies, books, etc. In this
work, we categorize systems as generic and domain specific based on Peis’s
categorization, with one additional condition: we also categorize systems that attempt
to facilitate any application specific domain as generic recommenders.

Our review revealed that most CARS and semantic recommenders in the literature
are domain specific, which confirms our initial statement [4, 6, 7, 8, 9, 11, 19, 20,
21, 23]. Unfortunately, the models derived from such works cannot be applied for use
in other domains. A number of generic recommenders also exists [10, 13, 16, 22] that
either apply to some generic application area, or can be applied to more than one
domain by linking domain specific ontologies to their own data and knowledge pool
in order to gain domain-aware knowledge and provide domain-aware functionality.
One of the most representative examples of a generic recommender system is the one
of Loizou and Dasmahapatra [15], who propose a generic, abstracted model in the
form of an ontology which could be used by many different types of recommender
systems and which ontologically models, not only data and context, but also the
recommendation process.

Generic
Context-awareness model
movies book ontology
ontology

. leam
mode.
book modsl

Application specific

Fig. 1. How conceptual models for recommender systems move from application specific to
generic

Although some of the semantic and contextual models try to be more generic, the
majority represent information that either concern particular application domains (e.g.
tourism, movies, museums), or more abstracted domains (e.g. products in general,
web services, e-learning, etc.). Moreover, a common practice is to use general
purpose ontologies for facilitating sharing and reuse among semantic recommenders.
The aforementioned are depicted in Fig. 1. Lower are shown conceptual models of
recommender systems that are application specific. A step higher, but still application
specific are conceptual models that can be adopted by a number of recommenders
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such as web service recommendations, e-learning recommendations, etc. Examples of
generic conceptual models are the general purpose ontologies, which truly facilitate
sharing and reuse among many recommenders.

3 A Generic Contextual Modelling Framework for Cars

To the best of our knowledge no attempts have been made towards developing a truly
generic contextual model for CARS that will define the basic contextual entities of
such systems, their properties and associations so that CARS will be able to extend
this model to construct application specific models for the needs of the application at
hand. A generic contextual model would simplify the process of contextual modelling
in CARS and enable context uniformity, share and reuse. Moreover, it would
introduce developers and new researchers to important concepts of CARS research in
order to assist them in building more effective context-aware recommenders, while
researchers will be aided by using the model to apply their solutions to research
problems relevant to CARS context modelling. Fig. 1 displays the generic nature of
the proposed contextual model (“Context-awareness model”). The model has to be
generic enough to be able to describe any contextual definition related to CARS. In
this work we propose such a model in the form of a modelling framework.

3.1 The Modelling Framework

The modelling framework is essentially a model template, which itself is an
abstracted model designed and built as a UML class diagram by using the Eclipse
Modeling Framework (EMF) [12]. EMF is a Java framework and code generation
facility for building tools and applications based on a model. It provides the means to
transform a model into customizable Java code. After designing our framework as an
EMF model, we have used the EMF generator to create a corresponding set of Java
implementation classes. We have used the EMF tool for three main reasons: (i) so that
our framework could be easily transformed into Java code in order to be used by
CARS developers in a straightforward way, (ii) in order to be highly extendable and
customizable, since the generated code can be easily extended and modified and (iii)
EMF provides the opportunity to edit the generated code classes by adding methods
and variables and still be able to regenerate code from the modelling framework, as
all additions will be preserved during the regeneration. In this way, developers are
able not only to extend the code generated from the framework, but also to extend the
framework as well, regardless of any code extensions that might occur before the
framework extension.

Fig. 2 depicts the contextual modelling framework for CARS. The boxes represent
context entities (or classes). There exist two types of associations: the solid arrow
from entity “a” to entity “b” (e.g. from “Context” to “itemContext”) depicts that “b”
is a context property of “a”. The other type of arrow from “a” to “b” (e.g. from
“itemContext” to “Item”) depicts that “a” is a subclass of, and therefore inherits
class “b”.
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Fig. 2. The proposed contextual modelling framework for CARS

From top-to-bottom, the level of abstraction decreases. The top entity
“user_item_context_rating” reflects on the fundamental concept of CARS research: to
include the context in the recommendation process in order to result from the 2D un-
contextual recommenders: Users x Items — Ratings to the multidimensional context-
aware recommenders: Users x Items x Context — Ratings [2]. The
“user_item_context_rating” entity represents a single complete recommendation
process. For each recommendation attempt, a recommender must examine whether an
item is suitable for a user in a certain context. This can be depicted through the
question: “what is the rating a particular user would assign to a particular item under a
certain context”? This rating score is what a recommender must calculate. Therefore,
the “user_item_context_rating” entity has exactly one “Item”, exactly one “User” but
one or more “Context” entities, each including a property “rating” to ensure that in
each context a user is able to rate the same item with a different rating score. In
CARS literature this is known as “Context dependent ratings” [5]. Such user ratings
are assigned on items in particular contexts: a user may rate multiple times an item,
each rating taking place in a different context. Baltrunas and colleagues [5] note that
user preferences (and hence ratings) on items depend on the context and therefore
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context dependent rating data on items should be available. With the aforementioned
configuration, our modelling framework provides the means for including “Context
dependent ratings”.

The “Context” entity in Fig. 2 represents the context instance: the set of context
variables with their corresponding values that constitute the context for a single
recommendation. The “Context” entity also includes the “userFeedback” property that
represents user feedback information for a particular recommendation. As with the
“rating” property, “userFeedback” is unique for a particular context but many
“userFeedback” can exist for one user and one item: in many contexts.

Regarding the entities “Item” and “User”, from a context-awareness point of view,
we are only interested in the context information related to the item and the user at
hand. This context information is represented in the framework by “itemContext” and
“userContext” entities: these entities represent any item and user related context
information that participates in a particular context instance. “itemContext” and
“userContext” are subclasses of “Item” and “User” classes respectively, inheriting
their characteristics to use them as context information, as well as extending and
overwriting information and functionality as appropriate. Similarly, “systemContext”
represents any system related context information that participates in a particular
context instance, while “otherContext” represents any contextual information other
than item, user and system context (e.g. weather, time, temperature). “itemContext”,
“userContext”, “systemContext” and “otherContext” constitute the four main context
classes in our modelling framework and are meant to be perceived as the main
context entities for any contextual model of CARS; any context information of any
CARS should be able to be represented as a context property of one (or more) of the
main context classes, as an entity of the type ‘“contextVariable”. The entity
“contextVariable” can be a context property of any one of the four main context
classes (or more than one in the case where the main context classes share a
contextual information).

The “Context” entity may include zero or one of any of the four main context
classes (via the corresponding associations “ChasUserContext”, “ChasltemContext”,
“ChasSystemContext” and “ChasOtherContext” appeared to the side of “Context” in
Fig. 2 for readability reasons); we have provided the zero possibility in the case where
a CARS does not need to use the particular context class for any reason.

Each of the four main context classes mentioned above includes zero or one weight
property so that developers are able to denote the importance of each class, and by
this provide a hierarchy about which context class(es) is(are) more important. This
importance hierarchy is necessary to be included in the recommendation process.

The “contextVariable” entity is positioned at the lowest level of the framework
representing the least abstracted entity: the context variable that contains the actual
contextual information. Each main context class has to include at least one
“contextVariable” entity. Each “contextVariable” has a name and a value, while a
weight property is also included in case the CARS developer would like to denote a
particular importance for a certain variable. The property “static” refers to whether the
context is static or dynamic (static=true/false). Static context cannot change
dynamically (e.g. user profile information), as opposed to dynamic that can (e.g.
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weather). Hinze and Buchanan [14] propose that context-awareness can help in
reducing the amount of data to be accessed real time by pre-retrieving any relevant
pre-known data, e.g. the static context. This increases efficiency. By using the “static”
attribute, a CARS developer may assign to context variables whether they are a part
of static or dynamic context and by that, specify a different functionality for them.

Asoh and colleagues investigate in [3] whether the answers of users during
questionnaires about their preferences on items differ when they are in a given
context, as opposed to not actually being in that context but only imagine being in it
(supposed context). Their results suggest that the ratings of users in supposed contexts
may be different than the ratings of the same users in real contexts. Their findings are
very important since much information about user preferences often results from user
questionnaires on supposed contexts, meaning that these results could be proved
misleading, even false. Back to our modelling framework, the purpose of the property
“supposed” is to denote whether the particular context variable is a part of the
supposed context. Since supposed context usage may negatively influence the rating
of a user, it is very important that this type of context can be represented in any
context model. In the case where a recommender includes many “supposed” context
information, the recommendation results could be misleading. Thus, a context model
has to be able to denote whether the context it represents can be fully trusted or not;
we use the “supposed” property of each “contextVariable” entity to denote whether
the particular context variable can be fully trusted (supposed=false) or needs caution
(supposed=true).

3.2 Code Generation

The contextual modelling framework for CARS presented above can be used to
automatically generate the Java code by using the EMF. For each of the 9 classes in
the diagram of Fig. 2, a Java interface is created, as well as a Java implementation file
containing the implementation code. All aforementioned files are generated
automatically by the Eclipse tool. For example, for the class “contextVariable” a file
contextVariable. java is created that contains the “contextVariable” interface,
and another one named contextVariableImpl.java that contains the
interface implementation code. contextVariable. java includes the abstracted
methods  (setter/getter), as well as the variables of the class. The
contextVariableImpl.java includes the implementations of the abstracted
interface methods . The automatically generated Java code can be freely extended and
modified by developers in order to become tailored to a specific application domain.
Developers and researchers are free to implement the abstracted methods of the
interface as they think appropriate, modify them, as well as extend the code by adding
new methods and variables. Moreover, the EMF provides the ability to change the
modelling framework of Fig. 2 and regenerate the code multiple times. In the case a
method was manually changed by the developer prior to a code regeneration, the
EMF can be prevented from overwriting the particular method (the developer must
remove the tag “@generated” from the particular method).
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4 Theoretic Evaluation

Proper evaluation of the modelling framework would require application of the
framework in real scenarios, i.e. making the modelling framework publicly available
and invite CARS developers to use it for their applications. The aforementioned
would provide us with good feedback regarding the framework’s strong and weak
points, as well as any shortfalls. Due to lack of time, we leave this as future work. In
order to theoretically evaluate our framework, we have used three research works
from the context-aware recommendations literature: an application specific context-
aware recommender system and two research oriented works. The aim of the theoretic
evaluation is, on the one hand, to examine whether our generic contextual modelling
framework for CARS is able to successfully model the context used by these systems
and how this can be done, and on the other hand to observe whether the framework
can be used for realizing novel research-oriented context modelling methods.

4.1 Modelling an Application Specific CARS

We have chosen the media recommendation system of Yu and colleagues [23]
because the authors consider four different types of context, while most works
consider significantly less. The four types are: content context, operating context, user
context and terminal context. We will focus on context modelling by examining
whether our contextual modelling framework for CARS could be used to successfully
model the context in the particular application. According to the authors, content
context is the context of an item, operating or situational context is the user’s current
location, time and activity, user context consists of user preferences and terminal
context is relevant to terminal capabilities.

We aim to observe whether our modelling framework for CARS can be used to
represent the four different types of context. Starting with content context, our
framework provides the context entities “Item” and “itemContext” which can be used
for modelling the items as follows: generic item characteristics can be assigned to
class “Item” while strictly contextual information can be assigned to the class
“itemContext”. Note that a context instance includes only one “Item”, one
“itemContext” but many “contextVariable” entities representing the many pieces of
context information related to that item. A contextual information that is assigned as
context property to the class “itemContext” is in essence a “contextVariable” assigned
to the class “itemContext” via the association “IChasContext” (Item Context
hasContext). For example, to assign the contextual information ‘“‘actor” to
“itemContext”, the developer will create a “contextVariable” by the name of “actor”
and will assign it to “itemContext” via the association “IChasContext”. The benefit of
our approach is that any context entity represented as context variable can be assigned
as property to any of the four main context classes of our framework, even to more
than one. This provides developers with the freedom to assign context variables to
main context classes as they think appropriate and according to the application at
hand. In the case where a context variable is assigned to many context classes, then
the developer can specify a different functionality for the particular variable according
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to the context class currently used (e.g. context variable “user’s activity” can be
treated differently when perceived as part of “userContext” and in another way when
perceived as part of “systemContext”).

The next context type is the operating or situational context that includes the user’s
current location, time and activity. Such context type does not exist as a single entity
in our system, since situational context can vary a great deal among different
applications and domains. Instead, we chose to contextually model only entities that
are well defined and not controversial among different domains. Hence, we model
such context by denoting it as non static context in “contextVariable” entity. By this
approach, any context information of any type can be denoted as dynamic, which is a
developer’s decision. Regarding the work under examination, situational context is
modeled by our framework as follows: “user’s current location” and “user’s activity”
are context properties under “userContext” and possibly under “systemContext” and
“otherContext” (in case user’s current location and activity also affect system
functionality and other events), while “time” is an “otherContext” property. Finally,
“User preferences” are assigned under “userContext” and “terminal context” is
assigned under “systemContext”.

Regarding ‘“contextVariable” properties “supposed”, “weight” and “static”, we
assign “supposed=false”, “weight=0...10” depending on the perceived importance for
each one of the context variables by the developer and specify “static=true” for static
context: any contextual information regarding the item (“itemContext”, e.g. actor,
genre, language), a part of “userContext” that is static (“User preferences”) and the
“systemContext” which is mainly static. “static=false” is specified for dynamic
context such as the operational/situational context (see paragraph above).

From the above discussion we state that the proposed generic contextual modelling
framework for CARS is able to model the context as specified by the system of Yu
and colleagues, and result in an application specific model for media
recommendations, which we name as “media model”. The advantage of using the
contextual modelling framework for CARS instead of the model proposed by Yu and
colleagues is that the resulting “media model” allows for sharing and reuse among
various applications, and can easily be further extended and modified to suit the
developer’s demands. Moreover, both the generic contextual modelling framework
for CARS and the application specific “media model” can be used as reference and
guidance by developers to implement their own application specific models for media
recommenders.

4.2  Modelling Research Oriented Works

For each user u and context k, Panniello and Gorgoglione [17] define the user profile
in context k, i.e. the contextual profile Prof(u, k). For example, if the contextual
variable ”Season” has two values (e.g., “Winter” and “Summer”), then the authors
assign two contextual profiles for each user, one for the winter and the other for
the summer and use the appropriate one according to the context. Similarly,



50 C. Mettouris and G.A. Papadopoulos

Baltrunas and Amatriain [4] propose using micro-profiles of the user, which are
snapshots of the user profile in certain time periods (e.g. morning, noon, night),
instead of using the whole user profile (they use the time as context). By using the
reduced time-based micro-profile of the user instead of the whole profile they manage
to reduce the input dataset of the recommendation algorithm and thus improve
accuracy. Both approaches are based on the same idea: using specific user profiles
that are defined based on a particular context instance instead of using the whole user
profile to provide recommendations.

After studying the above contextual modelling approaches, we examined whether
they could be successfully implemented using our generic contextual modelling
framework for CARS. In the framework we provide researchers the ability to define
in their models a user profile instance for a particular context instance by using the
“userContext” entity which is directly associated with the “Context” entity (see
Fig. 2). An instance of the context is composed of all context variables associated
with it having a particular value. Schematically, we can say that an instance of the
context is a “Context” entity composed of all the “contextVariable” entities associated
to it through the four main entities “itemContext”, “userContext”, “systemContext”
and “otherContext” (Fig. 2). On the other hand, the contextVariable: name="Time”,
value=""morning” participates in a number of context instances, each of which is valid
when the time is morning. These context instances define the context:
Time="morning”. The same applies for each “contextVariable” in the modelling
framework. In the case where a researcher needs to use time-based user micro-
profiles, our framework provides by itself such functionality as follows (suppose time
is divided to 3 distinct time slots: morning, noon and night): define three context
variables, one for each time slot: contextVariable: name="Time” value="morning”,
contextVariable: name="Time” value="noon”, and contextVariable: name="Time”
value="night”. Each of the three “Time” contextVariable entities corresponds to a
different context in respect to time: morning, noon and night. For each of the three
“Time” contextVariable entities, a number of context instances are created which are
valid for the particular contextVariable’s value. These context instances however, also
include a “userContext” entity that contains the user context information that is valid
for the particular context instance, and consequently for the particular time. In this
way, user context-aware time-based micro-profiles are automatically constructed
through the modelling framework. Similarly, by selecting a different context variable
than time, e.g. season, we can automatically produce context-aware season-based
micro-profiles of the users (or any other context entity).

The advantage of using our modelling framework is that, automatically and by
default, the framework’s context instances define all valid contextual information
around a fact or event (in the example above around a specific time slot). Hence, by
using the framework, a researcher is given the opportunity to explore more easily and
straightforward the benefits of context-awareness, as in the example above where
time-based user micro-profiles are automatically created through the framework.
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5 Conclusions and Future Work

After confirming that no existing work attempts to define a generic contextual model
for CARS, in this paper we have proposed such a model in the form of a contextual
modelling framework and theoretically evaluated it with positive results. As future
work we will conduct practical evaluation of the modelling framework by applying it
in real scenarios. To test whether our framework is indeed capable of facilitating any
CARS, we aim to make the framework publicly available and invite CARS
developers to use it for their own applications. This will provide us with valuable
feedback about the framework’s strong, weak points and shortfalls. Moreover, we will
extend our modelling framework by conceptually modelling functionality (i.e.
recommendation algorithms) in addition to the context. The goal is to research
whether by including conceptual sub-models of the various recommendation
algorithms in the framework the implementation of more efficient CARS can become
easier for developers and researchers. This can possibly lead to a fully model based
CARS development, which is a very important concept to be studied.
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Introduction

The First Workshop on Cloud-enabled Business Process Management (CeBPM)
in 2012 was held in conjunction with the WISE 2012 conference in Paphos,
Cyprus. The Workshop focused on an emerging area aiming to address the gap
between the automatisation and optimization of business operations on one side
and the offering of software service utilities needed to support such business op-
erations on the other. A new set of technologies are needed that would support
the increasingly resource demanding daily business operations of enterprises.
Some expected benefits of CeBPM approaches are higher availability of business
processes on demand, scalable and elastic provision of needed computational re-
sources, lower startup costs for new enterprises and possibilities to chose and
optimise the service utilities based on non-functional requirements, such as reli-
ability, securty, cost and so on.

Along this line, CeBPM 2012 is a forum for researchers and practitioners
allowing them to identify the latest progress in the field and future directions
that need intensive research and technology development. The six full papers
were selected after a thorough peer-review by the Workshop Program Committee
Members and represent a range of relevant topics. Following is a brief overview
of the contributions.

The paper “Cloud Storage of Artifact Annotations to Support Case
Managers in Knowledge-Intensive Business Processes” by the authors Marian
Benner-Wickner, Matthias Book, Tobias Briickmann and Volker Gruhn proposes
a Cloud-based architecture for annotating artifacts with document- and content-
level metadata to support case managers’ cognitive effort of organizing, relating
and evaluating artifacts involved in each case, and describe a tool that provides a
consolidated environment for working with artifacts from heterogeneous sources.

The paper entitled “Collaborative Process Design in Cloud Environment” by
Jif{ Kolar and Tomé&s Pitner presents an approach for end-to-end BPM adoption
in an organization, with emphasis on collaboration with the process participants.
Their work is also focused on the use of Cloud-based environments for process
design.
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The paper “Challenges for Migrating to the Service Cloud Paradigm: An Ag-
ile Perspective” by Stavros Stavru, Iva Krasteva and Sylvia Ilieva deals with the
chalenges of migrating agile methods and techniques to the Cloud. A thorough
literature review and an expert judgment is presented on different agile tech-
niques, taken from Scrum and Extreme Programming (XP), that could address
the identified challenges. A ranked list of applicable agile techniques is presented
and suggestions for their adoption.

The paper “Towards a Trust-manager Service for Hybrid Clouds” by Fatma
Ghachem, Nadia Bennani, Chirine Ghedira and Parisa Ghoddous proposes an
approach to help Private Clouds in the selection of trustworthy Public Cloud
services. The solution takes the form of a service called trust manager that anal-
yses Private Cloud service needs and bases the decision-making on the Private
Cloud past invocation analysis.

The paper “Designing an SLA Protocol with Renegotiation to Maximize Rev-
enues for the CMAC Platform” by the authors Adriano Galati, Karim Djemame,
Martyn Fletcher, Mark Jessop, Michael Weeks, Simon Hickinbotham and John
McAvoy focuses on new models to negotiate and manage Service Level Agree-
ments (SLAs). It analyses the possibility of integrating an SLA approach for
Cloud services based on the Condition Monitoring on A Cloud (CMAC) plat-
form, which offers services to detect events on assets as well as data storage
services.

The paper entitled “Levi - A Workflow Engine using BPMN 2.0” by
Eranda Sooriyabandara, Ishan Jayawardena, Keheliya Gallaba, Umashanthi
Pavalanathan and Vishaka Nanayakkara focuses on a cloud-ready BPMN 2.0
execution engine called Levi, which executes BPMN 2.0 processes natively.

We sincerely thank the Program Committee Members of the CeBPM 2012
Workshop for their time and support throughout the reviewing period.

Dana Petcu,
Vlado Stankovski

CeBPM 2012 Workshop Chairs
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Abstract. This paper presents an approach to adoption of BPM in an
organization, with emphasis on collaboration with process participants.
We present subset of our methodology for end-to-end BPM adoption,
aimed to describe collaborative processes mapping, iterative process de-
sign and further process improvement. Such technique preserves organi-
zation’s flexibility as it helps to obtain realistic processes easily adaptable
to changing business requirements. We further explain how to foster col-
laboration by use of a cloud-based environment for process design and
define some more general requirements on such environment. We ap-
proach general obstacles of BPM adoption observed by practitioners and
scientist and explain how the methodology can help to deal with some
of those obstacles by involving process participants to collaboration on
process design and improvement.

1 Introduction

Business Process Management (BPM) is often considered as the quite rigid ap-
proach to managing organizations. As many recent successful adoptions of BPM
were implemented in large enterprises, BPM is very often recognized as mostly
suitable for large organizations. Thus many Small and Medium Eenterprises
(SME) stay away from this management approach as they consider it clumsy
and threatening to hinder their main competitive advantage [6]. We see elim-
ination of the rigid flavour of BPM as a challenge and work on end-to-end
methodology suitable for agile adoptions of BPM in SME sized organizations.
[16] The methodology puts emphasis on agility and collaboration during adop-
tion process, which should result in establishment of realistic processes, foster
interactions among process participants and provide hospitable environment for
continous process improvement. In this paper we present a subset of the method-
ology focused mainly on collaboration between process experts responsible for
process modeling and process participants — subject matter experts performing
the actual work within particular processes. Further we set requirements on sup-
portive Cloud-based Process Collaboration Environment (PCE) which supports
the collaboration namely during process mapping, design, further improvements
and provide space for rich feedback and discussion.

A. Haller et al. (Eds.): WISE 2011 and 2012 Combined Workshops, LNCS 7652, pp. 55-BJ] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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Firstly we briefly introduce modern BPM and state of the art in the area
of Cloud-enabled BPM. Then we focus on recent research related to common
obstacles of BPM adoptions, choose several of them relevant to our context
and leading to problem definition. In the following section we evaluate some
existing research approaches applied to solve the problem and highlight the main
points that served as an inspiration for our approach. In the last section we
present subset of our methodology and set requirements for the Cloud-based PCE
supporting principles defined in the methodology. In the last part we conclude
our findings and outline directions of further research.

1.1 Shift of Focus in Modern BPM

The contemporary understanding of Business Process Management can be seen
from two different perspectives. From the Management perspective, BPM is a dy-
namic management approach where operations of an organization are described
by processes. A process is defined as a repeatable sequence of activities, linked
to organizational business goals. Execution of the processes contributes to ful-
fillment of those goals [5] [4]. On the other hand, BPM can be seen from the
technical perspective which embodies design of Enterprise Information Systems
(EIS) and the way of thinking about system’s behavior. Such EIS design often
incorporates use of Business Process Management Systems (BPMS) for process
design and execution. However BPM can be still adopted without engine-based
process automation [7]. Modern approach to BPM is often called “holistic BPM”
encompasses both perspectives, addresses strategy, people, business processes
and technology and puts emphasis on continuous process improvement after
initial adoption phase [I] [2] [II]. In last few years quite some of BPM technolo-
gies have reached acceptable maturity level and the focus of many practitioners
and researchers has consequently shifted from the technological perspective of
BPM to the adoption process itself and the organizational changes towards the
process-oriented principles [7] [4]. Such adoption process often involves signifi-
cant changes in target organization, such as flattening the organization structure,
definition of processes and adoption of role-based model. [7] Large organizations
usually have performed their flattening in a natural way due to their size, as
they use some form role-based model and often they have some kinds of work-
flow definitions. Therefore the BPM adoption does not mean complete change of
mindset. A bit different situation is observed in SME’s, as they stick very often
with functional hierarchical organizational models, their tasks are often tight
with concrete persons and a lot of their work is organized at hoc. In this case
BPM adoption means a big step forward and significant organizational changes
[14] [15].

1.2 BPM in Cloud Context

Cloud based BPMS is a wish of many BPM experts since the times of intro-
duction of Software as a Service (SaaS) cloud model. As BPM technologies are
complex and hard to deploy and maintain, SaaS sounds like perfect solution,
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where the entire complex of BPMS could be provided as service [3]. However
in practice most of BPMSes are far from being provided as SaaS due to several
reasons. Even the most complete BPMSes are still being tailored and modified
for most of deployments, which in not so easy to do if they would be provided as
SaaS. Secondly, BPMS is often used to integrate services running local intranets
whereas integration of such local services with remote Cloud environment is still
seen as an issue in the integration context [2I]. Although we can see some ef-
forts to provide entire BPMS functionality in SaaS, these services have still not
matured at the moment. Something a bit closer to the state of maturity are
Cloud based environments for process design (PCEs). Such environments can
be provided in cloud quite easily. They operate similarly to other popular SaaS
collaborative applications, and can be very helpful during process design and
foster efficient collaboration, one of critical factors of well designed processes.

2 Problem Definition

Recent research, case studies and reports from practice [24] [22] [23] identify
several obstacles of adoptions of BPM in organizations. In this section we are
going to describe some of them considered as important in context of our research
focused on SME sized adoptions, discuss how they are related to each other and
formulate the problem we are trying to solve.

As BPM in its holistic form is quite modern approach, we still lack methodolo-
gies and best practices for end-to-end BPM adoptions. [7] [13] [10] We can find
several useful techniques for initial phases of adoption, initial business analysis
and organization assessment such as Business Motivation Model [I9] and later
implementation of a BPM solution, usable in later technical phases of adoption
[25] [26],but we lack end-to-end methodologies guiding from the early phases of
adoption, such as gathering the information for process modeling, process de-
sign, mapping business goals to processes and linking business KPI’s to process
metrics. [I] [I3] [27] According to mentioned sources, lack of methodologies cov-
ering end-to-end adoption process with respect to principles of holistic BPM is
a valid problem to be solved.

Second important obstacle is related to external subjects conducting BPM
adoptions. BPM projects are often being conducted by team of BPM special-
ists , an external subject or eventually internal team operating independently
from the rest target organization. [§] Such conducting subjects often acquire
only simplified external view on organization’s business and they do not involve
target organization’s process participants as much as they should. They often
perform contracted part of the job, results are handed to target organization,
necessary changes are executed and eventual SW solution deployed. Usually
adoption process organized according to such waterfall model ends at this point,
there is no space for feedback from process participants, correction of faulty or
inefficiently modeled processes. Such waterfall adoption often does not bring core
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BPM adoption benefits, as BPM adoption should be iterative process which
continue after initial adoption further by continuous process improvement and
maintenance [2§].

One of very important outcome of BPM is building systematic knowledge-
base in target organization. Mapping and defining processes do not only help
to codify the existing know how, but also bring opportunity to share knowledge
across process participants. [28] [§] It is an opportunity to review how the work is
currently done, evaluate efficiency, provide space for fresh ideas how to make the
work better and help to maintaining and extend shared knowledge base. [§] [7]
[10]. Well expressed by [30]: “Process can serve as transitional object for mental
models”. In other words, involvement of process participants into process design
phase can be seen as a social activity, which lead to extension of their knowledge.
At the same time more space for efficient collaboration across all process partic-
ipants is being created by observing such “mental models” of the others. [28] [g].
Thus according to those findings, systematic involvement of process participants
and organization stakeholders in process design has positive effect on quality of
modeled processes, make participants more accountable for their tasks within
their process and initiate collaboration among process participants. According
to mentioned obstacles, we believe there is a need for complex methodology
which provide guidelines for performing end-to-end BPM adoption, performed
in agile manner in short iterations, with strong involvement of target organi-
zation’s participants in adoption process. Such methodology should also guide
organization trough the later phases following initial adoption and describe how
to further maintain defined processes, update them to reflect changes in business
and perform continuous process improvement.

3 Literature Review

3.1 Collaborative Process Methods

One of the important sources of inspiration is “G-MoBSA framework” [8]. This
research heavily focused on socio-cognitive perspective of process modeling pro-
vide some significant new ideas how to extend the concept of knowledge creation
and sharing during adoption process and propose complex methodology for group
model building and complementary argumentation schema. The framework also
proposes a BPM experimentation module, which serve as a discrete simulation
environment. Despite the fact this framework bring several highly innovative
ideas about collaboration on process design, it put a lot of requirements on pro-
cess participant’s knowledge of the proposed framework, which can lead to waste
of participant’s time dedicated to process design. Because in most cases the time
process participants can spend on process design collaboration is limited, the
tool they use should be simple and intuitive and their activity should be very
straightforward, to capture maximum of their “subject matter knowledge”. Also
the argumentation schema seems to be a bit overkill for most of cases, as several
iteration and concluding discussion can provide same results as long and com-
plicated argumentation according to the schema, which also do not reflect the
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fact that arguments of people with stronger position on the organization have
usually higher importance and taken as authoritative.

We can find more simple and intuitive approaches to the same problem such

s [29]. This research effort is focused primary on design of simple collaboration
tool based on MediaWiki software with semantic extension. Use of such intuitive
technology seems to be very close to our approach, however this paper also
introduce simple process language defined inside Semantic Wiki used for process
description. Such approach can be useable for very simple processes, nevertheless
as there is BPMN 2.0 L1 subset, intuitive enough to be even understandable by
people without knowledge of BPMN notation, but still extendable to complete
process model, use a non-standardized process description language does not
make much sense today.

One of the most complete methodologies for end-to-end BPM adoption, which
can serve in many ways as inspiration for development for mode light-weighted
methodologies is CBM-BPM-SOMA developed in IBM. It is a merge of three
separate methods linked to each other. This triplet cover technique used for
organization assessment and business analysis (Component Business Modeling
- CBM), the core method focused on process analysis (BPM) and technically-
oriented Service Oriented Modeling and Architecture (SOMA) mainly focused
on efficient identification, definition and composition of services [9]. However this
methodology is designed for adoption of large scale full featured BPM solution,
which includes automation by usage of one IBM BPM products and integration
of various services and systems. Such solutions fit well complex BPM solutions of
large enterprises, but they seem not suitable for agile small scale BPM adoptions.
There are some other approaches which outline the whole adoption lifecycle like
[27], but those does not seem to be detailed enough to be successful.

3.2 Process Collaboration Environment (PCE)

We mentioned before an idea of PCE an environment for collaborative process
design is not completely new and many important BPM vendors also visible
in Gartner’s magic quadrant such as IBM, Signavio, Intalio, Pega [12] make
extensive efforts to develop server-side environments for collaborative process
design. However most of them allow only local installations on private servers,
which get them closer to “private cloud” concept. Some existing public cloud
services rely on open-source technologies. Probably the most popular tool of that
type is Oryx editor, developed as open source project [20]. Oryx is being tailored
by several BPMS vendors for example Signavio and Alfresco. Oryx itself is only
visual modeling tool, and for full blown PCE it have to be extended for some
advanced features such as mechanism for providing and managing feedbacks,
real-time multi-user collaboration and change tracking.
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4 Results

4.1 Agile Methodology for Collaborative Approach to Process
Design

In this section we will present subset of our methodology focused on small-scale
BPM adoptions. This subset is focused primarily on collaboration of initial pro-
cess design and also on further collaborative improvement of processes. We will
put emphasis on involvement of process participants, as they play key role in
gathering of requirements in initial process design as well as consequent iter-
ations focused on process improvement. Early draft of the methodology was
applied in practice so far in two case studies. First case study was performed in
commercial environment, SME software company: IT Logica s.r.o [I§] ,focused
on Web-Application development. Second case study was performed in ICT de-
partment of Masaryk University in Brno and was focused primarily on ICT
services provided at University [I7]. In both cases agility and need for more iter-
ative approach to process design and need for further process maintenance was
identified as a drawback of our methodology, so we did recently several changes
towards more iterative agile principles. Planning the BPM adoption Adoption
consists of several phases. At the end of each phase results should be reviewed
and the plan for forthcoming phases should be detailed. In general estimation of
effort for each phase is not easy at the beginning and many details about next
phase are uncovered at the end of preceding phase. We should also keep in mind
that BPM adoption often means changes in both organizational structure and
used ICT technologies. This means that changes should be committed iteratively
and all new systems should run in parallel and migration should be very careful.
Obvious seems to be usage of conventional project management tools which help
project manager to deal with planning complexity and make the plan systematic
and understandable.

4.2 Adoption Participants

BPM adoption should start with identification of participants. Key participants
should be chosen very carefully as their contribution can significantly influence
the whole adoption. We have to make sure all participants are properly informed
about the adoption process, they understand the adoption goals and they should
be convinced about potential benefits of adoption process.

We are going to describe following participant roles:

— Sponsor

— Organization’s management
— Adoption coordinator

— Process analyst

EIS designers and developer
Process participant

Process maintainer
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Sponsor. This role usually belongs to organization owner or CEQO. Sponsor
provides resources for adoption process such as funding and allocates internal
human resources. His commitment is absolutely necessary for success of adoption
and he has to clearly understand potential benefits, risks and overall impact on
organization. Organization’s management Each manager has to be fully familiar
at least with impact of adoption on his area of responsibility and also understand
the big picture of the adoption. On the side of lower management we face often
fear of loss of responsibility and importance. This is very important to be solved,
managers play important role in the adoption and we have to carefully explain all
benefits adoption can bring to them and make sure all their fears are dispelled.
Adoption coordinator Usually member of external “BPM team”. He usually acts
as Project manager of the adoption and he is the core person responsible for
entire adoption process. He has to plan the adoption process carefully, execute it
and periodically monitor the progress. He should be familiar with organization’s
business context, cooperate closely with Sponsor and Organization’s manage-
ment. He should be experienced process analyst familiar with issues of process
modeling and manage team of process analysts.

Process Analyst. Usually also member of external “BPM team”, responsible
for interviewing process participants, modeling and documenting organization’s
processes. Good communication skills are a must. He has to have strong knowl-
edge of process modeling techniques and he should have at least basic knowledge
of organization’s business domain as well.

EIS Designers and Developer. Internal or external person responsible for
design of EIS in target organization. He should have at least basic knowledge
of BPMS technologies if a BPMS is used and understand at least basic BPM
concepts. He should be aware of desired impact of adoption on organization’s
EIS.

Process Participant. Internal organization’s worker performing activities of
modeled processes. He usually has a key knowledge about how the process works
in details and he should serve as main sources of information about modeled
processes. Similarly to organization’s managers, participants are often afraid of
negative impact of BPM adoption on his work. Thus we have to carefully explain
all benefits adoption can bring to him and make sure he is willing to collaborate.

Process Maintainer. Internal person made responsible for further mainte-
nance and improvement of processes after adoption. He should work closely with
adoption coordinator and team of process analysts and learn as much as possi-
ble. He should learn how to model and modify processes, synchronies changes
between organization’s business goals & objectives and processes, how to set
measures on processes and transform measured data into KPIs. In short, he
should be able to perform those steps periodically after end of initial adoption
on his own and further develop the organization’s processes.
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4.3 Setting Preceding the Adoption

There are several activities, which should be done shortly after kickoff the adop-
tion process.

Introductionary Meeting. There should be a meeting which introduce the
plan of adoption and create common understanding across all involved subjects.
Such meeting should be attended at least by:

— Sponsor and part of organization’s management directly involved in adoption
process

— Adoption coordinator, eventually some process analysts

— As much as possible process participants

— Process maintainer

On such meeting we should present most important facts about the adoption
and provide space for discussion Presentation should cover:

— Basic facts about the adoption, such as purpose, goals and expected outcomes
— Highlight the importance collaboration across all the involved subjects
Outline the whole adoption plan and rough time schedule

Brief introduction of process used process modeling technique

— Introduction of used PCE

Rough structure of process interviews

PCE Setting. We have to make sure all users of our PCE are able to access it
and know how to use it. We should also provide a person supporting PCE users
to achieve maximum contribution. There should be some example processes as
well as feedbacks, so users can use it as a template.

4.4 Adoption Phases

Adoption consists of several phases performed in a recommended order. However
in some cases the sequence of these phases has to be tailored to the situation. For
example when the business goals and objectives of the organization are relatively
simple, but the business of the organization itself is built on critical mass of EIS
components and ICT services, the analysis of those systems turns to be more
important and it can be performed earlier. However this leads to the bottom-
up approach to BPM adoption, which is not really in scope of the researched
methodology.
We are going to describe following phases:

— Organization assessment phase
— Initial process mapping phase
— Iterative process improvement
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Organization Assessment Phase. In this phase we gather context informa-
tion about organization and its business, collect business related information and
use it as an input for process analysis and design. These activities are done by
Adoption coordinator by performing interviews with organization’s management
and root stakeholders.

Roles involved: Sponsor, Organization’s management, Organization’s manage-
ment, Adoption coordinator

Phase inputs:

— Previous efforts of organization assessment

— Business plan

— Any documents describing organization structure
— Definitions of metrics and previous business data
— ICT services documentation

Phase activities:

Review and refine business plan & vision

Review and refine goals and objectives (G&O)

Review and specify business metrics and KPIs mapped to objectives
Describe in detail organizational structure, including roles and responsibili-
ties

Describe business components (organization units)

Describe ICT services both consumed and provided internally and externally
Create priority list of business activities

Create complete list of relevant processes mapped to business activities

Ll
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We first collect the AS-IS state, discuss it with the management and define initial
TO-BE state. Nevertheless TO-BE state should not involve much reengineering
at this stage. It can involve:

Business plan re-engineering

KPT’s and metrics definition and re-engineering
— Estimation of quality and costs of ICT services
— proper mapping of G&O to processes

— clear definition of roles

For more formal description of organization business plan&vision and
Goals&Objectives we can use some more formal techniques such as Business
Motivation Model (OMG 2008). However BMM is quite complex technique
and can fit only for organizations with more complex business planning. Phase
outputs:

Refine business plan, vision,

— G&O and related KPI definitions

Description of organizational structure with subordinations, roles and re-
sponsibilities

Prioritized list of business activities mapped to existing processes
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Initial Process Mapping Phase. To obtain realistic processes that corre-
spond to reality, the involvement of each process participant to the process defi-
nition in “design time” is crucial. Otherwise we can easily end up with idealistic
process definitions dreamed by management that have nothing to do with real-
ity. The more intuitive technology we use for sharing the modeled processes with
process participants, the more efficient collaboration we achieve.

Phase inputs:

— Prioritized list of business activities mapped to existing processes (from
previous phase)

— Any documents describing activities involved in modeled processes

— KPI definitions (from previous phase)

Phase activities:

1. Complete prioritized process list (existing and new) with process owners
assigned

2. Interview process participants and define initial processes

3. Create Detailed BPMN 2.0 models of chosen processes and write comple-
mentary descriptions

4. Define roles within processes and map them to organization’s roles

5. Identify and refine process metrics linked to KPI’s

6. Set up PCE and publish processes there.

Phase outputs:

— Prepared PCE

— Complete list of prioritized processes with assigned owners and roles

— Initial version of process BPMN 2.0 models and descriptions published in
PCE

— Clear definitions of process metrics and mapping to KPI’s

— Initial feedbacks about processes from participants stored in PCE

The main responsibility of good process design of the modeled processes lies
on Adoption coordinator. It is generally assumed that the processes should be
modeled by Process Analysts who are dedicated to this activity, but they do
not usually understand each process in detail. Thus they have to cooperate with
process participants who are involved in the activities performed within the pro-
cess. Initial set of defined processes should be also approved by organization’s
management and sponsor of the BPM solution. Steps of the initial process map-
ping phase are described in Figure 1. Here the adoption coordinator captures
the scope of the organization and creates list of processes. Then he models and
describes the selected processes and publishes the draft to the PCE. At this
step the process participants and organization’s management should provide
rich feedback and comments, they have to identify parts of the process which
are faulty, unclear or too general. Such feedback is stored in the PCE. After the
predefined period of time, Adoption coordinator collects the provided feedback
and closes the initial phase.
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Fig. 1. (Initial process mapping phase)

Iterative Process Improvement. This phase should be performed in short
iteration cycles (I would recommend 1-6 months), the anticipated changes should
be also of reasonable size, corresponding to the available human resources. Phase

inputs:

— Feedbacks about processes from participants and management stored in PCE

— Process update requests (2+ iteration)
— Process data (24 iteration)

Phase activities:

requirements

sor

Collect process data

N Ot w

Modify process models and descriptions according to feedbacks and change
Discuss changes and get approval with Organization’s management and Spon-
. Publish updated processes to PCE and open for discussion

Implement changes in processes in EIS
Measure process execution automatically or manually

Let the Organization’s management and Sponsor to evaluate measured data
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8. Collect Process update requests from Organization’s management and
Sponsor

Phase outputs:

— Modeled and described processes published to PCE
Updated processes implemented in organization’s EIS
Process data

— Process update requests for next iteration

Steps of this phase are described in Figure 2. Here the Adoption coordinator
initiates first iteration of improvement phase, reviews collected feedbacks and
modifies defined process models according to it. Modified models are reviewed
by organization’s management and are either approved or disapproved and send
back for further modification. In case of approval the solution designer publishes
modified version to the PCE and implements the approved processes in EIS. Im-
plementation depends on the agreed level, it can start from simple modification
of existing activities in EIS for completing process-engine based implementation
in a BPMS. By completing these steps the implementation processes are mea-
sured. In case of basic implementation of conventional EIS processes, they have
to be measured manually, by collecting events indicating performance of par-
ticular activities or even by noting progress per process. In case of automated
monitoring tools, data are collected automatically by such tool. After the period
of measurement, process data are evaluated by Organization’s management, and
process changes are requested for processing to the next iteration.

Process collaborative
environment (PCE)

Evaluate
jew changes|--=-==-==zz=zzz2zzecamaemanans itori Request
Review changes E monitoring improvements

Process —— R

rénodels an
esriptiong H N
[updated] H .ﬂ f\
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J

Organisation Managemnt &

Process datj

Process
change

Process
Publish modified change

models to PCE

last iteratiot

this iteratio

Continue to next itgration

Modify
process
description
and models

Monitor process|
execution

) changes
., approved?

Impiement
updated
processes

Process
models anq
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[initial]

BPM adoption [Iterative process improvement phase]
Adoption coordinator & Process analysts

Process data E I@Eéecum;nbtlgd
last iteratio) AR
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Process based EIS

Process participants

Fig. 2. Iterative process improvement phase
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4.5 Cloud Environment Requirements

BPM adoptions including any form of BPMS-based implementation are usually
done context of a chosen technology. Choice of the technology often depends on
factors such as desired level of automation, amount of human tasks in processes,
ICT technologies already present in target organization,budget for BPMS soft-
ware and many others. Because we want to keep our methodology versatile and
technology independent we set just very general requirements on PCE and let
the subject performing the adoption to choose the most suitable tool which will
fit project size, complexity and general adoption context. PCE, a software ap-
plication used to support the methodology providing an environment for broad
collaboration on designed processes should fulfill following general requirements:

— Provide simple interface or integration with modeling tool for publishing
process models and their text descriptions

— Track revisions and changes done by particular user in published processes
back in history at the very beginning

— Display categorized list of published processes to a user

— Display diagram of each process with complementary description and chosen
comments of other users

— Allow users to comment on particular process or it’s part

— Allow users to mark faulty or inefficient part of process model or description
(optional)

— Allow user to propose process changes and improvements

— Allow administrator to manage visibility of comments among users

In most simple cases any kind of WIKI, or web Content Management System
which allow users to write comments to content can be considered as the tool for
PCE.. Ad-hoc solution built on organization’s Document Management System
can serve for this purpose as well. Some process authoring environments or mod-
eling tools also provide PCE functionalities and allow users to collaboratively
model processes. However this can be too complicated for process participants,
as they usually have poor knowledge of process modeling.

There are several potential advantages of moving PCE into cloud environment:

— Efficient sharing and real-time collaboration

— PCE is easily accessible from any environment and OS, it does not require
any local installations of the dedicated tools

— Centralized storage allows proper versioning, tracking of changes and history

5 Conclusions and Future Research

According to amount of existing research around collaborative process design we
believe that we are working on valid research problem. Extending the knowledge
in collaboration can help to perform BPM adoptions better and leverage full
potential of BPM even in SME context. The presented subset of methodology
should contribute to solution of defined problem and requirements on collabo-
ration tool should help to choose or develop the right technology that fit for
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particular situations. We believe in further improvement of our methodology ac-
cording to feedback from practice and we want to end up with comprehensive set
of guidelines of the whole adoption process. Our aim is to keep the methodology
versatile and technologically independent, provide guidelines for as much aspects
of the adoption as possible, but also provide space for ad-hoc customizations,
so the methodology still can be tailored to particular situation. Modern Cloud-
enabled collaborative tools help to foster better collaboration in many cases and
we believe that process modeling can be one of them. However the human factor
remains still most crucial influence in BPM adoption context and the will to
collaborate across all subjects have to be initiated by wise decisions made by
people and a PCE still remain just a tool that can support such collaboration.
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Abstract. Cloud computing changed recently business view regarding their In-
formation System through an on-demand provisioning of computing resources.
Recent discussions about data security requirements in cloud computing envi-
ronment tend to conflict with other requirement including usability and eco-
nomic. In hybrid clouds that combine private and public clouds usage, private
clouds are able both to externalize resources and invoke services from public
cloud when needed. However, in such specific inter-cloud environment risks
arise. Indeed, private clouds aren’t sufficiently assured about how credible is
the data computed by these resources they entrusted. This is due to clouds au-
tonomy preservation, difference in control policy definitions and lack of trans-
parency in clouds. In this position paper, we tend to propose an approach to
help private cloud selecting a trustworthy public cloud service. The idea con-
sists in a trust manager as a service that bases the decision-making on the pri-
vate cloud past invocation analysis.

Keywords-component: Cloud computing, data credibility, trust management,
hybrid cloud, SLA.

1 Introduction

Cloud computing changed recently business view regarding their Information System
through an on-demand provisioning of computing resources. Recent discussions about
data security requirements in cloud computing environment tend to conflict with other
requirement including usability and economic. In our opinion, these discussions are
too undifferentiated and neglect the real-world security reasoning and concerns. In the
context of cloud, security problems increase tenfold. Indeed, the invoking schema is
both horizontal as many cloud services use other cloud services not necessarily dep-
loyed on the same cloud, and vertical, as most cloud offering are deployed over sev-
eral layers (IaaS, PaaS and SaaS) with different security requirements.

This observation is accentuated in the context of hybrid cloud computing where da-
ta security problems can be classified into two categories: security problems due to
data externalization towards services deployed on the public cloud to ensure systems
responsiveness; and security problems coming from data issued by public cloud ser-
vices and that require to be trusted by the invoking private cloud. In the first case, the
problems encountered are mainly privacy and integrity problems due to data
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externalization. Many solutions have been proposed such as [10]. In the second case,
private cloud services often interact with cloud providers for services provisioning
such as infrastructure, platforms and software. However, they aren’t sufficiently as-
sured about how trustable and credible the data computed by these resources are. The
lack of trust in a data produced by a service deployed on a public cloud, can impact
private cloud services security. Indeed, a data misuse by a private cloud service
(which is generally kept inside due to its sensitivity) can lead to produce bad data or
to make inappropriate decisions. In this position paper we concentrate on the last case.
The case of hybrid cloud is slightly more complex as the private cloud service has to
base its decision on a set of aspects such as the trust level of the invoked service, the
public cloud service execution environment (the reliability of the physical or the vir-
tual machine (if machine virtualization stands) and so on). Solutions to the trust chal-
lenge are hence to be crucial ingredient to a more wide spread deployment of hybrid
cloud computing.

Solving this problem is not an obvious task due to clouds autonomy preservation,
differences in control policy definitions, and lack of transparency in clouds.

One way of coping with the problem is to identify how to determine data credibility
through evaluation of service trustworthiness in hybrid cloud computing environments?
In other words, proposing a methodology that enables private cloud to determine the
trustworthiness of public cloud entities based on past service invocation information
inference. Selection of a particular service could be motivated by information such as
services provider’s reputation in terms of performance, security and quality of service.

The rest of the paper is organized as follows. Section 2 briefly mentions recent
work on trusting public cloud entities. Section 3 presents our current research. At the
end, we summarize conclusions and challenges for future work.

2 Trusting Public Cloud Entities: Recent Work

In the cloud context, trust solutions can be classified based on the following criteria:

e Fine grained vs. coarse grained: fine-grained solutions are aimed at gathering in-
formation about service deployment environment characteristics (e.g. information
about Virtual machines and/or Physical machine run on). While coarse grained are
more concerned about having a global overview of trust (e.g. whether it meets trust
requirements or not).

e Proactive vs. Reactive: there are proactive approaches using preventive controls or
reactive approaches using detective controls. The preventive controls are defined
as procedures used to alleviate an issue to never take place. The detective controls
are used when we request using a service or after an issue happens to check for
causes.

In literature assessment, there are a lot of solutions treating trust issue in the cloud.
We find out three categories of trust in cloud environment: trust based on accountabil-
ity, trust based on third party and trust based on reputation feedback and social
networking. Accountability has been widely used as a solution to detect faulty entities
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in distributed systems [1]. In [2, 3], this approach has been applied to cloud compu-
ting in order to find and expose faulty nodes and establish trust. TrustCloud [2] allows
to answer, inside a cloud, questions like when, where and how an intruder threatened
confidentiality or integrity of data inside a file. It is a file-centric solution that consid-
ers five levels of granularities in monitored data, from the data containers (e.g. files,
databases), data provenance collection, creation and evolution and finally the data
workflow. Similarly, DataProve [3] gathers data provenance from logs across system
and application layers in a cloud. It redefines granularity of provenance by making it
data-centric instead of file-centric. Data gathered concerns provenance of applica-
tions, virtual machines, physical machine and cloud location. This category does not
treat the problem in a inter-cloud context. In third party based trust solutions [16, 17],
a third entity establishes trust between two parties interested in interacting with each
other. The trust management, in this category, is coarse grained, preventive and lo-
cated on a third party which is often an online web interface. They help services pro-
viders to select reliable cloud providers based on a rating in form of a questionnaire
filled in by current cloud consumers. This category focuses on helping users (instead
of services) choosing the right cloud. Moreover, these solutions are not fine-grained.
Finally in the third solutions category, trust is reputation based. In those works, inter-
cloud trust is of concern. In [4], Abawajy et al. propose a distributed framework that
enables interested actors determining the trust rate of federated cloud computing enti-
ties. It helps final consumers in associating a rate to exiting feedbacks estimating a
prospective services provider. In [5], authors propose a solution where users are sup-
ported in choosing a trustworthy cloud provider by defining a set of evaluation
attributes. In contrast, in [6], the reputation is gathered from peering entities, which
represent each cloud. The reputation calculation is based on two factors: cloud’s own
experience and reputation rating. The cloud own experience is a value given by a
cloud to another to rate how satisfactory the interactions were. While the reputation
rating represents a value of confidence a cloud had about another cloud’s behavior.
The cloud own experience rates are published to other cloud peers. For this last cate-
gory, the trust reasoning is coarse-grain and not especially adapted to the hybrid cloud
context.

Considering those works, there is a real lack of trust solutions targeting public enti-
ties in the hybrid cloud context. Besides, there is no solution that considers fine grain
features in this context. With this position paper, we so aim to close this gap. Besides,
we think also that pointing public cloud data monitoring heterogeneity constitutes a
notable argument to manage hybrid cloud security.

Thus, we believe that a trust manager service targeting public cloud entities should
be an interesting expectation. The proposed service should gather data about previous
service invocations and store them at the private cloud side and analyze them to meet
the needs (in trust) of the invoking service towards a public cloud entity. This service
should consider contextual constraints such as different service delivery and different
service deployments models. In the following we discuss this idea.
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3 A Premise of a Trust Management Service for Hybrid Cloud

Considering the aforementioned challenges, the service has to incorporate the follow-
ing features:

Invoking Scenario Diversity. As we can see on top of figure 1, the possible service
invoking scenarios are numerous and have to be taken into account in the proposed
trust service. Indeed, the private cloud invoking service could be of SaaS, PaaS or
TaaS type. It can invoke a public service of the same layer or lower. To illustrate the
feature, a PaaS service invokes either a PaaS or an IaaS service in the public cloud. In
the first case, the public entities to be trusted are for instance the physical and virtual
machine where in the second one only physical machine is implied. Thus, in the first
case the associated fine grain information that allow to make a reasoning about the
trust level are a subset compared to the one considered in the second case.

Heterogeneity in Information Supplied by Public Cloud. By nature provided
public cloud are able to supply heterogeneous data about their entities. Furthermore,
data provided by public cloud provider depend on their governance leading to a form
of heterogeneity. Hence a trust service has to base its reasoning on heterogeneous and
probably incomplete set of information.

By analyzing the previous features, we come out with the two basic principles of
the targeted trust manager service:

Data Set Layering. As mentioned before, the entities considered in the trust decision-
making are more numerous when the invoked service is a SaaS and decreases for
PaaS and IaaS services. Figure 1 illustrates a possible required data sets correspond-
ing to each kind of service invocation.

Private Cloud Public Cloud

o TR T
g = P,
o7 Provider, muaus, URL Oceurrence d
- ‘peobiability of crashcs Y

Fig. 1. Information gathered by service type

Reasoning Based on Incomplete Information to deal with the second feature. Using
Bayesian network constitute an original and interesting faculty. Indeed, Bayesian
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learning takes a probability-based approach for reasoning and inferring results. Each
training example that is encountered can change the probability that a hypothesis is
correct. Moreover, rather than using knowledge from the current data set or training
examples only, prior knowledge can be combined with the observed and incomplete
data to arrive at more meaningful results. In our case, the decision of invoking (or not)
a service should depend on its trust level. To do so, we plan to classify the list of ser-
vices proposed by the public cloud to be invoked in two categories: trustable or un-
trustable services. Four variables may be considered: service reputation (SR), service
provider reputation (SPR), physical (PMR) and virtual (VMR) (if virtualization stands
on) machine reliabilities. Both service and service provider parameters should be
instantiated in the training example according to their punctual reputation level. These
values are taken from the local private cloud or from external (social network
sources). Based on the training model, thanks to the Bayesian network, we can obtain
a probability of service invocation trust on which stands a set of trusted services se-
lection. We think about two selection algorithms. The first one located at the public
cloud side tends to propose a subset of deployed and ready-to-use services that cor-
respond to the invoking service needs. This algorithm should filter the set of services
according to a given SLA extension by the private cloud trust requirements. The
second selection algorithm is to be localized at the private cloud side and will help in
choosing the best service among those proposed by the public cloud service taking
into account information coming from the reasoning mechanism described below.
Attempting the previous original approach, we thought about a two sides’ architec-
ture illustrated by figure 2 and that should be composed of five main independent
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— L \\ ~ ) y g - s
_ \// Y% Private Clum B 7\//' \/ \/

(/ Saas £ Public Cloud
SaaS

e PaaS\!L
y A L.
o Mediator HlstoryLogger ] /

PaaS
VM:L PRI 37 vmz VMLL
Dynamic PR3 PR3

| Registry |
AN

i X Z laas ﬂ ﬂ
E// 77\’R’eputatit‘m ' B
o

(" - Manager SN
Fig. 2. Our trust management architecture for hybrid clouds

—~

Logging

Based
( Trusted Social Network CI?~
<

First, the trust manager -which should be a PaaS service located within the private
cloud - runs the reasoning process and the private cloud algorithm in order to retrieve
the appropriate service from the selection made by the public cloud. It should tightly
collaborate with a History Logger also located at the private cloud to acquire past
experiences obtained by already invoked services. At the public cloud side, we find
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the dynamic Broker whose main role in our case is to discover and select the appro-
priate service (SaaS, PaaS or IaaS) according to security restriction attributes inspired
from the approach stated in [7]. Each new service, once published, can hence be easi-
ly reached, discovered and then selected for use. The public cloud algorithm will be
run in this component. When the first selection achieved based on function criteria, an
engine Based Logging service should filter more keeping only services that enforce
the private clouds security constraints and expectations.

4 The Roadmap

In this position paper, we have first emphasized the need to be confident with infor-
mation coming from public cloud service invoking in order to keep secure, more sen-
sitive services located in the private cloud. This should be achieved taking into ac-
count public cloud entities trust level. We have then tried to define the features and
the requirements of such trust service invoking and have given a preliminary architec-
ture in term of PaaS services implementing this functionality both at the public and
the private side. In addition, we would like to take into account public cloud hetero-
geneity in logging and disseminating information about their services towards their
consumers.

The road ahead will be first to identify the sweet spot i.e the adequate scenario that
will prove the importance of our proposal. We are thinking about an environmental
scenario where information can be obtained from a set of cloud services associated
with a corresponding sensor network. Second, we have to identify which fine-grain
information from the public cloud, are interesting to measure the trust level of each
public entity implied in a service invoking. This with the objective to determine
which information is necessary to enforce service trustworthiness. Finally, we intend
to investigate how to be able to give guarantees with respect to the effectiveness of
such security/trust service. We will consider how to assess efforts on implementing
the reasoning process thanks to a proposed Bayesian network. We will try to validate
it using a simulation platform like the Weka platform [8]. Furthermore, we will assess
the service feasibility using a cloud simulator like CloudSim [9].
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Abstract. Migrating to the Service Cloud Paradigm implies the migration of
legacy software systems to a service-oriented architecture with deployment in
the cloud. Although this specific software modernization paradigm promises
numerous strategic and operational advantages, it poses also many complex
organizational and technical challenges, among which is the lack of mature
processes, methods and techniques. This paper examines the questions of
whether agile methods and techniques could be scaled to fit the migration to the
Service Cloud Paradigm and how they could help overcoming the challenges of
software modernization in this specific context. The research methodology
presented here first extracts the challenges of the migration to Service Cloud
Paradigm through a systematic literature review and then, using expert
judgment, evaluates how different agile techniques, taken from Scrum and
Extreme Programming (XP), could address the identified challenges. As a
result, a ranked list of applicable agile techniques is presented and suggestions
for their adoption in software modernization projects are drawn.

Keywords: Agile Software Development, Software Migration, Software
Modernization, Cloud Computing, Service-Oriented Architecture.

1 Introduction

Building a modernized system from scratch often requires a huge investment in time
and efforts, making this modernization approach almost unfeasible in real industrial
settings. But software organizations, continuously pressured by their dynamic
business and IT environment, have to modernize. Thus new and more undemanding
modernization approaches are needed. With the increasing popularity of Service
Oriented Architecture (SOA), the reuse of legacy system by exposing its functionality
through services is identified as a feasible and very promising modernization
approach. One particular modernization paradigm is the Service Cloud Paradigm,
which stands for combination of Cloud Computing and SOA for development of
Software as a Service (SaaS) systems and their deployment on the Cloud. Although
this paradigm promises numerous strategic and operational advantages, it poses also
many complex organizational and technical challenges, including but not limited to
extensive business context analysis and complementary strategic efforts, steep
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learning curve, external dependencies and lock-ins, complex governance,
interoperability, etc. Being in its early adoption stage, the migration to the Service
Cloud Paradigm still lacks mature process models, methods and techniques, so needed
for providing systematic guidelines for approaching software modernization in this
specific context and overcoming its challenges. Agile methods and techniques, on the
other hand, has been widely adopted in the industry and successfully applied in
various contexts, different from traditional software development. Thus the question
of whether agile methods and techniques could be scaled to the migration to Service
Cloud Paradigm becomes a question of present interest.

The study presented in the paper proposes a systematic approach for reviewing the
challenges of SOA and Cloud Computing relevant to Service Cloud Paradigm.
Further it evaluates, through expert judgment, various agile techniques in terms of
their potential to address these challenges. These agile techniques are taken from
Scrum and XP software development methods since they are the most widely adopted
methods through the agile community in the recent years (in more than two thirds of
the projects surveyed by VersionOne'). The results of the evaluation step are used for
making suggestions on the applicability of the techniques and their inclusion in a
particular agile method for migration to Service Cloud Paradigm. The design of the
agile method is out of the scope of this paper since it involves an extensive research,
which cannot be presented within the limits of this paper.

The present study has been carried as part of FP7 European research project for
reuse and migration of legacy applications to interoperable cloud services
(REMICS?). The main objective of the REMICS project is to specify, develop and
evaluate a tool-supported model-driven methodology for migration to the Service
Cloud Paradigm. The migration process consists of several steps: (1) understanding
the legacy system in terms of its architecture and functions; (2) designing a new SOA
application that provides the same or better functionality; and (3) verifying and
implementing the new application in the cloud.

The reminder of the paper is organized as follows: Section 2 describes the
methodology used for conducting literature review and evaluating agile techniques;
Section 3 presents the challenges from SOA and Cloud Computing fields, extracted
by the review process and relevant for the migration to the Service Cloud Paradigm;
Section 4 discusses the results of the evaluation of agile techniques and their potential
to address the identified challenges; and Section 5 concludes the paper and outlines
directions for future research.

2 Methodology

The research methodology used in the present study contains two basic steps. During
the first step a systematic literature review on challenges of SOA and Cloud
Computing, which are relevant to Service Cloud Paradigm, is performed. The second
step involves a particular evaluation technique to study whether agile techniques can
be used to address the challenges identified on the first step. The steps are presented
in details in the subsections below.

! http://www.versionone.com
2 http://www.remics.eu/
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2.1 Review

Articles were eligible for inclusion in the review based on their relevance to the review
objectives, which are: (1) they describe the current state of research and practice in
either SOA and/or Cloud Computing; and (2) they identify and discuss different
challenges these areas poses to both academia and industry. The relevance was
evaluated by reviewing the abstracts of the articles and grading them as either relevant
or irrelevant. The inclusion was also restricted by the type of the study, including only
review articles and excluding theoretical (conceptual) or empirical studies. No
restrictions were made in regard to the publication year of the articles thus covering all
the years available in the included electronic database at the time of the review (1
January, 2012). Other exclusion criteria used were: (1) the article does not have
abstract or the abstract is not available from the included electronic database; (2) the
access to the full text of the article is restricted; and (3) the full text of the article is not
available in English.

The search strategy included both journals and conference papers, and was limited
to the Scopus electronic database. Scopus is the largest abstract and citation database of
research literature and quality web sources, which ensured the coverage of nearly
18,000 titles from more than 5,000 publishers. The titles of both journals and
conference papers were searched using the following search terms:

(1) Service-Oriented Architecture - (“Service-Oriented” AND (Challenges OR
Review OR Landscape OR Roadmap OR “‘State of™));

(2) Cloud Computing - (“Cloud Computing” AND (Challenges OR Review OR
Landscape OR Roadmap OR “State of”).

Applying the search strategy resulted in an initial pool of 121 articles, 65 articles for
SOA and 56 for Cloud Computing. Some additional articles, not covered by the search
strategy, were also included as being recommended by the research community. Thus,
by using the inclusion and exclusion criteria the initial pool of articles was limited to
58 articles. Their full texts were thoroughly examined in order to extract the challenges
of SOA and Cloud Computing, presented in the subsequent sections.

2.2  Evaluation

Agile techniques were evaluated using expert’s opinions through Delphi technique.
Delphi is a technique frequently used for eliciting consensus from within a group of
experts and has many advantages over other methods of using panel decision making
[1]. Various researchers [1-3] all found that one of the major advantages of using it as
a group response is that consensus will emerge with one representative opinion from
the experts. Other advantages include its simplicity, anonymity, controlled feedback
from the interaction and others [4]. Some limitations include that judgments are
derived from the subjective opinions of experts and may not be representative, it
requires adequate time and participant commitment, its validity extremely depends on
the expertise and experience of the panelists, etc. [4] However, Linstone [2]
recommends the Delphi technique when the examined issue does not allow the use of
analytical techniques but can benefit from the subjective judgments on a collective
basis, which we believe is our case.
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The process followed was the one proposed by Pfeiffer [5] and included the
following three steps:

(1) Experts’ recommendations - A questionnaire was sent to a panel of four
experts (with an average of 9 years of both academic and industrial
experience in agile software development), asking them to review the list of
challenges extracted by the review process and make subjective judgment
and recommendations on which agile techniques (from Scrum and XP) could
be used to address these challenges. From each expert a list of agile
techniques was obtained.

(2) Experts’ ratings - From the individual recommendations, a consolidated list
of agile techniques was created. The list was then sent to each expert to
further evaluate the relevance (on a five-point scale) of all techniques in
regard to all challenges.

(3) Experts’ consensus - The consolidated list, together with experts’ ratings was
sent again in order to discuss big differences in ratings. At the end consensus
was gained, resulting in a final list of agile techniques and addressed
challenges.

3 Challenges in Migrating to the Service Cloud Paradigm

The challenges identified by the review process were sorted into two categories:

(1) Organizational challenges, including challenges from all levels of the
organization as strategic challenges (e.g. process reengineering, external
dependencies, etc.), managerial challenges (e.g. governance, competence
acquisition) and operational challenges (e.g. lack of methodologies, tools,
etc.), and which were mostly process and people oriented;

(2) Technical challenges, which included design, implementation, verification
challenges and deployment challenges, and were product and technology
oriented.

As the focus of this study was on the migration to the Service Cloud Paradigm, we
expected that not all of the challenges discussed by the reviewed articles would be
relevant. For that reason, we limited the extraction of challenges to: (1) for Service-
Oriented Architecture we included challenges relevant for both service consumers and
providers, as software migration could involve both developing of new services and
using external ones; (2) for Cloud-Computing we included only challenges relevant
for the cloud consumers, excluding challenges covering the development of cloud
infrastructure, how security should be achieved within this infrastructure and other
challenges more relevant for the cloud provider.

3.1  Challenges of Service-Oriented Architecture

Total of 31 articles were thoroughly reviewed in order to extract the challenges
relevant to SOA. As many challenges were found, they were further consolidated into



Challenges for Migrating to the Service Cloud Paradigm: An Agile Perspective 81

total of 17 challenges, 10 of which were organizational and 7 were technical. A
summary of these challenges, together with their references, is presented in Table 1.

Table 1. Challenges of Service-Oriented Architecture

# Challenge Description Ref.

Organizational challenges

01 Identification and In some cases services are first developed and then offered  [6-7]
availability of ~ to real service consumers (mostly due to customer
service unavailability). Therefore the service provider defines and
consumers prioritizes requirements based on its assumptions of what
"potential consumers" would need or how “potential usage
patterns” would look like.
02 Identification and Business process modeling and analysis might be an [7-14]
reengineering of ~ intensive activity and a prerequisite for the specification,
business design and implementation of services (if top-down or
processes / tasks  domain composition approach is incorporated)
03 Lack of software Due to its early adoption stage, there is still scarce [15-
development availability of software development methods and 7]
methods techniques for guiding the migration to and the
development of software systems based on Service-
Oriented Architecture.
04  Unclear system  Service-Oriented Architecture tends to blur the boundaries  [8-9,

ownership of software systems ownership, so who owns what (in 11-12,
terms of services) might become an issue. 18-19]
05 Complex Service-Oriented Architecture raises unique challenges [9-10,
governance and can be derailed unless an effective governance 12-13,
framework is established to clearly identify roles and 16-22]

responsibilities.
06 External By developing software systems using external services, [11,

dependencies the organization is exposed to higher risk due to third  15]
party dependencies. Thus risk mitigation becomes
important issue.
O7  Acquisition of ~ For an organization adopting or migrating to Service- [6, 8,
competencies and Oriented Architecture, thorough understanding of the 17-18,
expertise underlying technologies remains highly critical. At the 21,
same time too many technologies and standards could be 23]
involved and/or not enough expertise could be available in

the market.
08 Addressing The plethora and diversity of parties involved (service [17-
increased consumers, service developers, integrators, infrastructure 19,
complexity developers, etc.), technologies incorporated, diversity of  24]

types of services available as run time components, the
middleware and the infrastructure required to make these
components interoperable and deployable, the technical
skills and expertise required etc. increase significantly the
complexity of the developed or migrated software system
(System of systems).
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Table 1. (continued)

09 Immature tools Due to its early adoption stage, there are few and still [8-9,
and integrated  under development tools and integrated development 12,
development environments to assist software engineers in their 16-19]
environments migration or development efforts.

0 Evolving While the core web services standards (i.e. XML, SOAP, [8-9,

10 standards WSDL, and UDDI) are relatively mature and stable, many 12,

of the additional standards that address important issues 16-19,
such security and reliability (e.g. WS-Coordination, WS- 25]
Atomic Transaction, WSDM, WS-Reliability, etc.) are

still under development.

Technical challenges

T1 Addressing Service design needs to determine what constitutes a [6, 9,
service design ~ service and its operations (or interface), and make 11-12,

decisions about the level of service aggregation (or service 14-19,
granularity). There is no straightforward approach (neither 21-23,
design methodology) and often the design process 25-28]
becomes challenging and cumbersome.

T Securing As services could be used by different consumers to [7,9,

reconfiguration ~ perform different business tasks (covering various 12, 16,
and composition business scenarios), they should be reconfigurable and 18,22,
facilitate composition and orchestration. 28-31]
T3 Securing Service interfaces cannot be changed very often due to [11,
compatibility and issues such as backward and forward compatibility and 16, 18,
standards compliance with standards. 22,26,
compliance 32]
T4 Addressing There could many challenges related to security (due to [6, 8,
security, publicized interfaces, distributed and no trusted network 18-19,
interoperability —and channel, unintended orchestration, the use of open 23,28,
and other quality standards, etc.), interoperability (due to different 30-35]
aspects standards, middleware and service infrastructure, service
semantics, etc.), conducting performance and reliability
analysis, ensuring correctness and reliability of test cases,
provenance, etc.

TS5  Simulation of  Test instances of the services and simulated deployment [8-9,
deployment environment could be required during implementation as 11-12,
environment real services could be unavailable or too critical to be  16]

executed (e.g. ordering purchase).

T6 Testing services Testing in Service-Oriented Architecture might require [6, 9-

complex logistics, test instances of services, more levels 11,
of testing (due to diversity of parties involved), new 15-16,
techniques for issues localizations and troubleshooting, 18,23,
greater and more diverse exception handling, more 26,33,
complex route cause and impact analysis, etc. 36]
T7  Securing SLA  Fulfillment of Service Level Agreement (SLA) and [9-12,
and QoS Quality of Service (QoS) contracts during services usage 18,
contracts could be challenging due to network connectivity issues, 22-23,

unpredicted load, etc.

30]
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As seen from Table 1, most of the reviewed literature (84% of the reviewed articles)
was concerned with technical challenges. This was expected as SOA has to achieve
some degree of technical excellence before it is widely accepted by the industry, and
with the extensive use of SOA in real industrial settings the majority of organizational
challenges would emerge.

The challenges in Table 1 have various implications on the incorporation of agile
methods and techniques into the Service Cloud Paradigm, especially when it comes to
organizational challenges. For example, working with potential service consumers and
potential usage patterns (O1) contradicts with agile methods and techniques, which are
mostly customer centric and require intensive interaction and collaboration with the
customer. Not involving real customers (or at least somebody who could represent
them) in the early phase could result in customer feedback received late in the
development lifecycle, customer negotiation and relationship issues when real
customers interests are conflicting (e.g. in terms of service functionality, interface,
etc.); complex impact analysis and lack of flexibility and agility because of unknown
customers (especially when the services are publicly available), etc. The prerequisite to
define business processes and tasks in advance (02), before the actual design,
implementation and verification of services (if top-down or domain composition
approach is incorporated) also poses some limitations on the use of agile methods and
techniques, which emphasize on working software and thus applies very short
increments (from 2 to 4 weeks) with potentially shippable products. This might also
hinder achieving organizational agility and responding to change, because it limits the
possible introduction of changes in the predefined business models late in the
development life cycle. Challenges as unclear system ownership (O4, e.g. who should
test external services, included in the current iteration; who should be responsible for
the infrastructure required; etc.) and the need for complex service governance (O3, e.g.
requiring adherence to codes, policies and standards in order to secure process and
services compliance) set the focus on defining formal processes (incl. roles,
responsibilities, activities, artifacts, etc.) and extensive usage of tools (incl. integrated
development environments), while agile emphasize on individuals and interactions. In
terms of technical challenges, there were also many implications. Coding and testing
(mostly unit and integration) are not the only major activities in SOA. Considerable
attention is paid also to service design, composition and orchestration (T1, T2), which
in some cases could even replace traditional coding (e.g. when the system is built from
external services only). In terms of testing, system testing (TS5, T6) becomes crucial as
there could be many parties involved (e.g. service developers, integrators, consumers,
infrastructure developers, etc.). Software quality (T3, T4, T7) is much more
emphasized because security, interoperability, reliability and compatibility, etc. are real
life concerns in the SOA. There are also other implications to be considered, including
increased complexity (08, O10), evolving standards, etc.

3.2  Challenges of Cloud Computing

A total of 27 articles in the area of Cloud Computing were reviewed. The extracted
challenges were further consolidated into 12 challenges, including 8 organizational
challenges and 4 technical. They are shown in Table 2.
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Table 2. Challenges of Cloud Computing

# Challenge

Description

Ref.

Organizational challenges

O1 Trust in the cloud
provider

02 External
dependencies and
vendor lock-ins

03 Security and
privacy

04  Delegating data
governance

05 Introduction of
new roles and
responsibilities

06  Acquisition of
competencies and

expertise
o7 In-house
integration
08  Early adoption
stage

Trust becomes an issue when the data and computation are
decentralized and distributed beyond the boundaries of the
organization.

Exit strategies and lock-in risks (ability to switch cloud
providers) are important concerns for organizations
exploiting Cloud Computing, as well as vendor
dependencies (e.g. only using services the provider is
willing to offer).

The success or failure of Cloud Computing is highly
dependable on how confident consumers feel that the
services of the cloud provider are reliable and available,
secure and safe, and that privacy is protected.

By moving data into the Cloud, organizations might lose
some capabilities to govern their own data, including data
creation and receipt, distribution, use, maintenance and
disposition.

The responsibilities for integrating in-house IT with the
cloud infrastructure, adapting the in-house software
systems with the cloud platform, etc. should be clearly
defined and appropriate roles assigned (e.g. cloud
infrastructure integrators, cloud platform integrators).
Cloud Computing involves new technologies and
standards, requiring the acquisition of new competences
and expertise.

Integration of in-house IT to the Cloud infrastructure
could be hard and time consuming undertaking.

Due to its early adoption stage, Cloud Computing still
lacks enough major cloud service providers, lacks variety
of mature tools (incl. integrated development
environments) and standards are continuously evolving
(and even competing).

[37-
47)

[37-
42, 46,
48-52]

[61]

(37,
42]
[49-
50,
61-62]

Technical challenges

T1 Addressing
architectural and
technical
constraints
T2 Maintenance and
troubleshooting
difficulties
T3 Lack of cloud
provider support
T4 Cloud
interoperability

Cloud Computing poses some architecture constraints on
the way software systems are build, incl. decomposition,
decoupling, componentization, etc. and some technical
constraints as what should be the type of database, etc.
Defects detection, localization and troubleshooting could
be problematic as there might be no access to or sufficient
control over the cloud infrastructure.

There might be lack of provider support or it might be
provided as a paid service.

Cloud providers are not using any kind of common open
standards, which makes cloud interoperability a serious
concern.

[52]

(51,
54,
63]

[54]

(50,
61,
63]
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The challenges mostly studied by the research community are related to security and
privacy (81% of the reviewed articles), and trust (60%). This is expected since
organizations tend to be extremely sensitive when crucial business assets (as business
data and computation) are delegated to external parties. In cloud environment there
might be no control (and even visibility in some cases) over these assets and no
guarantees (even if there are strong service level agreement, strict standards, etc.) that
the cloud provider would act in accordance to the interests of the organization and no
external parties (or events) would significantly interfere in their relations (e.g. through
business acquisition). Thus mistrust and lack of security and privacy might become the
greatest barrier for the adoption of cloud solutions.

Cloud Computing and its challenges further affect the way agile methods and
techniques could be incorporated into the Service Cloud Paradigm. Trust (O1), security
and privacy (O3) of data and computation are as much important for the organization
as for its customers, so the organization-customer collaboration, central to agile
software development, might need to be extended to include the cloud provider (in
order to increase transparency, visibility, responsiveness, etc., so needed for the
building trust and confidence). Vendor lock-ins (O2) might further hinder
organizational flexibility and agility (e.g. as one could not change its cloud provider
effortless and in a timely manner), while external dependencies (O2) could decrease
the business value delivered to customers (e.g. due to new requirements coming from
the cloud infrastructure or the organization is pressured to use specific and expensive
software licenses coming from the could provider, etc.) and could further decrease
organizational responsiveness (e.g. due contracting). In terms of technical challenges,
the maintenance and troubleshooting difficulties (T1), together with the lack of cloud
support (T3), might require more involvement from upper management (in order to
assure the commitment of the cloud provider). Also, the architectural and technical
constraints (T2) and the need to consider quality aspects (T2, T4, such as
interoperability, security, performance, etc.) might require considerable efforts to be
made for architecture and design, except for coding and testing.

4 Results

The present section discusses the results of the evaluation of agile techniques based
on the Delphi technique. The results are shown in Table 3, where the techniques are
sorted by the total number of challenges they are expected to address (shown in
brackets next to the technique’s name).

Table 3. Evaluation of Agile techniques based on the challenges they are expected to address

Agile Technique SOA Challenges CC Challenges
Extreme Programming (XP)
Small Releases (20) 01, 06, 07, 08, 010, T1, T2, T3, 01, 02, 03, 04, 06,
T4, T5, T6, T7 08, T2, T3
Planning Game (14) 01, 02,04, 06, T1, T2, T3 01, 02, 03, 04, 05,

07, T3
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Table 3. (continued)

Pair Programming (13) 05, 07,08, 09, T1, T2, T3, T4, TS, 06,T1, T2
T5
Whole Team (13) 02, 04, T1, T2, T3, T4, T5, T6 05, 06, T1, T2, T3
Continuous Integration (12) 05, 08,08, T2, T3, T4, T5, T6 03,04, T1, T2
Test-Driven Development (11) OS5, 08, T1, T2, T3, T4, TS, T6, T7 T1, T2
System Metaphor (10) 05,08, T1, T2, T3, T5, T6 06,07, T1
Collective Code Ownership (7) 04, 05,07, TS5 06, 07, T2
Refactoring (6) 05, 08, T5, T6 T1, T2
Simple Design (5) 08, Tl1, T4, T5 T2
Coding Standards (4) 05,08, T3 T2
Scrum
Sprint (20) 01, 06, 07, 08,010, T1, T2, T3, 01,02, 03, 04, 06,
T4, TS5, T6, T7 08, T2, T3
Sprint Planning Meetings (18) 01, 02, 04, 05, 06, 07,08, T1, 01, 02,03, 04, 05,
T2, T3, T7 07, T3
Cross-Functional Teams (17) 04, 05, 06, 07, 08, T2, T3, T4, T5, 05, 06,08, T1, T2,
T6, T7 T3
Product Backlog (15) 01, 02,04, 08, T1, T2, T3, T4, T7 03, 04,06, 08, T1,
T2
Spring Backlog (15) 01, 02,04, 08, T1, T2, T3, T4, T7 03, 04,06, 08, T1,
T2
Daily Scrum (12) 04, 05, 06, 07, T2, T3, T4 02, 06, T1, T2, T3
Scrum of Scrums (9) 04, 05, 06, 08 06, 07, T1, T2, T3
Scrum Master (9) 04, 05, 06, T2, T3, T7 02, 05, T3
Product Owner (9) 02,03,T1,T2, T3, T7 02, 03, 04
Sprint Review Meeting (5) 01, 05,T4, T3 T3
Sprint Retrospective (5) 06, 07,08 06, T3
Sprint Burn Down Chart (4) 05, 08 T2, T3

As seen from Table 3, the agile techniques recommended the most by the experts
was Small Releases (from XP) and Sprints (from Scrum). Their arguments include
receiving feedback quickly (e.g. identifying security, interoperability, privacy, etc.
issues earlier in the development lifecycle), increasing responsiveness to change (e.g.
limiting the impact of evolving standards on software delivery and cost/time overruns,
overcoming vendor lock-ins by deploying increments on different cloud
infrastructures, etc.) and issues (e.g. broken SLAs or QoS contracts), building trust
and confidence (e.g. through frequent communication, increased visibility and
traceability, etc.), effective competency acquisition (through learning by doing), early
delivery of business value, etc. Next, Planning Poker (from XP) and Sprint Planning



Challenges for Migrating to the Service Cloud Paradigm: An Agile Perspective 87

Meeting (from Scrum) were rated second. The motivation for that was the active
involvement of customers or customers’ representatives in the development process
and enhanced collaboration (e.g. resulting in more effective business process
modeling and analysis by taking into consideration also the technical aspects, whether
architectural or technical, of the migrated software system, better identification and
prioritization of customer requirements based on customer value and collective
estimations, effective identification of possible composition/choreography workflows,
etc.), early detection of risks due to external dependencies and their timely mitigation
(e.g. gaining support and commitment by customers and upper management to
remove impediments coming from external parties), clarification of team
responsiveness and service ownership (e.g. by identifying external services to be used
by third parties, who will integrate them, who will test them, etc.), early escalation of
quality concerns (e.g. compatibility, standards compliance, etc.), etc. The third most
rated agile techniques were Pair Programming (from XP) and Cross-Functional
Teams (from Scrum). Among the reasons for recommending these techniques were
more effective acquisition of competencies and expertise (e.g. through daily
knowledge transfer between programming pairs, homogeneous distribution of
knowledge and expertise within the cross-functional team, etc.), managing increased
complexity (e.g. through highly collaborative and knowledgeable workers), increased
team responsiveness and support (e.g. team support for issues troubleshooting and
resolution, improvement of used tools and procedures, identifications of impediments
and external dependencies, etc.), secured quality in terms of security, interoperability,
performance, etc. Other agile techniques, highly rated were Whole Team and
Continuous Integration (from XP) and Product Backlog, Spring Backlog and Daily
Scrum (from Scrum).

Based on the presented results and following the Pareto principle (80% of the
effects come from 20% of the causes) [64], we would recommend that an
organization, migrating to the Service Cloud Paradigm and interested in Agile
Software Development, should start with small releases (or sprints), incorporate
planning meetings similar to either Planning Game or Sprint Planning Meeting, and
encourage Cross-Functional Teams. Afterwards, it might continue with Product /
Sprint Backlogs, Daily Scrums, Continuous Integration and On-Site Customer in
order to further address the challenges of the migration process. Finally, as all
examined agile techniques have the potential to contribute to the Service Cloud
Paradigm, an organization might also consider full implementation of either XP or
Scrum (or a hybrid), as this will ensure cohesiveness and will allow the organization
to take full advantage of these methods.

5 Conclusions

Agile methods and techniques have the potential to address many of the challenges
possessed by the Service Cloud Paradigm. Thus an agile service- and cloud-oriented
modernization method could be reasonable not only because the target organization
might had already adopted the agile values and principles, but also because it
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promises to overcome the challenges of migrating to the Service Cloud Paradigm. The
future work is the identification of challenges from other related areas as Model-
Driven Development and Software Modernization, and the development of a
complete agile method to support organizations in the adaptation of their legacy
systems to the Service Cloud Paradigm.
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Abstract. In many domains, there are tasks for which no strict process can be
prescribed, but which require the expertise of case managers who work with in-
formation from a broad set of sources. To support case managers’ highly indi-
vidual work, we present an approach that enables them to structure their work
along a flexible agenda and a diverse collection of artifacts. We propose a
cloud-based architecture for annotating artifacts with document- and content-
level metadata to support case managers’ cognitive effort of organizing, relating
and evaluating the multitude of artifacts involved in each case, and describe a
tool that provides a consolidated environment for working with artifacts from
heterogeneous sources.

Keywords: case management, agendas, artifacts, annotations, cloud storage.

1 Introduction

Business process management and workflow management ensure that process in-
stances follow the definitions and guidelines described in the form of process models.
This works nicely for all kinds of processes that are well-understood and highly struc-
tured. Such business processes tend towards automation (as a consequence of ongoing
industrialization) [1]. Usually, however, certain parts of business processes cannot be
automated; very often, they cannot even be described in detail. They are less struc-
tured and depend much more on the expertise of a responsible person (called a case
manager in the following). Very often, such a case manager does not follow a prede-
fined process model, but a more or less coarse agenda that he arranges flexibly as the
case demands. Here we leave the traditional field of business process management
and arrive at so called case handling [2]. In case handling, we observe that case man-
agers employ other cognitive approaches for planning and structuring their work than
they would need to “blindly” follow predefined processes. Besides the agenda, the
artifacts that the case manager works with are in the focus of the attention, and a lot of
cognitive effort is spent on finding them, relating them, evaluating them, basing deci-
sions on them, etc. To support these activities, case managers form a mental model of
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the information landscape and the relevance and relations of all information fragments
(artifacts) that takes a lot of effort and focus to keep in one’s head without suitable
tool support.

In this paper, we introduce a cloud-based toolset for flexible agenda and artifact
management. The toolset has been developed in the context of our research agenda
concerning the support of case manager. Based on the observation that some business
activities cannot be expressed by process models, but are highly dependent on search-
ing, exploring, and extracting knowledge from a broad body of information stemming
from various (enterprise-internal as well as publicly available) data sources of differ-
ent format and nature, we provide a workspace for artifact-oriented working in
business processes.

In summary, the contribution of this paper is as follows:

e We introduce the notion of knowledge-intensive business processes to indicate that
business processes may contain parts cannot be exhaustively described a priori.

e We introduce the notion of flexible agendas, which let case managers organize
their process work in different styles.

e We introduce the notion of a workspace, which supports knowledge work that is
completely artifact-oriented.

e We introduce a mechanism for annotating artifacts that is independent of their file
format and source location, by storing all annotation in a central cloud service.

In the following section, we introduce the core concepts of case management. Section 3
then discusses an architecture for annotating artifacts with metadata in a unified way, and
storing those annotations in a central cloud service. Sect. 4 gives an overview of a toolset
supporting case managers. We conclude with a discussion of related work in Sect. 5 and
an outlook on further research in Sect. 6.

2 Agenda- and Artifact-Driven Case Management

Even though the tasks of a case manager do not have a clearly defined internal struc-
ture (and therefore cannot be supported by traditional workflow management sys-
tems), we believe that solving these tasks can be tool-supported. Our mechanisms
focus on supporting different working styles of case managers in their knowledge
work, where they shall be free to plan and structure their work according to the cogni-
tive approach that seems most useful to them. To accomplish this, we introduce the
concept of agendas (Sect. 2.1) and the notion of a workspace containing all relevant
artifacts (Sect. 2.2). Artifacts are documents, links, e-mails and all the other data
sources needed by the case manager during completion of the task. (At this time, we
do not explicitly consider collaboration with other stakeholders and experts. However,
artifacts can also link to shared repositories like Google drive. These shared sources
constitute another important class of data sources, and context comes into play as a
third class of data source when the case manager is not office-based, but works on
location with a mobile device [3]. The explicit integration of collaborative and mobile
aspects into the approach is subject of our ongoing work.)
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We will introduce the concepts of agendas, templates and artifacts using an
example from the rehabilitation management domain in the context of disability
insurance. Here, for certain kinds of injuries, rehabilitation managers are responsible
for driving the medication and therapy process in order to avoid unnecessary costs
and to ensure quick recovery of the injured person. While some of the activities
performed by a rehabilitation manager can be explicity defined and supported by
structured dialogs and algorithms, the details of certain other parts (such as selecting
the most appropriate care provider) are rather undefined: For these parts, it is not
specified in detail what has to be done at which step, what kinds of information
sources have to be considered, and what kinds of data have to be produced — we just
know that the task requires and produces certain input and output artifacts, and may
have a coarse agenda as an informal guideline for what needs to be done to complete
the task. The following scenario illustrates this:

Agenda

check healing plan
check diagnosis concretize healing plan
occupation check issue orders
healing plan care provider ranking
past ! !
medical '

histo b e h
v generate monitor statistics and
healing plan entry therapy > cost control
. <
healing plan & therapy
§ evaluation
s report
diagnostic
request to answer from order to care invoice from
claims claims provider care provider

management management

Fig. 1. Structured and unstructured parts in a rehabilitation control process

Case manager Smith, working for the disability insurance company TakeCare, is
responsible for the rehabilitation management of the insured person Mr. Miller, who
has been injured with a comminuted femoral neck fracture. Supplied with input
sources such as Miller’s past medical history and diagnostic data, Smith first needs to
create a healing plan for this patient. Since there is no pre-defined process for this
task, it is represented by the “generate healing plan” element in Fig. 1. As a guideline,
Smith only has a coarse agenda at his disposal. Working with this agenda, Smith
creates a healing plan, which is the input for the following task “monitor therapy”. In
the context of both unstructured tasks, Smith has to carry out numerous activities
whose execution, repetition or omission is not predefined, but depends on the pecu-
liarities of each case. Smith also has to produce certain deliverables only known with-
in each task, and some deliverables relevant to the surrounding structured process as
well (e.g. the therapy evaluation report). To do so, he has to access various external
sources, such as rankings of care providers’ performance, etc. While working in the
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unstructured parts, Smith also produces intermediate results that can be processed by
activities in the structured process parts, while the unstructured task is still being
solved. For example, in the “generate healing plan” task, Smith can issue requests to
the claims management department, whose responses are available to Smith as he
works on the task. Ultimately, as the therapy is completed, the process continues in a
structured way again: Processing the therapy evaluation report and the invoices from
care providers are pre-defined standard activities that can be expressed as traditional
business processes.

In the following subsections, we will show how case managers can be supporting
methodically and technically in working on unstructured, knowledge-intensive tasks
like the ones described in the above scenario.

2.1  Agendas

In an unstructured process part, the notion of an agenda is of central importance. An
agenda (usually derived from a template or best practice for a certain case type) con-
tains links to and names of all entities that a case manager puts on the list of things he
plans to consider. If starting from an activity-driven perspective, first-class agenda
items are activities that are candidates for execution. If the perspective is more arti-
fact-oriented, then first-class agenda items are any form of artifacts (files, documents,
web pages etc.) and other sources of information. If the perspective is more structure-
driven, first-class agenda items are key entities of the task’s domain. In the given
scenario, for example, “healing plan”, “care providers” and “therapy” are such key
domain entities. This structure-driven perspective allows allocating activities, infor-
mation sources and documents around key entities of the case domain.

Generally speaking, a case manager does not have a single perspective. Instead,
some parts of his work might be activity-driven, others more determined by artifacts,
and selected key domain entities might be used for collecting activities and docu-
ments under the roof of one keyword. Other ways of structuring items are allowed as
well, e.g. along the lines of communication partners, along a timeline, alphabetically
or in any other way the case manager considers most useful for organizing his work.

Our notion of an agenda supports these arbitrary mixes of perspectives by just us-
ing the general notion of agenda items, and by supporting hierarchies of agenda items
in order to support different levels of abstraction. Agenda item hierarchies can be
arbitrarily linked with each other. If, for example, an activity such as “generate heal-
ing plan” is linked to the domain entity “healing plan”, then this may be interpreted to
be an activity which works on a healing plan. With this rather broad notion of agendas
and agenda items, each case manager can use agendas according to his preferences.

2.2  Artifacts

The solution of an unstructured task rarely can be accomplished by following a purely
activity-driven agenda. Rather, one of the most frequently performed activities of a
case manager is to search and explore information related to the case. He will access
multiple information sources, both internal and external ones, some of which are
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structured, while others are not. Based on the information gathered, he builds a mental
model of the way he wants to solve the case. We collectively call all information that
the case manager gathers artifacts. He can work with these by combining, evaluating,
rating and relating the information they contain. For such situations, the paradigm of
working along an agenda is expanded by the paradigm of handling individually as-
sembled universes of information. To support this style of working, we introduce the
notion of workspaces.

In the example scenario described before, the healing plan is a key artifact. This arti-
fact may be based on generally accepted therapy plans, but it may also deviate from these
mainstream plans due to certain patient-specific risks. In this case, a rationale for the
deviation from the plan, or a scientific report describing the alternative therapy, can be
researched and attached to the healing plan by the case manager.

The case manager organizes the artifacts for a task in the workspace provided by
our toolset, as shown in Sect. 4. He can include information and documents from
heterogeneous sources, he can arbitrarily associate artifacts in his workspace with
each other, and he can annotate these artifacts and associations with metadata as dis-
cussed in the following section. In the course of the task’s completion, the case man-
ager will dynamically re-arrange and relate the artifacts in his workspace as he
accesses further sources of information and evaluates the collected information.

3 Cloud-Based Artifact Annotations

Actors driving knowledge-intensive processes are known to evaluate gathered arti-
facts using annotations. They may add metadata such as comments, tags and ratings,
and they highlight content. We can find such annotations on two different levels: on
the artifact level, where they refer to the complete documents, e-mails, web pages etc.
as a whole; and on the content-level, where they concern specific fragments, elements
and bits of information that are part of the whole artifact.

In this section, we initially propose requirements and challenges in the context of
annotation support. We then propose a system architecture that enables knowledge
workers to annotate any kind of document regardless of its format and source.

3.1 Requirements and Challenges

Most commonly available artifact editors and viewers provide basic support for anno-
tating the artifacts they can process. But in some cases, the features differ: Microsoft
Word documents, for example, can be annotated on the artifact and content level.
Adobe Portable Document Format (PDF) files can also be annotated on both levels,
but usually the artifact-level annotation is read-only for PDF viewers. Both file types
support similar artifact and content-level annotation features such as tagging, adding
comments and highlighting text, although commenting is limited to the content level
in PDF files. Limited support for rating artifacts is incorporated in the Microsoft
Windows operating system, but only applicable to certain image file types.
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In order to make it easier for case managers to apply and work with meta informa-
tion on the artifacts they deal with, we propose two basic requirements to be satisfied
by IT support for case management: Ensuring annotation support for a wide range of
heterogeneous artifact types and sources, and providing a homogeneous user expe-
rience independently of the artifact type and source. Given these requirements, we can
identify several challenges that have to be coped with in order to support annotations
of artifacts, which will be discussed in more detail below:

e Missing write permissions: Where to store annotation information?

e Missing annotation support in artifacts’ document/data model: How to store an-
notation information?

¢ Inconsistent user interfaces: How to provide similar user experience for annotat-
ing different types of artifacts with different editors?

Missing write permissions are a problem whenever third-party information shall be
annotated or organizational rules prohibit manipulation of data. Sometimes the artifact
itself is read-only (e.g. some PDF files). In many cases, the underlying file system
may not be accessible, e.g. remote web pages and reference sections in corporate
intranets. It is obvious that annotations cannot be stored in such files and locations.
Due to the unpredictable and multi-variant nature of data access in knowledge-
intensive processes, we assume that issuing general write access — whether pre-
arranged or granted on-demand — is not feasible. Therefore, any solution to support
annotations of heterogeneous artifacts must involve some external storage for the
meta information of sources to which the case manager does not have write access.

While many formats such as Word and PDF documents, as well as JPEG images,
provide annotation support, missing annotation support in the artifact’s file format
is a problem for many artifact types. For example, HTML supports only artifact-level
annotations (by way of META tags in combination with a profile like the Dublin Core
[4]) For images, comments can be stored in the “comment” field as part of text
chunks in the PNG specification or with the “COM” marker in the JPEG specifica-
tion. In addition, there are standards like EXIF and XMP [5] that allow the integration
of artifact-level annotation information into media. However, simple artifact types
like plain text files do not have such complex data models and hence neither support
artifact- nor content-level annotations. It is therefore not yet feasible to store and ex-
change both artifact- and content-level annotation information within the data models
of all kinds of artifacts.

Finally, due to the heterogeneity of file editors and viewers, there are many incon-
sistent user interfaces for annotating artifact — both on the command level (i.e. which
menus, buttons or hotkeys are required to annotate an artifact), and on the display
level (i.e. how the annotation is represented visually). Consequently, every time the
case manager uses a previously unknown viewer or editor for a new artifact type, he
has to adapt how he works with annotations, which affects his efficiency — especially
since he has to keep switching between many different artifact types in the course of
his work.
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In the following subsection, we therefore suggest a solution that provides an inter-
face that standardizes the user experience and solves the storage and access problems
highlighted above.

3.2 Architecture for Annotation Storage

We believe that the first two challenges mentioned above require a centralized, sepa-
rate storage space for annotation information and other meta data referring to the arti-
facts from many decentralized sources.

This storage can be implemented as an annotation service that is part of a private
document cloud. The server in the cloud hosts an Annotation Management component
and an Annotation Service component. To unify the user experience and smoothly
integrate the proposed cloud service into the client, each viewer/editor application
must be equipped with an Annotation Add-On that interacts with the server (Fig. 2).
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Fig. 2. Coarse architecture of cloud-based annotation service

The Annotation Management component encapsulates the database connection. It
also provides annotation management functions to the Annotation Service interface
component. The latter component can be a representational state transfer (REST)
service providing basic operations to the application add-ons.

For the client side, since different artifacts have to be annotated, an approach using
add-ons allows us to extend the basic functionality of different artifact editors and
viewers (this approach also solves the problem that some editors or file formats do not
have any built-in means for creating annotations). The proposed Annotation Add-On
consists of two components, the Annotation Editor and the Annotation Viewer. The
Annotation Editor provides a user interface to manipulate annotation information, i.e.
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editing properties like comments, ratings, tags etc., while the Annotation Viewer is
responsible for showing existing annotations.

In order to integrate the Annotation Add-on into a client application (e.g. a browser
or word processor), it binds itself as an event listener in the client application. In order
to provide a unified user experience, it is vital that it reacts to the same events in each
client application (e.g. a particular keyboard shortcut), in order to open the Annotation
Editor from within the web browser or word processor.

To display annotations, each Annotation Add-On uses the capabilities of its sur-
rounding client application to produce visually similar annotation presentations. For
this purpose, it may reuse existing annotation capabilities, e.g. the commenting func-
tion of PDF and Word documents. If dedicated capabilities are missing, the Annota-
tion Add-On may employ formatting functions to achieve similar representations — for
example, highlighting text in a browser could be achieved by formatting the annotated
text with a yellow background.

Given such add-ons for the various artifact viewers that case managers work with,
they will encounter a unified user interface (and have a central, source-independent
storage facility) for all meta data that they associate with the artifacts relevant to their
case. This means that they do not need to spend cognitive effort in dealing with the
differences of the various viewing tool, or even the impossibility of annotating arti-
facts from certain sources, and can instead focus on the contents of the artifacts and
their meaning and relevance for the case at hand.

4 Case Management Toolset

In this section, we describe a user interface prototype of a case management toolset
implementing the concepts introduced in the previous sections. It is currently imple-
mented for the Microsoft Windows platform as a prototype. We will describe it using
the example of controlling long-term rehabilitation of patients by insurance case
managers.

To help the case managers to keep an overview of their progress on each case, find
information relevant to it and work with it, the interface of the toolset provides three
window panes, as shown in Fig. 3: The agenda pane on the left displays the agenda
items that need to be worked on during the traversal of this case. The initial popula-
tion of the agenda can be managed using templates. So agenda templates are designed
to facilitate functions similar to workflow management, but for knowledge-intensive
processes.

Clicking on any agenda item will bring up all associated artifacts in the artifacts
pane — the main workspace — in the middle. These can be excerpts from or links to
web sites or intranet pages, data and documents provided by third-party services, as
well as information clipped from spreadsheets, manuals or other documents, e-mails,
contacts and appointments, and even notices written by the case manager himself.
Artifacts displayed here may have associated annotations that are drawn from the
central cloud storage. The source pane on the right provides detailed views of the
various artifacts that are relevant to a case, as well as the data sources from which
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those artifacts are imported — it is essentially a combined web browser and document
viewer. To enable case managers to work with a broad range of artifacts, the toolset
does not implement editing and viewing logic itself, but instead embeds existing ap-
plications such as web browsers or word processors as needed.

Dateien Befehle Ansicht Konfigurieren

Agenda G -
Healing Plan Wi PUBMED
W= CENTRAL
Milestones
Home About RSS Feeds Journal List
Report Diagnosis Notes on
Risk Profile Progress femaral neck fiacture | Qsearch |
Possible Complications .
Resulting Risk = # Post-fracture avascular necrosis of the fe|_
— A . ks =
Thetaps ~ correlation of experimental and clinical st
eLADY < ' (PMID:7438624)
find suitable care providers L5 J — R
n \ Abstract | Citations i | Related Articles 2
set up appointments X )
Healing herapy
= Options Calandruccio RA, Anderson WE 3rd
Clinical Orthopaedics and Related Research [1980(152):49-84]
—— _—
e —— Type: Joumal Article
Abstract
N
4 )
we F Both extraosseous and intraosseous blood supply of the famoral

Femaal patients with femoral neck fractures. The injury to the extraosse
Risk s amount of displacement at the time of fracture. The major intrac
Analysis fracture extends through the superior lateral portion of the neck
significant age difference in adults who develop avascular necro
unites compared with those who do not develop avascular necro
of avascular necrosis following femoral neck fracture is probably
nondisplaced fractures should be reported separately from displa
he renarted followina united fractures ta avnid the confusion in ¢~

Fracture
Study

Fig. 3. User interface prototype of toolset with agenda, artifact and source panes

When the case manager picks up a new rehabilitation case, the agenda is filled with
the items of the organization’s rehabilitation case template, and the artifacts pane is
populated with the input artifacts that describe the case, such as the patient’s diagno-
sis. With this, the case manager can begin working on the case: Rather than following
a step-by-step process, he may decide upon reviewing the input artifacts that addition-
al agenda items are necessary — for example, obtaining additional information on
counter-indications against particular medications, if the patient has other chronic
conditions. He can therefore refine the agenda by adding the respective activities to
the more coarse key elements found in the template. Since the agenda items aim to
guide the task solution, the case manager can annotate them with further attributes he
finds helpful to structure his work. For example, the case manager may categorize
agenda items by denoting them as “actions”, “checkpoints”, “reviews” etc., and can
attach deadlines, completion percentages or other organizational attributes to them.
The tool can use this information to present accordingly filtered views on the artifacts,
to remind the case manager of upcoming deadlines, or to give an overview of open
issues that will help him to organize and prioritize his work in a particular case.

As the case manager is working on an individual patient’s rehabilitation progress,
he needs to consider a number of aspects that are prescribed in the agenda, such as the
patient’s diagnosis and living conditions, recommended therapies, and the location
and qualification of suitable care providers. To research information on these and
other aspects relevant to the case, the toolset provides a consolidated interface for
accessing and excerpting a broad spectrum of data sources: the source pane can
embed applications for showing web or intranet pages, spreadsheets, documents,
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third-party data services, e-mails, etc. A set of bookmarks (defined -case-
independently in the agenda, but editable and extendable on a case-by-case basis)
provides quick access to relevant data sources for the case’s domain.

When the case manager finds relevant information while browsing a source docu-
ment, he can copy & paste excerpts or drag & drop the whole document into the arti-
fact pane. The toolset in that case records the copied information (if feasible for that
artifact format), and also a reference of the source where it was found, to enable the
case manager to come back to this source for updated information later if necessary.
In the source window, the case manager can also use the annotation features provided
by the embedded applications’ annotation add-ons. Besides ensuring a consistent user
experience when working with annotations in the toolset, the cloud-based annotation
service also ensures that the annotations will remain associated with the artifacts even
when they reside in remote sources that cannot be copied locally.

The extracted artifacts are displayed in the artifacts pane as labeled icons, which
can be visually set in relation with each other through free arrangement on the pane.
Further visual cues can be added, such as connecting lines for relationships and out-
lines for groupings. The user interface provides simple drawing tools for this purpose.
As shown in the middle of Fig. 3, for example, the case manager might cluster infor-
mation related to the healing plan, and relate it to specialist information such as medi-
cal studies and risk assessments.

To associate the artifacts with agenda items that they are relevant for (e.g. with the
agenda item “Therapy”), they can be dragged and dropped onto the respective item.
When a user then clicks on an agenda item, only the associated artifacts, their annota-
tions and their mutual relationships will be displayed, in order to introduce some
structure into what may grow into a large collection of artifacts.

Ultimately, the case manager will complete the case by creating an “output arti-
fact” that is passed to the following more structured steps of the business process that
this unstructured task has been embedded in.

5 Related Work

Our work belongs to the field of approaches that support the execution of those parts
of business processes that cannot be reasonably described in a structured manner. The
related literature calls these types of processes “semi-structured processes”, “know-
ledge-intensive business processes” [2], “case-oriented business processes” [6], “ad-
hoc processes” [7], “weakly-structured business processes” [8], “flexible processes”
[9], “knowledge work” [10], “dynamic case management” [11] or “adaptive case
management” [12].

A prominent approach to describe processes with a certain variability in following
a defined control flow is the “case handling paradigm” as developed by van der Aalst
et al. [2]. There, a case consists of activities, data objects, precedence relations be-
tween activities, and relations between them, as well as a state space used to describe
the current state of activities and data objects. Our approach also focuses on required
data objects and defined goals of unstructured activities. However, our approach does
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not prescribe any precedence relation or control flow definition for their internal
steps. Instead, we provide an agenda as a guideline to case managers, but no explicit
order of agenda items or control flow elements that would introduce some notion of a
structured process.

A further approach called “activity schemes” is presented by Schmidt et al. in [8].
They describe knowledge activities as a graph of knowledge action nodes that in-
cludes relations between activities, applications, and resources. In contrast to this
knowledge-focused approach, we focus on steps that have to be taken and goals that
have to be achieved during a task’s completion.

Pinto et al. propose an approach called “goal-oriented and activity-based workflow
modeling” [13]. In their domain model for case management, they integrate the data
flow with control flow elements and specify the completion of actions through pre-
and post-conditions of data objects. The relation of activities is determined by produc-
tion of data in certain states (the achieved goals). With our use of input and output
artifacts for instantiating and completing a task, we apply a similar mechanism. Addi-
tionally, our approach strictly separates the structured parts of a business process (or-
dered activities with control flow and decisions) from the unstructured parts (with
defined input and output artifacts, but without any assumptions about the internal
control flow), and we do not aim to provide a mixture of both.

To provide support through tools and workspaces, Pinto et al. describe the “work
list” concept, which is used to keep goals and activities that have to be considered by
the case manager [13]. Holz et al. use a “task list” as a central concept for supporting
case management [14]. This task list, particularly, is comparable to our agenda due to
the possibility of relating resources to task list items.

Besides the research community, industrial key players also provide solutions to
support case management. Forrester [15] identified Pegasystems, IBM, EMC, Appian,
Singularity and Global 360 as leading software vendors in this field. However, their
tools do not focus extensively on agendas, artifacts and annotations as described here.

6 Conclusion

In this paper, we introduced an approach for handling segments within a structured
business process that cannot be executed according to a pre-defined series of steps,
but whose completion relies extensively on the expertise and judgment of a case man-
ager who works with a broad spectrum of data sources in order to arrive at results.
To support work on such tasks, we introduced the concepts of agendas to guide the
case manager, and the artifact workspace in which he can collect, annotate and eva-
luate relevant data from highly heterogeneous resources. Besides these conceptual
foundations, we described mechanisms for storing artifact annotations in a central
cloud-based storage, independently of the source artifacts’ format and location, and
presented a user interface prototype toolset that provides a unified user experience for
the case manager’s tasks. Since the (possibly quite voluminous) artifact information is
stored in the cloud, it enables the case manager to access it from anywhere, even if he
is using a portable device in a process requiring mobility (e.g. visiting patients).
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By having all relevant information consolidated in one tool, being able to relate
them and go back to their sources if necessary, we expect to free case managers from
a significant cognitive load that the operational aspects of their research work would
otherwise impose on them. A particular feature that supports case managers’ natural
cognitive processes is that the approach combines the hierarchical thought patterns
typically employed in planning activities (i.e. the aspects expressed in the tree of
agenda items) with the networked relationships found in knowledge representations
such as documents and information sources, which are modeled by the graph structure
of the artifact workspace.

In our ongoing work, we are extending our approach with mechanisms for moni-
toring the steps taken to resolve a case, and deriving agenda template optimizations or
data source suggestions from them that can be used in other cases. These steps occur
in collaboration with case managers who give feedback on their work patterns and
strategies, in order to ensure the effectiveness of the approach in practice. Future re-
search subjects include the explicit support of collaborative work in the completion of
unstructured tasks, as well as support for mobile case handlers who directly interact
with their environment. For these users, we expect the central cloud storage to also
enable much more flexible work since all information and metadata can be retrieved
from any place, regardless of its original source location.

Acknowledgments. The authors would like to thank Alexander Kalinowski and
Yordan Terziev for their work on the case management toolset prototype.
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Abstract. The emerging transformation from a product oriented econ-
omy to a service oriented economy based on Cloud environments envi-
sions new scenarios where actual QoS mechanisms need to be redesigned.
In such scenarios new models to negotiate and manage Service Level
Agreements (SLAs) are necessary. An SLA is a formal contract which
defines acceptable service levels to be provided by the Service Provider
to its customers in measurable terms. This is meant to guarantee that
consumers’ service quality expectation can be achieved. In fact, the level
of customer satisfaction is crucial in Cloud environments, making SLAs
one of the most important and active research topics. The aim of this
paper is to explore the possibility of integrating an SLA approach for
Cloud services based on the CMAC (Condition Monitoring on A Cloud)
platform which offers condition monitoring services in cloud computing
environments to detect events on assets as well as data storage services.

Keywords: SLA, WS-Agreement, requirements, renegotiation.

1 Introduction

Cloud computing is emerging as a new computing paradigm and it is gaining in-
creasing popularity throughout the research community. One aspect of the cloud
is the provision of software as a service over the internet, i.e. providing applica-
tions (services) hosted remotely. Ideally, these services do not require end-user
knowledge of the physical compute resource they are accessing, nor particular
expertise in the use of the service they are accessing. Whilst the cloud offers op-
portunities for remote monitoring of assets, there are issues regarding resource
allocation and access control that must be addressed to make the approach as
efficient as possible to maximize revenues. From the service provider perspective,
it is impossible to satisfy all customers’ requests and a balance mechanism needs
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to be devised through a negotiation process. Eventually, such a process will end
up with a commitment between provider and customer. Such a commitment
is a commercial contract that guarantees satisfaction of the QoS requirements
of customers according to specific service level agreements(SLAs). SLAs define
the foundation for the expected level of service agreed between the contracting
parties. Therefore, they must cover aspects such as availability, performance,
cost, security, legal requirements for data-placements, eco-efficiency, and even
penalties in the case of violation of the SLA. The QoS attributes need to be
explicitly defined with clear terms and definitions by SLAs which exhibit how
service performance is being monitored, and what enforcement mechanisms are
in place to ensure SLAs are met [1].

Although the cloud computing research community recognises SLA negotia-
tion as a key aspect of the WS-Agreement specifications, little work has been
done to provide insight on how negotiation, and especially automated negotia-
tion, can be realised. In addition, it is difficult to reflect the quality aspects of
SLA requirements. The scope of this paper is to present a Cloud environment
where an SLA protocol may be designed and developed for the management of
the negotiation, the monitoring and the renegotiation phase of the agreed terms.
We intend to integrate this tool into the CMAC (Condition Monitoring on A
Cloud) platform [7] which offers a range of analytical software tools designed to
detect events on assets and complex systems as well as data storage services. For
this purpose, we choose the WSAG4J framework [2] which is an implementation
of the WS-Agreement standard [6] from the Open Grid forum (OGF). It pro-
vides comprehensive support for common SLA management tasks such as SLA
template management, SLA negotiation and creation, and SLA monitoring and
accounting. In the rest of this paper we present in Section 2] the CMAC platform
and in Section [3] general concepts of SLAs. In Section F] we introduce our SLA
protocol and in Section Bl we draw attention to some aspects related to its design
and integration in the CMAC platform that we expect to address at this early
stage with particular focus on the SLA renegotiation protocol. Finally, Section
concludes this paper.

2 CMAC Project

The CMAC project [7] provides a platform that allows people to run compute-
intensive research in an ordered manner over the internet. CMAC operates in a
manner that combines state of the art pattern search capability with a software-
as-a-service platform called YouShare |8]. CMAC brings the process of condition
monitoring in cloud computing to deliver an integrated monitoring service that
combines monitoring information across geographical locations, thus delivering
a powerful solution at low cost. In a typical application, asset data may be
distributed across a number of sites, e.g. data from sensors distributed across
one or more assets of different sites are uploaded to the cloud computing platform
where condition monitoring takes place.
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Fig. 1. CMAC top-level overview

Figure [ presents a top-level overview of the CMAC components. The
YouShare platform is the central computing component which heads up the
whole system. The Remote Monitoring component encapsulates the process of
accessing the system to monitor assets from remote locations. The Software Li-
braries provide various services among which monitoring, scheduling, pattern
recognition and visualization. The system maintains a scheduler service which
recognizes data uploads and deploys pattern search services on the data.

The Search Model Generator builds the models that are used to monitor the
data. The pattern search services form the core of the condition monitoring
process. They are currently developed around the AURA-Alert software |3-5]
which is capable of rapidly detecting novel patterns in the data set. Since CMAC
is built upon YouShare, any software can be used to process data, as long as the
operating system that hosts the software can be run as a virtual machine. The
pattern search requires raw data and a search model to generate monitoring data.
A model defines the configuration of the pattern search, i.e. search parameters
and patterns to be searched for. Models are used to generate monitoring data
and visualizations of an asset using the data from the sensors. Then, a specialist
engineer can analyse the monitoring data and reconfigure the model. CMAC
considers three types of data (not including associated metadata): raw data is
the monitoring information and are continuously uploaded to the system from
the assets being monitored; model data (search model) is the specification of the
pattern search; monitoring (output) data is the result of the monitoring service
on raw data by employing a model data. A field engineer uses the monitoring
data for managing, maintaining and planning the use of the asset.

The high level picture of the CMAC architecture and its data flows are pre-
sented in Figure [l Currently, the CMAC platform focuses on two main tasks:
Pattern Search and Visualization Data Generation. Pattern search is a more
intensive service which continuously process data streams uploaded from exter-
nal assets. In addition, an initial data rendering is carried out with the support
of several levels of interactive viewing. The CMAC cloud carries out condition
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monitoring upon arrival of raw data using the search models. Data process-
ing is carried out on various execution nodes which can be located on different
sites. The outputs are archived as a matter of course, but they are also sent
to a further service which processes the data for remote visualization on a web
browser. A combination of pre-rendered graphical objects and asynchronous re-
quests for raw data provide CMAC with a richly interactive rendering of the data
within acceptable processing times. Users can also use the Signal Data Explorer
(SDE) [17] on their desktop to interact with the portal based tools for analysis
and visualization. CMAC can be configured to have sufficient virtual machines
constantly available, with services ready to handle data as soon as it is up-
loaded. The existing technologies used to build CMAC are presented in the next
subsections.
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Fig. 2. CMAC architecture and data flows

The project, “Harnessing Large and Diverse Sources of Data Condition Mon-
itoring on a Cloud (CMAC)” Ref: 5175-33386, is funded by the Technology
Strategy Board (TSB). The CMAC academic and industrial partners are the
University of York, Cybula Ltd. and DTP Group.

2.1 YouShare Platform

The YouShare platform is a development of the CARMEN project (Code Anal-
ysis, Repository and Modelling for E-Neuroscience) [9, 14, [15] which provides
a unique virtual neuroscience laboratory; an infrastructure for using and shar-
ing data, tools and services that is now in regular use by neuroscientists. The
YouShare infrastructure extends the CARMEN platform and allows researchers
from any discipline to create collaborative groups through which to work using
shared data and software accessed though a web portal.
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YouShare allows users to upload raw data sets, to describe them with ex-
tensive metadata, to store output data produced by the execution of services,
and to apply sharing policies on them. YouShare allows users to create their
own services, run these against data held in the system, and to share their
services with other YouShare users. The service is then executed and upon com-
pletion, the YouShare portal stores the output and displays the result to the
user. In YouShare, requests from the portal are handled by servlets, which cre-
ate YouShare job requests that are passed to the Storage Resource Broker (SRB)
and the Service Manager of the execution nodes. YouShare is capable of running
any operating system within a virtual machine, and thus any uploaded software
application without needing to port it to its appropriate OS, consequently re-
ducing